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Les systkmes multi-senseurs et le fusionnement des 
donn6es pour les t6l&ornmunications, 

la t616d6tection et les radars 
(AGARD CP-595) 

Synth2se 
Le fusionnement des donnCes est une science qui a intriguC I’homme depuis ses origines. Au cours des sitcles, diffkrentes thCories et 
techniques ont CtC dCveloppCes, mais la cadence de ce dtveloppement n’a jamais atteint celle de la dernitre dCcennie, que I’on ne 
peut que qualifier d’explosive. Ce symposium SPP, tenu h Lisbonne, au Portugal, a permis de prCsenter des mtthodes et des 
techniques novatrices qui tCmoignent de la large mise en application de la science du fusionnement des donnCes dans bon nombre de 
systtmes militaires. 
Les communications prCsentCes lors du symposium ont couvert les quatre grands domaines techniques suivants: 
- les multisenseurs et leurs applications 
- les mCthodes de fusionnement des donnCes 
- les systtmes de dCtection et les techniques de fusionnement 
- la validation opCrationnelle et expkrimentale et les technologies associCes 

Le communications prCsentCes ont tCmoignC des progrts spectaculaires rCalisCs dans la comprChension des sciences, techniques et 
technologies qui sous tendent le fusionnement des donnCes. L’importance des bases de donnCes et des banques de donntes a CtC 
soulignCe par plusieurs confkrenciers. Un certain nombre de paramttres stratkgiques, diterminants pour le fusionnement des 
donnCes, ont CtC considCrCs comme Ctant d’une importance particuliike, i savoir: 
- l’opportunitC du choix de senseurs, leur nombre et l’obligation d’indkpendance like aux calculs qu’ils effectuent; 
- la,facon de constituer la base de donnCes et 
- I’importance de bien comprendre les limitations des observations effectukes par les diffbrentes catkgories de senseurs . 

Suite aux discussions qui ont eu lieu, il est apparu trts clairement que ces questions ne sont pas encore resolues et qu’il reste 
beaucoup B faire avant de pouvoir dtfinir les domaines d’application. A titre d’exemple, ni les thCories classiques comme la limite 
Cramer-Rao pour le traitement des signaux, ni la limite de Shannon dans la thCorie de l’information ne paraissent adCquates pour la 
dCfinition a priori de I’optimisation d’une base de donnCes. 
Une fois que la base de donnkes est constitute, le fusionnement de donnCes peut commencer. Le symposium a conch qu’en gCnCra1; 
chacune des mCthodes prCsentCes donnait des risultats satisfaisants mais non pas optimaux. Des mtthodes classiques, 
convenablement adapttes et perfectionnkes, ont CtC appliqutes avec succts. Ces mCthodes comprennent la thCorie des probabilitts et 
I’approche Bayesienne, en plus de la thCorie des ensembles flous et I’analyse des sCries temporelles. Certaines mCthodes plus 
rCcentes prisentent de 1’intCrSt aussi. Par exemple, ajouter une deuxikme mesure B la thCorie des probabilitis offre de nouvelles 
possibilitks. De la m&me fagon, la thCorie des ondelettes permet de faire des mesures locales en gCnCralisant le filtrage 
morphologique. Ces deux thdories ont CtC prCsentCes et les diffkrents degrks de reussite obtenus ont CtC dCmontrCs. 
I1 se pourrait que d’autres, telles quela mCthode globale qui est citCe dans la communication, ou I’analyse multifractale, qui pourrait 
&tre considCrCe comme la continuation de la thCorie des ondelettes, ou bien une toute nouvelle thCorie encore inconnue, viennent 
enrichir la panoplie d’approches possibles. Ces mCthodes sont B dCcouvrir, implicitement, parmi les outils utilisCs pour le 
fusionnement des donnCes, comme par exemple dans le cas des systtmes neuronaux. 
Tout au long du symposium, les confkrenciers ont dCcrit des mCthodes novapices qui ont conduit B des applications rtussies, 
dCbouchant sur des systtmes qui ont atteint ou qui sont en passe d’atteindre leur capacitC opCrationnelle optimale. Ces applications 
concement quatre domaines trts importants, B savoir: 
- l’imagerie 
- les systkmes radar, I’identification et la poursuite 
- les tClkcommunications 
- les aides B la prise de dtcisions 

Comme il est souvent le cas dans un symposium consacrC B des questions relevant des derniers dtveloppements d’une science 
dynamique, bon nombre des participants auront CtC amenCS B considkrer ce sujet d’une facon nouvelle, B la lumitre des 
commentaires approfondis des auteurs. Dans la mesure ob il est possible de juger dCjB de la rCussite du symposium, nous sommes 
convaincus qu’il sera considCrC comme trts fructueux. 
Les rtsultats prCsentCs B Lisbonne montrent trts clairement que cette science prometteuse s’affine, et la diversit6 de ses applications 
indique qu’elle est d’un intCrEt unjversel. En earticulier, en ce qui concerne les applications militaires, la surveillance, la dCtection et 
l’optimisation des aides B la decision sont des domaines qui suscitent de plus en plus d’intCr&t. L’influence de cette science sur la 
formulation des strattgies futures au sein du secteur militaire et en dehors est dCsormais incontestable. 
Nous espCrons que ce symposium SPP conduira B I’organisation d’autres confkrences afin de permettre de poursuivre I’exploration 
de ce sujet riche en technologie. Pour le moment, nous nous bornerons B exprimer notre satisfaction devant la qualit6 des 
communications et des discussions qui ont animCes ce symposium, et B souligner sa pertinence pour les pays membres de I’OTAN. 
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Theme 
Future weapon systems, whether ground, air or space based, will have to operate efficiently in a highly complex, hostile and 
dynamic battlespace environment. In this environment, a broad array of deception techniques (ECM) may be employed, and 
the need to fully discriminate among a dense array of objects will be increasingly difficult. In the past, emphasis has been 
placed on optimizing individual sensors for specific battlespace functions. Present and future threats will demand more 
capabilities than can be delivered by these individual sensors. 

However, it is likely that when data from many individual sensors are combined in an intelligent and perhaps adaptive 
manner such a combination may provide the commander information needed to counter these threats. By using data from 
multiple sensors, operating in independent domains which are often sensitive to widely different physical phenomena, the 
threats posed by deception techniques may be better neutralized. Benefits to military systems can be anticipated in the areas 
of communication, target acquisition, target identification and delivery accuracy, together with overall system integrity and 
robustness. 

In recent years, significant advances have been made in data fusion techniques and algorithms. Combined with the 
exponential growth of available computing power and memory density, real-time multisensor data fusion is now becoming 
feasible and affordable. Integrated C31 will permit an architecture applicable to efficient data exchange and may exploit the 
dramatic increase in computing power now available. 

Multisensor data fusion can be applied to a variety of systems appropriate to communications, surveillance and target 
recognition. Data from multiple sensors will lead to an improved and more complete picture of the battlespace environment - 
e.g., location, heading, strength, etc. of both friendly and hostile forces. Early applications of data fusion techniques in 
communications have been employed for some time. For example, in cellular mobile radio or monofrequency broadcasting 
systems, diversity is used to improve reliability. At a more advanced level, the reliability of data transmissions requires a 
characterization of transmission channels which results from measurements (ground and space based) of electron density, 
magnetic fields, meteorological conditions, solar activity, etc. Additional information can be extracted from waveforms using 
data fusion. This may provide a robust system while increasing data flow. 

Thkme 
Les systbmes d’armes futurs, qu’ils soient aCroportCs, spatioportts ou basts au sol, devront Ctre exploitts dans un thestre de 
bataille dont I’environnement sera hostile, Cvolutif et extrsmement complexe. Une large gamme de techniques de dCception 
(ECM) pourra Ctre mise en ceuvre et la discrimination de la cible dans une concentration dense d’objets deviendra de plus en 
plus difficile. Dans le pas&, I’accent Ctait mis sur I’optimisation de senseurs individuels destinCs 8 remplir certaines fonctions 
spkifiques du thCkre d’opCrations. Or, contrer la menace actuelle et future exige plus de capacitCs que les senseurs 
individuels ne peuvent fournir. 

Cependant, il est vraisemblable que lorsque les donnCes fournies par un certain nombre de senseurs individuels seront 
combinCes de faqon intelligente et, peut Stre adaptative, la combinaison qui en rksultera fournira aux commandeurs militaires 
les informations demandCes pour contrer ces menaces. I1 se pourrait qu’en exploitant les donnCes fournies par de multiples 
senseurs, fonctionnant dans les domaines indkpendants, sensibles 8 des phCnom2nes physiques trks diverses, les menaces 
posCes par les diffkrentes techniques de dCception soient plus faciles 8 neutraliser. Des avantages pour les systbmes militaires 
sont envisageables dans les domaines suivants: les communications, I’acquisition et l’identification de la cible, la prCcision du 
tir, la robustesse et I’intCgritC globale du systbme. 

Ces dernibres annCes, des avancCes remarquables ont CtC rCalisCes dans le domaine des algorithmes et des techniques de 
fusionnement des dondes. Avec la croissance exponentielle de la puissance de calcul et de la densit6 memoire, le 
fusionnement des donnCes multisenseur en temps rCel devient faisable et abordable. Le C31 permettra la rkalisation 
d’architectures qui autoriseront un tchange de donnCes performant et il fournira sans doute le moyen d’exploiter la croissance 
spectaculaire de la puissance de calcul qui est actuellement disponible. 

Le fusionnement des donnCes multisenseur s’applique 8 un Cventail de systbmes qui relkvent des communications, de la 
surveillance et de la reconnaissance de la cible. En ce qui concerne la surveillance et la reconnaissance de la cible, I’apport de 
donnCes multisenseur se traduira par une reprksentation plus complbte de l’environnement du champ de bataille, c’est-&-dire 
position, direction et importance des forces amies et ennemies. Les premibes applications des techniques de fusionnement 
des donnCes sont en service depuis un certain temps. Par exemple, dans les systkmes de radiodiffusion monofrCquence ou 
dans les radios mobiles cellulaires la technique de diversit6 est utilisCe pour accroitre la fiabilitC. A un niveau plus avancC, la 
fiabilitC de la transmission des donnCes passera par la caractCrisation des voies de transmission, qui sera ti son tour tributaire 
de la mesure (terrestre et spatiale), de la densit6 des Clectrons, des champs magnktiques, des conditions mCtCorologiques, de 
I’activitC solaire etc. Des informations complCmentaires pourront Etre extraites des formes d’onde par le fusionnement des 
donnees. Cette approche permettra de rCaliser un systkme robuste, tout en augmentant le flux de donnCes. 
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TAlO - ADVANCED INFORMATION PROCESSING FOR MULTISENSORY SYSTEMS 

I.E.P.G. COOPERATIVE TECHNOLOGICAL PROGRAMS 
TECHNOLOGICAL AREA 10 

Charles de Leeuw 
Hollandse Signaalapparaten B.V. 
Applied Systems Research Department 
P.O. Box 42 
7550 GD Hengelo, The Netherlands 
e-mail: deleeuw @signaal.nl 

SUMMARY 
Real-time interpretation of large amounts of battlefield infor- 
mation by both operator and system is increasingly difficult 
due to steadily growing complexity, and integration of systems. 
Therefore data fusion, i.e. combining data from several sources 
in order to obtain a global and coherent view on the battlefield, 
both at sensor level (multi sensor data fusion) and at abstract, 
strategic information level (information fusion), becomes more 
important. 

The main elements of the TAlO demonstrator project are (1) 
the fusion of data from different platforms and different sen- 
sors, (2) the management and the allocation of the platforms, 
drones, helicopters, and sensors, (3) situation assessment and 
(4) the determination of the requirements for real-time data 
fusion. To perform the fusion task, the required input consists 
of plots/tracks from individual sensors (including false alarms) 
and information from other sources, e.g. intelligence, and geo- 
graphical information. TAlO focuses on the integration of 
information from different platforms (various non-colocated 
platforms and drones) and different sensors (radar, optronic 
and ESM), instead of using only the sensors on a single plat- 
form. TAlO’s sensor management process uses the results from 
the fusion processes in order to allocate resources to improve 
the quantity and the quality of the information. The result of 
the project is a demonstration of the fusion process, the sensors 
management and the real-time capabilities using simulated 
sensors. The TA 10 demonstrator project therefore covers top- 
ics like: Reasoning about hypotheses, alternatives, uncertainty, 
time and space; Statistical analyses; Implementation tech- 
niques, such as functional programming and knowledge-based 
technology. 

In this paper we will describe the different concepts used for 
the multi sensor data fusion processes, and the distributed 
asynchronous software architecture chosen. Furthermore, the 
interaction between Data Fusion, Situation Assessment and 
SensorPlatform Management will be explained in order to 
illustrate the applied technologies for advanced information 
processing for multisensory systems. In the paper some of the 
first results from this on-going project will be presented. 

THE PARTICIPANTS 
The project is set up as an international cooperation between 
industries and research organisations from France and The 
Netherlands. The contributing partners are: 

Vincent Chalmeton 
Thomson-CSF / TCAR 
Fusion Competence Centre 
6 Rue Nieuport 
78852 Velizy cedex, France 
e-mail: chalmeto@thomson-csf.fr 

- Thomson-CSFRCAR (VClizy, France) 
- Matra Systemes & Information (Val de Reuil, France) 
- Hollandse Signaalapparaten (Hengelo, The Netherlands) 
- TNO-FEL (The Hague, The Netherlands) 
- NLR (Amsterdam, The Netherlands) 

1. SYSTEM OVERVIEW 
The primary goal of this project is to design and implement a 
demonstrator showing the capabilities of multi sensor data 
fusion through advanced information processing. The TAlO 
demonstrator (TAD) is a system that demonstrates the core ele- 
ment of a battlefield ground surveillance system by simulation 
in near real-time. The core element of the battlefield ground 
surveillance system consists of the functional parts: Data 
Fusion, Situation Assessment, SensorlPlatform Management 
and SensorPlatform simulation. The surveillance system 
observes the real world through a non-collocated heterogene- 
ous multisensory system. The perceived world is organized 
into a world model by using appropriate data fusion techniques 
in order to represent it in a synthetic way to the operator. The 
real world and the multiple sensors are simulated in a non- 
interactive way. So, the TAD works on simulated data instead 
of real sensor signals. It is the aim of the study to define and 
implement a demonstrator able to show the use of advanced 
data processing techniques on data fusion under (near) real- 
time constraints, 

DFSA function 
I Data Fusion I _ - - _ _ _ _ -  J 

Figure 1 - Functional partitioning of TAD system 

Paper presented at the AGARD SPP Symposium on “Multi-Sensor Systems and Data Fusion for Telecommunications, 
Remote Sensing and Radar”, held in Lisbon, Portugal, 29 September - 2 October 1997, and published in CP-595. 
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Figure1 identifies the main functionality of the TAD. The 
architecture itself, based upon generic principles, is described 
in the next sections and will show that the functions compris- 
ing the TAD core are distributed across a number of data fusion 
and sensor management nodes due to the geographical distri- 
bution of the sensor platforms: 
I .  The Input Simulator generates sensor reports, the perceived 

truth, as result of battlefield and sensor/platform simulation. 
2. The sensor reports are processed by the Data Fusion and 

Situation Assessment process in order to obtain an inferred 
representation, i.e. a world model. 

3. Based on the inferred representation, the Data Fusion and 
Situation Assessment process issues Sensor/Platform 
requests to the Sensor/Platform Management. 

4. These requests result in the update of the sensor manage- 
ment plan, considering sensor performance characteristics. 

5. The sensor management plan will be the basis for genera- 
tion of sensor/platform commands to the Input Simulator, 
thereby closing the control and information loop. 

1.1 GENERIC ARCHITECTURE 
The TAD relies on an architecture which is a derivation from a 
generic distributed multi sensor data fusion architecture (figure 
2 [6]) .  From the resulting definition of the generic architecture, 
the demonstrator architecture (figure 3) is derived. The follow- 
ing properties emerge from this approach: 
I .  The generic architecture can be tailored to other applica- 

tions and domains. The demonstrator architecture (figure 3 
and 4) represents such a specific application for battlefield 
surveillance. 

2. The generic architecture is reconfigurable, which means 
that the architectural elements (nodes) and interfaces are 
defined in such way that new architectures (corresponding 
to specific fusion/pro,cessing schemes) can be easily gener- 
ated and their performance evaluated. 

3. The generic architecture is flexible in adopting new or other 
sensors and new or other platforms. The demonstrator 
architecture relies on a specific set of platforms and sensors. 

These considerations imply that the demonstrator architecture 
is a specific instance of the generic architecture. Throughout 
the design and development of the demonstrator, this general- 
ity and flexibility is pursued. The demonstrator design pursues 
generic interfaces, processes and algorithms as much as possi- 
ble and is only specific there where it is unavoidable. In partic- 
ular, the fusion nodes have a common structure, which is 
tailored to the specific function they perform. 

I I 
high level communicaunn service 

(ahruaa data likc rccognired nhjcco. situation. and information rqucnr) 

%wncl outpa of f, might srw U input fur f 
- f,. SM,. and MMI, might k CO-lncnal on nnc ~ l a l f h n  p, 

Figure 2 - Generic distributed multi-sensor data fusion 
architecture 

The generic DFSA system architecture consists of the follow- 
ing elements: 
- A number-of platforms pl ... Pk. Each platform has mounted 

a number of sensors s(p,l) ... s(p,m). 
- A number of data fusion nodes fl ... fn that fuse data (from 

sensors, i.e. sensor/platform reports, and/or from other 
fusion nodes, i.e. fusion reports). 

- A situation assessment node, that takes as input fusion 
reports from one fusion node and performs situation assess- 
ment. It also makes directives for the management of the 
fusion process and the sensors/platforms. 

- One or more, probably hierarchically structured, sensor/ 
platform management nodes (hierarchical control: from 
general, high level sensor or platform directives to specific, 
low level sensor or platform commands). 

- A low level communication service that provides data flow 
between the processes and platforms. Examples of data are 
sensor (detection) reports and platform or sensor com- 
mands. It primarily transports sensor or platform related 
data messages. 

- A high level communication service that provides data flow 
between the processes themselves. Examples of data are sit- 
uation reports and high level control commands to sensor 
manager. 

- One or more man-machine-interfaces, which in general 
have access to all data stored in the sensors/platforms, 
nodes or data bases. 

' 

4 D.dd lv."\.l JItJ. IJ\LuJJlr. .II"rlllll rcp.ut\. I - - #. C.inirvl 1v.m ir Jtru.uve\. riin~riil  01 1 ~ m  pnire\\ 
uhirhi\niildcpalal. b 

Figure 3 - TA10 Demonstrator Architecture 
(as a specific instance of generic architecture) 

The data fusion nodes, situation assessment node and the sen- 
sor/platform management nodes and their interaction patterns 
(i.e. processing scheme) make up a specific architecture such 
as the TAD core (i.e. demonstrator architecture). These ele- 
ments are configured into a specific architecture, processing 
the data from a specific set of platforms and sensors. A specific 
instance of the generic architecture for the TAD can be found 
in figure 3. 

The distinction between low level and high level communica- 
tion services is somewhat specific, suggesting the existence of 
a more generic architecture. However, this distinction is impor- 
tant, because i t  introduces the difference between two levels of 
data exchange, which also enhances the construction of generic 
(invariant) interfaces. In practice, these two services make use 
of the same underlying network. 

The reconfigurability and flexibility with respect to sensors, 
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platforms, processing scheme and application domain require 
generic interfaces of the architectural elements, and a common 
(internal) structure for the elements. In this case, a specific 
architecture with specific elements is nothing more than an 
instance of the generic architecture tailored to the application 
with respect to available sensors and platforms, application 
domain and selected processing scheme. The demonstrator 
architecture is an instance of such a generic architecture, with a 
fixed fusion network. 

1.2 DEMONSTRATOR ARCHITECTURE 
The TAD core is based on a network of processing nodes 
(fusion nodes, assessment node, and sensor/platform manage- 
ment nodes) distributed on static or moving platforms con- 
nected by a communication network. The TAD is not focused 
on the simulation of the communication network but shall take 
into account the existence of a communication network. A way 
to do so, is to express the communication requirements of the 
TAD core on a fully networked asynchronous environment: 
a. not local (distinct locations), 
b. dynamically configurable (availability of processing nodes), 
c. transport protocol independent (diverse and evolving com- 

d. dynamically link configurable (availability of communica- 
munication resources), 

tion resources). 

The a) and c) requirements are right for the anticipated future 
evolution of the TAD (distribution of processing nodes on dis- 
tinct hardware resources with diverse communicating capabili- 
ties) and are not considered as demanding requirements for the 
TAD to be developed in the project. The points a), c) and d) are 
to be fulfilled by the communication network services. The d) 
point is not required for the TAD. The TAD uses a transport 
level connection oriented reliable byte stream service for the 
communication between processing nodes. 

The design of the TA10 demonstrator is based on the specific 
instance of the generic architecture as described above. This 
specific demonstrator architecture defines the selected sensor/ 
platform configuration and the processing scheme being the 
TAD core. The demonstrator architecture is depicted in figures 
4 and 5. 

t 

Figure 4 - Demonstrator Architecture: Fusion nodes 

Figure 4 shows the data flow between the sensor platforms and 
fusion nodes as a result of the processing of incoming sensor 
data. Figure 5 shows the flow of control between the sensor 
management nodes and sensor platforms as a result of the Data 

Fusion and Situation Assessment process. 

The following parameters define the specific TAD architecture 
(see also list of abbreviations): 
- Application domain 

- Platforms 
. Battlefield surveillance (defined by scenario) 

. Heliborne Platform (HP) with sensors HESM and HMTI 

. Ground Based Platform 1 @BPI) with sensor GMTII 

. Ground Based Platform 2 (GBP2) with sensor GMTI, 

. Ground Based Platform 3 (GBP,) with GTV3 and GIR3 

. Ground Based Platform 4 (GBP4) with sensor GIR4 

. Ground Based Platform 5 (GBP,) with sensor GTV, 

. Drone Platform (DPI) with sensor DIR, 

. Drone Platform (DP2) with sensor DTV, 
- Fusion nodes (comprising TAD core Data fusion function) 

. HDFS fusing HMTI and HESM (fusion of different 
types of sensors on the same platform) 
GDFS1 fusing GMTI, and GTV, (fusion of different 
types of sensors on different platforms) 
GDFS, fusing GMTI2 and GIR4 (fusion of different 
types of sensors on different platforms) 
GDFS3 fusing GTV3 and GIR3 (fusion of different types 
of sensors on the same platform) 
GDFS: This composed node receives the fused data 
coming from the previous nodes (HDFS, GDFS,, 
GDFS, and GDFS,). This system contains three hierar- 
chical nodes: 
. GGBDF fusing GDFS I ,  GDFS, and GDFS3. This 

node has to fuse data coming from the three ground 
based data fusion nodes; 
GGBHDF fusing GGBDF and HDFS. This node has 
to fuse data coming from the GGBDF outputs and the 
Heliborne Data Fusion System (HDFS) outputs; 
GDF fusing GGBHDF, DIR, and DTV,. This node 
has to fuse data coming from the GGBHDF outputs 
with the information extracted from the data collected 
by the drone(s). 

- Situation assessment nodes (comprising TAD core Situation 
Assessment function) 
Sensor and platform management nodes (comprising TAD 
core SensorPlatform Management function) 
. GSMGT taking as input orders from operator, (local) 

data fusion nodes and SA and prepare orders for 
LHSMG'I: LGSMGTl, LGSMGT,, LGSMGT3 (control 

. 

. 

. 

. 

. 

. 

- 
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of DP, and DP2 is also supported by the GSMGT). 
LHSMGT taking as input orders from GSMGT, HDFS 
and possibly a local operator (on board), and prepare 
orders for HP (i.e. pilot, flight path), HESM and HMTI. 
LGSMGTl taking as input orders from GSMGT, GDFS, 
and possibly local operator and prepare orders for GBP,, 
GMTIl, GBP, and GTV,. 
LGSMGT2 taking as input orders from GSMGT, GDFS, 
and possibly local operator and prepare orders for GBP,, 
GMTI,, GBP4 and GIR4. 
LGSMGT3 taking as input orders from GSMGT, GDFS3 
and possibly local operator and prepare orders for GBP,, 
GTV3, and GIR,. 

- Man Machine Interface 
In general and from an operational point of view, the man 
machine interface which addresses the interaction needs of 
one or more operators has access to all data and informa- 
tion, whenever useful. Possibly, MMI parts can be co- 
located on platforms or other distant places, having immedi- 
ate access to the local data and providing operator control to 
platform and sensors. E.g., an MMI part might be located 
on the heliborne platform that enables the local operator to 
examine HMTI and HESM data and the results from fusion 
node HDFS, as well as to control sensors / platform. 

2. MAIN FUNCTIONAL COMPONENTS 
Apart from supporting knowledge and databases the TAD con- 
sists mainly of one Hardware Configuration Item (HWCI) and 
three Computer Software Configuration Items (CSCI): 
- ‘TAD Workstation’ HWCI 

The TAD workstation is the processing resource which sup- 
ports the computing and operator interaction needs of TAD. 

The CSCI simulates the battlefield and sensors/platforms 
with the generation of sensor reports as the objective. 

- Data Fusion and Situation Assessment CSCI 
This CSCI implements the data fusion and situation assess- 
ment nodes with as main functions to provide the.operator a 
synthetic picture of the battlefield and guidance to Sensor/ 
Platform Management functions through requests. 

This CSCI implements the sensor/platform management 
nodes. Their main function is to provide steering commands 
to sensors/platforms based on data fusion, situation assess- 
ment or operator requests in order to have an efficient and 
effective deployment and use of these sensors/platforrns. 

- Input Simulator CSCI 

- SensorPlatform Management CSCI 

TAD Sysirrn w 
I I I 

~~ 

I 

2.1 SCENARIO AND SIMULATION 

OPERATIONAL AREA 
The area where the scenario will take place is a 20 x 20 km 
square area. This terrain is digitized taking into account (both 

during simulation and during the execution of the Data Fusion, 
Situation Assessment and Sensor/Platform Management proc- 
esses) relief (hills), civil engineering, and vegetation aspects, 
in order to address intervisibility and background problems. 

ENEMY AND NEUTRAL TARGETS 
The agreed represented scenario includes 100 potential targets: 
- 50 civilian ones which can move randomly on road nefwork 
- 20 military vehicles (cars, light vehicles, tanks) which move 

in accordance with military doctrine. In opposition to cars, 
tanks are not limited to roads. The scenario will only let 
them leave the roads if in accordance with military doctrine. 

- 30 military units (Vehicles, troops) moving in accordance 
with military doctrine. 

Figure 6 - Snapshot battlefield simulation at To+lSOmin. 

OWN SENSORS 
The sensors are all friends. The enemy sensors are considered 
only as emitters. The friendly sensors include: 
- I single airborne ESM (bearing, sensor characteristics) + 

Long range MTI radar (range, bearing, doppler), 
- 2 fixed ground medium range MTI radar, 
- 1 fixed ground IR + TV camera (bearing, bearing radial 

velocity, elevation, elevation radial velocity), 
- 1 fixed ground IR camera, 
- 1 fixed ground TV camera, 
- 1 drone equipped with IR camera, 
- 1 drone equipped with TV camera. 

All landbased sensors are fixed and distributed along the FLOT 
(Forward Limit of Own Troops) in order to assure a coverage 
overlapping (see figure 7). As there is no battle, FLOT is used 
instead of FEBA (Forward Edge of Battle Area). 

The drone platforms are sent at the appropriate time for a 30 to 
120 minutes mission. That mission is planned by the system 
and validated by the operator, as deducted from the data fusion 
system and the current assessed situation especially about the 
areas with low quality information and/or potential risks. 
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Figure 7 - Own sensors deployment 

The airborne MTI radar is installed on a helicopter. The heli- 
copter flight path has the form of a race course (60x10 km) at a 
40 km stand-off distance from the frontier. It delivers three glo- 
bal radar pictures of the area per track. 

Another important point is to distinguish the theoretical detec- 
tion range of the sensors and their practical detection range. 
The theoretical range is the range obtained in the best condi- 
tions for the meteo and without any masking nor by the relief 
nor by the terrain coverage.The practical range will be limited 
more or less by the meteorological conditions, and mainly by 
the terrain relief and coverage. The ranges shown in the sce- 
nario figure above are the average practical ranges in opera- 
tional conditions. 

SIMULATION REMARKS 
1. The battlefield is chosen in the south of France in a zone 

with moderate relief and few forests, so the masking effects 
will not dramatically decrease data fusion possibilities. 

2. Due to microrelief, the real detection, even in the detection 
range, will not be equal to 100%. 

3. The battlefield includes several possible military objectives 
to get an anticipated estimation of the situation assessment. 

4. The enemy is assumed to be limited to the battlefield area 
and does not to have interactions with other troops outside. 
It will be thus a punctual action near the frontier between 
two stabilized lines. 

5. The operator is assumed to know what the potential military 
objectives in the observed zone are. 

6. At time t=O the operator is assumed to have no other infor- 
mation then: 
- the battlefield map, 
- the potential military objectives in the observed zone, 
- the enemy military doctrine, 
- the information on his own sensors. 

7. The enemy does not react to the observation. 
8. During the demonstration there is no reaction from friendly 

9. For the operator (or observant) the starting state of the 
troops. 

external world is totally unknown. After 15 minutes of evo- 
lution of civil targets, new targets of the military type can be 
injected into the field: 
- Military vehicles up to 1 per minute, with m a .  of 20. 

- Military units up to 1 each 5 minutes, with max. of 30. 
These injected targets constitute the initial total of 50 mili- 
tary objects (vehicles or units). Injection of targets will only 
happen at the borders of the 20 x 20 km battlefield. 

2.2 KNOWLEDGE AND DATABASES 
This section describes the data and knowledge in the TAD. The 
data and knowledge needed for the TAD consists of world 
model datalknowledge. The world model contains the data and 
knowledge that describes the battlefield. An object-oriented 
approach is followed by defining world model objects in a way 
that has an equivalent on the battlefield. Each object encapsu- 
lates three types of data or knowledge: 
1. Static data: static attributes of objects of the world. Static 

data only consists of data that does not change during a 
demonstration, e.g. the typical size of a civil target. 

2. Dynamic datu: dynamic attributes of objects of the world. 
Dynamic data change during a demonstration and are 
defined as a function of time, e.g. the position of a military 
target. 

3. Behaviour knowledge: knowledge that describes the behav- 
iour of objects in the world, e.g. how the terrain conditions 
influence the speed of a military target. 

The Input Simulator uses an instance of the world model to 
perform a simulation according to a specific scenario. The 
TAD core uses and maintains one or more instances of the 
world model with as goal to reconstruct the simulated scenario 
on basis of unreliable sensor reports. In this case, the objects in 
the world model are track hypotheses. The different instances 
of the world model are implemented in each CSCI or Compu- 
ter Software Component (CSC), according to its specific needs. 
Several CSCs might share the same’instance. 

. 

2.2.1 WORLD MODEL 
The world model consists of track hypotheses. Each hypothesis 
contains data andor knowledge about the natural object as 
found in the battlefield. It is assumed that this set of objects 
contains the basic data and/or knowledge for constructing the 
world model. The foilowing objects are identified in the world 
model: Scenario, Battlefield, Atmosphere, Terrain, Entity, Sen- 
sor, Platform, Military Target, Military Unit, and Civil Target. 

Figure 8 describes the hierarchical relationships in terms of 
‘HAS A’ and ‘IS A relations. The relation ‘HAS A’ indicates 
that an object is composed of its parts (which are again 
objects), e.g. the object ‘battlefield’ consists of the objects 
‘atmosphere’, ‘terrain’, and a number of ‘entities’. The relation 
‘IS A’ indicates a subtype/supertype relationship,e.g. the 
objects ‘platform’, ‘sensor’, ‘military unit’, ‘military target’ 
and ‘civil target’ are all a subtype of the object ‘entity’. This 
implies that certain attributes of ‘entity’, such as ‘location of 
the object’, are inherited by the subtypes. 

The object ‘Battlefield’ is regarded as having an atmosphere 
(e.g. weather conditions), terrain characteristics and a set of 
entities, such as military targets and sensors. A ‘scenario’ is 
regarded as multiple instances of ‘battlefield’ as a function of 
time in order to capture the dynamic aspect of the battlefield 
(note that each object will have a time line, i.e. history, present 
and possibly future). The ‘HAS A’ relation between ‘platform’ 
and ‘sensor’ indicates that a platform consists of one or more 
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sensors. The 'HAS A' relation of 'military unit' to itself mod- 
els the fact that a military unit can be composed of subunits 
(e.g. a battalion is composed of companies), where the smallest 
military unit (i.e. platoon) is composed of 'military targets' 
such as tanks and personnel. 
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2.2.3 BEHAVIOUR KNOWLEDGE 
The behaviour knowledge, as listed in the previous section for 
each object, consists of knowledge of the behaviour of single 
object and possibly in relation with other objects. The knowl- 
edge capturing the behaviour of the world model objects is 
identified in the following five behaviour items: 
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Figure 8 - Object relationships 2.3 DATA FUSION AND SITUATION ASSESSMENT 
Figure 4 shows that the TA10 data fusion occurs in a number of 
different distributed data fusion nodes. In the different fusion 
and assessment nodes sensor information or fused information 
is taken together to produce a more complete overview of the 
battlefield. The information is based on plots, tracks or already 
fused information [1][2][3][5]. 

2.2.2 OBJECT IDENTIFICATION 
For each object the name, description and examples of the 
static and dynamic data is given. The behaviour knowledge 
associated with each object is only named. 
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Figure 9 - Overview of fusion and assessment process spcal and 
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N. B.: In this paragraph the various items of the fusion process 
will be discussed. Although various combinations of sensors, 
each with their own peculiarities, are used, we will mainly 
limit ourselves to the example of the fusion node GDFSI, in 
which MTI and TV data is fused. 
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2.3.1 DATA ALIGNMENT 
Data Alignment can be split in alignment in time (Temporal 
alignment) and in space (Spatial alignment). The result of 
Temporal alignment is a set of measurements in the same time 
reference. The measurements from each sensor are expressed 
with respect to the sensor position. To avoid annoying covari- 
ance terms when a measurement is correlated with a track, the 
predicted position for this track is expressed in the coordinate 
system of the corresponding sensor. In general, measurements 

Mililary largct 
Behaviour 

Swaure Unit Behaviour ' I  
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from two different sensors can be combined as desired, if it is 
specified how to translate measurements from the two sensors 
in their own coordinate system, to and from a global coordinate 
system. In practice, more efficient methods will be used. E.g., 
in the current situation measurements will be translated from 
the TV coordinate system to the MTI coordinate system and 
visa versa. Only at the end of the fusion process, when the 
results are transferred, a translation to the global coordinate 
system will be made. 

E.g., the MTI radar gives range and azimuth information of 
objects detected in a specific elevation domain. This is for each 
detected object an arc with as centre the position of the MTI 
radar. The TV camera and IR camera give azimuth and eleva- 
tion information of objects detected within a specified range 
domain. This is for each detected object part of a straight line 
starting from the position of the camera. 

2.3.2 ASSOCIATION AND CORRELATION 
Association and correlation involve sorting or correlating 
observations from multiple sensors into data sets, with each 
data set representing data related to a single distinct entity. 

Now the data alignment processes have established that meas- 
urements can be compared with each other, it is possible to 
determine which observations may have been caused by the 
same object. In the Kalman filtering used in Positional fusion, 
for each combination of a sensor and a track, a correlation win- 
dow is defined. Only measurements of the sensor in this corre- 
lation window, are correlated with the track. The current fusion 
step has to do association and correlation, thus, has to create 
this correlation window. Among other approaches, in TA10 
Multiple Hypothesis Tracking is applied [4]. 

The aim of Multiple Hypothesis Tracking is to postpone the 
final decision on difficult association situations until the receipt 
of more information. A number of candidate hypothesis will be 
generated and evaluated later on, as more data is received. The 
method is recursive, such that data sets only need to be proc- 
essed on receival. Central to the MHT approach is the forma- 
tion of a hypothesis tree. Each hypothesis in the tree contains a 
different series of plausible ways to partition information into 
tracks and false alarms. Each time a new set of observation 
data arrives, the tree is maintained by individually evaluating 
every existing hypothesis. A track occurring in one of more 
hypotheses is evaluated until it is eliminated (if the probability 
of it being a real track is too low), or turned into a definite track 
(if the probability of it being a real track is high enough). If a 
hypothesis contains a hypothesised track that is eliminated, this 
hypothesis cannot be true thus it is eliminated too. If a hypoth- 
esis contains a hypotheses track that is turned into a definite 
one, this part of the hypothesis is true, and only the remaining 
part has to be evaluated and becomes a 'new' hypothesis. A 
simple example will clarify the MHT principle: 

The line connecting four plots below represents the move- 
ment of track 1. The L+' is the predicted position based on 
these four plots, and the ellipse shown is the correlation 
window belonging to this predicted position. Two received 
plots turn out to fall within this window: 

The decision which one, if any, to assign to track 1 can be 
postponed. MHT supports 8 hypotheses, among which A 
and B, and evaluates them in parallel. Two predicted posi- 
tions and corresponding gates are computed: 

Track I 

'---- 
When the next data scan is received, one plot turns out to 
fall fairly centrally in the gate of the Hypothesis B track, 
and on the outskirts of the Hypothesis A track. Depending 
on the setup, the MHT algorithm may conclude that both 
hypothesis will be supported further, or accept Hypothesis 
B. Accepting Hypothesis B can for instance occur when 
Hypothesis A has become so unlikely that it is removed. 

Below the corresponding MHT tree is depicted for the situ- 
ation as above where two plots, PI and P2, are received of 
which at most one can be assigned to the existing track. 
The tree reads from left to right and is structured in a series 
of layers that represent alternative assignments of the plots. 
The notation is: 
FA : observation taken to be a False Alarm; 
NTi : observation initiates the New Track nr i ,  hereafter 

Tj(i) : 
referred to as Ti; 
observation associated with existing Track i ,  
which results in the extended track Tj. 

H5 

PI P2 

The track renumbering T2( 1) caused by the assignment of 
plot 1 to the existing track T1 is done to preserve the exist- 
ence of TI which may be needed later, so that the (hypoth- 
esised) track 2 contains all assignments of track 1 with the 
additional plot P1. Even in the simple example, identical 
tracks appear in more than one hypothesis. For instance, 
T4 corresponding to Hypothesis B shows up in both H2 
and H7 (see combining paragraph 2.3.5). 
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2.3.3 POSITIONAL FUSION 
In the TAlO positional fusion process, multiple observations of 
positional data of one object are combined in order to deter- 
mine an estimate of the state vector using (extended) Kalman 
filtering [7]. Note that the data includes all available data of the 
state vector of the object, thus not only the position, but also 
for instance the (Doppler) velocity. This information in combi- 
nation with the geographical information is used to select 
between different object behavioural models. 

Optronic 2 

Optronic 1 

ate 3 

Radar & Optronic sensor 

Figure 10 - Example of obstruction in terrain 

Besides the information on the objects also information from 
the environment is taken into account (figure 10). Assume e.g. 
that two targets have been observed by both the radar and the 
optronic sensor and that the Optronic sensor (without range 
information) view in the directions of measurement Optronic 1 
is hampered by an obstacle, like a hill. In principle there are 
four possible positions for commonly detected targets (candi- 
date 1 - 4). Due to the hampered Optronic sensor view candi- 
date 3 is a less likely object position than candidate 4 is in the 
Optronic 1 direction. If therefore candidate 4 is selected in the 
Optronic 1 direction, the only candidate for another commonly 
detected target is candidate 2. 

If in a certain area the probability of the occurrence of clutter is 
high, the probability that a measurement in this area corre- 
sponds to a false alarm should be increased. In other words, 
this candidate is less likely than another candidate in another 
area, which regarding other aspects was equally likely. It has to 
be mentioned that whether or not a certain position is likely to 
be an object position, is different for the various kinds of 
objects. Thus the probability of a certain position being a real 
object position is, among others, dependent on the kind of 
object the detection is, or is expected to be. The probability that 
a tank is measured in a river is considerably lower than the 
probability that an amphibious vehicle is. 

Furthermore, in the filtering process of some fusion nodes in 
TAlO the object behaviour related to the geographical and 
meteorological environment is taken into account. E.g. the ter- 
rain accessibility information: 

1. If a military vehicle is travelling on a road, it is more likely 
that it will continue to travel on the road, then that it will 
leave the road and enter bushes, even though it is able to 
enter the bushes. 

The position predicted by the Kalman filter is usually taken 
as the (one and only) expected next update position of the 
track. In most situations, like the one depicted in example 
(A) above, this is a logical and sane decision. However, it 
can happen that this movement involves a change to a less 
preferred terrain while this could be avoided. For example, 
in situation (B), the Kalman filter prediction is that the 
object moves into the river, while without further informa- 
tion it is more sensible that the object turns somewhat to the 
right and follows the border of the river. Therefore one 
might want to adopt a rule like: 

’Ifthe filter predicts the vehicle to move into terrain 
which is at least as good as the terrain the vehicle is cur- 
rently moving on, assume that the vehicle is not going to 
manoeuvre to change its direction of movememt. If the 
terrain corresponding with the j l ter prediction is worse 
then the terrain the vehicle is currently moving on while 
this can be avoided, assume that the vehicle is possibly 
going to manoeuvre or is manoeuvring and account for a 
non-negligable (constant) vehicle acceleration in the fil- 
tering process.’ 

. 

The first rule implies that when a vehicle is approaching a 
road junction, as in example (C), the probability of going 
straight on is the same as when there would not have been 
roads to the left andor right. This kind of behaviour is 
desired when a vehicle is for example moving on grass or 
through bushes, but not when it is moving on a road. There- 
fore the next rule is added: 

’ I f  the vehicle is moving on a road and is approaching a 
roadjunction, assume that the vehicle is possibly going to 
manoeuvre or is manoeuvring and account for a non-neg- 
ligable (constant) vehicle acceleration in thefiltering 
process.’ 

2. The atmospherical and meteorological elements are divided 
in dayhight conditions (either day or night), and weather 
conditions (clear weather, haze, light fog, dense fog, small 
rain, dense rain). For each of the possibilities an ‘atmos- 
pheric and meteorological dependent’ template will be 
made which is also input for the filtering process. Each such 
template defines the coverage area of all (relevant) sensors 
for the atmospheric and meteorological situation in the 
given terrain. It has to be decided which of the classes is 
most appropriate for the current atmospheric and meteoro- 
logical situation, and the corresponding template is defined 
to be the actual one. The momentary valid template can 
change while the scenario is running, for example when it 
starts or stops raining. 

The atmospheric and meteorological conditions do also 
have influence on the amount of clutter that is present. 
When the amount of clutter increases, the density of false 
targets measured by a radar increases. For each of the situa- 
tions for which a sensor coverage area template is made, 
also a clutter map can be deduced (or measured). This has 
to be done for each sensor. 



2.3.4 IDENTITY FUSION 
Identity fusion is the process in which multiple observations of 
identity data are combined to determine a decision level iden- 
tity declaration. In this stage of the fusion process, the simple 
rule will be adopted that MTI radar identity information (e.g. 
fixed wing, or helicopter) will only be used if it is the only 
identification information available for a certain object, other- 
wise TV camera identity information will be used. 

Since the quality of TV camera identity information is consid- 
erably higher than that of the MTI radar, only using TV camera 
identity information for the fusion result is good enough at this 
level. Later on, in the assessment part of the process the vari- 
ous kinds of identity information that can be obtained from 
various sources (i.e. not only sensors) will be combined in a 
more advanced way. The use of templates is one of the meth- 
ods that will be used. 

2.3.5 HYPOTHESIS REDUCTION 
The result of different processes is a number of possible world 
model hypotheses. To prevent a combinatorial explosion in the 
number of hypotheses, it is necessary to take measures to 
reduce the number of hypotheses, which is known as hypothe- 
ses reduction. Four techniques are used to manage the number 
of hypotheses: 

Windowing 
This is done using the Kalman filtering information; only 
measurements that are within a gate around the expected 
update position are considered for correlation. 
Clustering 
Observations in the area of interest are divided in clusters, 
such that the objects in distinct clusters do not interact with 
each other. Each cluster will subsequently be treated as an 
independent area. 
Pruning 
The number of existing hypotheses is unlimited at the 
moment. In the step 4 it will be investigated whether 
hypotheses can be combined. For feasibility reasons we 
would like to have an upper bound on the number of 
hypotheses. This is achieved by simple pruning based upon 
a combination of breath control (maximum number of 
hypotheses) and adaptive pruning (when the sum of the 
probabilities from the best hypotheses exceeds a certain 
threshold, the remaining lower probability hypotheses are 
being pruned). 
Combining 
It is investigated whether two or more of the hypotheses 
that survived the previous step have enough similarities so 
they can be combined. 

2.3.6 SPATIAL GROUPING 
An unit (e.g. company) which carries out an operational task 
(attack, moving in column) consists of vehicles which move in 
close proximity and have similar behaviour. The numerical 
processes produce a situation overview containing object 
tracks. Tracks which are close together and have a similar 
behaviour, have a (rather) high probability to belong to the 
same unit. Using the information in the situation overview, 
spatial groups are formed. 

A spatial group is defined as a number of vehicles which are 
related because of their close proximity and similar behaviour. 

When the situation overview contains tracks indicating an 
attacking hostile unit, a spatial group is formed by tracks 
within a certain maximum distance from the centroid of the 
spatial group and which are moving in the same direction with 
similar velocity. The required radius for the circle to approxi- 
mate the area which an unit covers depends on the selected 
smallest unit size which is required to be seen on the situation 
overview. In the case that the situation overview indicates units 
moving in column, a spatial group is formed by tracks within a 
rectangle positioned around the centroid of the spatial group 
and which are moving in the same direction with similar veloc- 
ity. The size of the rectangle is determined by the smallest unit 
size which is required to be seen on the situation overview. 

2.3.7 SITUATION ASSESSMENT 
In general the goal of Situation Assessment is to produce com- 
bat intelligence concerning the enemy operating in the area of 
interest. Combat intelligence provides an understanding of the 
following aspects: 

The composition of the enemy 
This describes the type and size of the enemy units and their 
co-operation in combat situations, and furthermore the iden- 
tification of the observed enemy units. 
The disposition of the enemy 
This indicates where and how the enemy has lined up its 
units and installations. Together with the composition this 
can reveal the (tactical) grouping of the enemy. 
The combat effectiveness of the enemy 
This is the expression of the ability of a unit to pursue a 
combat activity in terms of the quality and the quantity of 
the available personnel and equipment. 
The activities of the enemy 
This describes conclusions concerning the activities of the 
enemy based on enemy movements, establishment of 
assembly areas, the transportation of supplies etc., and the 
comparison of current and previous situation. Activities are 
compared with what is known of the doctrinal behaviour of 
the enemy. 
The peculiarities and limitations of the enemy. 
This aspect denotes the strong and the weak elements of the 
enemy, that should get extra attention or should be 
exploited. I t  also describes features such as air support, spe- 
cial forces, deviations from doctrine etc. 

In the TA10 project, Situation Assessment is aimed at uncover- 
ing composition, disposition, and activities of the enemy and at 
estimating enemy capabilities and intentions. Input to the Situ- 
ation Assessment process will be reports produced by the Data 
Fusion process and information of possible enemy objectives. 
Enemy objectives involved in the TA10 project will be inten- 
tions to occupy a physical object or target (e.g. an airfield or 
ammunition storage) in the area of interest. 

As mentioned before, the ultimate goal of Situation Assess- 
ment is to establish enemy intention, intention in this project 
being related to the occupation of a geographical target (objec- 
tive). In order to do so, Situation Assessment will establish 
what units are active in the area of interest, estimate current 
activities and predict future activities in direct relation to the 
objective. The tasks that are performed in this process are the 
following: 
1. Unit Classification 

This task deals with the classification of groups reported by 
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the Data Fusion process, i.e. determining the composition of 
the enemy. The organic composition of enemy units is com- 
pared with the composition of reported groups to classify 
them into units. The result of this task are units. 

This task deals with the combination of units in to higher 
level units, sometimes referred to as higher level classifica- 
tion. This task uses known, organic models of the composi- 
tion and behaviour of units, comparative to factors like 
classification, distance and spreading of component units. 
Since models are used to perform this task, the classifica- 
tion of a higher level unit is directly derived from the classi- 
fication of the ‘best fitting’ model. The result of this task is 
(higher level) units. 

The Unit Association task is concerned with associating 
distant elements with known units. A distant element can be 
either a single vehicle or a subordinate unit. These associa- 
tions can be used to support other situation assessment 
tasks, e.g. the association of an advanced reconnaissance 
vehicle with a unit gives an indication of the route to be 
taken by that unit. Knowledge of organic composition and 
disposition will be used to determine the certainty of associ- 
ations. This task provides extended units. 

This task deals with the estimation of the current state of 
enemy units, i.e. determine the disposition and activity of 
enemy units. The location, velocity, and direction of a unit 
is derived from the known locations, velocities, and direc- 
tions of its elements, an element being either a vehicle or a 
unit itself. This task also associates units with tracks. The 
activity of unit is derived by comparing the disposition of 
the elements of a unit with the organic disposition related to 
organic activities of the enemy. The result of this task is an 
estimated disposition and activity. 

This task deals with the estimation of the future state of 
units, relative to known possible targets or objectives, i.e. 
determine the future disposition and activity of enemy units 
by reasoning backward from potential targets. This way the 
probability of the intention to capture the different targets 
can be estimated from the path to be taken from the current 
position to a target, and factors like general direction of 
enemy movement, tracks and composition of units, and cur- 
rent activity. 

6. Based upon the results in task 1-5, the Situation Assessment 
process determines a set of questions for additional infor- 
mation requirements, which are sent to the Sensor Manage- 
ment process. The questions include e.g. the extra need for 
information in certain areas, which could lead to e.g. sensor 
mode changes or setting up of drone plans by sensor man- 
agement 

2. Unit Aggregation 

3. Unit Association 

4. State Estimation 

5. State Prediction 

2.4 SENSORPLATFORM MANAGEMENT 
This process provides the TAD with the capabilities to perform 
SensorE’latform Management on basis of the battlefield situa- 
tion and desires of the operator. A sensor management plan is 
maintained and continuously updated which is the basis for 
platform and sensor management and control. The following 
types of sensor plus their platforms are managed: (1) Heliborne 
sensors, (2) Ground based sensors, and (3) Drone sensors. 

The Sensor/Platform Management process provides the fol- 

lowing capabilities: 
1. Default sensor management plan 

The default sensor management plan is an initial plan for 
sensor management and reflects a long-term sensor man- 
agement strategy, whereas the others below affect sensor 
management on short term. The default plan is off-line 
defined. 

2. Prioritized requests for sensor information or direction 
The requests may be received from the Situation Assess- 
ment process and can be modified by the operator. They are 
prioritized indicating how demanding the wanted informa- 
tion is. A request is a query expressing a conjunction of the 
following elements: 
a. Battlefield area; 
b. 

c. 

d. 
e. 

Platform (which platform should be used for observa- 
tion); 
Sensors (which types of sensor should be used for 
observation); 
Sensor mode (which sensor mode(s) should be used; 
Time interval (when should observation take place). 

. This data is treated as of highest priority and is a mean to 
override or by-pass the sensor management plan. The sen- 
sor management function adapts the sensor management 
plan accordingly. 

The sensor performance data is received from the (simu- 
lated) sensors/platforms. To maintain an optimal sensor 
management plan (i.e. allocation of sensors and selection of 
operational mode) and therefore to ensure maximum acqui- 
sition of relevant battlefield information, sensor perform- 
ance is taken into account. 

This data enables the sensor management system to con- 
strain/adapt the plan to specific weather conditions (e.g. fog 
degrades IR) and terrain conditions (e.g. LOS constraints). 

This capability provides the operator the support to plan for 
a drone mission during the TAD simulation. TAD will pro- 
vide the operator with a provisional flight pattern / plan for 
the drone based on the results from the Data Fusion / Situa- 
tion Assessment. The pattern will also be influenced by 
enemy threats. The enemy threats are limited to a small 
number and are considered to be static, i.e. no moving 
enemy threats (to meet calculation constraints). The opera- 
tor is able to update or modify the drone flight plan. The 
plan contains: platform and sensors, list of trajectory points, 
speed on every leg, and start time 

3. ‘Hard’ directives for sensor control from operator 

4. Sensor performance data 

5. Meteorological and geographical data 

6. Interactive drone usage simulationhission planning 

After specifying the mission plan, this capability checks the 
mission plan on the following constraints: 
a. Availability of the drone. 
b. 
c. Maximum speed 
d. 
If the drone mission plan is correct, i t  is input for and used 
by the drone mission control capability. This capability 
shall also provide means to store and retrieve drone mission 
plans under a unique name. 

This capability controls the drone mission operations on 
basis of the drone mission plan provided by the drone mis- 
sion planning capability. Drone control directives are issued 
(in near real-time) to the simulated drone platforms. 

The observation points are within the battlefield area. 

Maximum mission time: 30 minutes 

7. Drone mission control 



8. Sensor control 
This capability shall determine the time, place and mode of 
sensor/platform operations (excluding drones) based on the 
data as captured by the data processing capability. This will 
be done by means of construction and maintenance of a sen- 
sor management plan. Based on this plan, the sensor control 
capability shall distribute sensor/platform control directives 
to the (simulated) sensors and platforms. The sensor control 
directives support specification of changes at some time f to 
the following sensor/platform attributes: position, orienta- 
tion and operational mode. 

The system provides the operator with the capability to 
retrieve and display sensor management plan characteris- 
tics. It displays historical movements, aiming and ranges 
(i.e. sensor coverage) of sensor platforms, their current 
position (as known to the sensor management system) and 
operational mode, and their trajectories and aiming planned 
in the future. The system provides the operator with the 
capability to project (a selection of) this information on the 
battlefield area picture. 

The system provides the operator with the capability to 
retrieve and display drone mission plan characteristics. It 
graphically displays the planned trajectory and the sensor 
coverage (as a function of time) and current position (as 
known by the sensor management system). The system pro- 
vides the operator with the capability to project this graphi- 
cal information on the battlefield area picture. 

9. Sensor management plan presentation 

10.Drone mission plan presentation 

Standard Languages 
Functional Language 
KBS tool 

Graphic tool 
GIS 

Word processor 

Documentation 
Knowledge engineering 
CASE 

Configuration management 
Project management 

Quality 

2.5 HARDWARE AND S O F A R E  ENVIRONMENT 

c, c++ 
Haskell 
(Fuzzy)Clips 

DtBuilder, Xforms 
Data base from MOD France 

FrameMaker on Sun 

DOD-2167A (only significant pans) 
KADS 
Teamwork. method: Yourdon 
OMT 
Standard Unix tools 
MS-project 

Procedures defined for TAlO 

Workstation Sun SPARCstation 
Operating system Solaris 2.5 
Architecture Splice '96 

3. PRESENT STATUS 
The TAlO study is an on-going study project which will not be 
finished before summer 1998. In this paragraph the results and 
conclusions for the present status of the project is given. Today 
the following components are designed and implemented: 
1. Architecture 
2. World Model: databases and knowledge bases 
3. Battlefield simulator & intervisibility calculations 
4. Sensor simulator 
5. Fusion nodes: 
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- GDFSI: mainly based on extended Kalman filtering 
and MHT techniques 
GDFS,: based on heuristics (rule based approach) - 

- HDFS 
6. Sensor/Platform Management 

From the list above the Architeture, Sensor Simulation, and 
SensorlPlatform Management are already integrated. In the 
next step (before the end of 1997) the others will be added as 
well as the yet still unfinished modules. In the remaining 
period the TA10 study will concentrate on tests and evaluation 
of the system. Furthermore, the gap between the near real-time 
character of the TAD and a real-time system will be investi- 
gated. 
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AIRCRAFT SENSOR DATA FUSION: AN IMPROVED PROCESS 
AND THE IMPACT OF ESM ENHANCEMENTS 

C.A. Noonan and M. Pywell 
British Aerospace Military Aircraft and Aerostructures, 

W392D, Warton Aerodrome, Warton, Lancashire, PR4 lAX, U.K. 

SUMMARY 
British Aerospace Military Aircraft and Aerostructures (BAe 
M A U )  has conducted various studies on the topic of Data 
Fusion. This paper highlights developments which, it is 
thought, offer a significant step towards optimum situation 
awareness. It examines sensor data quality, the fusion process 
and required improvements, and proposes a method for 
improving the quality of the resultant threat identification 
function. The paper also examines the key issues affecting the 
quality of track data fed into the fusion process by Electronic 
Support Measures systems (ESM), the prime contributor of 
threat identity data. Emitter recognition and location issues are 
discussed and potential routes are proposed to attain the 
necessary perfomance increases to support optimum situation 
awareness. 

1 INTRODUCTION 
Swift and unambiguous identification of hostile weapon system 
type and location in tactical scenarios is fundamental to aircraft 
mission success and survivability. To attain the highest 
probability of mission success the same identification and 
classification quality is required for all players in the scenario, 
whether hostile, friendly or neutral. 
The fusing of data from multiple on-board multi-spectral 
sensors and other off-board data sources offers great potential 
for achieving high grade situation awareness. Example 
on-board sensors include radar, IFF, ESM, Forward-Looking 
and SearchRrack Infra-Red (FLlRrmST), LIDAR and Missile 
Warning Systems. This fusing corresponds to optimisation of 
own weapon targeting, threat evasion and countermeasures 
capabilities. These aspects can lead to improvements in 
aircraft lethality and survivability which, in turn, influence 
affmdability, flexibility and availability. These five factors will 
be, arguably, the key product differentiators in the military 
aircraft market place of the future. 
This paper defines ‘Identification’ in the military sense and 
discusses current identification processes and limitations. It 
describes the Identity Fusion Process and the contribution of 
various levels of ESM capability to that process. Potential 
improvements to identification are then described, comprisiqg 
an improved fusion process and those relatmg to enhanced 
ESM performance. Identity Fusion Process simulation results 
are presented for Merent ESM capability levels, conclusions 
are drawn and a way ahead proposed. Although the issues 
addressed are applicable to all classes of military aircraft, the 
focus of work to date has been on fighter-sized aircraft of the 
present and future. 

2 IDENTIFICATION 
Reliable identification of own forces, threats, non-combatants 
and targets poses problems on any battlefield. This is 
particularly so in the air where participants in the battle may be 
highly dynamic and where own forces and hostile forces may be 
interspersed. 
In order to avoid increasing the risk of being the perpetrator or 
the victim of fratricide, aircraft must improve their abilities to 
declare their identity to friendly forces and to recognise the 
declarations of others. To avoid collateral damage and 

casualties among nonambatants the ability to identify an 
intended target or a major threat positively before weapon 
release must be improved. The potential resources available to 
an identification system and the contributions they make to 
tactical situation awareness are summarised in Table 1. 
When own forces are well separated from enemy forces and 
noncombatants, they may be identified by their actions 
conforming to some known mission plan. If a package 
encounters a friendly unit where the mission plan says it will 
be and at the right time, the task of the identification system 
will be relatively easy. By a similar argument, if forces are 
engaged in activities which do not correspond to the mission 
plan or any filed flight plan, they must be regarded as suspect. 
However, lack of adherence to a known plan is not a conclusive 
indicator of hostility. 
Own forces may be identified by the ability to sign on to and 
exchange information with data communications networks and 
their ability to make the right responses to Co-operative Target 
Identification (CTI) systems. Again, the inability to make the 
appropriate communications and responses adds weight to the 
supposition of hostility. 
For all participants and non-combatants, sensor data from Non 
Co-operative Identification (NCI) systems or from imaging 
systems may contribute to an eventual successll identification 
and, if they are making Radiomadar Frequency (RF) 
emissions, these may be identifiable by the ESM. These latter 
approaches attempt to recognise the unit in question by its 
appearance or by the characteristics of the RF equipment it 
canies. However, the changing European political situation and 
the global armaments market increase the likelihood that 
similar units will fight on both sides of any conflict and so 
decrease the confidence which can be placed in these 
approaches. 
When own forces are interspersed with enemy forces, the task 
of reliable identification becomes more difficult. Units which 
are identified by their participation in data communications 
networks can still be identified reliably if they are capable of 
declaring their position with high accuracy (e.g. by using the 
Global Positioning System), provided the observer knows its 
own position equally accurately. Interspersing of forces may 
pose difficulties for CTI and NCI systems if the sensor 
resolution of the system is poor and/or own and enemy forces 
lie in close proximity. 
It is reasonable to assume that the ESM will be optimised to 
identify major threats from the RF emissions that they make. 
Traditionally, the ESM has produced coarse direction and 
estimates together with increasingly reliable identity statements 
and this combination of data qualities poses particular 
problems for the Sensor Fusion (SF) process. The identity 
statements are of increasingly high value but, in crowded 
scenarios, cannot currently be unambiguously associated with 
an individual track. These problems and potential solutions to 
them provide the subject matter for this paper. 

Paper presented at the AGARD SPP Symposium on “Multi-Sensor Systems and Data Fusion for Telecommunications, 
Remote Sensing and Radar”, held in Lisbon, Portugal, 29 September - 2 October 1997, and published in CP-595. 
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3 C ~ N T  PROCESSES AND LIMITATIONS 
This section will look at the identification process from two 
points of view. Firstly, it considers how a conventional SF 
system brings together the identity information available to the 
aircraft. Secondly it considers current ESM and the ways in 
which they derive platform identity and location. 

3.1 The Sensor Fusion Process 
The SF process exists to gather together all the situation data 
arriving at the platform in question and to consolidate it into a 
single tactical picture. The platform which is of interest here is 
a fighter aircraft engaged in an air defence mission and the 
following assumes that application. SF may be regarded as a 
two stage process, see Figure 1. The first stage is tracking, 
during which all  the sensor measurements referring to a 
particular platform are brought together over time. This gives 
the most .complete and accurate estimate of the platform's 
position, motion and status that the measurements allow, along 
with some definition of the uncertainty in that estimate. A 
tracking process may use measurements from one or more 
sensors and the sensors may be distributed over multiple 
aircraft and depend on communications links. 
If it were possible to gather all the sensor measurements at a 
single tracking process in a timely and reliable way, a single 
track database would be produced and the SF process would be 
complete at this stage. In practice, the constraints on the 
system are too great and this does not happen. So, at the end of 
the tracking stage several tracking processes will have 
produced their own database, each with its own view of the 
world, which then must be combined. 
The second fusion stage, Track-to-Track Fusion, exists to 
combine these track databases into a single fused database. To 
do this it must perform the following three tasks: 
- It must align the tracks to the same spatial axis set and time. 
There is no guarantee that each tracker will use the same axis 
set. They may measure very different platform attributes and 
have very different points of view, especially when the sensors 
they serve are carried on separate aircraft. So the 
Track-to-Track Fusion process must perform any 
transformations necessary to align the platform data and 
corresponding uncertainty definitions to a common axis set. 
Also, each track will have received its last update at a different 
instant in time. So track data must be extrapolated to account 
for motion since it was last updated and each uncertainty 
definition must be modified to account for possible manoeuvres 
or changes in status since the update. 
- It must deduce the number of tarpets piving rise to the data 

When data first arrives at the Track-to-Track Fusion process 
the number of targets is unknown. If two sensors each reported 
two targets, and if the reporting of false targets is sufficiently 
unlikely for us to ignore it, we must still consider the 
possibilities that there are two, three or four targets being 
detected, jointly, by the sensors. To do this we calculate the 
likelihood of each possibility and choose the most likely one. 
This process is commonly referred to association or correlation. 
Usually, this stage of the process will attempt to optimise some 
figure of merit for the association process which is linked to the 
likelihood of making the right choice. Firstly, an algorithm 
would mark each pair of tracks arising from different trackers 
as 'feasible' or 'not feasible' based on some statistical hypothesis 
test. Secondly, it would calculate the figure of merit for each 
'feasible' pair. Finally, it would perform a search through the 

and the platform from which each track arose . 

possible combinations of 'feasible' pairs and choose the one 
giving the best overall figure of merit. Some implementations 
shorten this process by performing these stages for new tracks 
only. For established tracks in such implementations, existing 
solutions would be retained until new data were received in 
direct contradiction to them. 
- I t  must form ioint tracks and ioint identitv statements for 

The formation of joint tracks can range from a simple approach, 
which selects the best single track to represent the associated 
class, up to more complex approaches which calculate an 
optimal joint track using an algorithm based in estimation 
theory (e.g. minimum mean square error). Similarly, 
approaches to joint identity estimate formation can range from 
simple voting to algorithms based in statistical theory (e.g. 
Dempster's orthogonal sum). 
A conventional approach to the implementation of Track-to- 
Track Fusion would adopt a process breakdown similar to the 
functional one described above and represented in Figure 1. 
However, this approach has limitations[ 191: 

The ability to produce an unambiguous solution to the 
association question depends on the scenario. When the 
targets are dispersed and tracks from different targets are 
unambiguously separate, no problems arise. Similarly, when 
similar targets are grouped very tightly so that tracks from the 
same class may be interchanged without affecting the solution, 
no problems arise. However, when dissimilar targets lie close 
together incorrect associations may be made which affect the 
quality of the fused picture. This is discussed by Blackman 
[l]. In terms of the likelihoods described above, there would 
be conflicting feasible solutions with similar likelihood 
scores. 
The estimation process may be based on the assumption that 
data has been correctly associated and may attempt optimal 
combination of the data on that basis [1,2,3]. Processes of this 
kind, applied to incorrectly associated data, may produce 
meaningless results. Paradoxically, it is the 'optimal' 
algorithms which are the least robust in this respect because 
they rely most heavily on the assumption of correct 
track-to-track associations. 
When incorrect associations arise, they may change over time 
and with them the output of the estimation processes. This in 
turn leads to incorrect and changing information displayed in 
the cockpit with errors that move from platform to platform 
over time. 

Data from the ESM is particularly prone to problems of this 
sort because, in present day systems, it tends to produce tracks 
with the coarsest positional accuracy. At the same time, the 
identity statements it produces may be the most specific and 
accurate available within the avionics system. Thus, there is a 
great incentive to use them. The result, when unfavourable 
scenarios are encountered, can be incorrect and changing 
identity statements displayed in the cockpit. There are several 
ways in which these limitations might be overcome. Two are 
considered in this paper: 
9 improvements in sensor accuracy and resolution, which would 

restrict the problem to more distant, tightly-grouped 
formations of targets. 
the use of algorithms which recognise the potential for 
ambiguity and take it into account, which would prevent the 
generation of incorrect and unstable solutions. 

tarpets rewrted bv more than one source. 



3.2 ESM, its Contribution and Limitations 
Most threat weapon systems have a RF targeting andor 
guidance component, usually in C-K band (0.540 GHz) and 
predominantly in E-J band (2-18 GHz), although there is now 
an increasing number of laser-only or laser-augmented systems. 
For the systems where RF is employed, the primary on-aircraft 
measurement and warning sensor is the ESM. In this paper the 
term ESM is taken to mean any level of Electronic Warfare 
(EW) a n t d r e c e i v e r  system capability, &om simple Radar 
Warning Receiver (RWR), through conventional ESM, to the 
most complex (and costly) Electronic Intelligence (ELINT) 
equipment. A factor in common between RWR, ESM and 
ELINT is their function of detecting and processing radar 
signals. The main differences are: 
- RWRs are used primarily for threat waming. 
-ESM is used for threat warning, the detection and 

identification of non-threat emitters, such as surveillance 
radars, and to determine emitter location. An ESM system 
designed primarily for emitter location is called an Emitter 
Location (EL) or Locator System, such as that fitted to the 
Electronic Combat and Reconnaissance (ECR) Tornado. 

- ELINT is used for the detection, recording and analysis of 
radarhadio signals as well as locating emitters. It may be 
implemented by the addition of a recording and analysis 
capability to ESM, but often uses more sophisticated receiver 
systems. The emitter data resulting from ELINT analysis can 
be entered into the data bases which are needed for 
reprogrammable EW systems. 

The data that ESM can contribute to the fusion process are: 
Azimuth Direction of Arrival (DOA) and, in some instances 
Elevation DOA, 

- Emitter, mode and associated platform identification, each 
with a recognition confidence factor, 
. Time of Arrival (TOA) and Range to the emitter, and 

Priority, if the emitter is a threat 
The ESM, dependent upon its capability, may also provide 
measured emitter RF parameters (e.g. the ELINT fundamental 
parameters of frequency, Pulse Width and Repetition Interval, 
received power, and scan timdrate) and EL (fiom DOA and 
range). Derived parameters include RF type (fixed, hopper, 
deviations, etc.), PIU type (fixed, jitter, stagger, positions, 
elements, etc.) and Scan type (circular, conical, etc.). The 
accuracy of DOA, quality of and confidence in the above 
identification, and speed with which the ESM determines 
them, determine their importance to the fusion process. 
Probability of signal Intercept (POI), whilst crucial to the 
emitter recognition process, is not per se an input to the fusion 
process. POI is usually specified for an ESM; with typical 
values of approaching 100% for modern ESM. These factors 
are also arguably the key performance and cost differentiators 
between the subclasses of ESM. 
DOA Determination 
ESM systems use DOA determination techniques which are 
based upon the measurement of some combination of 
amplitude, phase and time of arrival of an emittex's RF signal at 
a number of co-located andor remotely located receive 
antennas on the airframe. Current techniques are listed in 
Table 2 and are adequately described in a number of texts, e.g. 
[4]-[6]. The resulting DOA accuracy is primarily a function of 
antenna type and locations, combined with receiver 
measurement accuracy of frequency, time and phase. Table 2 
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summarises typical current DOA accuracies for the main 
techniques. It should be noted that the absolute accuracy is 
often different for frequency sub-bands, dependent upon the 
technique and receiver combination(s) used. Newer DOA and 
EL techniques, e.g. difhential Doppler, are discussed later. 
EmitterRlatform Recognition 
Significant commonality of RF parametrics of hostile and 
friendly radars limits the ability of current EW systems to 
provide the aircrew with unambiguous identification of the 
illuminating emitters. This is exacerbated by errors in RF 
parametric measurements and shortcomings of intelligence data 
programmed into the ESM. These issues, which are expanded 
upon in [7], have an adverse impact on situation awareness and 
the timely deployment of electronic countermeasures. There 
are four inter-related issues which need to be addressed if 
improved situation awareness is to be achieved and increased 
platform survivability ensured. These are the de-interleaving 
of incident RF pulse trains, the resolution of the fundamental 
problem of emitter ambiguity, the precise identification of 
platforms, and the potential benefits of the preceding items on 
countermeasures effectiveness. Of these four, emitter 
ambiguity is seen as the main issue and its resolution may lie 
in improved measurement and processing of intra-pulse 
modulation on signals. 
Dense (>I MPPS) RF environments can be achieved nowadays 
in certain frequency sub-bands, especially now high-PRF 
pulsedoppler radars are common. Typical current ESM can, 
within the very short time allowed to cater for countermeasure 
engagementldispensing, only offer track file outputs as a list of 
potential solutions to which emitters it thinks it has seen, 
prioritised according to some pre-set rules e.g. hostile emitters 
are at the top of the list. Where association of these emitters to 
a platform can be made by the ESM, that too may be declared 
on the track file. The confidence of the ESM in its 
determination of the probability of a given emitter and platform 
declaration being correct is also flagged per emitter. For 
current systems this confidence factor is rarely unity for other 
than the simplest of RF scenarios. 
Electronic 'fingerprints' of emitters and emitter types are 
discussed in a number of texts e.g. [8]-[lo]. Although there 
are differing interpretations of the term 'fingerprinting', it 
means the use of a unique set of measurable parameters which 
enables either differentiation between emitter types (e.g. by 
features peculiar to the radar transmitter type), or between 
emitters of the same type, or indeed (and ideally) both. This 
topic is discussed later. A high level of emitter 'fingerprinting' 
can be achieved using current RwRlESM (as opposed to 
ELINT systems), but only where the RF environment is 
relatively limited. [lo] describes such an eight emitter, I-band 
scenario where, with one exception, the emitters could be 
unambiguously identified using today's ESM technology 

es of RF resolution (5 MHz), PW resolution (50 ns), 
TOA resolution (50 ns) and Scan resolution (4 ms). 
Another problem of ESM capability limiting its usefulness to 
the determination of a real-time tactical picture is the update 
rate of track file information. The ideal ESM performance 
requirement is to see only the leading edge of the first RF 
signal (pulse or CW), and to instantly and unambiguously 
recognise the emitter, classify friend or foe and instigate crew 
notitication, chaff dispensing andor ECM engagement. In 
reality a few pulses and a few seconds are required to achieve 
the above with any degree of confidence. In order to provide 
sensible polar-type spokes on a CRT display the identified 
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emitter, its beanng and signal strength need to be displayed for 
a finite period of time. To cater for scanning or slow rotation 
rate emitters, where there may typically be up to 10 seconds 
between RF 'wipes' across the ESM antennas, the displays and 
appropriate countmeasures engaged may be kept on for the 
duration - until the emitter is definitely no longer dluminatmg 
the host aircraft. This can lead to the contents of the track file 
indicating emitter presence for some number of seconds after it 
has actually ceased to pose any form of threat, a limitation for 

Emitter Location 
The objectives and required accuracies of EL are summarised 
in Table 3. A number of conventional techniques exist for EL 
[5 ] ,  [4], although only three are strictly applicable to military 
aircraft in the wingspan/length range 15 m (fighters) to 35 m 
(maritime patrol aircraft). These techniques are: 
.AzimuthlElevation: Ground emitters can be located 

instantaneously, assuming the use of aircraft altitude and 
reasonable DOA accuracy, either amplitude comparison (low 
cost) or interferometer (high cost) direction finding 
techniques. The down- and cross-range errors are a function 
of DOA errors, height accuracy and range to emitter. Table 4, 
adapted from [SI gives an indication of the down-range errors 
for two altitudes, using an early generation 3 azimuth, 3 
elevation spiral antenna interferometer array. The ranging 
accuracy of this technique is best at high altitude (large 
depression angles) and degrades rapidly at low altitudes - an 
appreciable limitation for low level operations. 
Trianpulation: The aircraft takes azimuth (or rather bearing) 
measurements at regular intervals of a few seconds, and uses 
triangulation and estimation algorithms to arrive at an 
accurate EL within a few seconds. This technique is more 
applicable to the ECRELINT role than to the fighterhomber 
application, as it is not a forward-looking technique. It is, 
however, used on a number of current systems, e.g. that on the 
ECR Tornado, and requires very accurate DOA to achieve 
useful ranging against airborne emitters. Fig. 9 of [5] gives an 
indication of range uncertainty using this technique and two 
examples from that figure indicate the limitations of this 
technique for fighter applications as follows. To achieve a 
reasonable range uncertainty (say 3%) with an EL system with 
1" DOA accuracy, at an own-aircraft speed of 400 Kts and at a 
nominal emitter to aircraft range of 15 n. miles, then one 
measurement would be required every 2 sec. for 60 sec. To 
reduce the required measurement time to that relevant to 
fighter operations (-5 sec.), a DOA accuracy of 0.1" would be 
required to achieve even 20% range uncertainty. 
Time Difference of Arrival (TDOA): Traditionally this has 
been a multi-platform technique, but can be implemented 
successfully on a large aircraft, now that TOA measurement 
systems with 1-5 11s resolution are available. It is a complex 
technique and technology, yielding high accuracy with high 
speed - but at high cost. It is unlikely to be feasible on a 
fighter-sized airframe due to the need for very wide spacing of 
antenna to form TDOA measurement baselines. 

In each of the above techniques, various methods can be used to 
resolve location ambiguities and reduce overall emitter position 
error. One of the simplest methods is range estimation by the 
comparison of measured signal power against that stored in the 
ESM's emitter database for the Effective Radiated Power of 
that emitter. Paradowski [I 13 discusses EL techniques and 
algorithms, and includes a number of these methods. 

fighter operations. 

4 POTENTIAL LMPROVEMENTS TO THE 
IDENTIFICATION PROCESS 

This section will look at possible improvements to the 
identification process. Firstly, it considers how the SF process 
might better extract identity information from the ESM by 
allowing for ambiguity in its calculations. Secondly, it 
considers hture ESM and the ways in which the quality of 
platform identity and location statements might improve, so 
improving the intrinsic capabilities of the system to resolve 
ambiguity. 

4.1 The Improved Sensor Fusion Process 
We have developed an approach to Identity Fusion which takes 
account of the ambiguity in the Track-to-Track association 
solution. The approach calculates the true probability of each 
identity for each track. When ambiguity is present it results in a 
solution which is offered with lower confidence than a 
conventional approach but which is stable and relatively free 
fiom error. In the absence of ambiguity, it produces a solution 
which is indistinguishable, numerically, from that produced by 
the conventional approach, We will refer to the new approach 
as Joint Probabilistic Identity Fusion. We propose two changes 
to the conventional SF process of section 3: 
-The ESM 'tracks' will underso a separate Track-to-Track 

In particular, the alignment and association processes will be 
performed with respect to a partial hsed picture comprising all 
non-ESM data. This may be expressed in terms of probabilities. 
Previously, we calculated a figure of merit which allowed us to 
maximise the likelihood of choosing the correct set of 
associations. The probability distribution, P(X),  that our fused 
picture is based on the true set of associations is written: 

Fusion process. 

Po() =n P ( X l  IZ) 
I 

where X is the fused picture, Z represents the set of single 
source tracks and x, is the z* fused track in X. 
In the improved process we calculate: 

P(x')  =n P(X(1Zk) 

P(X) =n P ( X I  IX',Z,) 

I 

and 

I 

where X' represents the partial hsed picture, XI is the I"' 

partial hsed track in X'and z, and z k  represent the set of 
ESM tracks and the set of other tracks respectively. 
This change, in itself, does not improve matters greatly. The 
true value of P(X)  should not change. However, it imposes a 
processing structure into which our Joint Probabilistic approach 
fits neatly. Thus, it enables us to calculate a better 
approximation to P(X) . 
Also, it is worth noting that situations leading to uncertainty 
about P(X') are relatively rare and we are able to obtain a 
good approximation to this distribution whilst avoiding a large 
amount of redundant processing. The key factor in the accuracy 
of the association process is the distribution of physical targets 
and this change delays ESM association until the most 
complete statement of this distribution is possible. 
*Association and identity estimation will adopt a Joint 

This means that, during association, instead of associating ESM 
tracks with targets on a one-to-one basis, we will produce 

es that each ESM track arose from all of the targets 
present in the scenario. We can calculate this with a high 

Probabilistic approach 121. 
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degree of certainty using standard statistical theory. What we 
cannot do with any certainty is choose which one platform the 
ESM track arose from when these calculations yield similar 
probabilities for several tracks. The advantage of this approach 
is that we avoid this choice. 

Previously we chose a set of associations, 0,  such that 
0 =argmax {P(XlOj>) 

1 

where 0, is the J* feasible set of track-to-track associations. 
 hen ~-10) was our (often poor) approximation to P-). 
In the improved process, we continue to use this approach for 
non-ESM tracks to obtain the set of partial associations 0’ 
noting that ~g<! l~ ’ )  is nearly always a good approximation 
for P(X’). 
For ESM tracks we calculate the probability: 

where z , ~  is the rhESM track. 
During identity estimation, instead of combining associated 
identity statements under the assumption of correct association, 
we will combine all ESM identity statements into each 
platform, weighted by its probability of association. 
Previously the probability of each identity was calculated for 
fused track i using Bayes rule: 

where y, is the m’ feasible identity and zin is an identity 
statement from sensor n associated with fused track i by 0. 
Then the identity of track i was chosen 

ii =argmax @brnlZ,O)> 

and a declaration was made provided the associated probability 
exceeded some threshold. This worked well only when 
P(Xl0) proved to be a good approximation to P(X). 
In the improved process the probability of each identity is 
calculated: 

e il = p(xi = zel) 

pbmlZ,@) = P ( Y m ) X F p W r n l Z i n )  

m 

P b m  lz, e’, 0) 

where z,~ the l“‘ ESM track. Thus, the probability of each 
identity no longer depends on the unreliable ESM associations 
because we have not chosen ESM associations on the basis of 
questionable data. The most likely identity will be chosen : 

ii  =argmax @(ymIZ,@’,8)) 
and a declaration made or withheld in the same way as before. 
This change calculates the true probability of each identity 
class for each platform. When no ambiguity is present, this will 
produce the same clear identity statement as before. When 
ambiguity is present it will be reflected in a broader spread of 
probable identity classes for each affected platform and as a 
result it will be obvious that a confident statement of identity 
cannot be given. However, it may be possible to make more 
general statements of identity in these circumstances. 
The improved SF process may be visualised, see Figure 2. 
Where a conventional process would produce incorrect and 
unstable identity statements, we assert that the Joint 
Probabilistic Identity Fusion process will allow correct and 
stable generalised statements to be made. 

rn 
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4.2 Improvements via Enhanced ESM Performance 
The contribution of ESM to the data fusion process is currently 
undergoing a step improvement. Publications by ESM 
suppliers suggest that the ideal ESM performance of 
instantaneous unambiguous identification and exact spatial 
location of pulse/CW emitters may soon be feasible on any size 
of platform. Moreover, the technologies and techniques 
currently under development appear to eventually be applicable 
as relatively low cost retro-modification ’kits’ to existing 
capability RWR/ESM. The three key development areas are: 
Advanced Combinational EL Techniques: Ongoing advances 
in processing speeds and processing technologies now enable 
combinations of classical DOA and EL techniques, in order to 
optimise EL performance, minimise errors and mitigate the 
shortfalls of individual techniques. A good example pf this is 
the integrated ranging technique in the Litton Digital Receiver 
[12], developed under the U.S. Precision Location And 
Dentification (PLAID) programme [ 131-[ 141, which combines 
long baseline (phase rate of change), TDOA, frequency 
Doppler and time Doppler. These combinations can also 
include novel techniques such as Differential Doppler [4], 
[I I], which have only become realistic techniques for fighter 
aircraft with the advent of receivers capable of measuring 
frequencies to fractions of Hz [14]. 

quickly and unambiguously identify emitters, especially when 
the FW environment is dense. A number of agencies and 
research programmes have been addressing this fundamental 
limitation for many years. Only recently have technological 
developments occurred which now are believed to offer hope 
of achieving the above goal. During this time the 
proliferation of high performance and complex (multi-mode, 
high PRF) radars has continued, with a 1996 estimate of 4030 
different radar types world-wide [15]. Close to ideal ESM 
capability is now believed to be feasible by using digital 
receivers (see below) together with combinations of analysis 
techniques such as classical parameter (frequency, PW, PRI 
etc.), clock de-interleaving, fine grain Intra-Pulse, 
Unintentional Modulation on Pulse and EL analysis [13]-[14]. 
Supplier claims [I61 suggest that, by the year 2010, 100% of 
emitter ambiguity resolution may be resolvable as shown in 
Table 5, where SEI = Specific Emitter Identification. 

* Digital Receivers: To enable the above, receiver/measurment 
system improvements have been required. A new generation 
of digital receivers have thus been developed, of which [12] 
and the Lockheed-Martin Passive Ranging Subsystem (PRSS) 
[I71 are examples, approach readiness for in-service use. 
These have very high measurement accuracieshesolutions for 
frequency ( 4 0  Hz), phase (few degrees), TOA (2 ns or 
better), PRI (sub-ns) and amplitude (4 a). 

. ‘Fingerprinting. . Current ESM have limited capability to 

other potential ESM enhancements include: 
- higher receiver sensitivity (better than -60 dl3m [IO]), 

improved signal-to-noise and the use of more efficient spiral 
antennas, e.g. the spiral microstrip type [18]. These would 
equate to improved emitter detection range and could further 
assist in ambiguity resolution by comparison of measured 
signal power vs. emitter database’effective radiated power. 
use of artificial intelligence (Knowledge-Based Systems), CJ 

Ch.8.7 of [6]. At the simplest level, ambiguity resolution 
could be aided by masking by logical aspects, e.g. a) ship 
radars don’t fly; and b) if it’s in fiont 
has a high PRF is coming this way it’s very 

is above you 

highly likely to be a threat! 

I 
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5 SIMULATION RESULTS 
Detailed simulations were d o n n e d  and two scenarios were 
examined, see Figure 3. The first is an unambiguous Combat 
Air Patrol (CAP) scenario capable of resolution using a 
conventional SF algorithm and current ESM. The second is an 
ambiguous CAP scenario which is not. The scenarios are 
identical with the exception of the addition of a bomber 
formation to the latter, which is sufficient to introduce the 
ambiguities discussed previously. Each CAP aircraft is 
equipped with Radar, IRST and ESM, and they exchange track 
information using data links. The Radars are assumed to 
contribute identity information in the form of a size estimate 
and a Jet Engine Modulation measurement. Data link tracks 
contain the transmitting platform's estimate of identity based on 
locally sensed data. The ESM identity statements are assumed 
to be the most specific and accurate in the system. 
Performance was measured using the conventional Identity 
Fusion process, as described in section 3, and the Joint 
Probabilistic Identity Fusion process and with 'current' and 
'2010' ESM. Results are presented as plots of % tracks a) 
correctly identified (i.e. Tornado, Hawk etc.), b) placed in the 
correct class (fighter, bomber etc.), c) not identified, and d) 
wrongly identified or classified. Basic identification as hostile, 
friend, neutral was not simulated but the same principles apply. 
The results indicate the performance of the system with respect 
to identification of hostile aircraft. In all cases, friends reported 
their identity and position (with GPS accuracy) via data links 
and were unambiguously identified. 
Unambiguous scenario results: - Figure 3.1 shows the performance of the conventional SF 

process with the 'current' ESM system. After -30 seconds of 
the scenario every track was correctly identified or classified. 
After -100 seconds it was possible to identify every platform. 
Figure 3.2 shows the performance of the improved SF process 
with the 'current' ESM. There is a slight improvement but the 
result is broadly similar to Figure 3.1. 

-Figure 3.3 shows the performance of the conventional SF 
process with the '2010' ESM system. This combination of 
systems identifies the targets quickly and fully. 

Ambiguous scenario results: The time windows, which are 
different for each scenario, were those during which sensor 
coverage of the hostile aircraft was or approached its maximum 
and thus most revealing of the SF process performance. 
.Figure 3.4 shows the performance of the conventional SF 

process with the 'current' ESM system. This combination 
never fully identified the hostile targets. 20% or more of the 
identities were in error and the errors were unstable, moving 
from aircraft to aircraft. 
Figure 3.5 shows the performance of the improved SF process 
with the 'current' ESM. All aircraft are correctly identified 
after -80 sec. 
Figure 3.6 shows the performance of the conventional SF 
process with the '2010' ESM system. Here, all targets were 
identified but the time taken (-120 seconds) to resolve all 
identities was longer than in Fig. 3.5. The simulation used did 
not Kalman filter the ESM tracks prior to Track-to-Track 
association. Had it done so, performance would have been 
better because the resulting sight-line angular velocity 
information would have made it easier to discriminate 
between the tracks and convergence to the fully identified 
state would have been quicker. 

6 CONCLUSIONS AND WAY AHEAD 
The simulations showed that the proposed Joint Probabilistic 
Identity Fusion process and the '2010' ESM system were both 
capable of resolving the kinds of ambiguity which would defeat 
conventional systems. Combined, they would be capable of 
dealing with greater and more complex ambiguities. They also 
showed that the Joint Probabilistic approach to Identity Fusion 
also promises improved performance in air& with an earlier 
generation ESM. Suggested f k u e  research paths are: 
- examination and refinement of this approach using real sensor 

data, in a suitable rig and (subsequently) aircraft environment. 
- further development and refinement of the apporach and 

algorithms via inclusion of a model of a year 2010' ESM. 
* inclusion of 'Smart' sensor systems in the simulation. In our 

simulations, the opposing radars were dumb and noisy. Smart 
sensor systems which integrate data from multiple sensors and 
make Radar emissions only when it is absolutely necessary 
are feasible using today's technologies. Such systems will 
increase the uncertainty surrounding ESM data by reducing 
the data rate and will militate further for the use of an 
approach to Identity Fusion like the Joint Probabilistic one 
described here. 
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Table 1: Identification System Resources 

Electronic Order 
of Battle 

Location of emitter types Medium: 
associated with specific lkm 
weapons and units show 
enemy strength, deployment 
and mission. 

Weapon sensor Focusing of jamming power' 
location (Self- or manoeuvre for threat I Protection) I avoidance 

Low: general 
angle and 
range -5km 

b 

Multibeam 
applications. 

Of Arrival airframe for highest 
accuracy. 

Table 3: Implications of Emitter Location Objectives 

(&om [41) 

Objective Enables Required 
Accuracy 

Weapon sensor Threat avoidance by other 
location (Protect fiiendly combatants 
IFriends) 1 Medium: 

Medium: 
Resource: 

Mission Plan 

Forces 
Threats 

0 

* 

0 

Targets 

0 

* 

0 

0 

Non- 
combatant 

0 

* Communications with 

IFF (CTI) 

location bombs' or artillery 
~~ 

Sorting by location for 
separation of threats for 
identification processing range -5km 

Low: general 
angle and 0 

0 0 

0 0 0 RADAR(NCTI) Table 4: Typical PositionlRange Determination Accuracies 
using conventional single-aircraft EL Techniques 

(Adapted from [SI) 
ILIDAR(NCTI) I o  0 0 0 

% Self-defence systems 
0 * 

* 
* 

* .. may provide conclusive identity statement. 
o .. can contribute identity information. 
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Figure 1: The Sensor Fusion Process 
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BASE 

Table 5: Year 2010 Scenario Ambiguity Resolution 

(from [ 161) 

3780 80% Resolved 89% Resolved - - AMBIGUITIES + 20% Ambiguous- 11% Ambiguout 
93% Resolved 
7% Ambiguous i 

* Pulse width. 
" PM detection. 
* FM detection. 

96% Resolved 
4% Ambiguous 

* Scan type. 
* Scan rate. 

98% Resolved 
2% Ambiguous 

" Location. 
* Motion. 

100% Resolved 

0% Ambiguous 

~ 

* SEI. 

Figure 3: Test Scenarios 

approaching hostile 0 bomber formation 

o approaching hostile 
fighter formation 0 

friendly CAPS 0 
fusion platform 

0 
0 
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1. SUMMARY 
We have studied remote sensing data from sensors in 
different wavelength regions (optical, thermal infrared 
and microwave) and from different platforms (airborne 
and spaceborne) in order to extract geographical 
information. By comparing the extracted information 
with an existing geographical database of a test area in 
the Netherlands we find that to obtain military relevant 
cartographic information from remote sensing images 
resolutions of 5 meter or less are required. For 
appropriate classification of extended objects like 
agricultural fields multi-layer imagery is necessary. 

2. INTRODUCTION 
Due to the changing international situation after 1989 
the tasks of the Royal Netherlands h y  (RNLA) have 
changed considerably. Nowadays the RNLA considers 
and carries out operations outside the actual NATO 
area contrasting the situation during the Cold War. For 
NATO arw geographical information is sufficiently 
available and in case of allied operations this 
information is shared. For many other parts of the 
world geographical information is often sparse, and for 
non-NATO operations like UN operations each country 
is responsible for its own intelligence. In this context an 
independent and accessible source of geographical 
information is a necessity. Remote sensing data from 
satellites, but also from aeroplanes, UAV's, etc., offer 
such a source for geographical information. 

The goal of the study presented here is to evaluate the 
potential of remote sensing for geographical 
information extraction. The extracted information can 
then be used to update outdated maps or to obtain basic 
information about an unknown site. 

For this study we have collected remote sensing data 
from sensors in different wavelength regions (optical, 
thermal infrared and microwave) and from different 
platforms (spaceborne as well as airborne). The data 
have been collected for two test sites showing a variety 
of geographical features. 

One test site is located in the Netherlands and shows no 
significant relief. It is called the 'Heerde' test site after 
the Dutch topographical map, which contains the test 
site. For this test site a digital geographical database is 
available, so that a detailed companson between the 
remote sensing data and the geographical database is 
possible. 
A complete collection of remote sensing images 
consishng of spaceborne TM, SPOT, KVR, ERS, 
JERS, and anborne CAESAR (optical. multi-spectral), 
PHARS (microwave, C-band) and TIR data is 
available. 

The second test site, located in Germany, near 
Freiburg, comprises part of the Rhine Valley and the 
Black Forest showing moderate relief up to 1500 meter. 
For this site, called the Freiburg test site, TM, SPOT, 
ERS, JERS and KVR data, including a DEM (DTED) 
are available. In a following study it will he used to 
investigate the influence of relief on remote sensing 
images and the generation of a digital elevation model 
(DEM) from these images. 

3. THE REMOTE SENSING DATA 

3.1 Heerde test site 
This test site is located on the TDN topographical map 
27. The actual test site is oriented exactly east-west. 
and compnses an area of 10 by U) km between the 
nver Ussel and the Holterherg to the North of the city 
Deventer. The location is given by RD co-ordinates 
(x,y) 2oMMo,477500 m (South West comer) and (x,y) 
22oooO,487500 m (North East corner). 
Low resoluhon satellite remote sensing data me 
avadable for the whole of map 27 East and West (RD 
18oooO,475000 (South-west), RD 22oooO.500000 
(North-east)), while high resohaon axborne data a e  
only avalable for the actual test ate. 
The test site includes the Ussel and its inundation 
(uiterwaarden) and shows landscapes like 

Paper presenied at the AGARD SPP Symposium on "Multi-Sensor Systems and Data Fusion for Telecommunications, 
Remote Sensing and Rodar", held in Lisbon, Porngal, 29 SepNmber - 2 October 1997, and published in CP-595. 
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infrastructure, forest, agricultural areas etc. The terrain 
is flat up to a few meters. For this area the set of images 
shows resolutions ranging from 2 meters to 30 meters 
enabling a detailed comparison between the ground 
data and the extracted geographical information. 
Details of the data are given in Table 1. 
All data were co-registered to the topographical maps 
27 East and 27 West, with ground control points and 
using a stereographical projection and a Bessel 
ellipsoid as is usual for the Netherlands. The central 
point of the projection is located in the city of 
Amersfoort (RD co-ordinates (x. y) 155wO,463000 or 
52.2" lat., 5.5" long.). The accuracy of the registration 
is determined by the geometrical accuracy of data and 

how accurately the ground control points can be 
determined with respect to the topographical map. This 
depends on the scale of the maps and on the resolution 
of the data. For the airborne data we used maps with a 
scale of l:IO,ooO, so that the data could be registered 
with an accuracy close to the dimension of the 
resolution cell. (i.e. 3 to 5 m). The satellite data could 
also be registered with accuracies within the 
dimensions of the resolution cell (i.e. 30 -10 m) using 
maps of 1 :50,ooO with exception of the KVR data 
which are accurately registered up to 10 m. while the 
resolution is 2 m. The is due to the lower geometrical 
accuracy of the KVR data. 

Table 1. Rema 
sensor 
TM 
SPOT XS 
SPOT PAN 
KVRlooO 
ERS-I 
JERS-1 
CAESAR 
PHARS 
TIR-camera 

sensing data for the Heerde test area. 
platform resolution (m) type date (d-m-y) 
soaceborne 30 ooticaYnu-multispectral 10-18-1993 
spaceborne 20 optical- multispectral 
spaceborne 10 optical- panchromatic 
spaceborne 2 optical- photographic 
spaceborne 25 (3 looks) microwave- C-bandNV/23" 
spaceborne 25 (3 looks) microwave- L-band/€IW35" 
airborne 3 optical- multispectral 
airborne 6 (8 looks) microwave -C-bandNV/45-65" 
airborne 5 thermal infrared scanner 

10-06-1992 
13- 10- 1992 
19-05-1992 
06-08- 1992 
20-09-1993 
22-09-1994 
27-09- 1994 
23-09-1994- 
14-10-1994 

s t  area 
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mEa- 
PHARS i m - .  .f pan (4.5 b, . ._~~, .~ the Heerde test area 

4. THE TERAS GROUND DATABASE 
In order to evaluate the remote sensing data for 
cartographic purposes we have used primarily the so- 
called TERAS (Terrein analyse systeem) database [I] 
for the Heerde test site, containing detailed 
geographical data in vector format. 
These geographical data are comparable to the 
information on a topographical map with scale 
1:5O,OOO. 
At first instance a collechon of features and attributes 
have been selected on basis of their relevance for 
military terrain inventory. These features and attributes 
are extracted from a DIGEST (Digital Geographical 
Information Exchange Standard) code list [2]. About 
60 features are selected covering 6 categories, which 
are listed here: 
1. Culture; which includes typically man-made object 

like buildings, roads etc. (code A). 
2. Hydrography; for example nvers, canals, ditches, 

lakes etc. (code B) 

I 

3. Relief portrayal; spot elevation, contour lines 
(code C) 

4. Land forms; for example barren ground, 
depression (code D) 

5. Vegetahon; for example trees, crop land (code E) 
6. Demarcation; e. g. an administrative boundary 

(code F) 
Not all features in the list are suitable for comparison 
with remote sensing data. For example administrative 
boundaries (category Demarcation) are difficult to 
monitor with the cument remote sensing data or are not 
present in the Heerde test area. Some features, like 
different types of towers, were combined, since 
distinction would involve identification which is not 
possible with the current remote sensing data set. The 
category relief portrayal is not considered here, but will 
be investigated using the second test site near Freiburg. 
Taking the features suitable for comparison three 
categories (Culture, Hydrography and Land forms/ 
Vegetation) are left in a compressed list, which is 
shown below in Table 2. 

Table 2 Corn ressed list of features used m the com anson with remote sensing data. 
Land f n d  Vegetation -1 lwde name 

A 65 culvert BB 140 EA010 
A 135 sto rn area BHMO EB020 
AL240 tower BIMO EA020 

I 



3.4 

buildinglcom 

ANOIO railroad 
AP030 
AT030 high tension 

AD030 substation 
I line 

AD030 I substation 
I Am20 I build-uparea I 

BH080 lakdponds 

inundation 

5. COMPARISON REMOTE SENSING DATA 
AND GROUND DATABASE. 
We present here the comparison between vector data 
available in the TERAS data-set and remote sensing 
data collected for this study. The purpose of this 
comparison is to evaluate how accurately geographical 
information can be extracted from remote sensing 
sensors assuming that the TERAS data-set can be used 
as a complete reference data-set. In this way we to 
determine the potential of remote sensing data for 
geographical information extraction. 

In the comparison we have used the remote sensing 
images of the Heerde test area. For the satellite images 
we used TM, SPOT-PAN and KVR. The SPOT-XS 
image has been omitted in the comparison since it is 
expected that the results will average the results of 
PAN and TM. Also the ERS and JERS images are not 
considered here since the results are expected to be 
marginal compared to the other sensors. Only extracted 
point targets from these images have been compared 
with point features in the TERAS data-base. These 
results are shown and discussed in section 5.2. For the 
airborne images we used the CAESAR data, PHARS 
data and TIR data. 

By comparing the various remote sensing images with 
the TERAS data-set (if needed also with the digitised 
topographical map) we have tried to determine for 
every feature how much of a feature was seen (i.e. 
detected) in the image. To do this different methods 
had to be used. For point data it is possible to count the 
number of points which are clearly related to objects 
seen in remote sensing images. The number of points 
which can be evaluated varies a lot for the different 
features. Usually the whole “Heerde” test area as 
imaged by PHARS and CAESAR has been taken for 
evaluation. In some cases the number of points is very 
large and a smaller area has been taken. In case of line 
or polygon objects also the length and area plays a role, 
A result is then obtained by inspection, for example by 
estimating the total detected length or area. 

5.1 Results of the Comparison 
The results of the comparison are summarised in Table 
3 for the six sensors mentioned above. The results are 
shown for the three classes: Culture, Hydrography and 

orchard 

EC030 

Land forms/ Vegetation. We discuss here the results for 
the three classes separately. 

Culture 
Some features like ‘fences’, ‘towers’ and high tension 
lines are generally too small to be detected by the 
sensors. For the detection of these feaNre.9 resolutions 
of less than 1 meter are required which are not 
available in the data-set. The low success rate of 
detection of towers is explained by the fact that towers 
are small when they are observed in vertical direction. 
For microwave sensors the viewing or look dmtion is 
not vertical (slant range geometry). The detection of 
towers is hindered in this case since the targets are 
confused with other targets in build-up areas where 
most of the towers are located. 
The resolution of the TM sensors (30 m) causes this 
sensor to be less effective for detecting features in the 
category ‘culture’. For SPOT-PAN the resolution of 10 
meter makes this sensor ‘intermediate’ successful. 
Because KVR and CAESAR have relatively high 
resolutions (2-3 meter) most of the features are 
detected. Despite the somewhat lower resolution of 
CAESAR (3 m) compared to KVR (2 m) the first has a 
slightly higher success rate than the second because of 
the spectral information. Due to this information man- 
made objects and vegetation are easier to discriminate. 
The results for the TIR data are very sensitive to the 
emission and therefore to the temperature of the 
objects. The TIR data used here have been recorded 
during quite optimal conditions (late morning, clear 
sky). Man-made objects like bridges, roads and 
especially buildiogs are detected quite successfully, 
since they have been heated by solar radiation. 
For the PHARS sensor the smaller objects like culverts 
and the smaller mads are difficult to detect because of 
the relatively low resolution (6 m) combined with the 
speckle. 

Hydrography 
The dimension of lakes and canals can vary 
substantially. For example the feature ‘lakes’ in the 
TERAS data-base contains many ponds sometimes 
overgrown by trees and the feature ‘canals’ contains 
many small ditches. This causes the detection rate to be 
quite low for the lower resolution sensors (TM and 
SPOT-PAN) despite the fact that these features are 
generally easy to detect. 

I 
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The feature ‘inundation’ (Ussel Uiterwaarden) is 
difficult to observe directly since its main property is 
small scale relief over a large area. However the land 
use is different for the inundation compared to the 
surroundings so that observation of the land use makes 
detection indirectly possible. It appears that high 
resolution (e 5 meter) is advantageous for this purpose. 
The discrimination between water and vegetation is 
clearly more difficult for PAN recordings (SPOT, 
KVR) compared to multi-spectral recordings 
(CAESAR). 
For the PHARS sensor the detection of canals is 
hindered by confusion with roads. 
Despite the relatively high resolution of the TIR sensor 
(5 meter) the detection rate is substantially lower than 
that for the other high resolution systems (KVR, 
CAESAR) due to the fact that the contrast between 
water and the surroundings is not very high, especially 
when the water is surrounded by vegetation. However it 
should be noted that under certain circumstances, e.g. 
relatively warm water on a cold night water can be a 
dominant feature in the image. 

Land forms/ Vegetation 
In this case resolution is a less crucial parameter, since 
most objects are extended. For detection other 

information is important. Especially multi-spectral 
information plays a dominant role. This is due to the 
fact that vegetation reflects most of the light in the 
near-infrared compared to e.g. man-made objects. 
By observing in the near-infrared vegetation 
differences also become apparent. 
It is therefore that the Th4 sensor has an even higher 
detection rate compared to the SPOT-PAN sensor 
despite the difference in resolution. The same is true 
for the CAESAR compared to the KVR sensor. 
The detection rate of the PHARS sensors is lower on 
average compared to the multi-spectral optical sensors. 
Like in the optical, also in the microwave wavelength 
region vegetation differences are more easily observed 
when additional information is available, for example 
from multi-wavelength systems or polarimetric 
systems. The single channel PHARS sensor therefore 
shows a relatively low detection rate. 
The TIR sensor is not ideal to discriminate between 
different types of vegetation, since vegetation attempts 
to suppress temperature differences by controlling the 
evaporation of plant moiiture. The detection rate is 
consequently relatively low. 

Table 3. Summary of the ability to detect features for the different sensors 
I Name I TM I PAN I KVR I CAESAR I PHARS I TIR 

I Culture I Average I 21% I 43% I 67% 171% I 50% I 52% I 

I Hydrography I Average I 15% I 27% I 57% I 63% I 52% I 45% I 
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Land forms/ 
vegetation 

Average 67% 62% 73% 85% 57% 55% 

5.2 Other comparisons with remote sensing data 

TM 
PAN 
KVR 
CAESAR 
PHARSI 
PHARS I1 
TOP50 

Roads 
By displaying the remote sensing images on screen and 
digitising the detected roads (AP030) manually a 
database was created containing vector data for the 
different remote sensing sensors for the Heerde test 
area. The total length of the roads can be calculated and 
compared with the total length of the roads in the 
TERAS database. In this way a more quantitative 
comparison can be obtained compared with the 
inspection method discussed above. We show the total 
length (in meter) and some statistics in Table 4. 
Note that for PHARS two entries are available in Table 
4. For PHARS I only the more obvious cases (dark 
lines) are extracted as roads. For PHARS I1 less 
restrictions are made and most of the dark lines are 
extracted as roads. Since roads (AP030) and canals 
(BH020) are easily confused in microwave images the 
result will be overestimated. 

1 107505 
169 31 I750 1845 1621 
2536 453285 178 20 1 
807 619553 768 1256 
64 147523 2305 2876 
311 4 17945 1344 1638 
702 557823 774 1337 

Point features 
Microwave images are suitable for automatic point 
target extraction. Point targets can give increased 
backscatter which can easily be discriminated from the 
background with statistical means. The extracted points 
can be compared automatically with point features in 
the TERAS data-base, so that a quantitative 
comparison is possible. In this way ERS and JERS 

data, having improperly low resolutions for 
cartographic applications, may be used for the 
detection of point features. The comparison has been 
made for three ERS and one JERS images (see Table 5) 
and for the complete area covered by topographical 
maps 27 East and 27 West. A point was extracted from 
the images when the backscatter was 4.3 dB above the 
background giving more than 99% confidence that the 
point is not due to speckle. 

About 3500 points representing mostly buildings and 
towers are selected from the TERAS database. A point 
feature in the TERAS data-set selection was said to be 
detected when it coincided within 50 m with a point 
extracted from the RS image. The result is that about 
20% of the point features in the TERAS data-base are 
‘seen’ by ERS and JERS (see Table). Another question 
is then how many of the ‘detected’ points are the same 
for all four cases, since the data differ not only in time 
but also in  azimuth angle (different for descending and 
ascending passes) and in sensor (ERS/JERS). It appears 
that for cases 1 and 2 (difference in azimuth angle and 
time) 40% is the same, while for cases 2 and 3 70% is 
the same (difference in time only) and for cases 3 and 4 
30% is the same (difference in sensor and time). The 
low value for cases 1 and 2 can be explained by the fact 
that the backscatter from point targets is quite 
dependent on the azimuth angle. 

Table 4. Statistical data for AP030 (roads). 
database I no. of elem. total length ( m )  mean length ( m )  s.d. length (m) 
TERAS 1 1646 433695 263 242 

Result 

ERS 2 02 07 92 descending 
ERS 3 230692 descending 24% 

4 JERS 20 09 93 descendin 20% 



6. CONCLUSIONS 
It is difficult to draw general conclusions for the whole 
set of features, since the characteristics of the features 
are quite diverse. In principle every feature needs to be 
considered on its own. By grouping features into 
classes some general conclusions can be drawn, since 
many of the ‘culture’ features are point targets, while 
the ‘land forms/ vegetation’ features are often 

In general we can say that most of the features of the 
DIGEST list in Table 2 can be detected and recognised 
when the resolution and the wavelength is appropriately 
chosen. Man-made features like building or roads can 
be detected and often recognised quite adequately when 
the resolution is appropriate, i.e. less than 5 meter. The 
recognition of towers is difficult when the viewing 
direction is vertical. Direct detection of fences and 
power transmission lines is difficult due to their small 
dimensions. For resolutions less than 1 meter most 
features can be recognised. For extended features like 
crop land or forest multi-spectral or polarimetric 
information is more important than the resolution. 
Some features like inundation (BH090) and 
underground water (BHI 15) are difficult to observe 
directly with remote sensing sensors. Sometimes 
information can be obtained indirectly by observing 
other features which are related (i.e. context 
information; for example, green vegetation in case of 
available underground water). 

polygons. 

Optical sensors make use of daylight and are weather 
dependent. For optical sensors high resolution images 
can be obtained, which facilitates the recognition of 
objects. Radiometric resolution and spectral 
information are also quite important to discriminate 
objects, especially between made-made objects and 
vegetation. Near-infrared information is very useful to 
discriminate different types of vegetation. 

TIR sensors are very suitable to detect and to recognise 
man-made objects, like buildings, roads etc., when the 
circumstances are good (i.e. clear and sunny weather). 
However the circumstances are very crucial for TIR 
sensors. During a cloudy, misty or rainy day the 
contrast vanishes and objects (also man-made objects) 
are hardly visible in  the image. For the discrimination 
of vegetation types TIR sensors are less suitable. 

The main advantage of microwave sensors is that they 
are independent of most circumstances since it is an 
active sensor which can be used in  principle during all 
weather conditions and at night. Microwave sensors 
can be appropriate for detecting objects due to specular 
reflections which give high returns in the image even 
when the resolution cell is significantly larger than the 
object (e.g. high tension pylons in ERS images). The 
result is a point feature which does not allow 
recognition. In general the ability of microwave sensors 
to recognise objects is rather low. Even when more 
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resolution cells are covering the object recognition is 
difficult since then usually only a collection of points is 
seen. The contour of the object which is the main 
feature for recognition in  the optical and TIR is in 
microwave image suppressed due the appearance of 
specular reflections and speckle. The low resolution of 
present-day spaceborne sensors is clearly 
disadvantageous for obtaining geographical 
information. 

A quite important concept for detection and recognition 
is ‘context information’. The context can provide 
information about a feature even when the feature 
cannot be observed directly. Since in  many cases 
features show up as small objects in the image only a 
few pixels provide information limiting the recognition. 
However other independent information available for 
the interpreter, for example background information 
about location and the surroundings can provide the 
essential information so that recognition or even 
identification becomes possible. This so-called ‘context 
information’ will always play an important role in  using 
remote sensing images. 
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I 
COMMENT/QUESTION: 

What is your experience using radar data over foliage covered terrain? 

AUTHOWPRESENTER’S REPLY: I 
Foliage coverage from forests and tree-lines can be detected by radar, but the polarimetric radar 
performs much better in detection and classification of trees and tree types through their foliage 
than the single channel, fixed polarization. For the detection of structures under the foliage, 
penetration is required. Foliage penetration is only possible with low frequency radars, which are 
usually limited in their resolution. 
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ABSTRACT 

The increasing number of high resolution image sensors in a near future, as well as the need for realistic 3D site 
databases for applications like simulation, terrestrial mission preparation and training, has emphasized the need for 
multi-sensor image-based system dedicated to the production and exploitation of 3D site model. We present here the 
design of such a system, including the required functionnalities for this purpose. The system comprises a geometric 
reconstruction step, which aims at producing a geometrically reliable 3D model of the site, including the topography, 
from the aerial or satellite images available. Next step is the exploitation of other images, especially terrestrial 
photographs, for the mapping of real textures on the faces of the reconstucted objects, as well as the texturation of 
the terrain. The output of this stage is a realistic 3D site model that can be used by the exploitation module of the 
system, allowing the real time reconstruction of the scene from any point of view, interactively or according to a pre- 
defined scenario. This system has been prototyped by SYSECA and THOMSON TRAINING & SIMULATION 
(both subsidiaries of THOMSON-CSF) using their own software, and the results of an experimentation with real 
data have demonstrated the feasibility of our approach. 

INTRODUCTION 

The availability of an increasing number of high resolution im- 
aging sensors (airborne and spaceborne) emphasizes the new 
capabilities of image-based systems for a lot of military (as well 
as civilian) applications relying on this means of observation. In 
addition to better coverage and availability of the image data 
due to their increased number, the high resolution of these sen- 
sors allows the characterization and reconstruction of human- 
sized objects from the images ; with the I-meter class imaging 
satellites recently launched (or to be launched soon, see [2]), it 
will be possible to reconstruct an entire 3D site model from 
space, including the shape and description of buildings, roads 
and environment (trees, forests, relief). 

The applications which benefit from these capabilities are typi- 
cally the surveillance, monitoring and change detection on a site 
of interest, as well as terrestrial mission repetition and training. 
Such applications are based on the exploitation of 3D site mod- 
els, and their efficiency rely on the quality of these models. The 
type of 3D site modelling needed for these applications must 
cope with two kinds of need : 
- the site model must be geometrically reliable, which means 

that the location and dimensions of the objects must be close 
enough to the real ones ; such a constraint is emphasized by 
the need for high level of details required in applications like 
terrestrial mission preparation ; 

- the site model must be photometrically reliable, which 
means that the model must include a realistic representation 
of the appearance of the faces (textures) of the objects of the 
site. 

Exploitation 

Figure 1 : Operational framework 

With these constraints, i t  appears that a single source of images 
is not sufficient : it is clear that a single image cannot lead to a 

Paper presented at the AGARD SPP Symposium on "Multi-Sensor Systems and Data Fusion for Telecommunications, 
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reliable 3D reconstruction of a site ; futhermore, even if several 
images of a same sensor are exploited in stereoscopy for the 
geometric reconstruction, the angles of view cannot vary 
enough to give an exhaustive view of the site ; moreover, a sin- 
gle sensor offers generally one single spectral band, which is not 
sufficient for a realistic site reconstruction in terms of photom- 
etry. That’s why it is necessary to acquire images from various 
sensors, from various angles of view, to be able to reconstruct a 
reliable 3D model site. 

These considerations lay the stress on the fact that a 3D site 
model acquisition system must offer multi-sensor capabilities, 
insuring the optimal use of this amount of data for 3D informa- 
tion extraction. Consequently, an exploitation system must be 
able to cope with these complex data sets, including 3D geom- 
etry and textures. 

Our paper deals with the design and experimentation of a sys- 
tem allowing the acquisition and updating of 3D models of sites 
of interest using sources like high resolution imaging satellites, 
aircrafts or UAVs cameras, and terrestrial photographies (see 
figure I). The data provided by this system has been formatted 
to be exploited by existant software package dedicated to train- 
ing and simulation. As a result, we demonstrated the feasibility 
of this approach and we validated our site model acquisition 
system design. 

This paper is organized in 4 parts. First, we describe the work- 
flow of 3D site model acquisition and exploitation, determining 
three phases : the geometric reconstruction, the rendering, and 
the exploitation. The second part describes in details the geo- 
metric reconstruction module. Then we focus on the rendering 
step. Next, we describe quickly the exploitation. Finally, we 
present the results obtained with our prototype. 

1. DESCRIPTION OF THE SYSTEM’S WORKFLOW 

Our system is divided in modules, and the typical workflow for 
3D site modelling is represented on figure 2. The three main 
modules of the system are the Geometric Reconstruction mod- 
ule , the Rendering module, and the Exploitation module. 
1.1. Geometric Reconstruction 

The geometric reconstruction is based on photogrammetry tech- 
niques, where one can estimate the true geometry of the real ob- 
jects from the images obtained with a sensor whose geometric 
configuration is known (the so-called geometric model of the 
images). In this step, the images that can be used are generally 
satellite or aerial images, because the photogrammetric exploi- 
tation of such sensors is possible, whereas terrestrial photogra- 
phies are often unexploitable in this way. 

The first step consists in a geometric pre-processing, which is 
compulsory for the 3D model extraction from the images. It 
comprises the so-called aero/spatio-triangulation, which aims 
at computing the geometric orientation parameters of each im- 
age, coherently with the other images, These parameters are 
necessary to be able to infer real geometric information from the 
images, while establishing the exact geometric correspondance 
between images objects and real-world objects. This module is 
based on an original multi-sensor triangulation algorithm devel- 
oped by SYSECA, allowing the coherent geometric registration 
of heterogeneous images (e.g. SPOT and aerial images). In this 
step, a DTM (Digital Terrain Model) and an orthophoto are gen- 

erated from the images, using an original automatic algorithm 
developed by SYSECA. 

images uncillury dutu georeferenced dutu 

I Geometric 
Reconstruction 

3D Models Extraction 

Rendering I terrestrial jj, rimages I phofographies 

Texture Mapping I I 

Animation .) 

3D Site 
DU tuBuse 

Figure 2 : System’s workflow 

Vext step is the 3 0  models extraction, where the system pro- 
vides the tools for modelling the objects of the site from their 
views in the images. It includes two displays: one for the control 
of the tools and the visualization of the database that is being 
constructed, and another for the extraction of the objects from 
the images. The second display is a stereoscopic display, allow- 
ing the stereoscopic viewing of pair of images. In case of heter- 
ogenous images, this display is used in a split-screen mode. 
During this step, 3D models of the objects are extracted and 
stored in the 3D DataBase. This step uses an original software 
module developed by SYSECA (see [9]). 

In order to allow the introduction of more complex objects in 
the 3D data base, or the addition of geometric details not ex- 
tracted from the images (chemineas or balconies), the extraction 
module comprises a CAD-modeller environment, where the 
user can build complex objects from the objects of the database, 
add others objects on existing objects, or create new objects. 
This step can be used for entering known dimensions of objects 
(e.g. extracted from plans). The software used for this step is 
Ideal5 from THOMSON TRAINING & SIMULATION 
(TT&S). 

1.2. Rendering 

After having reconstructed a geometrically reliable 3D site 
. model, the photometric reconstruction can be done. In this step, 

we map the textures extracted from the images on the faces of 
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the extracted geometric model. We make the distinction be- 
tween the mapping of textures from terrestrial images, which 
must be done interactively, and the mapping of textures from 
the photogrammetrically exploited images (aerial or satellite). 
We call the manual process of texturation from terrestrial imag- 
es the Texture Mapping, and the step where textures are mapped 
from registered images is called the Terrain Integration. These 
steps are described with more details on section 3. It is based on 
a classical image software like PhotoShop for the manual ex- 
traction of textures from terrestrial images, and on the lT&S 
software ModTer for the Terrain Integration. In addition, the 
Terrain Integration is in charge of the formatting of the database 
and the DTM for the visualisation (triangulation). 

1.3. Exploitation 

Final step is the exploitation of this 3D model site. This exploi- 
tation consists in reconstructing a realistic view of the site in 
real time from any point of view. Such realistic simulation can 
be performed using several classes of observers or vehicles, 
whose behaviour can be accounted for in the deplacement 
through the site (pedestrian, tank, helicopter, aircraft, ...). 

This exploitation comprises a preparation step, where a scenario 
can be defined. Then, the scenario is played in the Animation 
step. During the animation, the user is able to play a recorded 
trajectory, or interact in real time to move freely around the site. 

The prototype is based on two software products from lT&S : 
TrackMaker for the scenario definition, and SpaceMagic for the 
Animation. 

In the following, we describe more precisely the key parts of our 
system. 

2. GEOMETRIC RECONSTRUCTION 

This section decribes more precisely the geometric reconstruc- 
tion step. After describing the geometric processing, we focus 
on the critical aspects of this step. We will insist on the problem 
of management of 3D data, and the solution we propose. Then, 
the extraction environment will be detailed, with the description 
of the Machine Man Interface configuration, the 3D extraction 
models and their acquisition modes, and finally the semi-auto- 
matic tools we implemented to support the extraction. 

2.1. Geometric pre-processing 

The aero/spatio-triangulation process is based on Ground Con- 
trol Points introduced interactively in the system, on the images, 
and tie-points between couples of images found automatically, 
as well as the ancillary data provided with the images (ephemer- 
ids, interior ortientation of the sensor, ...). The ancillary data are 
used for automatically determining the interior orientation of 
the image, and to provide initial exterior orientation parameters 
for the triangulation. The exact parameters are then estimated 
using classical photogrammetric techniques (least-squares ad- 
justments). The algorithm is fully multi-sensor, which means 
the coherent registration of many heterogeneous images (satel- 
lites and aerial) is possible. 

The generation of the DTM is done automatically using the im- 
ages. This DTM is computed on the whole area covered by the 
images (where at least two images are available). In order to 
prevent from the limitations of the correlation-based DTM gen- 
eratio algorithm, it includes an erosion step, where the above- 
ground (artefacts due to superstructures) is automatically re- 

moved. This automatic step can be followed by an interactive 
erosion step for the residual above-ground. 

The generation of the orthophoto is performed by using the ori- 
entation parameters of the images and the DTM to compute a 
geometrically rectified image (geocoded), where the effects of 
the sensor projection and the terrain induced deformations are 
removed. This orthophoto covers the whole imaged site by mo- 
saicking the images. 

2.2. Management of three dimensional data 

The 3D model of a site is composed of many 3D primitives, 
which must be stored and managed specifically to be exploit- 
able by each module of the system. Moreover, the coherence of 
the data seen by different modules must be insured. Such spec- 
ifications show that the 3D data management problem in such a 
system has to be studied carefully. 

Management of three dimensional data is traditionally a CAD 
world concern, whereas management of geographic data is a 
GIS domain concern. Though, current commercial GIS are not 
able to cope with 3D objects. The geographic data are essential- 
ly planimetric, with a z coordinate. The resulting dimension is 
called 2D5. A fully 3D data model is not implemented in CIS, 
because of the high complexity of 3D topology. 

3D DataBase 

CIS CAD Description 

Figure 3 : Management of 3D data with GIS and CAD Modeller 

Instead of trying to develop a heavy fully 3D GIS, we prefered 
to adopt a composite data model, taking the best of both tech- 
nologies. The choice of this design is driven by the fact that the 
3D-space indexing, necessary for some applications like geo- 
logical survey (see reference [SI), is not essential for our appli- 
cation, which is dedicated to the above-ground extraction. So, 
the cartographic approach offered by a CIS is still relevant. To 
introduce the third dimension in the planimetric objects of a 
2D5 GIS, the solution is to associate a 3D description to the 
footprint symbolizing a building in the CIS. Each building is 
then stored as a footprint associated with a CAD description 
(see figure 3). The association can be implemented with a Rela- 
tional DBMS. Our approach, close to the one proposed by 
Forstner [l], offers a powerful solution at a moderate cost for 
development of 3D GIS devoted to 3D site modelling. Futher- 
more, the CAD approach for the 3D description of the objects 
allows a high level of detail, and can include a photorealistic 
texture for each facet of the objects. 

2.3. Configuration of the extraction 

The design of the Man-Machine-Interface dedicated to 3D mod- 
el extraction from images is a difficult task, and our approach is 
the result of many concertations with operational staff. 
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Two displays are used: 

- the monitor screen is a classic monitor, for controlling the 
interactive tools and the database that is being reconstructed, 

- the exploitation screen, for viewing the images, is able to 
display the images in monoscopic and stereoscopic mode. 
The 3D objects that are being extracted are viewed as wire- 
frame models superimposed on the images. 

For the nominal use of the system, we suppose a stereoscopic 
pair of images is available and is viewed on the exploitation 
screen. 
In order to view and control the database, there are two specific 
windows on the monitor screen: 

- a cartographic window, where the footprints of the objects 
are symbolized (similarly as in a GIS window); this window 
offers a synthetic view of the map of the site, showing the 
areas that have been reconstructed; it can be also useful for 
comparison of the reconstruction to an existing map. 

- a perspective window, where the 3D objects of the site are 
viewed in perspective, from a point of view which can be in- 
teractively moved; in this window it is possible to view si- 
multaneously the DTM as a wireframe; futhermore, it is also 
possible to drape the orthophoto on the DTM, which offers a 
good realism to the operator. 

The three kinds of visualization of the database (exploitation 
screen, cartographic window and perspective window) are co- 
herentely managed, which means every action on the objects 
from one window is taken into account by the others. 
2.4. 3 0  Models 

The type of objects to be extracted are divided in three classes: 
the planimetric objects (roads, rivers, areas, parkings, ... ), the 
volumetric objects (buildings), and the generic objects (pylons, 
roadsigns, trees, antennas ,... ). 
The planimetric objects use classic 2D5 primitives, like 
polylines, ribbons, or polygons. They are managed as usual in 
the GIs. 

Figure 4 : Volumetric primitives 

The volumetric objects entailed a specific process. Among the 
various approaches of 3D modelling in the CAD world, we de- 
cided to focus on Constructive Solid Geometry, where the only 
graphic primitives are volumetric. Objects are defined as a com- 
position of elementary volumetric primitives. This ensures that 
the volumetric objects of the-3D database are geometrically co- 
herent. The primitives used for volumetric objects acquisition 
can be defined by the users, and an example of such objects is 
given on figure 4. 

The extraction is done from the images on the stereoscopic dis- 
play. Each type of object implies an acquisition protocole. For 
example, a parallelepiped is extracted by four (3D) points to de- 
fine the roof, and a pointing on the ground to define the altitude 
of the basis of the building. A peaked roof house can be extract- 
ed by only five points and a point on the ground. The selection 

of the type of object to be extracted is done through an ergo- 
nomic man-machine interface. Some examples of primitives ac- 
quisition are given on figure 5. 

The generic objects (pylons, ...) are too complex to be fully ex- 
tracted, but they can be represented by a small number of gener- 
ic model, common to almost every site. Our approach is to 
extract from the images only the 3 0  bounding box of the ob- 
jects, whose CAD model is chosen in a generic model database. 
As a result, the extraction task is simple whereas the graphic 
model is highly complex and realistic. 

~~ 

Peaked Roof House Extruded BuiMing 

I + gmundpoinr 

Figure 5 : Examples of acquisition modes 

2.5. Semi-automatic extraction tools 

In order to increase the productivity of the extraction, several 
tools are available in order to ease the acquisition of the objects. 
Because of the lack of maturity of most fully automatic extrac- 
tion tools, we focus on semi-automatic extraction tools. The ini- 
tial positioning of the primitives to be extracted is performed by 
the user, and the fine adjustment of the primitive to the images 
is in charge of the computer. The semi-automatic approach is 
probably the most promising way of increasing the productivity 
extraction by means of image processing algorithms (see refer- 
ence [4] for a survey of the automated feature extraction meth- 
ods on Digital Photogrammetric Systems). 

One of this tools is the semi-automatic road network caption, as 
described in the reference [7], developed jointly by SYSECA 
and the French Geographic Institute (I.G.N.). This algorithm is 
interactive: the user sets the beginning point of the extraction, 
and the direction in which he wants to extract the road, and the 
algorithm finds the other points of the roads. When the algo- 
rithm fails to find the next point, it stops, and the user can cor- 
rect the points extracted, or help the algorithm by giving 
manually some points (e.g.: where the road is interrupted by a 
bridge). The points extracted are given in a 3D referential. 

For the building extraction, which is a tedious task in 3D site 
modelling, the algorithms we developed are based on a Model- 
Based Optimisation paradigm, and allow the extraction of the 
so-called extruded objects as well as the .parametric objects 
(parallelepipeds, pyramids, prisms, cylinders, ...). These algo- 
rithms deal with the optimisation of the roofs of the objects on 
the images. For the extruded objects, a snake-like approach is 
used, similar to the one described by P. Fua in [3]. For the para- 
metric objects, an original least-squares based parametric opti- 
misation scheme is implemented. An example of use of the 
semi-automatic extruded building roof extraction is given on 
figure 6. One can see the automatic 3D refinement of the initial 
model jointly on both images of the stereoscopic pair. 

Another very helpful tool is the "semi-automatic ground posi- 
tioning". The user indicates a rough 3D initial and the fine 3D 
position is found automatically using a local correlation algo- 
rithm. This tool has proven to be reliable enough to take in 
charge for the user the measurment of the ground altitude need- 

I 
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ed for the building acquisition, which increases in a significant 
way his productivity. 

&-*er uptim'wlion 

Figure 6 : a building's roof optimization 

In addition, the acquisition modes of planimetric or volumetric 
objects are able to use projections of new objects on part of an- 
other object. It is also possible to build volumes by copy-parling 
objects, which is useful for areas where several buildings are 
based on the same model (e.g. suburban areas with peaked roof 
houses). 

Ihe main advantage of these tools is the automatic estimation of 
the heights of the points, which appears to he a tedious task for 
non-photogrammetrist users. It can also be seen as a way of re- 
laxing the operator's attention on buildings where the algorithm 
is supposed to work (good contrast), so that he can focus on 
"difficult" objects. 

means their geometric model cannot be known and estimated 
with a precision compatible with the required reconstruction 
quality. Thai's why we consider the texture mapping as an in- 
teractive step. 

As it is symbolized on figure 7, this step consists in extracting 
the image patch to be mapped, eventually retouching this patch, 
and finally mapping this texture to the corresponding face of the 
object. The retouching step can be useful to correct the artefacts 
caused by trees, signs, or cars on face's texture, and to clean the 
edges of the extracted textures ; a classical software product Wre 
Photoshop is able to cope with these problems with efficiency. 
It has to be noticed that the texture mapping step includes the 
warping of the image patch to make it fit in the geometry of the 
face (a rectangle in the example of figure 7). 
For faces not seen on photos, it is possible to map a synthetic 
texture. or a texture previously extracted on other images 

1 '  

U 
r - L -  1 3D gmmvic model retouching ' (phutashup) 

texture mapping 

3.RENDERING 

This stage is divided in two steps: the Texture Mapping and the 
Terrain Integration. 

3.1. Tahrn  mapping 
With terrestrial photos, the user is supposed to extract by hand 
the textures from the image, e.g. by pointing the comers for a 
rectangular face, and make the association with a face of the 3D 
model. Whereas with the registered aerial or satellite images, 
which have been used as a support for the geometric reconstruc- 
tion, this process can be automatic. Such an approach allows the 
complete texturntion of the site, because the vertical or quasi- 
vertical satellite or aerial images bring the terrain and roofs tex- 
tures, whereas the te~estrial photos give the textures of the 
walls of the buildings. 

The tuture mapping process is highly interactive : the operator 
must identify on the terrestrial photos the images patch wrre- 
sponding to the faces of the 3D objects extracted in the geomet- 
ric monstructlon stage. Such a human identification could be 
avoided if the photos were possible to register as the aerial or 
satellite images, The man obstacle to the photogrammetric ex- 
ploitation of such photos is the type of camera generally used ; 
these cameras cannot be qualified of metric cameras, which 

Figure 7 : Principles of texture mapping 

3.2. Terrain integralion 

Terrain integration represents the formatting of the data collect- 
ed to allow a realistic representation of the site. It uses the fol- 
lowing steps: 
- generic objects addition: a database of generic objects pro- 

vides the full 3D description of the objects that have been ex- 
tracted as bounding boxes; the resizing of the 3D 
representation is done automatically using the bounding box; 

- planimeuy formatting : the planimenic objects (roads, ri- 
vers, ... ) are formatted using pre-defined "gabarits" (templa- 
tes for transversal representation of lineic primitives, like 
roads or rivers), insuring a realistic representation; 

- terrain triangulation : the DTM must be formatted to be vi- 
sualized. this formatfing consists in computing a triangular 
patches set that represent the terrain in the most efficient 
manner; this triangulation is done coherentely with the ex- 
tracted 3D objects, which insures the triangulated terrain is 
correctly connected to roads elements and buildings bases 
(Constrained Delaunay Triangulation); 

- orthophoto mapping : the orthophoto is automatically map- 
ped on triangular patches of the terrain, as well as on the 
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roofs not textured yet; in order to prevent from the lack of 
realism of the ortbophoto textures at short distance (due to 
their resolution), we use a process of dcro-texturahon (high 
frequency textures) to insure a good realism of the anima- 
tions when the point of view IS too close to the ground. 

The whole process of Terrain Integration is done with the lT&S 
product called M O ~ T ~ .  

At this stage, the 3D site database can directly be used by a sim- 
ulation software in order to provide realistic views and amma- 
tion around the site. 

4. EXPLOITATION 

4.1. SceMlio preparalion 

In this step, the operator determines the scenario he wants to 
play around the site. It is based on the l T & S  software Track- 
Maker. The user can define the mobile object which is supposed 
to be used : helicopter, aircraft, tank. car. or even a pedestrian. 
Each mobile object is associated to a specific behaviour, insur- 
ing a realisitic animation. The user then defines the trajectory of 
the object, as-well as the climatic conditions of the animation 
(weather, time). 

As we will see below. the definition of trajectories is not indis- 
pensable for the animation. because the operator can decide to 
mow in real time around the site using the keyboard and the 
mouse. 

4.2. Aninrnfion 

The animation step exploits the 3D site database to simulate 
with a great realism the scene that would be viewed from any 
point around the site. This exploitation is based on the TC&S 
software SpaceMagic, which is one of the world-wide referenc- 
es in thedomain of simulation, offering high level performances 
in animation. 

This software exploits the geometric models and the textures, to 
provide a totally fluent display of the reconstructed scene as the 
user moves around the site. The scene is computed and re- 
freshed in real time. It is possible to use a predefined scenario, 
or the user can move interactively in real time. 

This animation software can produce fly-lhrough animations, 
simulating the scene viewed by a flying observer, but also the 
so-called walk-fhrough animations, which can be a base for ter- 
restrial mission preparation or training. 

Note that the ouptut of the animation can be stored on video- 
tape or CD-ROM to he played in an extern context. 

Figure 8: source images 



4-7 

5. EXAMPLE OF RECONSTRUCTION 
The example we pnsent here IS based on a data set collected on 
a village of the south-east of France. This data comprises : 
- a stereoscopic pair of high resolution aerial images (typical- 

ly with a resoluhon of 1 meter), taken with a metnc camera 
system (scanned black&white photos); 

- several colour images, taken from a non metric camera fmed 
on an helicopter, flying at low altitude (allowurg grazing an- 
gles of new). 

Such a combination of images allow the full demonstration of 
the capabilities of our system. The aerial images are used to 
aeomemcally reconstruct the site, whereas the helicopter views - - 
allows the extraction and mapping of real textures on walls and 
mofs. 

The figure 8 represents a split view of the stereoscopic pair, as 
well as one of the helicopter view (which is actually coloured). 

On figure 9, one can see the result of the geometric reeonsuuc- 
tion stage. The reconstructed site can he seen on the GIS win- 
dow (which is a cartographic representation of the site) and in 
the perspective window. As it can be seen, the perspective win- 
dow is able to display the 3D models with the DTM (represent- 
ed with wireframes) or with the orthophoto drupped on the 
DTM. This latter representation gives a realistic new of the re- 
constructed site. but does not include the textures on buildings. 
This could bc seen as the result of the geometric reconstructing 
stage. 

!dive wrndow wrth wireframe DTM GIs window 

Figure 9 result of the the Geometric Reconstruction 
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I 

Figure 10 result of the 3D site reconsituction (geometry and textures) 
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Figure 11 : snaphots of a terrestrial mission preparation scenario 

The final model site, including the wall textures can be seen on 
figure IO. Note that this view is presented in grey level in this 
article for printing constraints. In fact, the textures that have 
been mapped on the objects and the terrain are coloured, and 
give a realism even better to the reconsmcfed scene. 

For the experimentation, we built a terrestrial mission repetition 
scenario, including helicopters, tanks and ground troops. Two 
snapshots of this scenario are shown on figure 1. On one of 
these snapshots, one can see a street of the village as it would be 
seen by a tank at ground level. The other snapshot represents a 
complex scene of the scenario, where tanks, troups and helicop 
ters are evoluating on the site. 

CONCLUSION 

We described an image-based system for 3D site model acqui- 
sition and exploitation, dedicated to the producuon and exploi- 
tation of realistic 3D site databases. 

This system compnses a geometnc reconsmetion module, al- 
lowing the extraction of 3D objects and terrain from a set of 
aerial or satellite high resolution images, and a rendering step, 
where textural information from any image are mapped on the 
extracted objects. These two steps provide 3D databases that 
can be used by the exploitation module of the system, based on 
a powerful simulation software. This system has been proto- 
typed, and the results have demonstrated the capabilities of our 
approach. 

With this prototype, we show that an autonomous 3D databases 
production line from images is feasible, and demonstrated its in- 
terest from an operational point of view. The availability in a 
near future of more and more sources of high resolution images 
wdl certainly emphasizes the need for such systems. 
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COMMENT/QUESTION: 

Utilisez-vous des moyens de dksignation tri-dimensionels pour saisir I’infonnation et I’intkgrer 
dans la simulation? 

(Do you use three-dimensional designation facilities to input data and incorporate it into the 
simulation?) 

AUTHORIPRESENTERS REPLY 

Deux boules roulantes (x,y) (z) permettent la disignation 3D. 

(Yes, we use two tracking balls (x,y) and (2) for 3 0  designation.) 
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1. SUMMARY 
In the framework of a NATO measurement campaign air- 
home signature measurements were conducted over sea 
with the dual frequency, polarimetric mmW Synthetic Aper- 
ture Radar MEMPHIS (Millimetnwave Experimental Mul- 
tifrequency polarimetric High Resolution Imaging System) 
with simultaneous operating front-ends at 35 GHz and 94 
GHz onboard a cargo aircraft in side-looking configuration. 
Both front-ends are tied to the same system reference and 
are using the same IF pre-processing and radar waveform- 
generator. So as well a concise comparison between data at 
the two frequency bands, 35 GHz and 94 GHz can be made 
as a use of the data for multichannellmultifr~uency SAR 
processing. 
The paper describes the system configuration and the 
mmW-SAR processing algorithm and gives representative 
results for the generated radar images for ship targets, chaff 
and the sea clutter with emphasis on the multiparameter 
evaluation. 

2. INTRODUCTION 
High resolution mmW-radar sensors are candidates for 
autonomous guidance applications for missiles directed 
against maritime targets. In a closein phase of an attack it is 
essential for such seekers to discriminate between target and 
chaff. To be able to optimize self defence strategies as well 
as the performance of chaff against such sensors it is neces- 
sary to know the highly resolved signature of naval targets 
and chaff in a natural environment. In the fmal phase of the 
approach of an anti-ship missile seeker also steeper depres- 
sion angles may be relevant. For this geomeay the contrast 
between target, chaffsfdecoys sea-clutter, including the 
impact imposed by the propagation medium ( multipath 
effects ) have to be known. Only experiments with airborne 
sensors can deliver this necessary information. 

3. Measurement Set-Up 

3.1 Experimental Radar 
As mentioned above, the SAR system employs two radar 
front-ends, one at 35 GHz and the other at 94 GHz. Both are 
controlled by a common W - B u s  computer and tied to 
the system reference, from which all frequencies and trigger 
impulses used in the system are derived. Each receiver has 
four channels. The downconverted signals are quadrature 
demodulated to result in I- and Q-phase components and the 
logarithmically weighted amplitudes. The @-signals from 
both front-ends are fed to the data acquisition and recording 
electronic. Additional information is retrieved from the 
inertial navigation system of the aircraft and a separate 
GPS-receiver unit. Fig. 3.1 shows a block diagram of the 
total set-up. 

In dependence on the application, the systems can be used 
with polarimetric monopulse feeds, sensing elevation and 
transverse deviations or an interferometric pair of antennas 
with orthomode transducers to sense both polarimetric 
components. The elevatiodazimuth-asymmetry of the 
beam, which is generally necessary for the SAR application 
is achieved by an aspheric lens in front of the feed horns. 
A more detailed description of the radar was already given 
elsewhere [I]. MEMPHIS is, to our knowledge. the only 
SAR-system capable to gather full polarimetric data at both 
relevant mmW bands simultaneously. 
The performance data of the front-ends are summarised in 
Tab. 3.1: 

YMEQ”. 
Lopio 1’ , 

Fig. 3.1: Block-Diagram ofthe 35194-GHz-SAR 
”MEMPHIS” 

The measured data are recorded by means of a high speed 
digital recording machine AMPEX DCRSi. The recording 
speed is limited to 33 MBytds allowing to record 660 range 
gates at a PRF of 6 kHz for both transmit frequencies. 
In parallel to the radar data inertial data h m  the aircraft as 
well as a time code and GPSdata are recorded. 
The calibration is based on pre- and postflight measure- 
ments against trihedral and dihedral precision corner reflec- 
tors. 

Paper presented at the A G M  SPP Symposium on “Multi-Sensor System and Dora Fusion for Telecommunications, 
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Centre Frequency 94 GHz 35 GHz 
Output Power I kW 900 W 

Pulse Width 
PRF 6 kHz YP.) 

Phase Stabilify > 100 RMS 

BO ns - 2 ps 
Spectral Purify > -70dB/Hz 

Polarization switchable from Pulse to Pulse 

switchable manually linear or 
circular 

Waveform Polyphase Franck Code 
IkceiYK 
Four identical channels for CO- and cross-polarisation, 
Monopulse or Interferometry 
Dynamic Range 60 dB 
System Noise Figure 

H-V or LC-RC 

15 dB (SSB) 

Type Monopuls or Interferometric Pair 
Dielectric Lense 
Diameter 30 cm 
3-dl-Beam Width 
Azimuth I'(94GHzJ 2.5'(35 GHz) 
Elevation 12" 16' 
Gain 29 dB 27 dB 

Data recording : AMPEX DCRSi 
Data Rate 
Channels 8 +flight parameters, 

Capacity 48 G Byte 

33 MByte / sec 

time-code, GPS, etc. 

Tab. 3.1: Performance Data of the Experimental Radar 
MEMPHIS 

3.2 Geometry 
The measurements discussed below were conducted in s ide  
looking geometry 
Typical geometrical and flight parameters are tabulated UI 

Tab. 3.2.  

Speed of Aircrafi 130 kn. 
Height above Ground 1000 A 
Depression Angle 20 
Slant Range at Beam Centre 770 m 
Swathwidth 406 m 

1 

Tab 3.2 : Typical Measurement Piuameters for mmW- 
SAR-Imaging 

To be able to give the signature of ship for the mam aspect 
angles of the ship - backboard and starboard, bow and stem 
-the aircraft flew along a track as indicated in Fig. 3..2. 
The aimat? flew with a lateral displacement of 770 m from 
the target, while the ship moved slowly with a constant 
speed and held a steady and straight course throughout a 
trial run. To manoeuvre the aircraft into a stable straight 
course the aircraft had to fly loops as indicated in the sketch. 
One total measurement run on a ship took about 4 minutes 

Target tracking was achieved manually using a boresight 
video image of the target, within the radar's range gate, 
Also for the characterization of chaff-clouds a straight flight 
path with a correct lateral displacement was necessary. Due 
to the limited swath-width of only about 
400 m, the correct position of the chaff and the wind direc- 
tion was important to adjust the lateral displacement of the 
aircraft track. 

A 

Fig. 3.2. Sketch ofFlight Path during the Measurements 

4. EVALUATION METHODS 

The evaluation employed image based methods, namely a 
synthetic aperture algorithm. Based upon those methods, 
images areas of interest, containing clutter or targets were 
selected to apply integral evaluation methods. In addition to 
this approach circular flight patterns as suggested by Jones 
at Langley [2] were used to generate radar data in a reflec- 
tometer type of radar mode with the aim to gather clutter 
data for the full aspect angle range of 360" with respect to 
the direction of the sea swell. 

4.1 Image Generation 
In a first step the radar data undergo off-line track, calibra- 
tion, and reformatting procedures. Afterwards synthetic 
aperture processing is applied to these data to generate radar 
images for CO- and cross-polarisation and both at 35 GHz 
and 94 GHz. 
As already discussed elsewhere 131 SAR-processing at 
millimeterwavelengths requires a considerable lower 
amount of sophistication in comparison with algorithms 
applied at lower radar-frequencies. This can mainly be 
attributed to the short aperture length a! mm-wave fre- 
quencies. Taking this into account, the SAR-algorithm used 
here is relatively simple although fully automatic autofo- 
cussing is applied, using only radar-data without supply of 
external inertial navigation information. 

4.2 Integral Evaluation 
The integral evaluation covered the determination of sta- 

tistical characteristics of ships and clutter, and its depend- 
ence on the radar band, 35 GHz and 94 GHz, and also on 
aspect angle and environmental conditions. Special care 
was taken on polarimetric features, which are well recog- 
nised means to enhance image contrast [4] and to do classi- 
fication 151 according to the scattering mechanisms in- 
volved. 
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5. Results 

5.1 Sen Clutter 
Figs. 5.1 to 5.3 show plots for the reflectivity of the sea 
surface versus aspect angle with respect to the wave direc- 
tion for the radar frequencies 35 GHz and 94 GHz and 
polarization states W and HH, VH and W. The curves 
apply to sea state 5 and open sea conditions. 

dl , I 

='A 2 : ; I 
Wd:'", = - - 

-32480 .PII 0 5n 180 110 sm m 
w.nw*u.a 

Fig. 5.1: Reflectivity versus Aspect Angle 
Radar Frequency 35 GHz, TR-Polarizations W and HH. 

I 
I 
Fig. 5.2: Reflectivity versus Aspect Angle Radar Frequency 
94 GHz, TR-Polarization W 

Fig. 5.3: Reflectivity versus Aspect Angle 
Radar Frequency 35 GHz, TR-Polarizations HV and VH. 

The figures show the periodic panern of growing and de- 
orrasing reflectivity dependmt on the wave aspect, i.e. up- 
wind, down-wind or mss-wind. 
The experimental curves were modelled by the function 161 
a, = A  + B COS 6 + c COS 2+ [mz/mz], 
where + is the horizontal angle between the radar look 
direction and the upwind direction. The coeflicicnts A, B 
and C are functions of the depression angle 8, wind speed U, 

radar wavelength I. and polarization p and can be expressed 
by means of a factor times the windspeed with the wind 

The model curves were fitted to the experimental curves mi 
are shown in the figures together with the experimental data 
using the relations between a. at up-wind (U), down-wind 
(d) and ms-wind (c) which are easily derived : 

A =  
U o u  +Uo d +2U0c 

4 
Uou - d d  

B =  
2 

U'# + 0' d - 2U0e 
C= 

4 
The parameters were extracted for the available polarization 
states and radar frequencies and a depression angle of 37.5'. 
They are tabulated in Tab. 5.1. 
ao at 94 GHz reproduces very well the number, which was 
measured for similar sea cnnditions during earlier measure- 
ments [7] for which the wind speed exponent was derived to 
bey= 2.3. 



on 
J >  U l l l  

0.4125E-3 

oh r.u. 
I T  "1 IL 

A 
B 
C 

0.0068 
0.0035 
0.0028 

Tab. 5.1: Model Factors for uo versus Aspect Characteristic 
at Sea State 5 

To our knowledge these measurements are the only full 
polarimetric millimeterwave measurements of this kind, 
which allow to assess the frequency dependence of the 
model factors. If compared with respective X-band results 
[8] the principle characteristics, especially at 35 GHz, are 
very similar. At 94 GHz different dominant scattering proc- 
esses lead to a significant change especially for the coeffi- 
cient B, which is related to the up-winddown-wind ratio. 
General results were the following: - sharp cross wind nulls are appearing 

the reflectivity at down-wind is always lower than at up- 
wind. The up-winddown-wind ratio is dependent on the 
parameters h,e,+,p. 
the CO-polar signal at vertical polarization is stronger 
than the CO-polar return at horizontal polarization. The 
mio can range up to IO dB. This different characteristic 
is more pronounced for low sea states than for rough 
sea. 

rn at 94 GHz the reflectivity at down-wind is close to that 
at cross wind. 

All these results can be explained by a scattering model for 
the interaction between the sea surface and mm-waves, 
which is based on a scattering dominated by small facets 
located in the crests of the waves where the rise of the sur- 
face is steep and multiple scattering between facets is fre- 
quent 

5.2 Ships and Chaff 

5.2.1 
Measurements of ships and ships firing chaff have been 
done at 35 GHz and at 94 GHz with linear polarisation 
and with a fixed radar depression angle of 22.5'. 
Fig. 5.4 and 5.5 show SAR images at 35 GHz and 94 GHz 
for a typical scene with bloomed chaff clouds and the cor- 
responding ship. 
The SAR images indicate where dominant scatterers on the 
ship are located. There exist cases, where due to multipath 
effects signal portions are reflected from the ship's body 
(dominant scatterers on the ship) into the water surface 
reproducing reflected radar images along the water line of 
the ship. This, however could be observed only for 35 GHz 
at calm sea conditions. 

SAR-Imaging of Ships and C h f l  

,.,_ .-. . . , .. . _. . . . .. 

Fig. 5.4 SAR Image of Chaff and Ship at 35 GHz 

r - --__ 
! 

___ .. -~ . . -. ... . . 

Fig. 5.5: As Fig. 5.4 at 94 GHz 

Generally the measurements showed that the scattering 
centers appear more concentrated at 94 GHz while at 35 
GHz the scasterers produce wider lobes. 
The signatures for chaff are considerably less wide spread at 
94 GHz if compared with 35 GHz. It has, however to be 
noted, that the types of chaff measured here were not spe- 
cially designed against mm-wave sensors. 

5.2.2 Statistical evaluation of Ship- and Chafl-Data 
Radar cross section evaluations have been carried out on 
different ship classes and different displacements of the 
ships by extracting statistical data from the SAR images.. 
The experimental results of radar cross sections at 35 GHz 
and 94 GHz are plotted in Fig. 5.6 versus ship type . 
It can be seen that the measured average radar cross section 
of ships depends on the type of ship and also on the radar 
frequency. 
For comparison reasons Fig. 5.7 presents the average RCS 
of ships versus the displacement, given in tons. 
Usually the RCS of ships is expected to increase with fre- 
quency [XI, thus at Ka-band the RCS should be lower than 
at W-band. However, the expected increase of RCS with 
frequency was not observed as in earlier ground based 
measurements [9]. 
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a )  35 GM 

X 

94 GHz, respectively. At 35 GHz the average RCS of 
chaffs( 27 dBsm to 30 dBsm) was about 5 dB higher than 
the RCS of chaff-clouds at 94 GHz. 
In general the RCS of ship ( broadside aspect ) compared 
with the RCS of chaff-clouds was about 6 dB higher at both 
frequencies. For signal lock-transfer, the RCS of the chaff- 
clouds should be preferably higher than the ship's RCS. 
Therefore, lock- transfer with chaff as used here at millime- 
ter waves would hardly be feasible. 
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Fig. 5.6: Average RCS of different Ships of same Class at 
35 GHz (a) and 94 GHz (b) 
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6. CONCLUSIONS 
In the mmW radar bands (Ka-band and W-band ) Synthetic 
Aperture Radar (SAR) systems offer attractive features for 
remote sensing applications. 
The system used here is capable to do clutter measurements 
over sea and to supply the reflectivity data needed for the 
development of maritime mm-wave sensors, which, al- 
though typically not long range, will gain increasing impor- 
tance in the future. The discussion of typical clutter data 
showed that the characteristics of 35-GHz sea -clutter seems 
to be very similar to that of classical radar bands and that at 
94 GHz other scattering processes are dominant, which lead 
to a considerably reduced reflectivity of the sea surface in 
down-wind and cross-wind directions and an increase in up- 
wind direction. 
SAR signature measurements on ships and chaff confirmed, 
what was already known from landbased measurements: 
The RCS of ships and chaffs depends on frequency, on the 
target geometry, and the type of chaff. It is especially re- 
markable that the RCS at 94 GHz, in contrary to theoretical 

i 

Fig. 5.7: Average RCS versus Displacement 

In contrary, comparing both frequency bands, the radar 
cross section at 35 GHz is about 6 dB higher than the RCS 
at 94 GHz for almost all classes of ships considered here. 
This can be interpreted by the following: Compared with the 
radar wavelength ( h = 3 mm and h = 8.6 mm ) flat plates 
and corners on a ship's body are not smooth and straight, 
therefore, they can not be looked at as basic dominant scat- 
terers with ideal shape. Moreover at millimeter wavelength 
not well defined scatterers determine the signature but the 
whole community of numerous point source scatterers are 
considered to be the coherent average sum of their individ- 
ual parts [SI. 
Fig. 5.8 presents the measured RCS of chaffs at 35 and 94 
GHz at linear polarisation: HH. The highest cross section 
was measured to be about 35 dBsm at 35 GHz and at 

t 

t 
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predictions, is lower than for 35 GHz as well for ships as for 
the chaff. 
At millimeter wavelengths not distinct scatterers determine 
the signature of a target, but the mutual interaction of 
numerous scatterers of similar importance are dominantly 
contributing to the total radar cross section. 
For self protection of a ship, RCS reduction of the ship will 
favour lock-transfer to chaff. 
The images showed, that SAR at mmW exhibits certain 
characteristic features: . 
- due to the relatively rough surfaces on a ship, compared to 
the radar wavelength, dominant structures or scatterers 
exhibit no excessive backscatter cross-sections. 
- the total radar cross section of ships is about 6 dB higher 
than the RCS on chaff clouds 
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PAPERNo: 5 

DISCUSSOR’S NAME: Streng 

COMMENT/QUESTION: 

1. How did you handle the occurrence of ghost-scatterers? (In order to be able to 
automatically classify ships?) 

2. Did you implement this? 

AUTHOWPRESENTER’S REPLY: 

1. 

2. 

Compare with ships’ model, several imges under various aspect angles. 

May be done in the future. 
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SUMMARY 

An approach to the long range automatic detection of vehicles, 
using multi-sensor image sequences is presented. The algorithm 
we use was tested on a database of six sequences, acquired 
under diverse operational conditions. The vehicles in the 
sequences can be either moving or stationary. The sensors are 
stationary, but can perform a padtilt operation. The presented 
paradigm uses data fusion methods at four different levels 
(feature level, sensor level, temporal level and decision level) 
and consists of two parts. 
The first part detects targets in individual images using a semi- 
supervised approach. For each type of sensor a training image is 
chosen. On this training image the target position is indicated. 
Textural features are calculated at each pixel of this image. 
Feature level fusion is used to combine the different features in 
order to find an optimal discrimination between target and non- 
target pixels for this training image. Because the features are 
closely linked to the physical properties of the sensors, the same 
combination of features also gives good results on the test 
images, which are formed of the remainder of the database 
sequences. By applying feature level fusion, a new image is 
created in which the local maxima correspond to probable target 
positions. These images coming from the different sensors are 
then combined in a multi-sensor image using sensor fusion. The 
local maxima in this multi-sensor image are detected using 
morphological operators. Any available prior knowledge about 
possible target size and aspect ratio is incorporated using a 
region growing procedure around the local maxima. A variation 
to this approach, that will also be developed in this paper, 
combines the previous feature and sensor level fusion, by 
extracting the features in each sensor as before but using the 
feature level fusion directly on the combination of all features 
from all sensors in what is sometimes called a <<super feature 
vector v .  Tracking is used in both cases to reduce the false alarm 
rate. 
The second part of the algorithm detects moving targets. First 
any motion of the sensor itself needs to be detected. This 
detection is based on a comparison between the spatial co- 
occurrence matrix within one single image and the temporalco- 
occurrence matrix between successive images in a sequence. If 
sensor motion is detected it is estimated using a correlation- 
based technique. This motion estimate is used to warp past 
images onto the current one. Temporal fusion is used to detect 
moving targets in the new sub-sequence of warped images. 
Temporal and spatial consistency are used to reduce the false 
alarm rate. 
For each sensor, the two parts of the algorithm each behave as 
an expert, indicating the possible presence of a target. The final 
result is obtained by using decision fusion methods in order to 

combine the decisions of the different experts. Several << k out of 
n >> decision fusion methods are compared and the results 
evaluated on the basis of the 6 multi-sensor sequences. 

1 INTRODUCTION 

Long range automatic detection of vehicles is of great military 
importance to modem armed forces. The most critical factor of 
any system for automatic detection is its ability to find an 
acceptable compromise between the probability of detection (= 
1 - piobability of a miss) and the number of false alarms. This is 
the classical trade-off one finds in binary hypothesis testing 
between the two types of error one can make: the false rejection 
(FR : which corresponds here to a miss : there is a target, but it 
has not been found) and the false acceptance (FA : which is in 
this case the same as a false alarm : there is no target, but the 
system thinks there is one). In a single sensor detection system it 
is well known that if one reduces one type of error, the other 
type of error automatically increases. A possible way-out of this 
deadlock is to use more than one sensor and to combine the 
information coming from these different ccexperts D. This 
combination or (data) fusion can be done on different levels. In 
this paper, only the (common) case of a centralised fusion 
processor with all its sensors connected in parallel will be 
considered. 
In the specific data fusion literature [ 1-51 one often distinguishes 
between the following (or equivalent) fusion levels : low level 
fusion (also called score or measurement level fusion), medium 
level fusion (which includes feature and sensor level fusion), 
high level fusion (also called decision level fusion) and temporal 
level fusion. As can be expected, in real (-time) applications, 
there is a trade-off to be made between the amount of 
information that can be combined and the bandwidth necessary 
to communicate all this information to the centralised fusion 
processor. The lower the level of fusion, the more information is 
available to be combined, but the larger becomes the bandwidth 
necessary to communicate with the centralised fusion processor 
(or for a fixed bandwidth, the slower becomes the fusion 
process). Vice versa one sees that when the level of fusion gets 
higher, the available information diminishes, but so does the 
necessary bandwidth. Furthermore not all data fusion levels are 
always applicable. For instance, if low level fusion is going to 
be used, care must be taken to combine only similar entities 
(scores, measurement results,...). It is therefore impossible to 
use low level fusion to combine the raw results coming from 
two (or more) totally different sensors (e.g. an imaging sensor 
and a range finder). But this constraint doesn’t exist any longer 
on the decision level, where each sensor is considered as a 
separate <<expert D, who decides on his own. In the special case 
of target detection where the <<hard )) binary decision rule is 

Paper presented at the AGARD SPP Symposium on “Multi-Sensor Systems and Data Fusion for Telecommunications, 
Remote Sensing and Radar”, held in Lisbon, Portugal, 29 September - 2 October 1997, andpublished in CP-595. 
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used (the << hard D decision is indeed bi-valued : target present 
(1 )  or not (0)), ,the central fusion processor contents itself to 
combine only the decisions (the 1 's  and the 0's) coming from 
different sensors, without considering the type of sensor. As a 
general conclusion concerning the different data fusion levels, 
one can state that all different fusion levels have their 
importance and their specific applicability domain. 

Based on these considerations, we have tried to use data fusion 
on several levels to try to optimise the use of the available data. 
That is basically why this paper describes an approach to tackle 
the previously exposed problem using four different data fusion 
techniques related to several levels : feature level fusion, sensor 
level fusion, temporal level fusion and decision level fusion. 
The only fusion level that is not used in this paper is the low 
level fusion. This technique (in the form of pixel level fusion) is 
mainly used in remote sensing applications [6,7]. In the main 
approach, we do however use two different medium level fusion 
techniques. In the following sections the use of these different 
data fusion techniques will be explained in more detail. 

2. IMAGE DATABASE 

For the development and testing of the algorithm, a database of 
6 multi-spectral image sequences, numbered MSOl to MS06 I 
was compiled. The sequences correspond to two scenarios. The 
first scenario is a typical surveillance scenario in which the 
sensor watches a scene and tries to detect targets entering its 
field of view. In this scenario, the targets are moving. The 
second scenario is a reconnaissance scenario in which the sensor 
is mounted in a new terrain and it tries to detect the presence of 
vehicles which can now be stationary or moving. During image 
acquisition the sensor is stationary in both scenarios; it can only 
perform a pan and tilt operation. The following table presents 

I +Camoufl. I 
MS06 I Helicopter I Across FOV 1 1 1 LW,R,G,B 

Table 1 : Properties of sequences. 

In the table the Sc column presents the scenario to which the 
sequence corresponds. In the sensor column the following 
abbreviations are used: LW and SW denote long-wave and 
short-wave infrared respectively. TV is BIW visual images. 
R,G,B are the components of a colour visual image. Each set of 
three subsequent sequences were acquired by the same sensor 
set. Sequence MS05 is the same as sequence MS04 except for 
the fact that in MS05 the targets are camouflaged. 

' MSOl -MS03: Courtesy of Defense Research Establishment 
Valcartier, Quebec, Canada ; MS04-MS05: Courtesy of Naval 
Air Warfare Center, China Lake, US; MS06: Courtesy of 
ASIAT-D'IT, Peutie, Belgium 

3. OVERVIEW OF THE APPROACH 

The proposed algorithm consists of two independent parts. The 
first part searches for targets in single images while the second 
part uses multiple subsequent images in order to specifically 
find moving targets. 
Static Tiurnen1 

Tar@ Dctauon in Single I m p  

.. 

Targu Sclcrtian 

Figure 1: Global Overview of the method 

For the first part of the algorithm we have chosen a semi- 
supervised approach based on texture feature extraction. 
Allthough we are not interested in explicitly modelling or 
measuring texture, these texture features are interesting because 
they are independent measurements of the local spatial 
distribution of grey values within an image and it is likely that 
some of these parameters will highlight the difference between 
targets and background. The texture parameters are even more 
appealing because it can easily be seen that features that are 
classically used for target detection such as intensity and 
gradient are just special cases of these texture parameters. 
Feature level fusion is used to combine the texture features from 
each image into a new image in which the grey value at each 
pixel is proportional to the probability that the pixel belongs to 
the target. These images from the different sensors are fused in a 
sensor fusion step. 
The second part of the algorithm detects moving targets in sub- 
sequences from each sensor separately. 
Each part of the algorithm behaves as an expert indicating the 
possible presence of vehicles in the scene. Decision fusion is 
used to combine the outcomes from all experts. 

4. TARGET DETECTION IN SINGLE IMAGES (TDSI 
Mod u 1 e ) 

Introduction 

For the detection of targets in single images, a semi-supervised 
approach based on texture features was chosen. For each sensor 
type, one image was selected to constitute the learning database. 
On these images the true targets were delimited. Then several 
texture parameters were calculated at each pixel of these 
learning images and logistic regression [4] was used to find a 
combination of the texture parameters that is proportional to the 
probability of finding a target at the corresponding image 
location. 
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The actual detection algorithm then applies the same 
combination to the texture featum calculated on the remainder 
of the image database (test images). When this function is 
applied to the texture features calculated at each pixel of a test 
image, a new image, called feature-level-fused image, can be 
formed in which the maxima correspond to likely target 
positions. These feature-level-fused images, obtained from al l  
the different sensors, are then fused again in a subsequent sensor 
fusion step. 
To find the possible target positions, first the local maxima are 
determined in this sensor-fused image and then available prior 
knowledge about possible target size and aspect ratio is used to 
reject false. targets. 
lh-,m-tJp, 

I 
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Figure 2: TDSI Module 

Texture Parametem 

The calculation of the texture features is based on the co- 
occurrence matrix. The co-occurrence matrix is defined as a 
b c t i o u  of a given direction and distance, or alternatively, as a 
function of a displacement (dx,dy) along the x and y direction in 
the image. FM a given displacement (dx,dy), the (ij) element of 
the co-occurrence matrix is the number of times the grey value 
G at the cumnt position (x,y) is i when the valne at the distant 
position (x+dx,y+dy) is j. 
F ' @ ( i , j ) = ~ ( ~ ( x . y ) = i  ( ~ ( x + & . y + @ ) = j )  

The co-occurrence ma!xix can be calculated on the whole image. 
However, by calculating it in a small window scanning the 
image, a co-occurrence matrix can be associated with each 
image positmn. The centre of the window is denoted (\, y.) and 
the corresponding co-occurrence matrix is e:yc d u . .  (1.1) 

* V b i  
x 0 1 2 3 4....756 ~ l n s l s ~ v o p l c  

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 0 1 0 0 4 1 0  ... 0 

We are not interested in modelling or measuring texture but 
only in detecting a difference h e e n  target and background 
pixels. The "texture parameters" are only used as feahlns of 
which we hope that some will highlight the d i f f m c e  between 
target and background. Because we do not intend to measure the 
texture within the target, the parameters are useful even for 
small tar@ and we can chose an arbitrary displacement (dx = 
1,dy=1)forallcalculationsoftheu~occumncematrix. 
The results for each texture feature can be converted into an 
image. Figure 4 shows the texture images corresponding to the 
first image set (IR and VIS) of sequence MSOI. 
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Figure 4: texture images 

As can be noticed in Figure 4, the vehicles are clearly visible in 
some of the texture images. Hence the idea to combine the 
texture features to get an optimal discrimination between 
background and targets. When only two classes are involved, as 
is the case here (targets/ background), logistic regression offers 
an appropriate approach 141. 

In the learning phase, at each pixel of the learning image(s), the 
texture features are calculated and stored in a table. Then the 
human operator interactively indicates the bounding rectangles 
surrounding the targets in the learning image($ and a column is 
automatically added to the table assigning each measurement in 
the table to either class 0 (background), when it corresponds to 
an image pixel that falls outside the bounding rectangles, or 
class 1 (targets) when it is inside one of the rectangles. Logistic 
regression is then used to find a combination of the form : 

4+Xb<F;(*.Y, 
e '  

I + e  ' 
px.y(targetl F)' 4+Cb,F;(I,#) 

eq 1: Logistic Function 

in which pX,Jtargetlfi is theconditional probability that a 
pixel (x,y) belongs to the class 1 (target class) given the vector 
of texture parameters Fa t  the given pixel. The logistic 
regression was carried out using Wald's forward method. In this 
method, at each step, the most discriminant feature is added and 
the significance of adding it to the model is verified. This means 
that not all features will necessarily be included into the model. 

Feature level fusion 

If the learning images are representative for the images of a 
given sensor type, the most discriminating features for each 
sensor will have the highest weights bi. Therefore, when using 
the same weights to combine the feature images of the 
remainder of the database into new images using equation eq 1, 
targets will appear as local maxima. This is the feature level 
fusion. 

Sensor Fusion 

The sensor fusion step combines the images obtained by the 
feature level fusion step. In the feature-level-fused images, for 
each sensor, targets appear as local maxima. Therefore it is 
possible to fuse these images by a simple multiplication. In the 
new images the targets will still appear as local maxima. 

Region Growing around Local Maxims 

In the sensor-fused image the local maxima will correspond to 
likely target positions. To detect the targets it is thus necessary 
to find these local maxima. A region growing procedure around 
the maxima is then used to incorporate available prior 
knowledge about possible target size and aspect ratio. 

Local Maxima 

The detection of local maxima is based on a succession of 
morphological operations [I 1,121. The basic operator is a 
dilation with a 2 by 2 structuring element. 

Region Growing 

To incorporate any available prior knowledge about the 
possible range of target size or aspect ratio. a region growing 
procedure is used. The initial regions for the region growing are 
the local maxima in the image. Surrounding pixels are added to 
these regions as long as their grey level differs less than a given 
threshold from the value at the local maxima. If the region 
becomes too large it is discarded. If the region growing of a 
given region stops before it reaches the upper size-limit, the 
other constraints are checked. If a constraint is not satisfied, the 
region is discarded. 

Clutter rejection 



To reduce the number of false targets. a simple clutter rejection 
scheme was implemented. A target is only declared if it was 
present in at least I out of 10 preceding images. More clever 
tracking methods [13, 141 could be used, but because our main 
interest is the exploration of data fusion methods, we did not 
implement this yet. 

Modes of operation 

The presented approach for the detection of targets in single 
images allows us to experiment with different levels of fusion. 
The target detection can be performed on the feature-level-fused 
images of each separate sensor (mode Ml). 
The second mode (M2) combines the feature-level-fused images 
fmm all sensors using the sensor fusion step described above. 
In the third mode (M3). the logistic regression is applied to a 
superset of texture features, i.e. the feature-level-fused image is 
obtained by applying the logistic function to the set of features 
obtained fmm all sensors. This is only possible if the images 
from all sensors are registered. 
A subdivision of modes 1 and 2 can be made according to 
whether the learning images used were acquired from the same 
sensor (i.e. the LW, SW and TV sensors for sequences MSW 
05) or from the same generic class of sensors (i.e. using images 
from the LW and TV sensor of sequence MSOl to yield the 
weights for respectively all infrared-like sensors and all visual 
sensors). 

p I 

The second part of the algorithm focusses on the detection of 
moving targets. In order to detect moving targets, any sensor 
motion needs to be detected and its effects compensated first. 
Then, in a temporal fusion step. preceding images can be 
warped onto the current one. Moving objects will appear as a 
difference between the original image and the warped ones. 

Detection of sensor motion 

The detection of sensor motion is again based on co-occurrence 
matrices. This time the co-occurrence matrix is calculated 
between an image and the preceding one (temporal GO- 
occurrence matrix). 
c$,!Yd'(i,j) = P ( G ( ~ . ~ . I )  = i I ~ ( x + o i . y + + , t  +dt) = j)If  

no sensor motion occurred between the two images, ideally, for 
dx=dy=O (i.e. no spatial displacement), all non-zero elements of 
the temporal co-occurrence matrix should lie on the diagonal. 
However, due to noise, there will be a small spread along the 
diagonal. If one calculates the spatial co-occurrence matrix for a 
small displacement, the spread along the diagonal is due to noise 
and to the fact that the image is not homogeneous.Therefore. 
when comparing this spatial co-occurrence matrix with the 
temporal w-occurrence matrix, the spread along the diagonal is 
expected to be the largest in the former one if no motion 
accurred between the two images that were used to calculate the 
temporal co-occurrence matrix. When motion is present, the 
spread along the diagonal quickly becomes larger. The 
measurement we used to detect sensor motion is based on the 
percentage of off-diagonal points in both co-occurrence 
matrices: 

This is calculated for both the temporal MCmp and for the 
spatial co-occurrence matrix MC,. Sensor motion is said to be 
present if 

Mclemp - ' G P I  

&pn 
o,oo5 

Spatial Cooccurrence Temporal Cooccumnce 

Motion 

Figure 5:  Detection of sensor motion 

In Figure 5 the spatial and temporal cc-occurrence matrix are 
shown. The upper images show the matrices for a part of a 
sequence where no sensor motion was p ~ e n t .  The lower 
images show an example of both matrices calculated in a part of 
the same sequence where the sensor was moving. 

Motion Estimation 

If sensor motion is detected, we need to estimate it and 
compensate its effects on the images. Because it is known that 
the sensor is stationary and can only do a pan or tilt, the 
corresponding motion in the image will consist of a uniform 
translation. The motion is estimated by searching for the 
translation that optimises the correlation for a few horizontal 
and vertical lines. If the sensor is mounted in a moving vehicle 
or no apriori knowledge about the type of sensor motion is 
known, methods based on the mode1 of a moving rigid planar 
patch [I51 or optical flow techniques can be used [16]. 

Detection of moving targets 

Once the sensor motion is estimated. preceding images are 
warped onto the current one. Then the original image is 
subtracted from the warped ones. If a moving object is present 
in the scene, we should find a large value at its position. The 
resulting images after subtraction are therefore thresholded and 
objects with acceptable size and aspect ratio are selected using a 
region growing procedure. Tracking is used to get the target list. 
Figure 6 shows the result of subtrading the original image from 
the warped ones. 
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Case 
GSC 

SKC 

SSF 

7 Sens W bl b2 b3 b4 b5 b6 
L W  -15 2 4  0 0 4.7 0 0.01 
sw 
TV -18 0 0 4.7 5.6 2.6 0 
L W  -18 0 0 4  0 6.3 4.8 -0008 
S W  -18 0 0 0 7.0 IO 4.06 
TV -19 0 -006 4 6  7.6 3.5 -0.034 
LW -31 4 9  0 0 8.9 0 0 
S W  0 0 0 0 0 0 -0.05 
TV 0 0 0 0 6.8 8 8  -0.06 

Figure 6: Detection of Moving Targets 

Sequence 

MSOl 

MSM 

MS03 

MSM 

4. DE- 

The two parts of the algorithm each behave as experts indcatmg 
the possible position of targets in the scene. The final decision is 
reached hy fusing the results of these experts. Because each 
expert only provides a binary decision - i.e. either a target is 
present or it is not -the decision fusion is implemented as a 
weighted "k out of N '  voting-rulcfl, 171. The weights 
attributed to the decisions of each expert can depend upon 
several considerations. 
For the detection of moving targets, each single sensor acts as 
an expert. For the detection of targets in single images, the 
decision was made after fusing the feature images from al l  
sensors in Modes M2 and M3. In Mode MI, results from each 
separate sensor are passed to the decison Level fusion step. The 
weights to be attributed to the decision of each expert will need 
to be adapted accorhgly. 
The weights may also depend on the type of scenario. In the 
surveillance scenario, the primary expert is the motion detector, 
whereas in the second scenano (reconnaissance), both types of 
expert are equivalent. 

Sensor GSC SKC 
Pd I Nfi W I Nft 

LW 85 IO 85 IO 
TV 32 4 32 4 
LW 0 2 0 2 
TV 0.5 1.4 0.5 1.4 
L W  84 I I  04 11 
TV 21 16 21 16 
L W  97 I6 98 13 
sw 43 2 63 6 

7. RESUL TS AND DISCUSSION 

CiR 
BL 

In this section the results for the two parts of the algorithm are 
presented first. Then some results of decision fusion are 
presented. 

96 a4 73 2.4 
90 0.25 82 057 

R d t s  of TDSI Module 

Results of h e  feature-levelfusion 

For the feature level fusion a learning image set needs to be 
identified For the so-called "generic sensor case"(GSC), the 
learning image set consists of the first Infrared (LW) and Visual 
image of MSOl on which the targets appear. 
For the "sensorkind case"(SKC) three sets of learning images 
were identified. For sequences MSO1-MS03 they are the same 
as the ones used in the "generic case". For sequences M S W  
MS05 the first multi-sensor image set of MS04 is used, yielding 
weights for LW-,SW- and TV-type sensors. For sequences 
MS06 the first image set of MS06 is used. For the fusion of the 
superset of features (SSF) the learning images were the same as 
for the "sensor kind case". The following table presents the 
weights obtained for MSWMSOS. 

Table 2: Weights obtained by logistic regression for 
sequences MS04 and MS05. 

Resultsfor the single sensors fM1J 

For each sequence, the prohabtlity of detection and the average 
number of false targets per image is given for both the"Generic 
Sensor Case" and the "Sensor Kind Case". Please note that for 
the first three sequences, the two cases are identical because the 
"generic sensor sd is the set of sensors that were used to 
acqwre these sequences. For sequences MS04 - MS06 the 
results obtained FM the SKC case are slightly better than those 
obtiuned for the GSC in most cases. However, the inverse is true 
for MS06LW. This is due to the choice of the learning image in 
the SKC case. The learning image is the first image on which 
the target appears. In the infrared image, the target happens to 
be white on a tight grey background (clouds) and is very 
difficult to see. Because, in a p m  of the sequence, its 
background becomes a clear sky (dark). the weights are no 
longer appropriate and performance drops. 

sw 1.16 
TV 51 14 98 I1 

RD 89 94 2.5 
MS06 L W  50 27 31 
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1 
2 
3 
4 
5 
6 
7 

MS03 
Mso4 98 
MSW 94 0.2 
Msm 23 47 0.8 

Table 4 Results after sensor fusion 

US03 Mso6 
LW n LW RD 

Pd NR Pd NR Pd Nft Pd Nft 
17 0.02 55 0.03 7 1.1 81 0.19 
74 0.02 44 O.O? 4 0.62 81 0.15 
73 0.01 38 0.02 2 0.26 80 0.IS 
13 0.01 24 O M  0 0.12 75 0.11 
71 0.01 6 '0.01 0 0.W 65 0.09 
66 0.01 0 0.01 0 0 51 0.06 
58 0.01 0 0.01 0 0 32 0.04 

8 9  0 0 0  0 0 4 0 

Results using superset offutures (M3) 

Table 5 Results of superset of features 

T 

I 
2 
3 
4 
5 
6 
7 

mol MSO? 
LW n LW n 

Pd Nft Pd NR W Nft pd NR 
SS 0.06 48 0.87 30 1.6 39 0.48 
82 0.03 47 0.7 25 0.37 36 0.29 
63 0.01 45 0.5 19 0.16 32 0.19 
53 0 44 0.15 I 2  0.06 23 0.14 
52 0 44 0.02 9 0.03 17 0.10 
52 0 42 0.02 4 0.02 9 0.06 
51 0 41 0 I 0.01 4 0.03 

8 0  0 0 0  0 0 0  0 

I" I 
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& L C D I L W - - C m t h e ? A w  . *6amy 

& h s n u w + h s o s n r ~ * s o a w - - + - ~  

Figure 7: Probability of detection lor MTD vs. threshold 

1 2 3 4 5 6 7 8  

Th.ltdd 

-u-mw-mm-.-maw . m 
+ml.vi--&-~+hgBW-*-MEW) 

Figure 8' Average number of False Targets per image for 
MTD vs. threshold 

In Figure 7 and Figure 8 it can be noted that by semng the 
threshold to 3 the number of false targets IS greatly reduced 
while the probability of detection IS hardly affected. Therefore 
we WIU use the threshold 3 in the decision fusion. 
Another remark IS that in sequences where moving targets are 
detected, the MTLI module outperforms the TDSl module (cf. 
Table 3, Table 6 and Table 7) 

Resnlk after decision fusion 

In sequences comspouding to scenario 1 (surveillance) the 
motion detector is the primary expert. In the decision fusion we 
should therefore attribute the highest weight to it. 
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T In the reconnaissance scenario, the motion detector is equivalent 
to the target detector in single images and both experts should 
have the same weight. 
The “K out of N decision fusion only accepts a target if the 
number of experts Napem that have detected it is above a 
certain threshold T. Special cases for this threshold are: 
9 AM): T =  NCIPem 

O R T = l  
N.,pe* 

Majorityvoting: T=- + I  

The following tables present the results for both scenarios at 
different thresholds. In Table 8 the results for sequences MSOI- 
MS03 are shown after fusion of the outcomes for each 
individual sensofirnode MI). In Table 9 the results of fusing the 
sensor-fusion results with the motion data are shown for the 
same three sequences (MZ). Please note that sequences MSOI- 
MS3 were acquired using two sensors, the number of expens is 
2 for the TDSl module (in mode MI) and 2 for the MTD 
module. In the decision fusion both pans of the algorithm have 
the same weight. In mode M2 only one expert is available for 
the TDSI module. However, it is counted twice to ensure that 
both parts of the algorithm have the same weight in the final 
decision. 
Table 10 shows the results of the decision fusion for MSOl- 
MS03 using the super-set of features (mode M3). 
Table 11 shows the results of the decision fusion for sequence 
MS06 using the outcomes of the TDSl module applied to 
individual sensors (mode MI) and the results using the 
outcomes of the sensor fusion step. For both modes. the results 
are given for the “generic sensor case” and the “sensor kind 
case”. Please note that, as in sequence MS06, we have 4 sensors 
(LW,RD.GR and BL), there are 8 independent experts. 
In sequences MS04 and MSOS all targets are stationary and the 
MTD module does not report any targets. Therefore the decision 
fusion step is not necessary. 

2 

MSOl I MS02 I MS03 
Pd Nff I Pd Nft I Pd Nft 

T MSOl I MSOZ I MS03 

I 1  96 20 I 36 2 1  ss 11 
Pd Nff I Pd Nfi I Pd Nft 

2 
3 
4 

~~ 

58 0.9 16 0.46 67 1.98 
36 0.31 3 0.09 43 0.53 
3 0.05 0.5 0.01 7 0.05 

49 0.9 0.4 0.8 
0.1 I 0. I 19 0.18 

4 0 0.01 0.5 0.01 6 0.01 

Table 9 MSO1-MS03 Results of decision fusion using 
outcomes from sensor fusion step (mode M2) 

T 

1 
2 

MS06 MSM MSMSP MSMSF MS06 

Pd Nff Pd NR Pd N n  Pd NR Pd NR 
98 34 98 13 98 0.79 9.9 0.7 84 6.5 
98 3 94 2.5 69 0.59 64 0.3 55 I 

(GSC) (SKO LGSC) (SKC) (SSFj 

3 86 1.4 73 1 . 1  29 0.41 19 0.3 6 0.2 
4 5 8  0.7 32 0.7 0.9 0.02 0.9 0.1 4 5.9 

2 
3 
4 

Best results per sequence 
~. 

66 3 16 0.7 13 I 
54 0.86 3 0.24 39 0.5 
30 0.27 3 0.18 0 0.01 

MSOI: 
For MSOl the best results are obtained after decision fusion of 
the results obtained with the super-set of features (TDSI-Mode 
M3) and the results from the moving target detection. 

MS02: 
For MS02, the results of the TDSl module for single sensors 
(mode MI) and for the super-features (mode M3) are very poor. 
The targets are completely lost in the noise and rejected by the 
clutter rejection algorithm. For mode MZ. results are slightly 
better. This is because the targets are enhanced by multiplying 
the feature-level-fused images while noise is tampered. The 
moving target detection gives better results. In the decision 
fusion, the best results are obtained hy fusing TDSI-mode M2 
with the MTD results. 

MS03: 
For this sequence the best results are obtained by the decision 
fusion of the results obtained by the TDSI module for single 
sensors and the MTD outcomes. 
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MSO4 and MSOS: 
The MTD module docs not report any targets. The best results 
are obtained by mode MZ of the TDSI module. 

MSO6: 
The LW and TV sensors compete for the detection of the 
targets. The SW gives less good results. The best results are 
obtained after the decision fusion of the sensor fused data from 
the SKC case. It is interesting to note that the difference 
between the results of the SKC and the GSC case is very small. 

Annlysis of “besf resulrs”: 

We will now try to explain why a given fusion method gives the 
best results for each sequence. We will try to correlate 
subjective notions of image quality and sequence uniformity to 
the results. 
For MSC4 and MS05 the MTD doesn’t find any targets, 
therefore it makes no sense to paform the decision fusion of 
TDSl results with MTD results. For these two sequences the 
LW and TV sensors give images that have a similar quality 
while the SW sensor gives a much lower contrast. 
For MSOl both sensors provide images that have a similar 
quality and the sequence is uniform (targets have the same 
contrast with their surroundings throughout the sequence). For 
MSOZ the images obtained fmm the LW sensor are less good 
than those obtained from the TV sensor. 
For MS06 this is also the case. For MS03 the target is hardly 
visible in the beginning of the sequence while its contrast 
gradually increases. 
We can make the following statements: 

If the sequence is not uniform, using M3 gives had results 
because the test image is not characteristic for the rest of 
the database and using the snper-set features causes 
features that allow detection for some sensors to he 
discarded. 
If the sensors are equivalent and the sequence is uniform, 
M3 gives good results. 
If one of the sensors provides images of lesser quality, both 
using the supemet of feahms (M3) and the single sensors 
(MI1 give rise to too many falx. targets (due to noise). The 
sensor fusion step (MZ) however reduces the potential false 
targets before the actual target detection. 
Because a simple multiplication is chosen for the sensor 
fusion step, the method based on sensor fusion (M2) is not 
applicable if one of the sensors is not operational. 

The following figure presents these findings graphically. 

N 

Although these results seem logical, due to the fact that we only 
have 6 sequences to test this and because we did not use any 
objective measurements of image quality or sequence 
uniformity, this can not be generalised. 

8. CONCLUSIONS 

In this paper the use of data fusion at several levels is explored. 
The method was tested on a database of 6 multi-spectral image 
sequences. The approach consists of two main parts. The first 
part detects targets in single images W S l  module) while the 
second part tries to detect moving targets (MTD module). The 
motion detection is performed for each sensor separately. 
The TDSI module is based on texture features. Several texture 
features are calculated in each point of the images. These 
features are combined into a new image using feature fusion. 
For the TDSI module three modes of operation are identified. In 
Mode MI the detection is performed for each sensor separately. 
Mode MZ performs sensor fusion by combining the images 
obtained by feature-level-fusion from each sensor. Mode M3 
determines the feature-level-fused images, using features from 
all sensors (super-features). 
Decision level fusion is used to combine the results of the two 
parts of the algorithm. 
Results show that the MTD module is very efficient when 
moving targets are present. In the TDSl module, the different 
sensors appear to he quite complementary: in some sequences 
the infrared sensors give the hest results while in others, the 
visual sensor outperforms the infrared sensor. 
The results show that the type of fusion that gives the best 
performance varies greatly from sequence to sequence. The 
performance is influenced by the presence of noise /in MSOZ). 
the presence of a less performant sensor (in MSOZ. MS04 and 
MSOS), the type of scenario and the uniformity of the 
background. Although we do not pretend that there is a single 
optimal fusion paradigm that can solve all possible problems in 
all possible cases, for our test sequences, we did find a way to 
chose the optimal fusion method among the methods we tested, 
bused on the criteria that are given above. 

This paper has presented some of the advantages and/or 
disadvantages of using data fusion on different levels. 
As a final conclusion one could state that different kinds of data 
fusion have different advantages and disadvantages and are 
therefore suited for solving different liinds of problems. 
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Two-frequency Millimeter Wave SAR 
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Abstract 
(NU) The FGAN-FHP MEMPHIS radar 
transmits simultaneously at 36 GHz and 
94 GH5. Accordingly, when flown in a side- 
looking configuration, closely related SAR 
images can be generated for both frequen- 
cies. These two images can be combined for 
the purpose of target detection and discrim- 
ination. 

(NU) It is analyzed how this combination 
can be performed, and how much one gains 
with respect to speckle reduction, target-to- 
background contrast, detection probability 
and false alarm rate. For this purpose, a sim- 
ple algorithm is considered that consists of 
a threshold based prescreener and a subse- 
quent feature based discrimination stage. 

(NU) For multi-look images that are 
mapped to the ground it is found that 
the combination of two different frequen- 
cies with like polarization provides better 
speckle reduction and target-to-background 
enhancement than the combination of two 
orthogonal polarization channels at the same 
frequency. The detection/discriminmtion re- 
sults depend on how precisely the two im- 
ages me registered. 

1. Introduction 
(NU) During the last years, radar imaging has 
gained more and more importance for military 
applications. In multi-sensor drones for surveil- 
lance and reconnaissance applications as well as in 
dual mode seekers where radar signals have to be 
matched to IR images, it is necessary to process the 
returns of the radar sensor into images. Only on 
the basis of images extended high value targets like 
bridges, industrial complexes, bunkers, command 
posts or others can be detected and analyzed and 
later on fused with the corresponding output of the 
IR seeker, or matched with pregiven patterns. Also 
for smaller relocatable targets the improvement in 
resolution leads away from the former point target 
treatment to  imaging methods for the purpose of 
detection and discrimination. 

(NU) The MEMPHIS radar, used by FGAN- 
FHP for airborne measurements in a side-looking 
SAR configuration, is operated simultaneously at  
35GH5 and 94GH5. Both fiequencies are derived 
from a common system reference. All system pa- 
rameters like pulse shape and duration, PRF, trans- 
mit and receive polarization, phase code for high 
range resolution etc. are identical. The two anten- 
nas are boresighted to the the best possible preci- 
sion. A detailed description can be found in [13]. 

(NU) With this interesting data at hand, the 
question arose whether by combining information 
from these two physically completely independent 
frequencies, an improvement in image quality, tar- 
get/background contrast and detection algorithm 
performance can be achieved. As a basis for the 
analysis, a scene is chosen containing five different 
relocatable targets (missile launchers, air defence 
units ) and several vehicles of opportunity (trucks, 
vans etc.). These targets are located in a grassy 
area with scattered isolated trees and bushes, sur- 
rounded by a wooded area with roads and several 
buildings. The detection algorithm is designed to  
discriminate the relocatable targets from the natu- 
ral background and, if possible, also from the build- 
ings. 

(NU) Section 2 gives a description of the data 
that are used for the analysis, and of various ways 
how different SAR images can be registered to each 
other. In section 3, the effect of combining different 
images on speckle reduction and target/background 
contrast enhancement is described in detail. The 
influence of image combination on detection and 
discrimination algorithm performance is analyzed 
in section 4. The detection results are analyzed and 
summarised, leading to the conclusions in section 
5 .  

2. Registration of images 
The basic element of every SAR image is the local 
rangeDoppler map (RDM), i.e. the outcome of the 
Doppler Fourier transform. This RDM is projected 
onto a ground map with predefined pixel spacing, 
thereby maldng use of all motion and aircraft at- 
titude information. Consecutive RDMs may cause 
several returns to be projected to the same pixel 
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Fig. 1. SAR image of relocatable target area at 35 GHz (left) and 94 GHz, polarization LR 

7 . -1 

Fig. 2. Cross correlation coefficient between 35 GHz and 
94 Ghz scene 

on the ground. If one eliminates this overlap the 
final product is a single-look image which can still 
be complex, i.e. contain phase information. If one 
averages the signals within each pixel the result is 
a multi-look image which normally contains only 
intensity (one way to retain a certain phase infor- 
mation is Stokes averaging [ 2 ] ) .  

(NU) Therefore, before combining two different 

images, one has to make two decisions. First, does 
one want to work with local RDMs or with ground 
maps? Second, does the resulting image have to 
contain (multichannel) amplitude plus phase or am- 
plitude only? 

(NU) When working with local RDMs one has 
to take into account the properties of the Doppler 
Fourier transform (DFT or, most often, FFT). One 
can use any aperture time ‘T’ up to the maximum 
possible to get an according Doppler resolution 

X XR A=-=- 
2D 2vT 

(v=flight velocity, R=slant range, k w a v e  length, 
@change in aspect angle). If one processes ‘N’ 
consecutive pulses then the resulting unambiguous 
range ‘Ru’ of the FFT is given by 

- 
~ - . - X R  - X R  PRF XR 

R v = N A =  
2 v ( T / N )  - 2 v A T  2v 

If one wants to obtain equal Doppler resolution one 
has to fulfill the condition X/T=const., hence the 
processing times ‘T’ must have the ratio 94/35 = 
2.687 % 8 / 3 .  As both radars are operated with the 
same PRF this means that the DFT lengths are 
different by this ratio, and this again means that 
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1. 
Fig. 3. combined SAR image 35+94 GHz 

one can use an FFT only for one case, but a general 
DFT for the other. This can be very processing time 
consuming and therefore is impractical. 

(NU) The most natural thing would be to  keep 
A .  PRF=const., which would mean equal unam- 
biguons range. In addition, one can obtain equal 
Doppler resolution by choosing the same FFT 
length which also facilitates the processing. On 
the other hand, as the aperture lengths and times 
would mer by the factor 94/35, this means that 
multi-look images cannot have the same degree of 
integration for both frequencies. However, as the 
MEMPHIS radar has one and the same PRF for 
35GHa and 94GHz, the only way to fnlfill the 
above condition would be to thin down the original 
PRF by using e.g. each 8th pulse for 35GHz and 
each third pulse for 94G& This is not realistic, 
of course, because one would throw away valuable 
data and, above all, the effective PRF would be- 
come so low that the unambiguous range is smaller 
than the beamwidth between nulls. 

(NU) The simplest way to proceed, therefore, is 
to perform adequate FFTs for each frequency in- 
dependently and match the resolution cell sixes by 
means of interpolation. In the case of equal FFT 
lengths, for example, 3 Doppler cells at 35GHz 
would have approximately the same extent as 8 

Fig. 4. Amplitude and CFAR profile for 35GHz (dot- 
ted), 94 GEz (dashdot) and 35+94 GEz (solid) 

cells a t  94GHa. Consequently, 8 cells with values 
bl.. . bs would be constructed out of the original 3 
cells with values ai,  a2  and a3, using 

bl = ba = a1 
2 1 
3 3 

b, = -a1 + -a2 

b, = bs = a 2  

1 2 
3 3 

be = -a2 + -a3 

b7 = ba = a3 

either in real (intensity) or in complex space. The 
resulting interpolated 35 GHs image would then be 
matched to  the 94 GHa image with the same res* 
lution and the same number of Doppler cells (see 
below). 

(NU) The methods described so far are adequate 
for any detection algorithm that works on individ- 
nal RDMs or on small ensembles of consecutive 
RDMs. E, on the other hand, one works with radar 
maps of a somewhat larger extent that were created 



by means of motion compensation and projection 
on a ground map, then the case is much easier as 
the two radars are mounted on the same platform. 
Here, the result of the processing are two maps with 
the same resolution and without (or with identical) 
geometrical distortions. 

(NU) As there wil l  always be a certain bore- 
sighting error between the 35 GHz antenna and the 
94Gh5 antenna, the next step for both RDM or 
ground map is the matching of the two contribu- 
tions by means of correlation. For this purpose it is 
usually sufficient to select only a part of the com- 
plete map, containing a number of dominant scat- 
terers, to reduce the computational effort. 

(NU) The following analysis was done with multi- 
look ground maps consisting of two polarisation 
channels. The measurements used for this purpose 
were performed with circular polarization. A de- 
tailed description can be found in [I] and [IO]. Us- 
ing circular transmit polarization leads to  a nat- 
ural splitting of the receive signal into one part 
that underwent an odd number of reflections (flat 
plate or trihedral corner), and another part that 
underwent an even number of re3ections (dihedral 
type). Therefore, we use the terms ‘odd’ (LR, or 
LHC transmit and LHC receive) and ‘even’ (LL) 
channel in the following. 

(NU) A polyphase coded wave form was used 
with a bandwidth of 100 MH5 resulting in a high 
range resolution (HRR) of about 1.5 meter, the 
sampling interval was 5ns providing a HRR cell 
spacing of 0.75m . The nominal depression angle 
was 17.5’, at a slant range of 800m. The 3-dB two- 
way beamwidths of the lens antennas were 1’ (2.7’) 
in azimuth and 12’ (15’) in elevation for 94GHB 
(35 GHB). The Doppler processing was performed 
in such a way that the along-track resolution was 
1.Ometer. The resolution cells were projected on a 
ground map with a grid sise of 1 m by 1 m, result- 
ing in a number of 5 to 6 complex data values per 

(NU) The scene (cf. fig.1) is about 800 m long and 
500m wide. For the correlation a region of length 
lOOm and width 140m containing 4 of the relocat- 
able targets was chosen. The correlation was per- 
formed over the intensity values (in dB) of the LR 
channel. A relatively sharp maximum was found 
with an offset of 2 pixels both in ‘xi and ‘y’ di- 
rection, the correlation coefficient at  the maximum 
being haz=0.513 (cf. fig.2). As the images (multi- 
look two-channel amplitude-only) were given in dB- 
scale, also the combination of the two data sets was 
done by taking the mean (in dB) of the two contri- 
butions within each pixel. This corresponds to the 
geometric mean of the return powers. One could as 

pixel ( ~ 4 1 ,  ~ 5 1 ) .  

35 GHz 

well use the arithmetic mean, but this would have 
meant to linearize all values first, then average and 
transform back to dB-space, hence a much more t c  
dious procedure. The h a l  product are two-channel 
(odd and even) intensity images. 

channel mixed clt. decid. forest 
LR 3.77 4.21 
LL 4.00 4.46 

3. Target /background contrast 
enhancement 

Fig.3 shows the result of combining the 35GHs 
and the 94 Ghp image. When comparing this to the 
original images one notices essentially three effects: 
the speckle appears reduced, i.e. the image looks 
smoother, a slight loss in focus occurred, and the 
shadows are more pronounced, i.e. the contrast was 
enhanced. 

(NU) When looking at the smeckle reduction, one 
sees a general dilemma. For a precise registration of 
the two images, a high correlation is needed. On the 
other hand, additional information is gained only, 
when the images are independent which means that 
their correlation is low. For the assessment of im- 
age smoothing, two subareas were chosen within the 
image. The first one contains mixed clutter, mainly 
grass with scattered bushes, the second one is a for- 
est of deciduous trees. As a measure of smoothness 
we consider the standard deviation of the reflectiv- 
ity calculated in &-space: 

I LR+LL I 3.54 4.00 

I LR+LL I 3.51 
9 4 G G  1 LL I 3.54 I 4.12 

4.11 

35+94 GHz 3.25 3.79 
3.65 I LR+kt  I 3.14 I 

Table 1: Reflectivity standard deviations 
(dBm2 /m2) 

(NU) For comparison, this table contains also 
values for the case when both orthogonal receive 
channels are combined (summing the linearized 
backscatter powers and transforming the result 
back to  dB). One sees that the combination LR+LL 
results in a smoothing with respect to LR or LL 
alone, that the combination 35+94GHn, however, 
provides a more pronounced smoothing. This is in 
agreement with the correlation coefficient between 
the LR and the LL channels which is 0.583 for 
35 GHz and 0.696 for 94 GH5, respectively. 

(NU) The slight loss in focus is due to the slight 
boresight error between the two antennas. Indepen- 



dent measurements show an azimuth misalignment 
of 0.4’ which means that the crab angle correction 
must be different for both images. The correlation 
method when it is applied to the complete map 
gives the best results of course in the correlation 
region. Moreover, an optimal registration should al- 
low not only for linear offsets but also for a slight 
rotation. 

(NU) The deepening of the shadows is due to 
the fact that the pertinent cells contain only noise 
which ideally has zero correlation. Therefore, the 
effect of smoothing is strongest in the shadow areas. 

(NU) The above results show that there exists 
a certain tradeoff. Combining two receive channels 
(amplitude only) of the same image preserves the 
original focusing but provides less smoothing due 
to a possible high correlation between the chan- 
nels (depending on the clutter type). Combining 
35GHz and 94Ghz, on the other hand, brings t w  
gether more independent information, but with the 
possibility to deteriorate the focusing quality. This 
topic wil l  be analysed further in the next para- 
graph. 

(NU) The target/background contrast can be as- 
sessed by looking at range profiles across target 
positions. Fig.4a shows one example with the tar- 
get located at a range of about 210meters. At first 
sight, the result does not look very promising, al- 
though the 35+94GHz profile (solid line) shows less 
variation in the clutter region in front of and be- 
hind the target. The situation looks more favor- 
able if one considers a CFAR-level profile instead 
of a mere range profile. As a simple example, the 
CFAR level ‘XI for each pixel value ‘s’ is calcu- 
lated as 2 = where p and rn are the mean and 
standard deviation, respectively, of the reflectivity 
across the entire range profile with the 10 strongest 
values excluded in order to prevent other close-by 
targets from biasing the reference. This CFAR level 
makes use of the reduced standard deviation due to 
smoothing and yields an improvement in contrast 
(fig.4b). 

4. Discrimination algorithm 
performance 

(NU) The radar based discrimination of man- 
made structures embedded in a natural clutter 
background consists of several steps. First, the 
rad= image layout has t o  be created by determin- 
ing the pixel (resolution cell) size and performing 
the projection to a ground map. Next, the desired 
information contents of each resolution cell has to 
be chosen and the preprocessing done accordingly 
(([2]) and Novak et al. ([4], [SI, [7])). The third 

step would be a prescreener ([lo], [5], [E], [9]), i.e. 
some sort of a thresholding procedure which nar- 
rows down the number of possible candidate target 
sites and thus reduces the computational burden 
on the subsequent processing stages. Based upon 
the output of the prescreener, feature vectors are 
then constructed that help to discriminate between 
man-made targets and natural background. 

(NU) For the prescreener, only single range pro- 
files or a small number of range profiles must be 
used. The discriminator, too, should act on small 
areas that are adapted to the size of the target 
that one wants to find. This takes into account 
the fact, that in realistic systems, the incoming 
radar backscatter signals for; a time sequence. 
That means that each detection algorithm has to 
start its work while the radar image is still being 
built up. The final product of the overall radar pro- 
cessing is an image that contains within each pixel 
the decision result “target yes/no”. This image can 
subsequently be used, probably in connection with 
an original radar amplitude image, for further im- 
age processing techniques like pattern matching, 
comparison with photographical or IR images etc. 

4.1 Prescreener 

(NU) The prescreener used for this analysis might 
be called a shadow filter (SF). It acts on total power 
HRR profiles. The test variable T(n) for the n-th 
pixel within a HRFt line is computed as: 

([31 S61). 

n n+5 
T(n) = (pi - PI- - (Pi -PI 

,=n-4 i = n t l  

(NU) Here p = total power average over one HRR 
line (500 to 600 pixels). The first term is positiv, 
if strong scatterers are present. The second term 
is negativ, if a shadow is present. Therefore, T(n) 
has a maximum for a strongly reflecting structure 
casting a shadow. The SF is adapted to the ex- 
pected electrical target &e of 5 m. T(n) has to ful- 
fill the threshold condition T(n)>0.3ma which was 
determined empirically. Of tours<, this SF does not 
only show small structures of the desired she. But 
if there is a large structure casting a shadow, then 
only its trailing edge passes the prescreener which 
may reduce considerably the amount of pixels that 
are left for subsequent discrimination. 

4.2 Discrimination 
(NU) For discrimination between man-made struc- 
tures and natural clutter background, two features 
were used that were analyzed earlier ([lo]). Only 
those cells that had passed the prescreener were 
subjected to the feature test. The features are: 
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F1= slope of straight line fit to total power 
(8 strongest cells arranged in decreasing 
order) 

Ez= -(odd+ mean evenpower) 

The featnres are computed over areas of 7 by 7 
pixels centered at the cell under test. 

(NU) For the feature test, one needs references 
for clutter and for vehicles, respectively. The clut- 
ter reference, consisting of 1332 pixels, was a mixed 
scene containing grass, scattered bushes and trees 
with their shadows, taken from former measure- 
ments in a different region ([lo]). Thus, one avoids 
the use of one and the same scene for training and 
for testing. 

(NU) For the target reference, data were taken 
from tower/turntable measurements performed 
with a similar radar (CORA94) under the same 
depression angle. These are described in more de- 
tail in [ll] and [12]. The data belong to a main 
battle tank covered by a camouflage net. This net 
reduced the overall cross section by less than 1 dB, 
but changed the geometry and signature of the scat- 
tering centers. This target reference is by no means 
optimized with respect to the specific relocatable 
targets that are in the scene. Rather it serves as a 
generic example for a "man-made object" reference 
for discrimination against a natural background. 

(NU) The references are stored in the form of 
mean value and standard deviation of the respec- 
tive feature, based on the feature distributions for 
the reference templates. 

(NU) Next, one computes as described in [ll] 
and [lo] the distances of the feature vector under 
test to the target reference and to the clutter refer- 
ence. These are the normalized Euclidian distances 
in feature space: 

= \ic (Fn - FTa)a 
4, 

Dc = /.a. (F, - F c ~ ) ~  

where FT, and Fc. are the mean values and UT, 
and uc, are the standard deviations of feature F, 
from the target and clutter reference distributions. 
The use of the above distance measure in feature 
space is justified when there is no correlation be- 
tween the features. This was verified in the present 
case. 

(NU) Now, any pixel under test is said to belong 
to the class of "relocatable target" if the condition 

DT C 7 . k  

is fulfilled where the factor 7 5 1 has to be chosen 
so as to minimize the nnmber of false alarms while 
not affecting the detection of the real target. Here, 
7 = 1 was used throughout. 

Fig. 5.  Detection and discrimination probabilities for 
targets and clutter 88 a function of mimegistration be- 
tween 35 GHz and 94 GHz images 

6. Results 

(NU) The test was performed on the original 
35 GHn and 94 GHz scene and for comparison on 
the combined 35+94 GHz scene with optimal corre- 
lation. Afterwards, the two images were offset with 
respect to each other by up to  6 pixels in the fight 
direction whereas in range the relative position was 
unchanged. This was done to study the influence of 
mis-registration on algorithm performance. For a 
quantitative assessment boxes were defined around 
each of the 8 targets. Within each box the num- 
ber of pixels that passed the prescreener (NDET) 
were divided by the total number of pixels in this 
box (NPIX) to yield the detection probability Pdct. 
Next, the discrimination probability is defined as 
Pd,,,=NDIS/NDET, where NDIS is the number 
of pixels that passed the prescreener and the fea- 
ture test. Table 2 summariaes the Pdi.cr values. 

(NU) As can be seen from this table, the normal 
case seems to be that Pd,.- for 35+94GHz lies be- 
tween the values for the single frequencies (targets 
1, 3, 4, 6 and 7). Pd,.n is lower than before in the 
case of targets 2 and 5 (where #5 even was lost 
completely), and only in one case (target 8) Pdlacr 
is higher than before. 

(NU) If one looks at the effect of mis-registration, 
the behaviour is not uniform either. For half of 
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ZTgts 

35GHz 94GHz * pixel 

78.8 
64.4 
65.4 
45.3 

60.0 
60.5 
84.8 

7 

- 

Rset 
4 

4.8 

- 
- 
- 
- 

43.9 

59.7 
65.9 
69.0 

5 

- 

- 

- 
5 

- 
- 

15.2 
1.5 

75.0 
56.3 
9.4 
5 
- 

8-7 

- 
6 
- 
- 
- 

34.4 

77.8 
54.1 

3 

- 

- - 

Table 2: Discrimiination Probabilities (in %) 

the targets (1,2,3,4) Pd,rm decreases obviously as 
a function of offset, in the case of targets 1 and 4 
there is a slight maximum around an offset of 2 or 3. 
In one case (target 5) the originally lost target did 
reappear. Targets 6 and 7 are very little influenced, 
their Pd,,cr remains more or less constant. Pd..cr 
of target 8 shows strong variability which may be 
due to  ‘splitting’ (the target appears as two peaks) 
when the offset is too large. 

(NU) If one combines all target detections and 
discriminations (from all 8 boxes) and likewise all 
clutter detections and discriminations (from out- 
side the boxes) the overall behaviour as a func- 
tion of is-registration can be studied (fig.5). Pdet 
for the targets increases because the targets are 
smeared out and more pixels pass the prescreener. 
Pdet for the clutter decreases slightly because due to 
the smoothing effect less pixels cross the threshold. 
Pd,am, on the other hand, decreases for the targets 
as expected and as seen in table2. Pd*#s for the 
clutter remains almost constant. It must be kept in 
mind, though, that ‘clutter’ here means everything 
outside the target boxes. As there are numerous 
buildings in the area, which are also man-made ob- 
jects, they are discriminated more or less like real 
targets and hence constitute true false targets, and 
not clutter outliers. 

6. Conclusions 
(NU) The present preliminary analysis is based on 
multi-look 2-channel amplitude-only images. It has 
been shown that the correlation between 35GHz 
and 94 GHE is sufficient to warrant a precise regis- 
tration of radar maps. On the other hand the cor- 
relation is Lower than between the two orthogonal 
channels of a single frequency and therefore offers 
more independent information. 

(NU) This becomes visible mainly in better 
smoothing or speckle reduction and also in en- 
hanang the target/background contrast of a CFAR 
threshold detector. Concerning a discrimination al- 
gorithm which consists of a prescreener and a fea- 

ture test, the advantage of combining two frequen- 
cies is not clearly evident in the present example. 
This may be due to the statistical, and not PO- 
larimetric, character of the two features that were 
used. These features were chosen because former 
experience has shown ([lo]) that the available res- 
olution of only 1 meter in range and cross-range is 
not sufficient for the optimum use of polarimetry. 

(NU) The algorithm performance was studied as 
a function of mis-registration between the images 
of the two frequencies. An offset of one to  two pk-  
els is not necessarily critical as some of the targets 
show, but for larger shifts there is a rapid decrease 
of discrimiination probability. On the other hand, 
there exist cases where PdilCr is almost indepen- 
dent of mis-registrations up to 6 pixels. Obviously 
they consist of so many strong pixels that an addi- 
tional smearing does not change the statistics that 
form the basis for the two features. 

(NU) The analysis shows that a simple com- 
bination of amplitude only images does not fully 
demonstrate any advantages of combining 35 GHz 
and 94GHz. In a next step, therefore, the images 
wil l  be processed with enhanced Doppler resolution 
(the range resolution is limited due to limited band- 
width) and single-look with the full available polari- 
metric information (scattering matrix at 35GHz, 
Stokes vector at 94 GHz). The combined image will 
then consist of six channels, and the discrimination 
features have to  be constructed accordingly. 
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DISCUSSOR'S NAME: U. Lammers 

COMMENT/QUESTION: 

You mentioned that the 35 and 94 GHz signals are generated from a common reference. Was 
this done to look at differential phase information, and did you actually do this? 

AUTHOWPRESENTER'S REPLY: 

Phase information is included in the polarimetric description (e.g. Stokes' parameters) of each 
retum signal. These, of course. will be compared between 35GHz and 94GHz. However, this 
requires an absolutely precise (at least locally) registration of the two images. 





SYSTEME MULTI-SENSEURS RADAR ET OPTRONIQUE POUR L’ATFAQUE AU SOL 

E. MIGNOT “ S P A 6  
Jp. MESTRE - D. LEVAILLANT 
Thomson-CS Optronlque, BP 55 

Rue Guynemer, 78283 Guyancourt, France 

Introduction 

La variae des derniers conllits ou furent engagks les 
forces a l l iks  a monk6 les limitations des systknes 
d’annes Air-Sol existants (fortes contraintes d’emploi, 
annements trop swifiques, p e k e s  de tir insuffisantes 
face anx dkfenses Sol-Air,...). 

La France a de ce fait l’objectif de se doter d’un 
armement tactique nouveau, complknentaire des 
missiles de croisibe du type SCALP. 

Cet armement de conception modulaire dkigne AASM 
(Armement Air-Sol Modulaire), aura des portees 
supheures B 15 km et demi t  Stre capable de deux 
classes de @cision mktrique et decametrique. 

Avant le tu des armes, il est nkessaire de rialiser un 
certain nombre d’opkations telles que la detection, la 
reconnaissance et la localisation des cibles B traiter. 

Le RAFALE va disposer de capacies nouvelles pour 
satisfaire ces fonctions @ce aux modes d’unagerie 
haute dsolution de ses senseurs internes radar et 
0ptroNqUe. 

La DGA a confie B THOMSON-CSF, qui est 
responsable dn developpement de ces modes, I’aude: 
- des possibilites du systhie multi-senseurs radar et 

optmnique, 
- du concept d’eniploi du systhne multi-senseurs, 
- des traitements necessaires a I’exploitation temps 

&I visuelle ou assistee des images. 

Ce travail s’appuie sur des simulations et des donnks 
rklles. 

La presente communication a pour objet de presenter les 
r6sultats de I’etude en cow. 

Uste des abkviations 

AASM: Armement Air-Sol Modulaire 
BDA: Battle Daiuuage Assessment 
BFR: Basse Frequence de Repetition 
DDT: Domaine De Tir 
DGA: Delegation Gknerale pour I’Annement 
DRI: Detection Recoimaissance Identification 
E M  ElectrnMagnitique 
GPS: Global Positionning System 
HFR: Haute Frkquence de Rkp4tition 
HR: Haute R6soIution 
MFR: MOyeMe Fdquence de R&ktition 
MTI: Moving Target Integration 
PLC: Progammation Logique sous Contraintes 
SACP Sol-Air Courte PortCe 
SAR: Synthetic Aperture Radar 
SER Signature Equivalente Radar 
TBA: Trks Basse Altitude 
THR: Tds Haute R6solution 

1- Asaect nDerationnel 

1-1 L’analyse technique du besoin operationnel 

Le nouvel armement tactique AASM doit permettre 
d’engager un objectif dkfeudu par des missiles Sol-Air 
en restant hors de leurs domaines de tir, la port& de 
I’arme etant de 15 km a tres basse altitude et plus de 50 
km A haute altitude. 
Parmi les autres exigences spkifiees pour cet armement 
on pent citer: 
- tirdejouretdenuit 
- traitement d’une pride vari6e de cibles: fixes 

(Mtiments, voies de communication,...), dkplaqables 
(batterie S/A, bateau a quai ,...) ou mobiles 
(vebicule, bateau en mer, ...) 

- capacite multicible 
- tu toutes altitudes 
- capacite “tirk et oublie“. 
Cet armement de conception modulaire devra Etre 
capable de deux classes de prkcision: niktrique et 
decam6trique 
Ces exigences de pkcision necessitent de disposer en 
amont de senseurs capables de detecter, de 
reconnaitre et de localiser pricisement les cibles a 
traiter. 
Ces opkations peuvent Etre r&li&es avant la mission a 
partir des mformations foumies par les nioyens de 
recoimaismice satellitaires ou akroportCs ou pendant la 
mission g rke  aux senseurs de bord. Dans la plupart des 
cas les deux segments contribuent a la reussite de la 
mission. 

Les fonctions teclmiques demandkes aux senseurs sout 
donc: 
- la detection, 
- Ia reconnaissance, 
- la localisation. 

Les besoins de detection, reconnaissance et localisation 
pendant la mission sont diffkents selon I’arme et la 
cible consideres. 

Pour UII armement de precision dccametrique que 1’011 
supposera a guidage inertidGPS: 

- le besoin de detectionlreconnaissance est: 
- faible pour les cibles fixes, une reconnaissance 

de leur contexte est a priori suilisante, 
- foIt pour les cibles deplacables pour lesquelles il 

est nhcessaire de confirmer la presence, mais 
dans certlins cas le contexte peut Etre une aide 
precieuse (par exemple les avions sont en 

sur les aires de stationnemeut d’une 
base aeriemie). 

- le besoin de localisation prkise est: 
- fort pour une cible fixe dont on ue connait pas 

assez precidment les cwrdonnks absolues a 
I’issue de la pr6paration de mission, 

Paper presented at the AGARD SPP Symposium on “Multi-Sensor Systems and Data Fusion for Telecommunications. 
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- fort pour une cible dkplagable dont la 
p r & l d s a t i o n  sera dam la plupnrt des cas 
impk i se  

( moyen d ' h u t e  EM, par exemple, pour la localisation 
de radar sol) 

Pour un armement de pr6cision metrlque qn'on 
supposera muni d'un mwur de guidage a imagerie: 

- le besoin de &tection/reconnaimce est: 
- fort ou faible, pour les cibles fixes, selon le 

concept d'armement considire (contfble actif ou 
pas avant le tir), 

- fort pour les cibles d*laqables pour lesquelles il 
est nkessaire de confirmer la prksence, 

- fort pour les cibles mobiles, 
- le besoin de localisation precise est: 

- faible ou moyen don  la qualitk de la 
pnilocalisation, la name de la cible et le 
concept d'armement. 

Ces considkrations sur ICs besoins techniques moutrent 
que l'nnalyse doit &e m& au cas par cas. Cffii nons 
a conduit A consid& un ensemble de x h a i o s  
cantctkristique des conditions d'emploi du systkne 
multi-senseurs pour analyser le besoin technique et les 
performances du systeme multi-sensems. 

1-2 La definition de s&narios de refirence 

La definition des d n a r i o s  de r&f&enoe a &e &lis& en 
trois &apes: - analyse des cibles d'inter6t et choix de cibles de 

r&f&ence, 
- positionnement de ces cibles dans des scenarios 

parnettant de di5linir les conditions demploi du 
sy*be. 

11-2 Pont susnendd Fixe / Farte / Rural 

- renseignement des carectenstiques des cibles, des 
fonds, des condrtions mdteorologiques et cIimatiques 
pour le caleul des performances du s y s t h e  multi- 
SellSellTs 

12-2 Bateau en mer I Semi-mobik /Forte / Marin 

Etrmt donne le grand nombre de cibles d'int&t (>100), 
des crit&es de classenient ont &tk ddinis: 
- le type de cibles: Fixaplagable/Mobile, 
- la dnfete: FortelFaible, 
- la fonne: ElendueJPonctuelle 
Nous avons ensuite sklectionne des dbles type dans 
chacune des classes en fonction: 
- du cadre de I'etude, limit6 aux cibles Gxes 0t 

diplacables, 
- du nombre de cibles de la classe, 
- de la priorie ophtionnelle. 

Les cibles sklecticunkes ont ensuite etk plac&s dans des 
soenarios. 
Nons avom considkre, pour chaque sckuio,  un Catain 
nombre d '~1hents  dimensionnants utiles p u r  le falcul 
des performances des senseurs et l'analyse de Ieur 
emploi dans la plms d'attaque. 
Ces Whenb dimensionnanb a t :  

- le u u a c h  monocible ou multicible de l'objectif, 
- le type de mission, 
- le pmfil d'attaque (BA: 200 tt, MA: 20000 A, HA: 

40000 fl), 
- le pmfi de temlin, 
- letypedemilieu. 
- leclimat. 

Les catkhistiques principles des cibles et des 
sCenarios retenus sont present& dans la planche ci- 

- les &fells3 sol-Air, 

a*. 

1-2 Pont suspendu 
2-7 Bateau 9 quai 
2-2 Bateau en mer 

SYNTHESE DES OBJECTIFS ET DE L'ENVIRONNEhIENT SOL-AIR DES SCENARIOS 

Fixe / Forte / Rural 
Semimobile / Fwte / Urbain 
Semi-mobik / Forte / Marin 

7-1 Ponf/Reuve I Fixe I Forte /Urbain 
. - . 

2-7 Bateau 9 quai 
. . . .. .. . . - 

1 Semimobile / W e  / Urbain 

UCP + SATCP MA - HA 

BA-MA-H 
Non ddfendu BA-MA-H. 
SAMP "- SACP + + SATC SACP HA MA - BA 

BA-MA-H 
Non ddfendu BA-MA-H. 
SAMP "- SACP + + SATC SACP HA MA - BA 



1-3 La 6tapes d'une attaque air-sal 

Nous terminons l'analyse de I'aspect o@atroonel par une pr&entation des dfltrenks etapes d'une attaque au sol 

D I F F E R E N T E S  P N A S E S  D ' U N E  A T T A O U E  AIR-SOL 

La mise en oeuvre des senseurs pour la &tection, la reconnaissance, et la lmtisatlm s'effectue dans la phase approche. 

1- Ler seaseun 
Le W A L E  dispose de deux senseurs de brd  
susceptibles de tui fourmr des unages 
- le radar RBEZ (Radar B Balayage Electmruque 2 

P l W  
- I'optmnique OSF (Optmnique Secteur Frontal). 

Le RBEZ et I'OSF sont les deux senseu~s mulhfonctions 
du R A F U  couvrant le secteur h n t a l  de I'avion. Ils 
sont tous les deux localis& dans la pointe avant de 
I'avton come le montre I'image ci-dessous. 

OSF 

.. 
0 .., 



. 
L I' 
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Le RBEZ est un radar en bande X & balayage 
klectronique deux plans, multi-formes d'onde (BFR, 
MFR et HFR) qui disposent de fonctioris: 
- air& d'interception et de combat: recherche et 

pistage multicible, acquisition automatique et 
multipoursuite en combat, 

- TBA foumissant une carte temps &I du sol pour le 
Suivi De Terrain tout temps de I'avion, 

- air-sol cartographie faisceau &I et imageries SAR. 
- &-mer: dktection et poursuite de cibles marines. 

Le Rl3E2 dispose, dans sa fonction Airsol, de deux 
modes d'imagerie SAR: 
- un mode HR de rh lu t ion  dhmkbique  foumissant 

I'image d'une zone de terrain pouvant atteindre 
quelques km de ate, 

- un mode THR de rh lu t ion  metrique convrant une 
mne plus petite. 

L'OSF est un epuipement multi-fonctions assurant: 
- en a u a i r  interception et combat recherche, 

d6tection et multipistage 2D, mono-poursuite 3D et 
iden ti fi ca ti on 

- en air-sol: mono-poursuite 3D et identification 
- en air-mer: detection et multi-pistage 2D, mono- 

poursuite 3D et identification 

L'OSF disposera de deux modes d'imagerie: 
- un mode visible avec une r&olution de quelques 

dizaines de pad ,  
- un mode IR avec we r6solution moins bone. 

3- LQS wssibilith du svsteme multi-senseurs 

Pour j u g a  des possibilites dn s y s h e  multi-senseurs 
des critQes d'kvaluation ont kte dbfifinis. Ces c r i t k s  
sont de deux types: 
- caract&istiqnes (parametres qui ne &pendent, au 

premier ordre, que du mode senseur consid&&, par 
exemple la r6solution ou le domaine angulaire 
accessible). 

- perfnmrmces (paramktres qui dependent du mode el 
du zdnario consider&, par exemple la prtde de 
reconnaissance). 

Les dkfmitions de ces crit&es ont 6t.i harmonis& a h  
d'2tre en mesure de coniparer, sans ambignub, les 
rksultats (dkfmition unique et mkmes hypotheses de 
calcul pour les deux senseius). 

Les performances dn s y s t h e  multi-senseurs sont 
ensuite estimkes d I'aidz des &aios de ref&ence 
pr&ent&s dans le $1. 

3-1- Listes des crisres retenus 

Les crit&es d'6valuation retenus se repartissent en deux 
groupes: 
- les critkres quantitatifs 

- portkes de detection, 
- port& de reconnaissance, 
- pottee d'identitication. 
- pricision de localisation absolue, 
- prkcision de localisation relative, 
- taille de la zone imagde 
- temps d'obtention des informations, 
- cadence de raibichissement, 

- domaine angulaire accessible, 
- les critkes qualitatifs 

- sensibilitks aux conditions climatiques et 
mkteOmlogiqiies, 

- utilisation jouutnuit, 
- discdtion, 
- d@adance vis vis de la proparation de 

mission, 
- capcite d'kvaluation du rksultat de tir, 
- mbustesse. 

3-2- Les caracteristiques images 

Les parametres reb~us pour caract&iser les diff&ents 
modes d' i iger ie  sont les suivants: 
- dimension (2D ou 3D) et parametres primaires 

correspondants (distance, gisement, site). 
- rh lu t ion  spatiale, 
- taille de La zone imagk 
- temps d'obtention des informations, 
- cadence de rafraichisment, 
- domaine distance, 
- domaine angulaire accessible, 
- domaine d'emploi porteur. 

Afm de pouvoir comparer duectement les 
caractkristiques, les parametres qui acrivent 
spatialement l ' i i g e  (taille et dsolntion) sont 
preSentk dans le re@re normal terrestre associe d 
l'avion en ccardonnies sphkiques et cartksiennes. Ces 
caracteristiques sont illustrdes par des cas typiques de 
vi& a des distances d o n n k  diffkntes. 

33-  Les performances 

3-3-1 
Reconnaissance, Identi/cotion). 

A- Ew*rofion desporttk dl DRI en optroiuque 

La mdthode d'evaluation des performances utilise les 
crit&es dits (1 de Johnson N.. 
La cible est mcdklisde par un rectangle de surface 
epuivalente B sa surface, dans lequel on place une mire 
crkneau dont la phode dkpend du critkre considke: 
- 1 cycle pour la dktection 
- 3,s cycles pour la reconnaissance 
- 7 cycles pour I'identification 

calcul des pe$oimonces de DIU (Detection, 

Mcdele Mquentiel de Is cible sur le fond 
Cas de la wmimssance 
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Le contraste de la mire s'exprime en tem@ature pour 
I'infrarouge et en albedo pour le visible. Ce conhste 
est ensuite calculk apks  transmission dans l 'atmqb&e 
consid&k (code L O R " ) .  On en dkduit ainsi le 
contraste apparent, fonction de la distance 
d'observatiou. 
L'&pipement est model& par une courbe traduisant 
son aptitude d discriminer (<< resoudre N) un Ccart de 
kmp5mture (cas de I'infrarouge) ou d'albedo (cas dn 
visible) pour uue frepuence spatiale donn&. Cette 
&&re s'exprime directement en divisant la phiode de 
la mire par la distance d'observation. 

Cette discrimination est proportionnelle au bruit dc 
&tion et inversement proportionnelle B la fonction de 
transfm de modulation (FTM). Cette denGre prend en 
compte la gbmdtrie du detecteur, la qualit6 optique, le 
traitement &lectronique ainsi que la visualisation et les 
conditions d'observation par I'op&ateur. 
L'intersection de ces 2 c o u r k  correspond B une 
distance pour laquelle la frepuence spatiale permet de 
rester an-dessus du seud en t e m w t u r e  ou en albedo: 
c'est la port& reche%b&. 

c - # . ~ m d  

M U . " m ~ ~ S . d . ! .  I WWlbb=-W- 

Cette mkthode a et6 eprouvk depuis 2 decennies par de 
tr& nombreux essais sur des cibles rkelles et avec des 
&uipements optroniqw differant par leur bmde 
spectrale et leur champ d'observation. 

Cette m a o d e  de calm1 des p o ~ e s  de DRI est 
parficulihement etlicace dans la comparaisou 
d'&uipments ou lorsque I'on fait varier des parmitres 
de nature technique. Elle doit ensuite Ctre pondirbe par 
le contexte opkationnel et le type de cible. 

On ne traitera pas de la m2me mani&e la 
reconnaissance d'une base a&ienne et celle d'une 
batterie sol/air. Dam le cas d'un objectif etendu comme 
une base ahenne, la detection d'un el6mut 
caractkristique (la piste par exemple) donnera a d s  
instantanement B I'identification de l'objectif. Daus le 
cas d'une cible d&plaqable dont le type est parfaitanent 
determine (avion de combat par exemple) la 
reumnaissance sera effective, dans certains cas, d&s sa 
detection. 

On interpktera euwre diffkremment un calcul dans le 
cas d'une mission pr@ar& et dans le cas de l'attaque 
d'une cible d'opporhmite. Dans le cas d'une mission 
pr@ark, on detectera souvent une cible fixe par la 
reconnaissance du coiitexte environnaut. 

Chaque cible petit donc relever d'une dkfinitiou 
particulih? conditionnk B la fois par sa nature propre et 
le type de mission. 

Dans le domaine de la rmnnaissance akropr tk ,  un 
STANAG (le 3769) s'attache a ddfmir, pour chaque 
cible, ses dimensions ainsi que la dimension du d&ul 
pennettant d'acceder B la detection, puis li la 
reconnaissance, etc ...... Une analyse au cas par cas de ce 
STANAG, qui a kt6 dkfini B l'origiue pour les 
equipemen& dotes de film photogaphique (et donc 
o@ant dans le domaine visible), se recoupe &is bien 
avec les crit&res de Johnson. 

E Emlnation des portdm de DIU en r& 

La methode de pn%lictiou de performances utili& 
s'appuie sur les travaux r&liSes par THOhSONCSF 
dans le domaine des SAR satellitaires. 
Le principe g e l  de cette m6thcde est de considkrer 
que la distribution du signal dans I'image de la cible et 
des fonds est de Rayleigb et que la r&odiffusion des 
cibles est principalement fonction de leur orientation. 

On considire que la performance obtenue par un 
ophteur  humain entraime est identique A celle d'un 
detecteur: 
- simple seuil lorsque I'ophteur ne prend pas en 

compte les details de I'image de la cible mais 
effectue u n i q m e n t  une analyse he@tique, 

- double seuil lorsque l'opeateur analyse le contenu 
de I'image de la cible pour apprkier I'etendue de la 
tache de r&odiffusion. 

Lorsque I'image de la cible sttend sur plus de cent 
pixels l'op5rateur combine uie analyse hnerg&tique et 
statistique en prkfiltrant l'image pour adapter le nombre 
de pixels a ses capacites d'analyse. Dans ce cas la 
distribution des macrc-pixels obtenns apds  filtrage est 
prwhe dh ie  loi narmale. 

En photo-inte@tation. on m c d i s e  la perfarmance de 
visibilite des cibles sur un terrain homoghe par une 
detection double seuil. 

On etend ce principe B la reconnaissance et B 
l'identification en c o n s i d h t  que ces opgations 
ntcessitent la visibilite d*un uombre de pixels suphieur. 
On ConsidQe que les paformances de reconnaissance et 
d'ideutification dime cible peuvent Ctre calcul&s par le 

- d'une probabilite de reconnaissance de I'objet isole 
dans des conditions favorables (fond t d s  faiblement 
retrodiffusant et bruit thermique tr& faible), 

- dune probabilite de visibilite d'un nombre minimal 
de pixels p panni n composant I'image de l'objet. 

Le rapport p/n est de I'ordre de 50% pour la detection de 
petites cibles, il est supeneur p u r  rmnnaftre et 
identifier. 

R6sultat en wloitation visuelle et en exoloifation e 
En exploitation visuelle, le resultat est ajusti en 
fonction des dklais d'analyse consid&& et de la capacite 
de concentration des opkateurs concernis; le resultat 
final etant une interplation entre les performances 
simple sed et double senil. 
Dans le cas d'une exploitation assistee on fait 
Ihypoth&e que le traitement fovnit un k u l t a t  
iquivalent il celui d'un detecteur double seuil. 

produit: 
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Etaws du calcul des w e e s  de DIU 

I- Pd et Pfa globale souhait& sont fix& ( m b e  
bypoth6se pour le radar et pour l'optronique) 

2- recherche de la Pd 61kmentaire (Pde) fonction de la 
Pd globale et du rapport $U (pixels B observer), 
(calcul i t h m  

~d = 
" 

CL Pde'(1- ,de)"+ 
i=p  

7- rechache de la Pfa blementaire (Pfae) fonction de la 

4- calcul du contraste nkessaire 
C = log(Pfae) / log (Pde) 
5- calcul du coenlcient de rktrodiffion iquivalent au 

bruit radar Neoo 
C =(l+(l-k)uo,Neuo) (SEWS+Nes~)/(uo+Neuo) 
avec: 

- SER: surface kquivalente radar de la cible 
- S:surfaceapparente 
- k coefficient de pnd6ration pour prise en 

compte de l'ombre ( 0 4 4 )  

Pfa globale (calcul& par simulation) 

6- calcul de la port& en utilisant l'iquation du radar. 

La suite des travaux, avec en particulier l'aquisitiou de 
muvelles images Alles ou s i m u l h ,  pennettra 
d'ajuster cette methode et de renseigner les param&es 
(valeurs de SER, capacitk de dischimti on,...). 

3-3-2 Calcul des pqlormairces de localisution 

Le calcul des performances de localisation est &lis5 ti 
I'aide d'une metbode statistique bas& sur une 
d&omposition en mews primaires. 
Les principales erreurs primaires consid&& sont 
- la loullisation porteur (eneurs en position, vitesse et 

- I'harmonisation des senseurs, 
- les m e w s  de formation de I'image dues au relief, ti 

la direction de pintage,.. . 
- les erreurs de designation de la cible fonction de la 

r&olution de mode. 

d e )  

3 4  Commentaires sur les canctbristiques et 
performances 

Les premia r&sultats obtenns permettent de degager un 
cubin nombre de tendances qui devront itre cunGnn&s 
par la suite des travaux. 

L'examen des caracteristiques et performances des 
modes montrent de nombreux camct6rer de 
complementnrite 
1- les images de la s h e  foumies par radar et 
optmnique correspondent A des plans ditY6rents: 
- le radar donne une image plan horizontal: distance- 

gisement 
- I'optronique une image orthogonale A I'axe 

d'observation, donc dans le cas des sites faibles une 
image plan vertical gisement-site. 

La fusion des deux images pennet de reconstmire 
I ' hge  3D: distance-gisement-site. Il but  nota 
toutefois qu'il existe des possibilites d'acquisitioii de la 
t rois ihe dimension pour chaque capteur: 

- directement: par sitom&trie, dans toute I'image, p u r  
le radar, par tdkmeaie, au centre de I'image, pour 

- indirectanent par I'utilisation d'un m&Ie 

2- I'optronique fournit une image continue de la &e 
(rahdchie .A haute cadence), le radar fournit un 
ensemble de c<clicbesn Separks au minimum par 
quelquea semndes. 
3- la variabilite des performane de DRI est 
essentiellement due: - ti la prksentation de la cible en radar, quelques 

degris d ' h r t  et I'image de la cible peut &re tres 
m k e n t e ,  - a la distance en optronique, celle ci joue B la fois 
directement sur la r&olution mktrique (effet m m )  
et sur I'atlinuation atmosphbrique parliculi&ement 
sensible en optranique. 

A contrario, les performances optmniques sont peu 
sensibles B la pr6sentation de la cible tout comme celles 
du radar A la distance. 

Pour le n d a r  il est possible de digager lea 
Indications ruivantes: 

- la ddtection el la recmnaissunce du contexte, qui 
utilisent la visibilite des textures de terrain 
asmi& ti des macro-objets (routes, fleuves, ... ) au 
des associations de points brillants (alignement de 
pylbnes, de bitiments, ...), writ bnnes  car 
I'observabilie des elbments de contexte ne d+nd 
pas, au premier ordre, de la pr&entation. Le mode 
SAR HR s'avkre dans la plupatt des cas sutlisant 
pour cem op4ratiou. 

- La ddieciion et la reconnaissance des objets 
etendus, qui presentent quelle que soil la direction 
d'obsavation suffisamment de reflecteurs pour 
former une image enveloppe exploitable, sent 
possibles. La premike des cibles caract&istiques, le 
pont ti piles, est typique du phhomene. L'image du 
pwt varie avec sa presentation, les piles signeront 
peu dam l'axe du pont, mais il subsiste toujours des 
&lhen t s  de structure tel que la rambarde observable 
dans toute les directions. Avec le mode S A R  HR, il 
peut exister des directioiis d'observation (au 
voisinage de I'axe par exemple) oh le pout est peu 
observable, en SAR THR la silhouette devrait etre 
toujours visible. 

- La ddtection et la reconnaissance des petites cibles 
de type vebicules ou avions de combat est un 
problhe  complexe en cours d'analyse. Le mode 
SAR HR n'est pas adapte a ce type de cibles et pour 
le mode SAR THR on pent indiquer certaines 
tendances qui devront etre m h e r  par des 
exp4rimentation.s: 

- la daection des cibles est possible, le principal 
klhent conditionnant semble itre le fond sur lequel 
se tronve la cible: on voit a quelqnes dizaines de 
NM un avion SUT une piste, on ne voit pas un 
v & d e  S/A dans de I'berbe. 

- La reconnaissance des cibles est possible, dans la 
meme ou I'ou peut exploiter le parametre le plus 
d i s c r i m i t :  les dimensions. Par exemple, il est 
possible de discriminer un avion de combat d'un 
aviou de transport. ll sera plus difficile de le 
discriminer avec un objet de dimensions procbes: 
par exemple un camion citeme. Pour cette 
discrimination il est iiecessaire d'utilisa le contenu 

I'optmnque. 

numkrique de terrain 
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tels que les mutes ou les pistes , et a fortiori du 
mtexte 

Le radar &late a lonpe distance des objets de petite 
taille comme des avions snr une aire de staf~onnement, 
II peutavec son made THR &scriminer des objets de 
tailles diffkentes, par exemple, un avion de combat 
d'un avion de tnlosport nulitaim 

L"optr0nique 0 5 k  de bonnes p€dolmmces de 
reconaaissance et d'ideutiiicahon sur toutes les cibles de 
petite taille, et a fortiori sur les cibles plus &endues. 

Pour la localisation des cibles, les causes d'erreur 
principales sont di€f&entes d o n  les capteurs mais dans 
tous les cas on canstate I'effet distance I'erreur de 
localisation croit Imkakment avec la distance U existe 
toutefois un cas particulrer oh I'erreur n'wt pas 
proportionnelle B la distance du pomt design& c'est celu 
oh I'ou put utiliser un pint d'appui de COordonneeS 
connnes present dans I'image Une double designstion 
pomt d'appui I cible permet alors de s'&anchir de 
I'effet distance L'errm dsultmte est dm 
principalemeat fonctlon des d6formatiom de l ' i g e  

Le travail a venir permettra de pr iaser  lu 
pedonnances atfendoer du s y s t h e  en exploitation 
vimeUe et  en exploitation assirtee. 

de I'image. Lorsqu'on atteint des dsolutions 
m&iques les points brillants son1 reSolus mais ne 
pdsa ten t  pas un rayonnement isotrope. Par 
cmskquent, si I'image de I'objet est suffisamment 
form& pour calcula ses dimensions, elle est aussi 
tres fluctnante en fonction de sa pr&mtatiot~ 

Avec un mode MTI il est possible de ddtecter des cibles 
mobiles dans I'image radar si celles-ci ont une vitesse 
radiale suffsante: suphienre A quelques ds. 

Pour I'optronique, dont la dependance aux 
conditions m6thmlogiques est bien connue, il est 
possible de dbgager lea indications suivanter: 

- la ddtection et la TeCoPlll(lissOnce du contexte et 
d'objets etendus sont pssibles aussi bien en 
visible qu'en IR, le fait d ' i i g a  B site faible 
(SsIO") favorisant plut6t les 6lhents  contextuels 
ou les cibles qui presentent une extension vaticale 
importante. 

- la ddtection , la reconnaismnce et Itdentijieation 
de petits objets son1 possibles aussi bieu en visible 
qu'en IR. 

La dsolution Ctant angulaire, les port& sont trk 
Variables en fonctions des cibles auxquelles on 
s'int&esse. Les po*s son1 notablement plus 
importantes sur me base a&ienne que sur une batterie 
soVair par exemple, surtout si on les pond& par les 
&lements de contexte et de mission cites pvk6denunent. 

- L'image pdsenkk permet une exploitation visuelle 
ai&. Ceci est valable dans tous les domaines 
spectraux relevant de I'optnmique. 

Sur toutes les cibles coucemka par une arme tactique, 
la r h l u t i o n  et les champs consider& ofient un niveau 
d'infonnation suffisant pour que le cerveau hnmain 
fasse son travail de corrdatiou et d'interpdtation. 
En partider, l'exploitation visuelle de I'image est peu 
aependante du site d'observatiou, les transformations 
g h 4 t r i q u e s  nhssaires itant rka l i sk  instinctivement 
par L'opgateur. 
- Du fait de la contribution de la transmission 

atmosph&ique, les port& sont beaucoup plus 
imprkmtes B haute altitude qu'a basse altitude, 
I'msseur d'atmospbk uaVer& etant plus faible. 
Cette constatatiou s'applique B tout kquipement 
optronique, et en particulier A ceux dedi& A la 
-SSance. 

- Le &battement de la ligne de vi& et la !%pence 
de renouvellement de I'image (fr@uence vidk) 
autorisent i'exploitatiou de I'image dans des 
conditions e x t r h e s  de debattement angulaire et 
d'evolution du porteur, p?ce en particulier a un 
tracking opQant B la &@ueace vi&. 

3-5 Conclusions actuelles sur les possibilites du 
s y s t h e  multi-senseurs 

Importance du contexte pour ditecter et reconnaitre. 
Dans beaucoup de cas I'utilisation du contexte est une 
aide prkieuse pour detecter et recow-tre: 
- toujours pour les cibles fixes, 
- souvent pour les cibles deplacables (avions, bateau B 

quai, convoi, trains ,... ). 

Le radar offie de bonnes performances de atection et 
de recmnaissance, B grande distance, d'objets etendus 

4- Les traitemeats 

La suite des travaux permetIra de dkfitur. 
- le concept d'emploi des senseurs, 
- les assistsnces n&ceswes l'exploitatlon des 

images. 

4-1 Le concept d'emploi dn systeme 

Le but de cette tache est de &Gnir, B partir des 
possibditks du systkne multl-senseurs, les conditions 
d'emploi parnettant de Aaliser une ualisahon optimale 
des d i f f h t s  modes d ' h g e r i e  radar et optronique 
ainsi qne les traitements qui permettmnt d ' e f f w  
cette mise en oeuvre 
Pour ce faire on utilisers une dQnarche analflque 
s'appuyant SUI les sc&anos de df&ence 

La unse en oeuvre des capteurs est COndihOnnks 
pnncipalement p m  
- les contnuntes techniques d'emploi condquences 

des esraetQistiques des modes pr&eates dans le 

- les contrainks opkationnelles i respecter ' n h s i t e  
de recom%e la cible avant tir, atlinage de 
localisation akessaire, discrktion, temp sur zone B 
respecfer. secteur d'attaque, distance de tir 
minimale .__ 

- le domaine de PerfomLVlces des capteurs 

Le plein emploi du s y s t h e  dans l'environnement 
fortement 6volutif du combat &en amhera 
vruisemblablement A &finir des logiques de pointage 
SUtomhque ou de recalage des modes pet11 champ B 
partir d'une d6signatiou effect& dans un mode grand 
champ, a priori radar sauf contrainks d'appmche eds 
bass altitude ou de dim5tion 

paragraphe *t, 
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Vu :e grand nombre de paramktres a prendre en compte 
pour rhliser une mise en oeuvre optimale du systgne, il 
sera si~ement nkssa i r e  de detinir des fonctions 
parnettant d'aider B la mise en oeuvre du s y s t h e  
mnlti-senseurs et d'en @dire les performances en 
fonction des utilisations proposeeS. Une de ces fonctions 
daliserait la planification des ressources en p rma t ion  
de mission, l'autre propserait une replanification en vol 
ti partir des 6vknements impr&ms qui ont wnduit fi ne 
pas respecter la p r m a t i o u  de mission. De telles 
fonctions pourraient Stre r&liSees B l'aide des 
techniques de PLC classiques (en prt!pamtion de 
mission) et Anytimes (en vol), les algoritbmes de PLC 
Anylimes permettent de disposer d'un rkultat en 
wntrblant le temps de rkponse. La PLC &ji largement 
utili& pour l'allocation de ressources prbsente, par 
rapport h la programmation logiqne, I'avantage de 
I'kvolutivit6. 

4-2 Les assistaaces a I'exploitation des images 

Atin d'allkger la charge de travail du pilote, des 
traitements b r d  peuvent I'assister dans les fonctions de 
DIU et de localisation 

Les fonctions de d4tection et de rewnnaissance de 
contade et d'objets &tendus oiit fait l'objet de travaux d 
THOMSONCSF en radar wmme en optronique. EUes 
sont basks sur l'utilisation de primitives graphiques 
decrivant des k lhents  obxrvables du contexte (routes, 
Mthents, pylSnes, ... ). Les formes gbm6triques 
associeeS sont des segments, des enxnibles de points et 
des ehaines. 
Le traitement wnsiste d decrire des WementS du 
wutexte Selectiannks et la cible a l'aide de ces formes 
ghk t r iques .  Cette description constitue le modele de 
r b f h c e  qui est etabli en &amtion de mission a 
l'aide de doimkes cartographiques on dimages. Pendant 
la mission le senseur image le sol et le traikment extrait 
de l'image ces 6llements puis les met en correspondance 
avec ceux du modele. 

Le resultat du traitement est triple: 
- recalage de l'image senseur (et donc de l'avioii) par 

rapport au main, 
- aide i l'identificatiou du contexte par plaquage du 

m d l e  de r k f h c e  sur l'image xnseur recalk, 
- reconnaissance de cibles &endues. 

Si les wrdonnkes relatives d'un objectif sont connues 
par rapport au terrain dkcrit par le modele de rkfh ice ,  
le recalage image permet d'avoir automatiqwment sa 
localisation par rapport B l'avion. 

Ce principe de misc eu correqmndance devntit itre 
utilid pour la mise en correspondance des images radar 
et optronique. 

Les traitements permettant de daecter et de rewnnaitre 
directement des cibles de petites tailles sont a Ctudier, 
n existe deux grandes familles pour la &tection: 
- les lraitements qui reconnaissent le fond et qui par 

soustraction detectent les cibles, 
- les traitements qui ntilisent une description des 

cibles (formes,signatnres) pour les dbtecter. 
Les traitements du second type sont &dement utili& 
pour la reconnaissance. 

THOMSONCSF a &ja etudik ou rMi& des 
applications (de classification de radars ou de cibles air 
menqanfes par exemple) utilisant des techniques 
neuronales, de segmentation statistique ou d'agrdgation 
multizrit&es. 
Parmi les diiliculcultes de l'application de detection et de 
reconnaissance de cibles sol imagies on p u t  citer: 
- l'apprentissage qui devra englober un tr2s grand 

nombre de cas (cibles, fonds, conditions climatiques 
et mktbmlogiques, ... ), 

- l'agrdgation des informations partielles rksultant des 
merents modes. 

Les travaux B venir devront &alement wnsidker de 
quelle fagon les informations de DFU issue d'un mode 
p o m n t  Stre utilides avec un autre et ceci dans deux 
hypothks d'arcbitecture: 
- aval ou le syst$ne agrege des informations de RRI 

issues de traitements locaux effectu&s par chaque 
xnseur, 

- amont d le systhme mite directeinent les images. 

5- Les aoolications 

Les priucipales applications c o n s i d e s  dam le cadre 
de ces travaux sont: 
- le recalage de navigation, 
- la &signation d'un objectif sol detecter, recomaitre 

puis localiser l'objectif(si nkcessaire), 
- le traitement d'une cible par un AASM avec un 

senseur A imagerie initialid B partir d'images 
acquises par les sensew de lmrd. 

Nous analyserons, dans le cadre de ces travaux, les 
possibilitks du s y s h  en fonctioii des exigences de 
I'AASM rappelees dans le $1 (portkes, prkcisions, 
emploi jowlnuit, toutes altitudes, capacite 
multicible, ...). 

6- Coaclusiuns 

Des travaux sont en wurs pour disposer d'un mement 
tactique prkis (mktriqne ou dhmktrique) a w  portkes 
accrues afm d'amkliorer la Survivabilite et I'efficacitk 
de l'avion dans un environnement complexe. La mise en 
oeuvre de cet armement n k s s i t e  de disposer en amont 
de capteurs permettant de detecter, de reconnaitre et 
de localiier pf6cislement les cibles. La disposition de 
ces capteurs a lmrd de I'avion nmeliore grandemeat 
les capacitis du s y s t h e  en mati& de rbactiviti 
(allkgement de la prQiaration de mission) et de 
traitemeats des cibles mobiles ou deplaqables. 

C'est ponquoi, en parallde de travaux consads  P 
l'armement, la DGA a land des travaux relatifs aux 
modes Air-Sol des senseurs du RAFALE. 

Ces travaox ont deux Iinalit6s: 
1- Avoir de modes d'imagerie radar et optmnique trk 

perf0lUWltS. 

2- Etre en mesure d'exploiter leur complhentarite par 
des principes d'emploi et une assistance A 
l'exploitatiou pour detecter, reconnaitre et localiser 
(systleme complexe et environnement dense et 
&=olutio 



I1 e& t r ts  important de maitriser la ch ine  qui va de la 
coUecte de l’mfomiation (la reconnaissance) BU 
traitanent de la cible (par l’anne) en passant pm la 
d m n a t i o n  et I’dinage des parametres de dksignation 
8objectif (par les capteurs des avions du rad) 

L‘interEt de cene maitrise est double : 
- garantir I’hmog6nbite du systeme Cannes et 

proposer le meilleure solution a coat minimal, 
- rationaliser le traitemen1 d’infomation capteurs pour 

les fonctions de detection et de reconnaissance qui 
existent an niveau rem, avion et m e .  
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SUMMARY 

A system is described by which on the basis of IR-signatures 
ships are classified using methods of varying interactivity. A 
sequence of images taken with an IR-camera in a sea 
environment is superimposed so that pixels in corresponding 
frames match as closely as possible. With this motion 
compensation and a following long-term filtering the signal-to- 
noise ratio is significantly improved. 
Subsequently the contour lines of the ship are extracted by a 
gradient-based or an area-based algorithm. For sequences with 
a good signal-@noise ratio this can be done automatically in 
other ca.?ss an interactive wmponent is necessary. 
The contour of the "unknown" ship is the feature foi a 
correlative or a neuronal classifier. For both classifiers the 
reliability and the computing time is strongly dependent upon 
the size of the refereucx database. It is of inestimable benefit to 
include all the available sensor data (e.g. sonar and radar) in the 
classification process thus quickly and significantly reducing 
the initially very large search space. - 
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lI" 
Even for a skillful operator it is a tedious and lifetime labor to 
classify unknown ships with the aid of a large database in the 
form of a book e.g. with Jane's catalog of Fighting Ships. 
Using the latest CD-ROM version of this catalog accelerates the 
classification process. but the interactive component of the 
operator is furhennore vay  high. 
Therefore the question arises: Can the classification be done 
partly or fully self-acting? In this paper a method is proposed to 
classify "unknown" ships in a maritime scene. Depending on 
the signal-to-noise ratio of the IR-image the classification can 
be done automatically or an interactive component of an 
operator is necessary. 

At first in chapter 2, a computer-aided interactive classifier will 
be described. Then in the subsequent chapter 3 motion- 
compensation and long-term filtering is discussed. This is the 
basis for the feature extraction, which is discussed in 
connection with the correlative classifier io chapter 4 and with 
the neuronal classifier in chapter 5 .  In both chapters it is easily 
seen that all available sensor data will accelerate and ameliorate 
the Classification process. With a short conclusion in chapter 6 
this paper will be terminated. 

The problem of recognition of an unknown ship can be led back 
to the basic scheme of pattern recognition shown in Figure 2-1. 

Figure 2-1:Basic scheme of a pattern recognition system 

The object to be classified (OTBC) is filmed by a sensor (IR or 
Video). After extracting characteristic features these are 
compared with the comsponding items in the database and the 
unknown object is classified. 
In many cases, due to the low signal-to-noise ratio the 
automatic feature extraction is impossible. Therefore. under 
these bad conditions, a human operator carries out the feature 
extraction. 
To what extent a special feature is significant for the 
classification process cannot be a n s w e d  easily. In this chapter 
the feature "ship pasts" and their position to one another have 
proven significant. Figure 2-2 shows an infrared picture of a 
ship. The crosses mark the x and y coordioates of the how, the 
masts. the bridge, the funnel and the stem in the image. 
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The Euclidean distances between the different individual "ship 
parts" and the bow are scaled to the distances between bow and 
stem. These numbers are the features of the OTBC. 
A database contains the same data for all models to be 
classified. Therefore, a classifier compares the data of the 
OTBC with the corresponding data of each individual model. 
The difference between two corresponding "ship parts" is a 
measure of the similarity (distance near zero) or dissimilarity 

Figure 2-2: Infrared picture of a ship 

(distance very great) of the OTBC and the chosen model of the 
database. 
Having compared the OTBC with all models one has a number 
for each comparison (OTBC-model). Sorting these numbers in 
a rising series and using the similarity as a feature. the model 
with the lowest number has the highest probability to be the 
OTBC. 
Furthermore the operator's statement that he has chosen a 
particular "ship part" is included in the classification process in 
a fault-tolerant way. 
Confusion of a mast with a gun is much less probable than that 
of a gun with a rocket launcher. Therefore each pair of "ship 
parts" is allocated a confusion probability and derived from this 
probability a number that is added to the already calculated 
Euclidean distances. Improbable assignments result in great 
distances. 
Thus the total distances imply the aberration of the geometrical 
distances and the confusion in the determination of 
corresponding "ship parts" in a fault tolerant way. 
In accordance with the number of "ship parts" and models in 
the database the time necessary for the calculation of all 
possible distances between the OTBC and the models increases 
exponentially. (NP problem) With the sucalled A* algorithm a 
perhaps suboptimal solution is found within acceptable time. 
Furthermore leaving extraordinary meteorological situations out 
of account (pitch and roll-angles are negligible) the position 
angle is directly connected tu the visibility of the individual 
"ship parts". Thus the information of visibility must also be 
stored in the database. 
Preliminary tests with a database of 200 models and 7 to 8 
marked "ship parts" showed, that the model corresponding to 
the OTBC was found nn the average among the first 5 ships of 
the list arranged to decreasing similarities. 
A visual comparison of the OTBC and the model images 
verifies and completes the recognition process. 
Further details are described in (Ref. 1) 

The image quality of thermal imagers available today is had 
with regard to those of the visual spectrum. The lR-images 
suffer from a low signal-to-noise ratio, low contrast at the 
object boundaries, the propagation conditions and sensor 
artifacts. Therefore the usual steps in image processing are not 
sufficient enough to guarantee almost ermr free results. 
A good basis for preprocessing and extraction of the contour 

line as a feature relevant for classification is the so-called 
motinn-compensated sequence of IR-images. These sequences 
have much more data at their disposal than a single image and 
therefore the evaluation security increases in a significant 
statistical sense. 
With the aid of '"time information" new evaluation algorithms 
adapted to these problems can be formulated. 
As shown in Figure 2-1 and Figure 3-1 a sequence of the OTBC 
is taken from a sensor platform. OTBC and sensor platform are 
both in relative motion to one another. Thus it is not possible to 
take directly the mean of all images in the sequence, to 
ameliorate the signal-tu-noise ratio. 
At fmt both motions must be estimated and then compensated 
to get a stationary object that does not move relative to the 
image border. Then the mean value of the images of the 
sequences is formed. 

Image Sequence rn 
Feature EItnetlon Nolee Mwsunment 

object nypothrls 

I t  
ObJecl nnd Smwr 

E.tlm8tlon , 
fllmr for Motion 
Compunatlon 7- 10 FMhln E x t n s l l O n  

Figure 3-1: Motion compensation of image sequences 

The main items of this procedure are explained in Figure 3-1. 

In a first step a noise measurement is made in an image 
sequence. This is the basis for the adaptation of several modules 
to image quality, which changes significantly due to 
meteorological situations, object attributes and distance 
between sensor and OTBC. 
Then the motion compensation of the OTBC and the sensor 
platform, which are subjected to three-dimensional motion, are 
carried out. 
It is necessary tu know scene area indicators. which can be 
clearly assigned to the object (OTBC) and to the sensor 
platform. 
Hot-spots are well suited for this purpose and they belong to the 
OTBC. Therefore a hot-spot detector module was realized. 
which determines all hot-spots in the images of a sequence. In a 
spatio-temporal filter the hot-spots. e.g. sunglints. which do not 
belong to the OTBC, are eliminated. 
A scene area indicator for the sensor-platfnrm ego-motion is the 
horizon, which can be determined in nearly all images without 
great difficulty. 
Both methods serve as the basis for an Extended Kalman filter, 
by which a motion-compensated calculation of a mean value 
image is realized, that means that the OTBC in all images of the 



scene is shifted so that its positlon relahve to the image border 
is fixed. (Ref. 2.3,4) 
Thus the signal-to-noise ratio of the mean value image is 
sigmficantly improved depending on the square root of the 
length of the sequence. 

The result of motion-compensation is illustrated in the Figure 3- 
2, where a single image of the sequence and the m m  value 
m g e  are shown. To demonstrate the amelioration of the mean 
image details of the ships are magnified. 
The basis for the following contour extraction are the mean 
value image and all the images of a scene which will be shown 
in the next chapter. 

10-3 

local variance is significantly higher than the time variance. 
Therefore the quotient from the spatial variance of a local 
window of the time averaged image sequence and from the time 
variance of this image sequence locally averaged in this 
window is evaluated. Three classes cm be roughly assigned to 
this quotient: 
1. In the sky and in the internal object areas the gray levels are 
due to Gaussian noise and using a suitable scaling the variance 
quotient obeys a F-distrihution. 
2. The variance quotient in the area of the water surface also 
responds to a F-distribution, but the expected value is shifted 
towards smaller values. 
3. In the neighbourhood of the contour the variance quotient is 
larger and its distribution is unknown. 

With these conditions in mind appropriate threshold values for 
stationary contours can be found. The security of this procedure 
is improved by a hierarchical application to a spatialltime 
subsampled motionampensated image sequence. 

Subsequently an adaptive hierarchical contour extraction is 
carried out for the Stationary wntour areas. This helps to 
determine the fine-structure of the OTBC-wntour. The result of 
the wntour based segmentation in a motion-compensated and 
long-term fdtered image sequence is shown in figure 4-l.The 

I 
rigure 3-2: top: single image or a sequence 

bottom: Mean value image 

CLASsIFlER 

In the interactive classification procedure in chapter 2 the "ship 
parts" and their positions are used as features for the classifier. 
For the automatic and semiautomatic classification process the 
contour of the OTBC proved to be a powerful feature. 
Therefore besides the interactive approaches two automatic 
techniques of object contour extraction have been studied. 
Thlhese differ from the wellknown procedures in literature, as 
they take into account the time information h m  motion 
compensated image sequences. 
The first method uses primarily distinguishing criteria for 
different temporal and spatial local graylevel histograms, 
whereas the second method is especially based on homogeneity 
criteria 
Both procedures can be regarded as extensions of the wntour- 
based or ngion-oriented segmentation algorithms known in 
lite.rature for at least a couple of years. 
The first method of contour extraction is divided into two 
moduls. In one modul stationary contour areas are extracted and 
in a second module an adaptive hierarchical contour extraction 
with a subsequent rulebased algorithm is performed. 
With the aid of a comparison ufthe local and temporal variance 
of the compensated sequence, stationary s t r u m  
corresponding to the OTBC and instationary structures 
corresponding to the water-surface texture are separated. 
Stationary object wntours appear only in redons where the 

Figure 4-1: Resun of the contour-based segmentation. 

good performance of this technique is noteworthy. 

The second method of wntour extraction is a region-oriented 
segmentation approach, which is based on an extended split & 
merge algorithm. An extended set of characteristics is used in 
the split - as well as in the merge phase. It is also based on the 
inclusion of different spatial and temporal statistics of the 
motion-compensated image sequence. 
To defermine image-adapted decision tbresholds an artificial 
neural network is implemented in this method. Furthermore the 
knowledge of the source is employed in the segmentation 
procedure. 
In the split process the image is stepwise divided in details 
which can be regarded as homogeneous with regard to a special 
feature. 
In the merge phase bomogenwus neighbouring base segments 
are grouped together, if they are sufficiently similar. 
Regionally global as well as regionally local criteria an used 
for similarity or dissimilarity of regions.The base segments and 
the regions are iteratively wnnected whereby the decision 
tbreshold is lowend step by step. 
In a last step, called interpretation phase, the combination of 
regions is completed with regad to plausibility criteria. Then 
on the bases of rules and of a scene model the regions are 
assigned to backgmund and object. 
Finally the outer border of the OTBC is determined which 
corresponds to its wntour. 
The result of the region-based-algorimm in a motion- 
compensated and long-term fdtered image sequence is shown in 
Figure 4-2. 
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c Figure 4-2: Result of the region-based segmentation 

With this just mentioned method one r e e v e s  always a closed 
contour, which is the direct or indirect basis for the different 
classifiers. A combination of both segmentation methods is 
under development. 

4.1 Correlative Procedure 

By means of the correlative classifier the object to he classified 
is assigned to available 3D ship models. In this approach the 
correlation coefficient serves as a resemblance criterion. By 
way of example, the s m c ~ r e  of a classifier is presented with 
the aid of two correlation criteria (Equation 4-2 and Equation 4- 
3). 

Figure 4-3 shows the structure of the correlative classifier. 

’ 

Figure 4-4: top: Silhouette 
centre: Roughly quantized binary matrix 
bottom: Gray-level reference image 

the binary si~ouenes that way, a clustm 
algorithm determines a restricted number of reference images 
each of which represents a group of ship silhouettes similar in 
a p ~ c e  4-4 bonom), The relative fnquencies of a 
pixel occurring at the spot (x, y) of silhouettes belonging 
to one group are stored in the matrix elements of these 
reference images according to Equation 4-1. 

Classification is done in two steps designated as classifiers I 
and Il in figure 4-3. 

N 

Equation 4-1 c S h  (x. Y )  

h&, y) = 

The binary matrix and the reference image matrix are the 
N 4.2 Comparative Data 

For the purpose of classification the object to be classified is 
compand with models from a database. The database i s  

Figure 4-3: Structure of the classifier 

estahlished according to the following scheme. On the basis of 
3D-ship models, XI-silhouettes (Figure 4-4 top) are produced 

The 3D-models are looked at under a specific role-. pitch- and 
position angle. Only the silhouettes that may appear in 
dewden= upon the sensor location stored in the &tabase 
and supplied to a cluster algorithm. 

The datahase silhouettes are roughly quantized. The grey levels 

48, or 64 points (pixels). The result is a hinary matrix shown in 
Figure 4-4. centre. 

comparative data used for classification. 

4.3 Classification 

The ship silhouette provided by means of feature extraction is 
also roughly quantized for classification. The silhouette of the 
object to be classified is now available as a binary matrix. 
Regarding classification it is of no importance whether an 
automatically p r o d u d  or a manually produced silhouene is 
used. 

In both cases the OTBC is available as a binary matrix.This 
matrix is classified by means of classifier I depicted in Figure 
4-3. In a first step, the binary matrix of the OTBC is assigned to 

are binarized and the length of the OTBC is normalized to 32, 



one or m m  reference images stored in the database, that is, to 
one or more classes of silhouettes according to the maximum of 
Equation 4-2 

Aftex this first step, statements can be made and issued on the 
probable group and the position &e with regard to the 
observer. A fault tolerant Blter selects the binary silhouettes 
corresponding to the group and to the position angle from the -. They are used for classification in classifier II. 

In the second classifier it is attempted to assign the silhouette of 
the object to be classified unambiguously to a database 
silhouette. For this purpose an average-& normalized cross- 
correlation function is used (Equation 4-3). In some cases it is 
insufficient to calculate the correlation coefficient only with the 
exact pixels of the OTBC and the database silhoutte. An 
operstor wich includes neighbouring pixels provides better 
results. For this purpose the second classifier uses the operator 
0- to broaden the silhouettes. 

Om,, = 0.125 0.5 0.125 [ 1 1:: 1 I 
In both classitlcations the silhouette of the object to be 
classified (sz) is moved by vx and vy on the corresponding 
comparative image until the maximum correlation coefficient is 
found. 

The 'correlation cafficients' of Equation 4-2 and Equation 4-3 
arebetweenoand I .  

In the final step the correlation coefficents axe sorted in a rising 
series. For unambiguous classification it IS necessary to carry 

w i n g  matrix width. Too great a number of matrix columns 
is also pointless as very high accuracy requirements are to be 
established regarding the 3D-models and the extracted 
silhouettes. Furthermore. the amount of computation increa~es 
quadratically with increasing the matrix width and hight hy the 
same factor. 

Figure 4-5: Results 
top: Automatically extracted silhouette 
bottom: Manually extracted silhouette 

In conclusion it can be stated that classifier I ensures a 
silhouette assignment of almost 100% to the right silhouette 
groups and classifier II achieves an identification rate of 8 W  of 
the ship silhouettes. However, it is to be noted that these results 
refer to manually established silhouettes and to currently used 
databases comprising approximately 100 3D-models. The 
classification and identificaiion results obtained with 
automatically extracted shp silhoueltes are strongly dependent 
on the quality of the silhouettes provided. 

In chapter 3 the motion compensation of an infrared image 
sequence was explained. Motion compensation is necessary in 
order to extract the ship from the image background as shown 
in chapter 4. Then, finally, the contour of the ship is obtained, 
which is the featun to identify the ship. 

Equation 4-3 

SI(X.Y)E(O.l). ~ Z ( X . Y ) E ( O J )  

out a visual comparison of the object to be classified (OTBC) 
with the database silhouettes. Here, the operator is supported by 
the computer laying the database silhouette assigned to the 
OTBC and the OTBC silhouette on top of one another (Figure 
45). The datahase silhouettes are represented in Rgure 4-5 by 
gray sp-=. 
4.4 Results 

Extensive tests have been carried out with the classifiers 
described. Good results are obtained if the spatial resolution of 
the matrix (Figure 4-4) is well adapted to the dimension of the 
OTBC in the image. The loss of information increases with a 

This identification is performed by - extracting characteristic points of the contour. which are 
found indepeodent of the viewing position. 

-calculating scale invariant features between the characteristic 
points for contours of many different viewing positions, 

~ training a self-organizing feature map with these features, 
which does the identification aner the learning process. 

This identification method then provides the feasibility of ship 
recognition on the basis of one contour only. 
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5.1 Extraction of Characteristic Points 

The contour of a ship in the image plane ?c ( In this chapter in 
the contrary to the previos one two different coordinate SYstemS 
with the indices R and 0 are used) is an aggregate of points, 

Figure 5-1: Relation between object and image plane 
which are projected with slant 8 (see Figure 5-1) from the ship 
in 3D space into the 2D image plane. Hence, the shape of the 
contour is dependent on the camera's viewpoint. Fortunately, 
this aggregate of points contains some points, which can be 
found independent of the viewing position Bf constant values of 
normalized y. - c ~ r d i ~ t e .  if some assumptions are fulfilled. 
These assumptions are 
- long distances d between the ship and the camera 
- and the focal length f >> x,,y,. 
Using these assumptions the formulas of inverse projection 
from image plane x into object plane %, as they read. 

are simplified to 

yo =-& sin(z)+y, cos(7). 

Equation 5-1 

Equation 5-2 

Equation 5-3 

Equation 5-4 

Furthermore, in standard recognition situations the sea is 
calm, so that tilt t is small (see Equation 5-3 and 
Equation 5-4). Then, normalizing the y. -coordinate to 
the height of the ship, characteristic 3D points are 
projected to image points lying on a special hull of the 
contour (see Figure 5-2) at constant normalized values of 
YlT 

Figure 5-2 Characteristic points (+) of the contour under 
8 = 5" and inverse pmjected characteristic points (0) of 
contour in Figure 5-3 

Figure 5-3: Characteristic points of contour under O = 65' 

5.2 Scale Invariant Feature Calculation 

Now, thelength q, (8) between the characteristic points are 
modeled for all possible viewpoints between Ooc 8 c 65'. 

Equation 5-5 

If this length in the image as well as in the object plane is 
normalized by proper perimeter of the contour, then it can be 
approximated using Taylor expansion (Ref. 6): 

Equation 5 6  

This approximation also holds for an integral 

length, 
j a  

between the contour segments. 
These relations between integral length (angles) and slant 8 
are used to generate the training data for the neural network on 
the basis of one contour per ship. The neural network is a self- 
organizing feature map, which has to identify later on contours 
obtained from 3D models of ships and noisy contours extracted 
from infrared image sequences. 

5.3 Topographic Presentation with SOM 

i 
= x F j  , and can as well be deduced for the angles 

The neural network algorithm of KOHO" (Ref.7,8) produces 
some topographic presentation of the training data in a space of 
lower dimension than the input training data space. A 
topographic presentation of the training data is des& in ordn 
to classify even unknown ships or hardly identifiable ones. 

KOHONPI'S algorilhrn can be summarized desribing the 
learning rule for the weight vector wr at location r by 
Equation 5-7 and Equation 5-8. 

Equation 5-7 

Equation 5-8 
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Equation 5-8 contains hrr'(j ), which is a Gaussian 
neighbourhood function. Its maximum is at the location J on 
the feature map. 

with 

Equation 5-9 

I r - f l  = ( r l - r l ' )  +...+( r n - r n ' )  2 J 2  
This location is found by calculating the nearest neighbour to 
the input vector m: 

Iwr' - m I = min lay- m I 
rsA 

On 0" 

Equation 5-10 

O n  

O 0  
ship 1 

U-coordinate 

Figure 5-4: Ideal organization of ships on a 
feature map (0' e 8e f 90°) 

Analyzing this algorithm's behaviour as well as that of the 
training data, it can be deduced, that on a two-dimensional 

feature map ideally the training data should be organized in a 
way shown in Figure 5-4. In fact, a map of this kind (see Figure 
5-5) is obtained including 4 ships in the data set. Selecting 18 
ships topology, is best preserved on four dimensional maps. 
This is concluded from the wavering-product, which is a 
measure of topology preservation on a feature map (Ref. 6) 

Neurons in each Wavering- 3D-model Infrared- 
dimention product contours contours 

(O"c8c65") 

21 x 21 -0.0221 84% 55% 
9 X 9 X 9  -0.0043 80% 45% 

5 x 5 x 5 x 5 -0.0020 81% 30% 
9 X 9 X 9 X 9 2.5.10-4 81% 35% 

5 x 5 x 5 x 5 x 5 0.0255 81% 50% 

Table 5-1 : Identification results on various feature 
maps containing 18 ships 

The wavering-products of trained higher dimensional feature 
maps are shown in Table 5-1. A value near zero indicates good 
topology preservation (Ref. 6). This is achieved in case of four 
dimensional feature maps. In case of four dimensional maps the 
identification rate of contours from 3D-models is 81% . Only 
35% of the infrared contours are identified. Surprisingly, lower 
dimensional maps show better identification results. 84% of 
the 3D-model contours and 55% of infrared contours are 
identified. It is concluded, that after some parameter studies 
four dimensional maps can be trained to reach as good 
identification rates as in case of the two-dimensional map. 

In summary, the presented contour based method to recognize 
ships from various viewpoints shows good results on the chosen 
data set of 18 ships. Its robustness is demonstrated by the 
infrared contour identification rate of 55% in a two- 
dimensional feature map. In contrast, an early proposed method 
of viewpoint invariant ship recognition using higher order 
neural networks (Ref. 9) is not as successful as this method, 
though it uses 9 different contours of the ships during the 
learning process. 

The proposed neural identification method is able to identify 
ships on the bases of their contours. Because the shape of the 

Figure 5-5: 2D-Feature map trained with 4 ships 
0 X 

%OB0 
0 0 0  

0 0 0 0  
0 0 0 0 0  

v-coordinate u-coordinate 
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contour is viewpoint dependent, it is worth mentioning, that the 
proposed method is feasible to identify a ship if only one of its 
contours is known. In contrast, other methods need large 
databases of possibly occurring contours, which have to be 
laboriously collected. This advantage is achieved by extracting 
characteristic points on a special defined hull of the contour 
invariant of the viewpoint. Afterwards, length and angles 
between these points are modeled for all viewpoints and then 
used to train a self-organizing feature map. Its identification 
rates reach 84% in case of good contours, 55% in case of 
blurred ones. 

These results are very good in comparison to other approaches 
of viewpoint invariant ship identification (Ref. 9). 

6 CONCLUSION 

In this paper different methods of classifying IR-signatures of 
ships have been discussed. Depending on the signal-to-noise 
ratio of the IR-images the classification can be done 
automatically or an interactive component is necessary. In 
every case the reliability and the computing time of the 
classifier is strongly dependent upon the size of the reference 
database. Therefore it is necessary to include all the available 
sensor data (e.g. sonar, radar) in the classification process to 
reduce the amount of models in the database as much as 
possible. This is even more significant for the neuronal than for 
the correlative classifier. In the contrary the neuronal classifier 
needs an considerable smaller amount of silhouettes than the 
correlation classifier. The comparison of the classification error 
rates is difficult, as the number of models in the database is to 
different , 
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DISCUSSOR’S NAME: N.J. Farsaris 

COMMENTIQUESTION: 

This seems to be a very interesting recognition system. What is the maximum range of 
recognition/classification obtained using that system? 

AUTHOWPRESENTER’S‘ REPLY: 

Due to the focal length of our IR-system, it is in the order of 2-3 km for the moment. 

DISCUSSOR’S NAME: P. Verlinde 

COMMENT/QUESTION: 

Did you include a “rejection option” into your automatic identification scheme? 

AUTHOWPRESENTER’S REPLY: 

Up to this moment a “rejection option” is not included. The classification only makes a proposal 
which must be verified by the operator. 

However, a “rejection option” can be added. 

DISCUSSOR’S NAME: G.S. Brown 

CO M M E NT/Q U E STI 0 N : 

Why must the human remain in the decision loop? 

AUTHOR PRESENTER’S REPLY: 

The human makes the definite decision; therefore he (or she) must remain in the loop! 
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COMMENTIQUESTION: 

1. 

2. 

3. 

Why the preference for the Kohonen revised network???? 

Is it because of its self-organisation aspect? 

Did you also try other NN architectures? 

AUTHOWPRESENTER’S REPLY: 

Multi-layer perceptions have been tried, but they didn’t perform well. Perhaps because we didn’t 
have enough being done. Kohonen images seemed to perform the best in identification. 
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Abstract 

Advanced Electro Optic Targeting System 
Richard W. Jacobs/ Henry S. Lapp 

US Air Force, Wright Lab 
Targeting Systems Branch, 

Electro-optic Technology Division 
WL/AAJS, Bldg 622,3109 P St. 

Wright Patterson AFB, Ohio 45433-7700 

Future Aircraft targeting systems are 
integrating sensor inputs for automated 
target detection, location and 
identification with the goal to both lower 
system cost and increase system 
performance. This paper describes a 
common aperture electro optical (EO) 
targeting concept for an integrated air-to- 
ground EO targeting system using 
promising developments in multispectral 
target detection and in laser target 
identification. The integrated capability 
allows use of a minimum system 
aperture while increasing recognition 
and targeting ranges for targeting outside 
missile threat envelopes. The technical 
status and preliminary test results of the 
Wright Laboratory thrusts to develop 
both laser identification and thermal 
spectral detection capabilities will be 
discussed. These involve developments 
and demonstrations of multi-spectral 
detection using a few thermal bands and 
non-cooperative target identification 
using a burst illumination laser with eye- 
safe wavelength and a short wave 
infrared gated camera. These individual 
concepts will be mature enough to 
support an integration effort in the 
1999/2000 timeframe. The cost, 
performance and level of automation 
supports use for both manned and 

unmanned air vehicle targeting and 
reconnaissance missions. 

1. The Need for an Advanced EO 
Targeting System 

For the past several years the USAF 
has been interested in building and 
demonstrating extended range EO 
systems that provide a targeting 
capability from stand off ranges outside 
the missile threat envelope, using a 
smaller aperture compatible with lower 
aircraft observability concerns. In the 
early 1990’s work was sponsored to 
integrate the advantages of both the 
FLIR and Laser with the “FLASER’ or 
laser plus flir. Flaser was designed to 
demonstrate detection of hot targets in 
the open with the new advanced flir 
detectors and coupled with a burst 
illumination laser for target ID. This 
work was down scoped due to funding 
problems but the work content continued 
in parts under other programs. The 
advantages of using the Laser as a burst 
illuminator of potential targets, similar to 
a flash lamp in photography, and then 
using the flir to detect targets in the open 
and filter out the clutter has shown great 
potential. Section 3 will provide more 
detail with the discussion of the 
Enhanced Recognition and Sensing 
Ladar (ERASER) program. Addtionally 
it is clear that future targeting should be 

Paper presented at the AGARD SPP Symposium on “Multi-Sensor Systems and Data Fusion for Telecommunications, 
Remote Sensing and Radar”, held in Lisbon, Portugal, 29 September - 2 October 1997, and published in CP-595. 
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done at extended ranges whenever 
possible such that the ingressing aircraft 
platform can “stand-off’ outside the 
ranges of surface to air missiles. This 
requirement also translates into being 
able to recognize and identify friend, foe, 
or neutral forces at the extended ranges. 
EO sensors or systems offer distinct 
advantages for recognition with high 
directionality and good spatial 
resolution. A paper by Eismann et al 
showed that a high confidence of target 
detection and identification can be 
achieved with a detection probability of 
0.9 and a false alarm rate of 0.01 to 
0.001 per square kilometer of area 
searched. The current state of the art in 
FLIR systems allows for good capability 
for targets in the open or which are 
partially concealed but have high target 
to background contrast. However, for 
targets in camouflage, concealment, and 
deception (CC&D), current capability is 
poor. The other concern is that the EO 
targeting sensor is not an all weather 
sensor so most attack aircraft will have 
radars that provide the capability to 
detect tactical sized targets in the open or 
moving. The radar is the baseline 
targeting sensor, with the EO system as 
the clearer weather capability that 
provides a cost effective capability to 
find deep hide targets and to guide 
precision weapons. This motivates us to 
strive to build a targeting system in the 
future that can be capable in these more 
demanding situations. Whatever 
solutions we recommend in the future 
must be additionally cost effective or 
affordable. One aspect to achieve that 
may be to share resources by integrating 
the best of both radar and EO systems to 
achieve enhanced recognition and ID. 

Alternatively, it may not be necessary to 
have a complete EO system on every 
offensive aircraft but rather to share the 
resources between a fleet of them or to 
use various assets between manned 
fighters, unmanned aircraft, or Joint 
Stars vehicles. 

2. Standoff Capability 

Recent operational requirements are 
driving us toward increased range ID and 
targeting. In particular, it can be shown 
that if one can do these functions at 
ranges of at least 13 km, one can stand 
off and survive all or most surface to air 
missile threats. The objectives of our 
programs are to extend this standoff 
range as far as possible, but recent 
developments show promise of doing 
this at about 20km range. One of the key 
contributors to this extended range is the 
ERASER program. 

3. Enhanced Recognition and 
Sensing LADAR 

The ERASER program has two 
objectives, the first being to demonstrate 
air to ground identification of ground 
targets using modified eye safe laser 
designators packageable into existing flir 
targeting systems. This will provide 
future pilots with positive, timely, and 
reliable target ID and Identification 
Friend or Foe (IFF) capability as an 
upgrade to existing operational flirs. 
The second objective is to provide 
detailed engineering performance 
measurements that will support flir 
upgrade decisions and performance 
estimations. ERASER will also 
evaluate the capability to achieve a 
limited air-to-air ID capability by taking 

1 
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advantage of laser vibrometry and 
microdoppler developments and related 
laser sources being developed. Several 
key points about the ERASER program 
make it unique. The identification is 
done using a short laser pulse to 
illuminate the target of interest for an 
instant, then, a range gated image 
intensified Charge Coupled Device IR 
camera is used to both filter out the 
backscatter and receive the optical pulse 
for recognition. This offers a distinct 
advantage over scanning systems as the 
single pulse approach is nearly covert. 
This serves to minimize detection of the 
source. The ERASER backscatter 
reduction benefit is analogous to the 
effect of achieving greater visibility 
from regular headlights over high beam 
lights while driving an automobile in the 
high backscatter conditions of a snow or 
sand storm. Additionally ERASER 
will make use of the same laser system 
for recogition as other laser functions 
onboard and in particular the same laser 
source as the laser designatorhanger. 
The intent is thus to effect cost savings 
and prevent proliferation of sensors, 
apertures, and functions. An advantage 
of the ERASER approach over a normal 
FLIRsystem is the active illumination of 
the target, and, a decreased dependence 
on environmental factors and 
background irradiance by using an active 
system that uses target reflectivity. 
Also, ERASER expects to use eye safe 
laser wavelengths (-1.5 um) for 
operational safety. This is projected to 
be accomplished through either Optical 
Parametric Oscillator (OPO), or a Raman 
shifter, to a 1.06um pump laser. Several 
approaches to this wavelength shifting 

include a potassium titanyl phosphate 
(KTP) OPO, or an erbium doped fiber 
pre-amplifier. In addition, a new solid 
state laser designed for 1.5 micron as 
fundamental wavelength may be feasible 
soon. 
The ERASER program has had a goal to 
use existing reflective common aperture 
FLIR designator system hardware to 
affect retrofit and affordability. In 
addtition ERASER could include a 
degree of Automatic Target Recognition 
(ATR) capability although it will also 
maintain the pilot in the loop prior to 
weapon release. Ideally ERASER would 
be used to provide positive target 
identification (x, y TV like picture) 
along a “soda straw” for the pilot prior to 
launching a laser guided weapon. 
Presently pilots prefer to positively 
confirm the target identity prior to actual 
weapon launch. The paper by Watson et 
a1 indicated that the desired long range of 
ERASER should be achievable with a 
transmitted energy of about 400 mJ for 
the eye safe wavelengths. 
Progress on ERASER has been 
encouraging in that preliminary tests in 
1996 with a breadboard system showed 
good results to detect at medium range 
and realistic desert conditions. These 
tests were performed at Camp Roberts in 
California during National Guard 
summer exercises. ERASER performed 
well at ranges of approximately 3-10 km 
and provided eye safe 2 Dimensional 
imagery. The brassboard ERASER was 
able to see through fog oil smoke 
intentionally generated around a tank as 
target. In the late Summer of 1997 an 
extended test is planned for White Sands 
Missile Range in New Mexico, to 
evaluate and demonstrate ERASER at up 
to 25km range. 
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4. Multispectral sensing 

Multispectral sensing is a means to 
exploit the spectral information of a 
potential target by using several 
wavelengths of interest . Mu1 ti spectral 
differs from hyperspectral in that in the 
former 2-3 key wavelengths are used 
rather than dozens with the latter, thus 
relieving the hardware and processing 
demands of the system. Desert Storm 
showed the need to automatically detect 
and identify military targets with very 
low false alarms as well as to locate 
targets with sufficient accuracy to 
perform precision strike. Additionally 
targets with Camouflage, Concealment, 
& Deception (CC&D) or in deep hide 
make detection more difficult. 
Multispectral systems offer the capability 
to perform limited area search from a 
passive sensor from low to high 
altitudes. Allthough limited by weather, 
thermal multispectral offers a day or 
night passive detection capability. 
Multispectral sensing requires 
significantly less spatial resolution so 
systems can be designed that image 
wider areas than single band spatial 
sensors. 

By using multispectral detection in 
selected wavelength bands germane to 
the targets/backgrounds/atmospheres of 
interest, e.g., the wavelengths 
chiracteristic of vehicle paints, 
camouflage nets, etc., it is possible to 
exploit these characteristics and augment 
the detection capabilities of passive IR 
systems. Multispectral is used for target 
detection enhancements by a careful 
reduction in the background clutter. 
This is done by choosing band 
combinations for which the clutter data 

is highly correlated between bands. 
When done correctly, the suppressed 
clutter level is less sensitive to typical 
diurnal variations in environment of 
single band clutter. The few bands are 
selected to take advantage of the 
correlation of the background. Ideally 
two bands could be chosen that have all 
the background pixels very correlated 
(need definition of correlation) and the 
target pixels with lots of color relative to 
the background. A simple subtraction of 
the images would then leave only target 
pixels. Many years of tower 
experiments with both imaging and non- 
imaging thermal hyperspectral 
instruments against various backgrounds 
at various times of the dayhight and 
seasons have shown that backgrounds 
consistently do exhibit a high degree of 
correlation. The general case however 
requires more than two bands to achieve 
high probabilities of target detection and 
more importantly low false alarms. 

Results so far have shown the 
potential for multispectral systems using 
both tower and airborne imaging 
systems. In parallel, new detection 
algorithms have been developed for 
optimum performance and minimum 
false alarms. The paper by Eismann et 
a1 showed that detection at greater than 
15 km range is feasible for both Mid 
Wave and Long Wave (MW and LW) IR 
systems. The thermal multispectral 
program is progressing well in the U.S. 
with tower tests of both imaging and 
non-imaging sensors completed and 
flight tests planned starting in the end of 
1998. Programs are planned or in place 
to mature multispectral techniques so 
that they should be available for an 
advanced eo targeting system integration 
effort after the year 2000. 



11-5 

5.  Shared Resources 

Future weapons systems’ costs need 
to be significantly lower. Lower costs 
can be achieved by integrating functions, 
reducing the cost of components, sharing 
subsystem components, increasing 
performance or increasing aircraft 
survivability. The proposed integrated 
targeting concept impacts the final 
system cost using all of the mentioned 
cost reduction options. The stabilization 
requirements for an advanced eo 
targeting system like this should be less 
demanding and lower cost because the 
pixel size previously required for a flir to 
do detection is now much larger since 
we are. doing spectral detection not 
spatial detection. The pixel size could 
grow from a foot or two to a meter or 
two. The short pulse on the laser 
illuminator also minimizes the need for 
expensive stabilization since motion is 
stopped for the duration of the 
illumination pulse. The use of larger 
pixels for detection and the use of the 
shortest wavelength possible while still 
maintaining eye safe laser illumination 
allows minimum apertures and aircraft 
windows to be employed - again a cost 
saving over current systems. The 
integration of the radar and EO 
information provides another source of 
cost savings. It is possible to detect a 
potential target with a radar or other 
cueing sensor that hands off the target 
detection/location to a attack aircraft 
only equipped with the EO system. It is 
also possible to use the EO equipped 
aircraft for detection/ID/designation 
and use a third aircraft as the carrier of 
laser guided or other precision weapons. 
These targeting concepts could mean that 

not every airplane in a future wing has 
both radar and eo but rather a team 
approach is used. Or, other assets such 
as unmanned aerial vehicles could be 
used to cue the attack platform. These 
concepts should provide for cost 
effective identification, recognition and 
targeting. 

6. Risk Assessment 

The chief risks associated with an 
advanced EO targeting system built on 
the preceding technologies and concepts 
are now outlined. ERASER is built up 
from largely existing laser technologies 
and the new generation of reflective 
aperture flirs The primary laser is either 
a currently availablel.06 laser 
designator which is shifted in 
wavelength to 1.54 or 1.56 U, or, 
emerging solid state lasers that offer 
more power and packaging potential 
while still providing the multifunctions 
of 1.06 U ranging, designation and at 
1.54 or 1.56 U target illumination. There 
is low risk in using the available 
designator laser although medium risk 
for the wavelength shifting or adding 
more power needed to achieve longer 
ranges. The Infrared gated camera 
system with ERASER is judged low risk. 
ERASER itself will be demonstrated 
using largely retrofitted aircraft parts 
(e.g., apertures, optics) in the next three 
years which serves as risk mitigation for 
a system program. Thus ERASER is 
medium to low risk. Multispectral 
sensing is also being actively pursued 
with programs to develop and 
demonstrate both day only reflective 
multispectral and dayhight thermal 
multispectral capabilities in brassboard 
applications. The thermal instrument is 
planned to fly at both low and high 
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altitudes to gather sufficient background, 
target and atmospheric data to support 
both the system utility assessment as 
well as system design trades. By 2000 
the thermal spectral technology should 
be mature enough to be considered as a 
candidate for integration into a targeting 
system. Day only reflective 
multispectral technology is judged 
medium to low risk, but for overall (day 
and night) use the thermal multispectral 
capability is still high risk. The 
Automatic Target Recognition role 
remains to be mitigated and we expect it 
to require additional development for the 
ERASER and Mulitspectral 
technologies. It is judged medium to 
high risk. Finally, the integration and 
demonstration of the whole system is 
judged medium to high risk. 

7. Application & Summary 

' We believe that the promising 
developments outlined above should 
lead to an advanced EO targeting system 
for a host of applications. In the USAF 
we believe that our plans will be of 
primary interest to Air Combat 
Command in support of such aircraft as 
the Joint Strike Fighter as well as various 
upgrades to existing fighter platforms 
such as F15 or F18. Part of the Air 
Force vision for future combat . 

identification is for the combination of 
on and off board sensors used in a 
system of systems approach with 
interoperable data links. Additionally the 
system concepts outlined above should 
be of interest for use in Unmanned 
Aerial Vehicles. In summary we believe 
we are working toward the next 
generation eo targeting system and that 

in particular the efforts in ERASER and 
Multispectral sensing are key mitigators 
of the risk. We believe that the next 
generation, advanced EO targeting 
system can be built and demonstrated 
using these key technologies which 
should be available post 2000 time 
frame. We look forward to integrating 
these into an advanced system and 
demonstrating them for the purposes 
mentioned. 
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METHODE D’EVALUATION DES PERFORMANCES 
D’UNE POURSUITE MULTICAPTEUR . . 

M. Desbois 

NATO C3 Agency 
Command, Control & Sensor Division 

P.O. Box 174 
2501 CD s’Gravenshage, Nederland 

SOMMAIRE 
Le propos de cet expose est de decrire la metho- 
dologie qui a ete developpee pour I’evaluation des 
poursuites multicapteur au sein de I’Agence C3 de 
I’OTAN. Cette methodologie a originellement ete 
developpee dans le but de quantifier les exigences 
de performances en termes applicables 8 
I’etablissement de la situation aerienne renseignee 
(Recognized Air Picture RAP) dans le cadre de la 
redaction des specifications du futur systeme de 
cornmandement et de contr8le des operations 
aeriennes (Air Command and Control System, 
ACCS) de I’OTAN. Un certain nombre de mesures 
de performances (MOPS) ont ainsi et6 definies. Un 
processus de segmentation des pistes et des 
trajectoires des cibles poursuivies s’impose comme 
condition prealable au calcul d’une partie de ces 
mesures: la description de cette segmen-tation 
s’inscrit egalement dans la methodologie 
developpee, tout comme la mise en Oeuvre de 
differents filtres permettant une etude ciblee des 
performances de poursuite. 

La description fonctionnelle de I’architecture de ce 
systeme d’evaluation detaille les problemes 
temporels et spatiaux ainsi que la maniere dont ils 
ont ete traites. De mQme, diffkrentes approches 
sont etudiees: la simulation, I’utilisation de donnees 
reelles et le calcul analytique. 

LlSTE DES ACRONYMES 
Les acronymes suivants sont utilises 8 plusieurs 
reprises dans ce document. 

ACCS Air Command & Control System 
Systeme de commandement et de 
contr8le des operations akriennes 

MOP Measure of Performance 
Mesure de performance 

RAP Recognized Air Picture 
Situation aerienne renseignee 

SFP Sensor Fusion Post 
Cabine de fusion de donnees 

IDCP ldentification Data Combining Process 
Processus d’identification par 
combinaisons des donnees. 

- 1. INTRODUCTION 
L’approche retenue lors de I’elaboration de cette 
methode etait guidee par le desir de maintenir des 
liens 6troits entre les exigences operationnelles 
des utilisateurs et les diverses mesures analyti- 
ques de performance. Chaque mesure peut ainsi 
Qtre pondkree selon I’importance qu’elle requiert 
aupres des differents utilisateurs: en effet, les 
besoins des “usages” de la situation aerienne 
different considerablement, et il semblait important 
de ne pas chercher 8 attribuer une performance 
globale mais plut8t de presenter les resultats en 
fonction des differents profils d’utilisateurs. 

Cet expose se concentre sur I’evaluation des 
performances de poursuite multicapteur dites 8 
“fusion de plots” plut8t qu’8 “fusion de piste”, mais 
la methode s’btend aisement 8 tous les types de 
fusion de donnees. Les exemples choisis concer- 
nent 1’6tage de fusion des detections fournies par 
les differents capteurs du theatre d’operation qui 
est materialise par le “Sensor Fusion Post (SFP)” 
dans I’architecture de I’ACCS. 

- 2. METHODOLOGIE 
Trois approches sont offertes pour I’evaluation de 
performances; la simulation, I’utilisation de don- 
nkes reelles et le calcul analytique. Elles corres- 
pondent 8 des besoins differents et peuvent etre 
complementaires. lndependamment de I’approche 
choisie, la premiere etape consiste 8 6tablir un 
environnement operationnel dans lequel des 
exigences de qualit6 et de detection peuvent Qtre 
definies. 

- 2.1. Exipences Opkrationnelles 

La plupart des utilisateurs ne sont pas preoccupes 
par les performances techniques de la fonction qui 
elabore la situation aerienne. Ils ont une notion 
confuse concernant la stabilit6 des pistes qu’ils 
reGoivent, le temps de reaction apres une 

Paper presented at the AGARD SPP Symposium on “Multi-Sensor Systems and Data Fusion for Telecommunications, 
Remote Sensing and Radar”, held in Lisbon, Portugal, 29 September - 2 October 1997, and published in CP-595. 
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maneuvre, la creation de fausses pistes dans les 
zones de fouillis, etc. L’expression d’exigences 
operationnelles est d’autant plus difficile que les 
utilisateurs integrent souvent les problemes 
auxquels ils sont confrontes avec un systeme 
donne(’). Les specifications d’un systeme reposent 
ainsi parfois sur la correction de problemes 
rencontres avec le systeme precedent et non pas A 
I’exigence operationnelle originale. L’analyse des 
specifications doit ainsi tenir compte du bais nature1 
qu’ont les operateurs vis a vis du systeme en 
place. 

La Figure 2 illustre le concept de I’evaluation de 
performance d’un systeme de poursuite 
multicapteur. La reference est constituee par le 
scenario tel qu’il a ete genere et “joue” pour 
produire les detections des capteurs. L’objectif du 
concept et d’analyser quelles sont les 
performances affectees par quels facteurs, afin de 
rnieux cerner la sensibilite du systeme A ces 
differents parametres. Au cours du processus 
d’elaboration de la situation aerienne, les capteur! 
produisent d’abord leur vision de I’environnement, 
que I’on pourrait appeler la situation mesuree. Puis 
le pistage produit par filtrage des mesures une 
situation estimee (dont la qualite est en principe 
superieure a celle de la situation mesuree). Enfin, 
une situation predite est calculee pour Btre 
visualisee par les operateurs. L’un des objectifs de 
I’evaluation est de quantifier les facteurs qui limitent 
ou affectent sensiblernent les performances du 
systeme. Les methodes mises en Oeuvre 
travaillent soit par comparaison entre les entrees et 
les sorties (situation predite par rapport A la 
reference par exemple), soit par analyse des 
processus et des modeles impliques. 

- 2.2. Methode par Simulation 

La Figure 1 illustre la methode par simulation qui 
‘traite la poursuite multicapteur comme une “boite 
noire”, recevant les detections des capteurs en 
entree et delivrant des pistes en sortie. 

’ Certains operateurs disposent de la visualisation des 
plots synthetiques et peuvent observer des manoeuvres 
avant que la piste ne rende compte de 1’6volution des 
cibles. S‘ils sont en liaison radio avec les pilotes, ils 
peuvent savoir qu’un chasseur manoeuvre avant mQme 
que le systgme ne le dbtecte. 

’ Figure 1 : Methode d’evaluation par simulation 

2.2.1. Scenario 
L’ environnement de simulation ne requiert pas ur, 
realisme tactique (representation exacte d’une 
menace), mais doit comprendre un certain nombre 
d’elements caracteristiques qui constituent les 
points d’int6rGt d’un ensemble d’utilisateurs. Les 
exigences operationnelles sont ensuite reliees a 
une ou plusieurs mesures de performance. Ces 
references croisees sont etablies par I’etude de 
chaque caracteristique de la situation aerienne et 
par selection des performances qui traduisent la 
qualit6 de cette caracteristique. L’evaluation de la 
performance finale sera conduite en fonction de 
ces references croisees apres avoir applique les 
ponderations et filtrages definis par les utilisateurs. 

De maniere genkrale, un scenario se caracterise 
par trois composantes: 

0 Les moyens de detection, 3 savoir le nombre, le 
type et les caracteristiques des capteurs, leur 
position dans I’espace, le recouvrement des 
couvertures blectromagnetiques, le terrain, les 
moyens de communications utilises pour 
acheminer les informations vers le centre de 
fusion, 

0 La configuration aerienne des objets aeriens 
(nombre d’aeronefs, type, vitesse, altitude, 
manoeuvres, signature, emission electro- 
magnetique, separation des appareils, etc.), 

0 L’environnernent electronique et meteorolo- 
gique, tel que la temperature, les precipitations, 
le vent, le brouillage, etc. 

Ce que I’on appelle communement un scenario 
consiste en fait en une famille de cas voisins dont 
certains parametres de ces trois composantes 
varient (mGmes moyens de detection, mGmes 
aeronefs, conditions climatiques differentes par 
exemple). Ainsi, on pourra 6tudier les variations de 
performance en fonction de I’evolution de certains 
parametres. 

2.2.2. MO nte-Carlo 
Le processus complet d’elaboration de la situation 
aerienne est tres complexe parce qu’il englobe des 
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sous-processus notoirement differents, tels que la 
detection, la transmission des donnees, le filtrage 
numerique, et la visualisation des pistes. Chaque 
niveau est une source d’erreur potentielle de telle 
sorte que I’analyse du processus complet n’est pas 
deterministe. Devant une telle complexite, il est 
necessaire de recourir a des techniques de rejeu 
d’un mbme scenario, en appliquant des conditions 
initiales differentes, ce qui permet d’accroitre le 
degres de confiance que I’on peut attribuer aux 
resultats. Les techniques de rejeu permettent de 
rassembler un nombre plus important 
d’echantillons d’analyse et ainsi d’estimer, en plus 
des valeurs de performance, la dispersion des 

II n’existe pas de donnees de reference (c’est 8 
dire les trajectoires du scenario) 

0 II n’est pas aise d’effectuer des mesures 
statistiques (le volume des donnees reste limit6 
et le rejeu reste tres limit&). 

II est possible de pallier plus ou moins la premiere 
contrainte en utilisant des aeronefs equipes de 
moyens de localisation tres precis, tels qu’une 
balise GPS (Global Positioning System) 
embarquee ou une centrale inertielle precise. Ces 
equipements fournissent des informations qui 
peuvent btre utilisees pour recalculer les 
trajectoires a posteriori. 

Figure 2: Concept de I’bvaluation de performances de poursuite 

mesures. 

2.2.3. Utilisation de cette methode 
Cette methode permet ainsi non seulement de 
comparer les performances de differents types de 
poursuites (voire de differents reglages), mais 
encore de mesurer a que1 point les exigences 
operationnelles sont satisfaites et comment la 
poursuite repond aux besoins des utilisateurs. Elle 
autorise egalement I’analyse de phenomenes aux 
limites et de comportements extremes, qui - bien 
que non realistes - permet de mieux comprendre le 
comportement de I’ensemble materiel et logiciel 
que forme un systeme de poursuite multicapteur. 

- 2.3. 

Les tests et verifications des algorithmes de 
poursuites par des moyens de simulation est une 
etape necessaire, cependant il est dgalement utile 
de valider les performances vis a vis d’un 
environnement reel. La methode par simulation 
peut s’appliquer a des donnees reelles avec les 
deux contraintes majeures suivantes: 

ExCcution de donnkes rdelles 

Si I’on dispose d’enregistreurs synchronises 
capable de stocker simultanement les detections 
des capteurs, puis de rejouer ces donnees, en les 
mixant 6ventuellement avec des donnees simules 
(fouillis par exemple), on peut augmenter les 
dchantillons d’analyse. 

- 2.4. MCthode Analvtiaue 

La mise en place d’une simulation de poursuite 
multicapteur, avec rejeux, peut sembler lourde et 
coQteuse lorsque I’on cherche 2 obtenir des 
resultats rapidement ou B analyser un probleme 
particulier. La prediction des performances par une 
methode analytique peut alors s’averer souhaitable 
pour estimer les limites d’un ensemble donne de 
capteurs et d’aeronefs, et pour identifier les 
parametres preponderants. Ces limites ont 
I’avantage d’btre generiques dans la mesure ou 
elles ne dependent pas d’un scenario particulier 
(avec les autres methode, un doute persiste 
toujours quant a la pertinence du scenario ou des 
donnees enregistrees). Les performance obtenues 
permettent de delimiter le peritnetre des possibilites 
d’un algorithme donne ou d’une configuration de 
capteurs specifiques. Bien sQr, il n’y a aucune 
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Precision en altitude 

Precision en cap 

garantie que les performances calculees puissent 
Qtre effectivement obtenues par un systeme reel. 
Par contre, si les performances estimees ne 
satisfont pas les exigences, it est certain que le 
systeme ne sera pas conforme, qu’il y a un risque 
important, et que des solutions alternatives doivent 
etre envisagees. 

2.4.1. Difficult6 de la methode 

L’evaluation des performances d’un systeme de 
surveillance est une tsche difficile parce qu’elle 
comprend des elements conflictuels. Un systeme 
de poursuite est un systeme stochastique hybride 
qui traite deux types d’inconnues: 

0 Discretes pour ce qui concerne la detection 
(faux plots, fouillis): la presence ou I’absence 
d’un echo, de mQme que I’apparition d’un faux 
plot peuvent changer radicalement la creation et 
la mise a jour d’une piste. 

0 Continues quant aux erreurs dynamiques et aux 
bruits de mesure: les covariances d’erreur sont 
remarquablement traitees par les algorithmes 
de filtrage numerique. 

2.4.2. Chamr, d’aoolica tion 

L’etude analytique supportbe par une modelisation 
precise du systeme et des traitements mis en 
ceuvre est souvent necessaire prealablement $I 
I’investigation d’un nouveau concept. 

Moyenne des differences entre 
I’altitude des cibles et de la piste qui 
leur est associee. 
Moyenne des differences entre le 
cap des cibles et de la piste qui leur 
est associee. 

- 3. MESURES DE PERFORMANCE 
II n’est pas possible de selectionner seulement une 
ou deux mesures pour evaluer les performances 
d’une poursuite. Les criteres d’exigence se 
traduisent generalement au travers de plusieurs 
MOPs. Malgre I’interdependance des mesures, il 
est souhaitable de definir des MOPs qui rendent 
compte des performances de certaines sous- 
fonctions comme par exemple la creation 
automatique de pistes ou la correlation. II est 
important de mesurer le taux de bonnes ou 
mauvaises associations, mais il ne faut pas que de 
les erreurs d’associations condamnent I’analyse de 
la precision en position par exemple (voir le 
paragraphe 3.1 sur la segmentation). 

Precision en vitesse 

Couverture representees effectivement par un 
piste parmi I’ensemble des cibles 
sur chaque intervalle de temDs 

Moyenne des diffkrences entre la 
vitesse des cibles et de la piste qui 
leur est associee. 

Continuit6 

Stabilite 

Taux de fausses pistes 

leur est associbe. 

Pourcentage du temps pendant 
lequel une cible est representee 
continuement par la meme piste au 
long de son existence. 
Moyenne des variations de cap 
dans le temps 
Moyenne du nombre de fausses 
piste Crees et maintenues par le 
systeme. 

Vraisemblance 

Delai d’initialisation 

Pourcentage moyen entre le 
nombre de pistes representant une 
cible reelle et le nombre total de 
pistes 
DBlai moyen entre la premiere 
detection d’une cible et la 
confirmation de la piste associke. 

3.1. Seementation 

Avant d’analyser une piste, il est necessaire de la 
decomposer en segments, chaque segment 
representant une partie de la piste pendant laquelle 
celle-ci represente le mQme aeronef. Ce pre- 
traitement des pistes et des trajectoires est 
indispensable 21 I’etude objective des echanges 
pistekible, du calcul des fausses pistes et de 
I’estimation des precisions en position, vitesse, cap 
et altitude. 
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\ Neunklrchen 

Figure 3: Environnement du Laboratoire ASEP 

- 3.2. 

II est clair que differents utilisateurs ont des 
priorites dissemblables concernant la qualit6 des 
pistes. Ces priorites peuvent varier en fonction de 
parametres tels que le cap, I’altitude, la vitesse ou 
I’identite des pistes. Par exemple, I’operateur d’un 
systeme de missiles sol-air considerera les pistes 
rapides et approchantes comme les pistes les plus 
importantes en comparaison des pistes qui 
s’eloignent de sa zone de responsabilite.: ainsi, il 
pourra avoir des exigences de performance 
differentes pour ces pistes. Des profiles de filtrage 
ont donc et6 mis en Oeuvre pour permettre une 
selection des elements a prendre en compte pour 
I’evaluation de performances seton la position 
geographique des pistes, leur cap, vitesse, altitude, 
identite, etc. 

Selection des echantillons oar filtrage 

- 3.3. Ponderation 

Les mesures de performance individuelles sont 
calculees pour chaque mise a jour de piste, puis 
sont globalisee en utilisant une moyenne simple 
plutot qu’une moyenne quadratique. Cette maniere 
de proceder est plus representative, principalement 
pour les scenarios comprenant des cibles tres 
manoeuvrantes. L’utilisation d’une moyenne 
quadratique tend a rendre trop preponderants les 
mauvais resultats obtenus pendant les virages et a 
fausser le resultat global. En effet, la brievete des 
manoeuvres (du moins dans un environnement 

militaire) conduit A considerer celles-ci cornrne une 
perturbation apres laquelle la piste doit rapidement 
reconverger vers la cible (la precision de la piste 
pendant la maneuvre n’a pas d’interet 
operationnel). 

Afin d’eviter que quelques mesures particu- 
lierement mauvaises ne viennent denaturer le 
resultat global, une pre-selection est 
automatiquement appliquee avant d’effectuer la 
ponderation. Habituellement, 5% A. 10% des plus . 
mauvaises mesures sont rejetees du calcul de la 
moyenne de chaque cycle. Cette 6lirnination 
reflete la realite dans la mesure ou les operateurs 
concentrent justement leur attention sur les parties 
difficiles (virages, formations serrees, etc.) et 
peuvent agir manuellement pendant ces instants 
critiques. 

- 4. LABORATOIRE ASEP 
La Division commandement, contr6le et capteurs 
de I’Agence C3 de I’OTAN (NC3A) a developpe 
une plate-forme ASEP (Air Surveillance Exploratory 
Prototype). Ce laboratoire dispose d’un 
environnement int6gre permettant I’experimentation 
des fonctions de surveillance et d’identification 
avec des donnees reelles ou sirnulees Des lignes 
de communication acheminent les detections 
temps-reel en provenance de 15 capteurs civils ou 
militaires, les pistes delivrkes par les rnoyens 
d’alerte aeroportes (NAEW), les situations 
aeriennes et plans de vols de deux centres de 
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contrdle (CRC) et du centre d’Eurocontrol install6 a 
Maastricht comme le montre la Figure 3. 

Les moyens de simulation comprennent le 
generateur de scenario SPACE (Scenario 
Preparation and Coverage Evaluation) et le modele 
MOCCA (Model of Command and Control of Air 
Defence Systems). Enfin, les logiciels MUTANT 
(Multi-Sensor Tracking Analysis Tool) et SMART 
(Segmentation and MST Analysis and Reporting 
Tool) de calcul des performances et I’outil de 
visualisation TSDS (Track and Sensor Display 
System) completent la panoplie des outils 
informatiques utilises pour I’evaluation des 
performances de poursuite qui composent le projet 
RAPACE (RAP Analysis & Comparative Evaluation) 
illustre par la Figure 4. 

L’outil de generation de scenario SPACE permet 
de definir le reseau de capteurs en s’appuyant sur 
I’ensemble des couvertures electromagnetiques qui 
peuvent Qtre calculees et visualisees, pour 
n’importe quelle tranche d’altitude, en tenant 
compte de la nature du terrain (zone urbaine, 
for&, desert, mer, etc.) et du relief. Les 
trajectoires des aeronefs peuvent Qtre ainsi Crees 
et modifiees en ayant connaissance des capacites 
de detection du systeme. 

Figure 4: Projet RAPACE 

Les scenarios Crees par SPACE sont deroules par 
I’outil MOCCA qui integre des modeles fins pour un 
grand nombre de capteurs. Ces modeles sirnulent 
precisement les performances de capteurs a 
impulsion, impulsion Doppler, forme d’onde 
continue, 2D et 3D, couvrant I’ensemble des 
caracteristiques des radars primaires et 
secondaires, fixes et aeroportes, actifs et passifs, 
susceptible d’etre reellement utilises. 

L’outil MOCCA integre egalement un modele de 
. poursuite multicapteur. Les algorithmes mis en 

Oeuvre sont equivalents B ceux utilises dans les 
systemes modernes de contrdle aerien civil ou 
m i I i taire. 

Les fichiers de detection et ceux des pistes sont 
conserves dans une base de donnee accessible 
par I’ensemble des outils. Ils peuvent egalement 

Qtre enregistres sur des fichiers dans un format 
defini par I’Agence. Cette possibilite autorise 
I’execution de scenarios reels ou simules sur des 
plate-formes differentes, par exemple des bancs de 
test industriels, des systemes en cours 
d’implementation ou des systemes existants. Les. 
performances peuvent ainsi Qtre Bvaluees B 
I’Agence ulterieurement. 

L’usage d’une base de donnees permet I’utilisation 
d’une application graphique TDSD &rite en GSQL 
(Graphical Sequential Query Language) qui extrait 
et manipule directement les informations de la 
base. Cette approche facilite grandement la mise 
en Oeuvre de tris et filtres appliques aux donnees. 

Les mesures de performances peuvent etre 
visualisees graphiquement par des histogrammes 
tels que ceux reproduits B la Figure 5. Ces 
resultats representent les performances obtenues 
par une poursuite sur le mQme scenario aerien, 
avec des environnement klectromagnetiques 
differents. 

Un indice de satisfaction peut Qtre attribue B 
chaque mesure de performance ( de 1 A 10 par 
exemple) de telle sorte que I’ensemble des 
mesures peut Qtre ensuite ramene &I une note 
globale par ponderation des indices en fonctions 
des criteres de pertinence des performances vis B 
vis de chaque operateur. Cette methode permet 
notamment de comparer rapidement plusieurs 
techniques lorsque I’analyse detaillee de chaque 
mesure peut s’averer extremement fastidieuse. 

Couverture 
mmn. 

Contlance 

4 

A B C O  

Figure 5: Histogrammes de mesures 
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- 5. UTlLlSATlONS RECENTES 
Le projet RAPACE a ete mis en oeuvre pour 1’6tude 
des concepts modernes de fusion de donnees et 
d’identification. Le processus de selection des 
soumissionnaires pour le projet d’evaluation et de 
demonstration de I’IDCP (Identification Data 
Combining Process) et pour I’appel d’offre de 
I’ACCS LOC1, ainsi que les etudes d’integration 
multicapteur pour la renovation de la capacite 
d’alerte aeroportee de I’OTAN sont des illustrations 
recentes des utilisations de ce projet. 

- 6. 
La question de I’integration de capteurs multiples 
dans un meme systeme de fusion de donnees est 
intirnement liee avec la notion de performance. La 
fusion de donnees multicapteur apporte en general 
une solution la ou un systerne monoradar ne 
repond plus aux exigences operationnelles, ou du 
moins, lorsqu’il n’y repond plus sous certaines 
conditions. Un autre facteur d’integration est de 
permettre une degradation progressive en cas de 
panne ou de dysfonctionnement d’un element du 
reseau, ou encore une meilleure resistance aux 
contre-mesures. On attend donc en general d’un 
systeme multicapteur de meilleures performances 
pour assurer les memes fonctions. Cependant, il 
est clair que I’integration multicapteur autorise 
egalement de nouvelles fonctionnalites dont le gain 
est plus difficile 3 mesurer. 

La fusion multicapteur illustre egalement la notion 
de “systeme”. En fait, B une periode ou les coQts 
de developement logiciel sont en baisse, alors 
qu’inversement les recherches et developpements 
sur des capteurs nouveaux coQtent de plus en plus 
cher (I’amortissement des etudes est critique 
lorsque le nombre de capteur produits reste limit&), 
il est tentant de pallier aux problemes de detection 
par des techniques informatique. La mise B profit 
de la probabilite de detection cumulee multicapteur, 
la diminution de la resolution obtenue par le 
repartissement geographique des capteurs, ou 
encore I’accroissement le la cadence 
d’echantillonage sont autant de problemes de 
detection resolus en partie par la fusion de 
donnees. Le probleme reste B traduire ces notions 
en terme de performances identifiables et 
mesurables. 

Dans une elaboration traditionnelle, la poursuite 
multicapteur est decrite comrne un processus 
purernent passif 2 boucle ouverte, traitant 
successivement les mesures effectuees sur 
I’environnement. En fait, dans un contexte elargi, it 
convient d’envisager de fermer la boucle, c’est a 
dire d’agir sur les capteurs pour optimiser leur 
perception de I’environnement. Le contrde 
intelligent des capteurs a partir des resultats de 
poursuite devrait permettre la encore d’ameliorer la 

DISCUSSION SUR LES PERFORMANCES 

performance globale du systeme en concentrant 
I’energie et en commandant des formes d’onde 
particulieres sur les cibles prioritaires par exemple, 
et en ayant un systeme tres adaptatif B son 
environnement. 

Des travaux sont donc necessaires pour prototyper 
un systerne reactif et mettre en oeuvre un 
environnement de simulation qui autorise les 
traitements de poursuite B agir sur les modeles de 
capteurs. Dans un tel systeme, I’analyse de la 
performance aura une imp.ortance encore accrue 
puisque cette performance sera B la fois un but et 
un moyen d’optimisation du systeme. 
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PAPER No. 13 

DISCUSSOR’S NAME: M. Balci 

CO M M E NT/Q U EST ION : 

Have you considered any civilian standards with a view to using them in military service too? As 
an example, the ASTERIX format can be mentioned. 

AUTHOWPRESENTER’S REPLY: 

The ASTERIX format has been foreseen and is already in use for 60th ATC and military radars as 
far as surveillance is concerned. There is still some discussion on how to incorporate specific 
military requirements such as tactical data links, sensor control orders, etc ...... Airborne sensor 
systems such as Joint STARS or AWACS do not have equivalent civilian systems to share data 
formats with. 

DISCUSSOR’S NAME: M. Balci 

CO M M E NT/Q U E ST I 0 N : 

What is the relationship between the performance measurements and the overall system 
performance? 

AUTHOWPRESENTERS REPLY: 

Means of performance can be either technical or operational, and can apply either one sub- 
function function, or on the whole system, according to the level of detail required. 

DISCUSSOR’S NAME: R. Hogendoorn 

CO M M E NTlQ U E STI 0 N : 

5 to 10% of the measurements are not taken into account in the performance measurements. Are 
they nevertheless considered as, e.g. a measure of robustness? 

AUTHOWPRESENTER’S REPLY: 

The discarded fraction corresponds to targets performing steep manoeuvres that do not last very 
long, so they are not of great interest for an operator. Furthermore, this fraction consists of false 
or random tracks that have bad MOPS and, thus, disturb the MOP figures. However, these tracks 
are looked at to verify that they belong to the above two classes. 
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PAPER No. 13 

DISCUSSOR’S NAME: J.L. Maillart 

COMMENT/QUESTION : 

1. J’imagine que la modelisation des performances dans la mkthode analytique necessite de 
connaitre exactement le detail des algorithmes reels ou de la simulation: dans le systeme 
dkveloppe. Est-ce que ce sont les mi2mes personnes qui mettent au point a la fois les algorithmes 
et leur modele de performances, ou bien des equipes differentes? 

2. 
entre la methode de simulation et la methode analytique? 

Avez-vous pu comparer les resultats obtenus, pour les differentes couches de traitement, 

(1. I imagine that performance modelling in the analytical method requires precise 
knowledge of the real algorithms or of the simulation: in the developed system. Do the same 
people design the algorithms and their performance models, or are there two different teams? 

2. 
the simulation method and the analytical method?) 

Have you been able to compare the results obtained, for diflerent layers of treatment, by 

AUTHORRRESENTER’S REPLY: 

1. 
de detail rkclament souvent une expertise du domaine concerne qui est, en general, fourni par des 
experts. 

Ce sont les mCmes personnes qui pilotent la methode analytique sachant que les niveaux 

2. 
un recul suffisant concernant la possibilitk de confronter les methodes analytiques en 
confrontation avec les resultats de simulation ou ses donnkes reelles. 

Les travaux conqernant l’approche analytique ne sont pas suffisament avances pour avoir 

(1. 
expertise, which is provided by experts. 

The same people work on both methods, although the detail often requires special 

2. 
way in which analytical methods could be compared with the results of simulation or its real 
data.) 

Work on the analytical approach is not advanced enough to give any perspective on the 
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R6sum6 

L’objectif du projet Perception est d’hdier  et deve 
lopper des m6thodes permettant, B partir de l’observa- 
tion de I’environnement par differents capteurs, d’bla- 
borer et de mettre a jour une representation du monde 
r&l propre B faciliter une prise de decision. Le projet 
contribue ainsi B repondre de manike gkerique aux 
hesoins op6rationnels de veille, surveillance, renseigne- 
ment, reconnaissance, que ce soit dans le cadre de sys- 
tkmes autonomes ou de systbmes d’aide B la decision, 
dont le fonctionnement global s’inscrit dans le cadre 
d’une boucle fern& perception - decision - action. 

La fonction de perception necessite une chaine de trai- 
tements qui s’etend des capteurs jusqu’i une reprk 
sentation shantiquement riche de la situation. Cette 
cbaine est rebouclee pour pennettre d’effectuer une 
gestion des ressources de perception, et elle fait appel B 
des techniques tant num6riques que symboliques. Elle 
est organis& autour de quatre grands modules : les 
Traitements Num6riques ont pour objectif de delivrer 
des objets reconnus dans l’environnement observe, B 
partir des signaux fournis par les capteurs ; les Trait- 
ments Symboliques ont pour but d’elaborer, B partir 
des objets d6livrb par les Traitements Numeriques, 
la ou les situations en cours dam I’environnement, en 
vue de les prbenter B un niveau dbcisionnel; le Modae 
d’hvironnement construit et met B jour tow les ak 
ments pertiients pour la reprbentation de l’environ- 
nement percp; La Gestion du s y s t h e  de Perception 
repond aux requiites de complements d’informations 
h i se s  par les Tkaitements Symboliques et planiiie la 
prise de nouvelles informations. 

1 Introduction 
L’objectif du projet Perception’Il] est d’etudier et d& 
velopper des methodes permettant, B partir de I’ob- 
servation de I’environnement par diffbents capteurs, 
d’aaborer et de mettre B jour une representation du 
monde r&l propre B faciliter une prise de decision. Le 
projet contribue ainsi B rbpondre de manibre generique 
aux besoins operationnels de veille, surveillance, ren- 
seignement, reconnaissance, que ce soit dans le cadre 
de systbmes autonomes ou de systkmes d’aide B la d k  
cision, dont le fonctionnement s’inscrit dans le cadre 
d’une boucle ferm& perception - dkision - action. 

ENVlRONNEMFNT 

FIG. 1 - la boucle perception - dkision - action. 

La fonction de perception 6labore et met H jour une re- 
presentation semantiquement riche des donnks issues 
de Werents capteurs (cameras noir et blanc et cou- 
leur, cameras infrarouges, radar, eventuellement cap- 
teurs “humains”) disposb dans un environnement dy- 
namique. Plus pr6cis&nent, il s’agit de fournir des ren- 
seignements sur les actions des objets en mouvement, 
et eventuellement sur leurs intentions, en s’appuyant 
sur des modues spatic-temporels de haut niveau [Z]. 

1 consulter 
h l l p  ,/1.”.” c... , , / , . . n r . i . , d . r . / * o r . , ~ ~ ~ - ~ ~ ~ ~ , ~ * . ~ * ~ , * ~ ”  hlrnl 

Paper presented at the AGARD SPP Symposium on “Multi-Senror Systems and Data Fusion for Tekcomnwicm‘ons. 
Remote Sensing and Radar“, held in Lisbon, Portugal, 29 September - 2 October 1997, and puLdished in CP-595. 



La chaine de traitements mise en ceuvre s’6tend des 
capteurs jusqu’i une reprhntation symbolique de la 
situation, le rebouclage permettant d’effectuer une ges- 
tion des ressources de perception. Cette chaine est or- 
ganisee autour de quatre gran& modules : 

les Traitements Numeriques ont pour objectif de d& 
tecter les objets en mouvement dans l’environnement, 
B partir des signaux fournis par les captenrs, et de les 
reconnaitre. 

les Traitements Symboliques ont pour but d’dabe 
rer, B partir des objets d6livrb par lea Traitements 
Numkriques, la ou les situations en cours dans l‘envi- 
ronnement, en vue de les prbenter i un niveau dki- 
sionnel. 
0 le Modhle d’Environnement construit et met B jow 
tous les Blements pertinents pour la representation de 
l’environnement persu, en fonction des r h l t a t s  four- 
nis par les Traitements Num6riques et Symboliques. 

la Gestion du systhme de Perception (rebouclage) 
repond aux requ6tes de compl6ments d’informations 
emises par lea Traitements Symboliques, en utilisant 
le Modtde d’Environnement et les Traitements Num& 
riques. II p l d e  la prise de nouvelles informations. 

R I 

FIG. 2 - la fonction de perception 

2 Les scenarios de reference : les 
donnees VIGILE 

La base de donn&s VIGILE, constitu& dam le cadre 
du projet, se place dans le cadre gk6ral de la sur- 
veillance d’une zone semi-urbaine par un sys tbe  au- 
tonome mettant en ceuvre plusieurs capteurs hBt6ro- 
gbnes. D’un point de vue pratique, des sdnarios ont 
6th jouBs sur un parking entour6 de bhtiments et de 
v6gbtation et les donnkes ont Bt6 recueillies par lea cap- 
teurs suivants : au sol, un radar 94 GHz, une camka 
PtSi 3-5 pm en champ moyen, une camka analogique 
noir et blanc en champ large et une camka CCD cou- 
leur en champ large ; en surplomb de la sche observee, 
une camera PtSi 3-5 pm en champ htroit, une camera 

bi-bande 3-5 pm et 8-12 wm en champ large, deux ca- 
mkas couleur en mode stkr6oscopique et champ large, 
une cam6ra CCD noir et blanc en champ restreint. Les 
sc6narios ont 6t6 joub de jour et de nuit. 

. Les sc6narios sont de trois types : 

- “feu” : ronde de surveillance d’un vehicule de pom- 
piers, dCclencbement d’un feu par un pyromane, 
extinction du feu par les pompiers ; 

FIG. 3 - une s c h e  du sc6nario “feu” 

- “circulation” : interaction de v6hicules et de pi& 
tons donnant lieu i difF6rentes occultations ; 

- “agression concert&” : encerclement d’un vehicule 
par plusieurs autres v6hicules et pibtons, mise en 
evidence d’un comportement collectif agressif. 

L’objectif de ces scbnarios est d’illustrer la capacite 
de la chabe de traitements B prendre en compte des 
points durs (saturation de certaim capteurs, occulta- 
tions intermittentes, passageres ou delinitives d’objets, 
conflits de plans, detection d‘un comportement global 
i parti  de comportements individuels.. .) tout en de- 
meurant proche d‘une certaine r6alit6 op6rationneUe. 
M6me si VIGILE peut apparaitre, a premiere vue, comme 
une base de donnks “jouet”, un examen plus apprc- 
fondi en regard de sc6narios op6rationnels montre qu’une 
majorit6 de ses caract6ristiques sont pertinentes : na- 
ture des ohjets, types de sc&narios, distance d’observa- 
tion, dynamique d’&volution, masquage des objets par 
des 6Ihents dn dkor ou par de la fum6e. Le fait que 
les capteurs soient fixes est cornpens6 par la simda- 
tion de prise d’iformations partielles (sur des fengtres 
d’images ou B partir de capteurs i champ restreint). 

3 Les Traitements Numeriques 
(TN) 

Les Traitements Numeriques ont pour objectif de d& 
tecter et de rewnnaitre les objets en mouvement dans 
l’environnement, B partir des signaux fournis par lea 
capteurs. Dans un premier temps, le capteur radar 
n’est pas consid6r6. 
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3.1 Calibration 
Les signaux provenant de plusieurs cameras h6terc- 
ghes et non colocalis6es, la premiere etape, pour chaque 
scenario, est une &ape de calibration geometrique qui 
permet d’associer tout point d’une image 2D B son ho- 
mologue dans le rephe 3D de la scene observk, dont 
on dispose d’un plan cot& Cette mise en correspon- 
dance est realisee par la methode de Tsai [3]. 

3.2 DBtection des objets 
On ne s’interesse qu’aux objets en mouvement car eux 
se& apportent, au cows du temps, une information 
nouvelle permettant de mettre B jour la connaissance 
d6jB etablie sur la sclne. 

La detection est effectuee par collaboration entre les 
algorithmes de dhtection d’objets en mouvement (al- 
gorithmes “dynamiques” , fond& sur le calcul du gra- 
dient spatio-temporel de plusieurs images successives) 
et les algorithmes classiques de dhtection (algorithmes 
“statiques” fond& sur la segmentation de l’image cou- 
rante en rhgions de radiom&rie homoglne). L’iit&Gt 
de cette coop6ration est d’a!.lier la bonne precision ob- 
tenue par le dhtecteur de contours avec la bonne c& 
racterisation obtenue par la segmentation en regions, 
le but essentiel &ant d’extraire les informations nu- 
meriques qui vont permettre de reconnaitre un objet 
parmi un ensemble predbhi d’objets. 

Une operation de dhtection, qu’elle soit en mode in- 
frarouge ou couleur, est activk par une requGte emise 
de GP vers TN. Cette requ6te contient la plage tem- 
porelle B explorer, la zone d’int6rGt 8, smte r  dans les 
images, les capteurs a saectionner. 

Ddtection en mode infrarouge 

La premilre phase du traitement consiste B detecter un 
eventuel changement radiometrique dans I’image cou- 
rante par rapport i I’image precedente ou B l’image 
suivante. Ce changement, appele phhm6ne, est uni- 
quement de nature radiometrique. Si un tel change- 
ment est d6&le, on cdcule le gradient spatio-temporel 
de trois images consecutives It-1, It,It+l , cent rh  sur 
I’image courante : 
GST(It-l ,It ,It+i)  = inf(lIt-i -ItI,l&+i -&I). 
Ce gradient est ensuite filtre par un seuillage par hys- 
t&&is (le seuil a une valeur haute et une valeur base). 
Le resultat de ce seuillage est une image bmaire qui 
est ensuite Ntr& par une fermeture morphologique, 
qui permet de connecter des regions tres voisines mais 
non connexes initialement B cause notamment du bruit 
dans les images. Chaque region ou composante connexe 

correspond B un ph6nomene detectb. 
Dans le cas des images VIGILE, le contraste thermique 
est su9isant entre les corps froids des objets du decor 
et les corps chauds en mouvement pour que les phbno- 
mhes detect& correspondent avec une quasi certitude 
B des objets en mouvement. 

La seconde phase consiste B afFner le r&ultat prec6- 
dent en appliquant SUT l’image binaire une methode 
de croissance de regions. Cette etape permet de dhter- 
miner avec precision la forme des corps chauds et en 
mouvement. 

Les regions ainsi determinees sont 6tiquetbes et carac- 
t 6 ~ 6 e s  par un ensemble de paramltres radiom6triques 
et morphologiques, en vue de 1’Btape de reconnaissance 
des objets. 

1=1+ I 

FIG. 4 ~ ditection en mode infmrouge 

DBtection en mode couleur 

La detection de phenomhes est realisee selon le m6me 
principe que precedemment, avec un calcul de gradient 
spatic-tempore1 prenant en compte les trois compo- 
santes rouge, vert, bleu: 
GsT(1t-1, It, It+l) = SuP~=R,V,B[inf( l l f_l-I t ’ l ,  Ilt’+i- 
ITl)l. 
En revanche, dans le cas des images couleur, on ne peut 
plus affirmer qu’un ph6nomhe corresponde toujours 

un objet en mouvement. La mhthode appliquk est 
la methode de detection des contours d’objets mobiles 
d’Orkitz [4], fond& sur le calcul d’un gradient spatio- 
tempore1 B partir d’un triplet d’images successives : si 
At-1, At et At+l sont les amplitudes respectives du 
gradient des trois images, les frontieres en mouvement 
sont mises en bvidence par le gradient Gt(z, y) : 
Gt(z,y) = M~z[At-i(z,y);At(z,y); At+i(z,~)l 
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-M~[At - i ( z ,~ ) ;At+ i (z ,y ) l  
Les contours sont ensuite fermk, puis l’etiquetage des 
composantes connexes et la fusion des r6gions adja- 
centes sont r&&s&. Comme prkcedemment, ces r& 
gions sont etiquetk et caracterisees. 

t = 1 + l  

I I non 

I 

FIG. 5 - de’tection en mode wuleur 

Classification et pistage des objets 

La classificahon est rkalis& esaentiellement sur les cri- 
tbres d’dongation et d’orientation des regions. EIle 
s’appuie sur des valeurs de rSerence, apprises sur la 
base d’images VIGILE et correspondant aux deux classes 
d’objets d’intkrct: lea vkhicules et les piktons. 
De manike ghhale,  le8 piktons sont bien reconnns en 
mode infrarouge; en ce qui concerne les vghicules, la 
classification est meilleure en mode couleur (en l’ab- 
sence d’occultations), quoique plus delicate B effeetuer. 
En sortie de classification, une fiche F,, est kmise, avec 
les renseignements suivants : type d’objet, vraisemblance 
du type, date t, de detection, position dam l’environ- 
nement, erreur sur la position, monochromacit6, cou- 
leur, rotondit6, klongation, orientation principale, am- 
plitude et orientation de la vitesse. 

Le pistage a pour but de chainer dans le temps les 
objets observb: un chainage d’objets est une piste. 
Chaque arrivk d’un nouvel objet permet soit de re- 
connaitre la continuation d’une piste existante et donc 
de la preciser, soit d’initialiser une nouvelle piste. 
Un objet est associe A une piste existante si ses attri- 
buts (les dshents  champs de la fiche F,,) sont compa- 
tibles avec ceux de la piste. Dans le cas particdim des 
images VIGILE, on tient compte du fait qu’un objet ne 

peut changer de type (un pieton ne se transforme pas 
en vkhicule) - mais que le classifieur peut commettre 
des erreurs -, et que des attributs de type couleur ou 
forme peuvent varier (en fonction de Yeclairage par 
exemple). Les incertitudes d’association sont modkli- 
s h  dans le cadre de la thkorie des possibilit6s. 
Exemple : 

0 1  
0 30 

FIG. 6 - distribution de possibilite’s sur la vitesse des 
objets 

Etant donne un objet o et une piste p, le dege de pos- 
sibilitk de I’association de o Bp est le minimum des d e  
gres de possibilitk d’association compte sur I’ensemble 
des attributs. On retient les associations objet - piste 
dont la possibilite est superieure B un seuil donn6. 

4 Le Modhle de 1’Environnement 
(ME) 

Le Modble de 1’Environnement du sys the  de per- 
ception est constitub de l’ensemble des connaissances 
hvolutives relatives B l’environnement observe dont la 
mise B jour incombe au systhe.  C’est bgalement une 
banque de d o n n h  dot& d’outils d’interrogation et de 
mise B jour au service des autres modules du systbme. 

Le mod.% ghme‘trique est la partie du modble d’en- 
vironnement qui d k i t  lea attributs geometriques de 
position et de forme des objets observ&. Dam le cas 
des scenarios VIGILE, il dewit les 4hen t s  du d& 
cor (ces connaissances peuvent &re imprecises et donc 
etre mises B jour au fur et B mesure que les eapteurs 
acquibrent de l’information), ainsi que les v6hicules 
et pi6tons. Cbaque objet est constitub des 6Nments 
suivants : un identificateur (identique B celui donne 
par T N  pour les objets identi&& par ce module), un 
type, des attributs g&om&riques (points tridimension- 
nels, arstes, faces, position dans un repbre donne) et 
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non gbom6triques (couleur, tempbratwe), et un mo- 
dkle pridictif qui permet de fournir une description de 
l'objet en l'absence d'informations de mise it jour. Un 
bistorique de l'bvolution des objets et de leurs attri- 
buts au cows du temps est conserv6. 
Le modhle permet en particulier de calculer les wues at- 
tendues, c'est-&dire l'estimation de ce qu'un capteur 
donne perGoit B un instant donn6. 

FIG. 7 - le modhle g&m&ique supsrpose' d une image 

En tant que base de donnk,  le modhle d'environne- 
ment peut effeduer : 

- des op6rations de mise i jour (modification des 
attributs des objeta existanta, crbation de nou- 
veaux objets) en fonction des fiches d & m h  par 
T N  ; 

- des op6rations de d'interrogatwn en fonction des 
requ8tes emanant du module de W o n  de la Per- 
ception. L'interrogation peut porter sur tous les 
attributs d'un objet, un attribut particnlier ou un 
attribut particnlier datb. 

5 Les Traitements Symboliques 
(TS) 

A partir des fiches F, issues de TN, les Traitements 
Symboliques [5], (61, [7l aaborent la ou les situations en 
cows dam I'environnement observb, c'est-kdire bet tent  
des hypothbes sur ce que font lea objets. Lea modbles 
de r&brence u t i &  sont des activith prototypes, en- 
sembles de propri&& attendues pour les objeta, d& 
mites par des cubes logiques (conjonction de formules 
logiques atomiques [SI), et des plans prototypes rep& 
sent& par des reseaux de Petri interprbtb [9] dont les 
places sont associh aux activitb; soit P l'ensemble 
des plans prototypes. 

Une fonction de traduction num&ique/symbolique trans- 
forme d'abord lea attributs des objets des fiches & en 

FIG. 8 - le plan prntotype "amw&-en-w6hicule" 

conjondion de propribt6.s logiques. 

La situation eoumnte S, P l'instant t, est un ensemble 
de P-situations (P,,,,,,,,,), d&es eomme des rheaux 
de Petri marqu6.s P, de P ; un plan prototype P6 peut 
&e marqud par le marquee mi B l'instant t, si les 
proprikt6s de certaina objets de F, correspondent P 
1:nterprbtation de eertaines places de P,. 
Etant donne la fiche F,+1 et la situation courante S,,, 
l'flaboration de la situation wurante Sn+l B l'instant 
tn+l consiste B effectner une mise en correspondance 
des proprietb des objets contenus dans Fn+l avec 
les marquages atteignables mi + k des P-situations 
(Ps,.,,.,,,) (qui correspondent B la continuation de P- 
situations existantea - (Pi,,+,,+,)) ; ou, si certaina 
objets n'ont pas pu 8tre mis en correspondmce de 
cettekon, BcrtierdenonvellesP-situations (P,s,,,g,n+~). 
Un objet donne pouvant &re associb P plusieurs P- 
situations, Sn+~ est l'ensemble des diE6rentes bypo- 
thbes de plans susceptibles d'8tre en wurs dans I'm- 
vironnement it l'instant t,,+l. 
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de proprietb Sltuatlon courante tn+l: Sn+l 

FIG. 9 - le module de hiternents Synboliques 

A h  d’affiner l’elaboration des situations, des requ&tes 
d’informations complementaires B celles qui figurent 
dans les fiches sont &rises de TS vers GP. 

6 La Gestion de la Perception 
(GP) 

Le module de Gestion de la Perception a un double 
r8le : 

- il recoit les requetes de TS, interroge ME et redi- 
rige les ILponses vere TS ; il est en fait l‘interlo- 
cuteur unique des autres modules. 

- il blabore les strategies de prise d’informations 
pour TN, selon les besoins de TS et en fonction 
de la dynamique pmpre de l’environnement. 

En ce qui concerne le second point, il s’agit de g6n& 
rer des Itinimires de prise d’infotmataon selon deux 
modes : un mode de rkponse des requdtes de TS 
pour lesquelles ME n’avait pas l’information ou une 
information trop ancienne; un mode de surveillance, 
dans lequel GP cherche B mettre B jour ME en tenant 
compte des Bvolutions possibles de I’environnement et 
de l’imsron des croyances sur cet environnement (plus 
le temps passe, plus les parties de l’environnement qui 
ne sont pas obsen4es sont susceptibles de changer). 
Les itineraires dependent donc de Ntat courant de 
l’environnement : une distinction explicite est faite entre 
un degre de confiance representant une Bvaluation de 
la pertinence de l’estiiation courante de M a t  de l’en- 
vironnement d‘une part, et I’imprecision de cette es- 
timation d’btat, q u a k e  par une mesure de probabi- 
lite, d’autre part. L’evolution des croyances au cours 
du temps est alors reprkentee formellement selon des 
principes de persistance maximale et d’erosion du de- 
gre de confiance. Les rkgles d’grosion permettent alors 
de d a n k  des strategies de perception. 
Les zones d‘int6r6t possibles qui sont identi6h au ni- 
veau du modble de I’environnement (calcul des vue8 

attendues) permettent h GP de designer des fenttms 
d’int&&t dans le champ de vision des capteurs [lo] 

I 

-...... I 

Winition de la prochaina fenke 
d’observation et de traitement 

FIG. 10 - gestion de la prise d’infotmation 

7 Traitement d’un scenario 
Supposons pour simplifier que I’ensemble P des plans 
prototypes ne contienne que trois 616ments: amwe%- 
en-uihicule (voir Figure 8), dipart-en-uihicule et dipla- 
cement-piiton (voir Figure 12). 

Le modkle d’environnement est suppos6 connaitre le 
dkor et les objets inmobiles (vhhicules stationnes par 
exemple) avant le demarrage effectif du processus de 
surveillance. 



~ 

I 4 7  

A la date tl , TN fournit la fiche Fl , qui contient un 
nouvel objet P1 tel que type(P1, pieton), uitesse(P1, 
/km/hJ. 

;” 
FIG. 11 - imagel, origine de la fiche FL 

Aucnne P-situation n’a encore 6t6 cr66e; les plans can- 
didats, &ant donne cette seule information (pi6ton en 
d6placement) sont les trois plans de P. Pour obtenir 
des informations complhentaires, TS envoie alors des 
requaes vers GP pour demander s’il existe un v6hicule 
dam la direction de marche du pi6ton ou proche du 
pidton (plan dc?papart-en-uihicule) ou s’il existe un vMi- 
cule dont s’aoigne le pi6ton (plan aniu6ee-en-u6hicule). 
ME, sollicit6 B son tour par GP, renvoie les reponses 
type(V1, uihrcule), uitesse(V1, O), se-rapproche-de(P1, 
Vi) et type(V2, udhicule), vitesse(V2, 0), se-rappmche- 
de(P1, V2) A la premikre requiite et “6chec“ aux deux 
autres. Les P-situations constituant la situation SI 
peuvent alors &re construites : amu&-en-u6hicule est 
rejet6, tandis que d6placement-piiton et dipart-en-u6hi- 
cule sont marqubs respectivement en A1 (activit6 “d& 
placement-pi6ton”) et A2A1 (activith “dbplacement- 
pi6ton-vers-v&icule” et "v6hicule-stationnb" ) . 

AI 

FIG. 12 - les plans pmtotypes ddpart-en-v&cule et 
deplacement-pi6ton 

A la date tz, avec tz = tl + 49, TN fournit la fiche 
Fz, qui contient toujours l’objet P1 (qui a 6tb pistb) 
et qui est maintenant tel que prnche-de(P1, Vi). 
La situation SZ est donc la suivante : l’activit6 “d6place- 
ment-pieton” du plan d6placernent-pdton est toujours 
v&&; mais deux marquages du d6part-en-uc?hicule 
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FIG. 13 - imagez, origine de la fiche F2 

sont maintenant possibles : A2A1 (activitbs “d6place 
ment-pi6ton-vers-v6hicule” et “v6hiculestationnC”) et 
A3A1 (activit6s “pi6ton-monte-dans-vehicule” et “v6hi- 
cule-stationn6”). 

A la date t3, avec ts = t z  + 68, TN fournit une fiche 
F3 vide (pas d’objet en mouvement observable). 

~ ~~~~ 

FIG. 14 - image$, origine de la fiche F3 

TS h e t  alors cinq hypothhes de P-situations consti- 
tuant la situation Sa : en ce qui concerne le plan diplo- 
cement-piiton, l’activite “d6placement-pi6ton” est soit 
termink (la condition de terminaison du plan est v6- 
d c e ) ,  soit occult& ; en ce qui concerne le plan dipart- 
en-uihicule, trois marquage sont possibles : A2A1, avec 
I’activite “dkplacement-pikton-vers-v6hicule” occult&, 
A3A1, 
avec I’activit6 “pikton-monte-danev6bicule” occultCe, 
et A4, correspondant B l’activit6 partiellement inob- 
servable “v6bicule-stationn&occupk”. 

La dernikre fiche F,, d6livrk B la date t4, avec t4 = 
ts+ 149, contient le v&icule Vl (pist6 par TN) tel que 
uitesse(V1, lOkm/h) et un nouvel objet en mouvement 
V2 identiik comme nn v6hicule tel que tgpe(V2, &hi- 
cule), mtesse(V2, SOkrn/h). 
Le vhbicule V1 permet de poursuivre le plan dkppart-en- 
uihicule, avec le marquage A5 (activit6 “dkmarrage- 
v&cule”). 
En ce qui concerne VZ, un nouveau plan doit &re 

FIG. 15 - imaged, origine de la fiche Fa 

consid6r6: am’udee-en-u6hrcule est candidat, instanci6 
en P-situation par le marquage A1 (activit6 “d6place- 
ment-v&icule-depuis-entr&parhg”). La situation SA 
met donc en jeu une conjonction de deux P-situations. 

8 Conclusions 
Les dB6rents modules de la chahe de traitements sont 
implant& sur diffbrents calculateurs, dans des langages 
difF6rents. et dialoguent entre eux par kbange de mes- 
sages Ascii par protocole sockets. GP, qui a un rble 
central, est le sed module B devoir traduire les mes- 
sages reps  et envoy6s. 
Les travaux en cours portent sur dB6rents approfon- 
dissements B apporter : 

- amhlioration de la classification des objets (base 
d’apprentissage, fusion des classifieurs infrarouge 
et coulenr) ; 

- introduction de connaissances de TS dans le pis- 
tage ; 

- modkle d’environnement “coopkratii’ (dhfinition 
d’explications raisonnables B des objets non iden- 
tifies ou B l’absence ou la disparition d’objets ; 6ta- 
blissement d’iiormations compl6mentaires perti- 
nentes) ; 

- robustesse de la reconnaissance de situation : d& 
finition d’nn cadre alg6brique pour le traitement 
de l’incertitude symbolique [7] ; 

- pilotage effectif des TN B partir de GP. 
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SUMMARY 
This paper describes a system for surveillance 
and target recognition for autonomous stand-off 
weapons based on the interpretation of multisensor 
data in combining the individual sensor channels to 
optimize the system performance by intelligent fu- 
sion techniques. 

To meet this demand, we propose a model-based 
method for the automatic recognition of high value 
fixed or relocatable surface targets like bridges, air- 
fields, industrial installations and command posts. 
A production net is used to represent the know- 
ledge about target structures. The analysis is car- 
ried out by a knowledge based classification system. 

Starting with primitive objects extracted sepa- 
rately from each individual sensor channel (low- 
level-processing), more complex parts are composed 
step by step until the target object is recognized 
(high-level-processing). The radar preprocessing 
comprises a thresholding prescreener and a subse- 
quent feature based discrimination stage, the fea- 
tures making use of polarimetric and geometric 
properties, and of scattering center statistics. The 
IR-preprocessing is more related to geometric and 
structural features like line elements, corners and 
circles. To enhance the detection probability, in the 
low level stage a high false alarm rate is accepted 
as regards the primitive objects. The reduction of 
the false alarm rate is done in the high level stage 
by the spatial fusion of 2 D  or 3D-structures and 
by using additional context information of the tar- 
get environment. 

The purpose of this paper is to address the state 
of the algorithms for automatic recognition of high 
value surface targets. For this, sensor data have 
been interpreted which were recorded with an 
imaging infrared sensor and a coherent, polarimet- 
ric, h i h  range resolution radar. To enable the spa- 
tial fusion process, the raw semor data were regis- 
tered together with inertial data of the aircraft. 
The efficiency of the analysis system is demon- 
strated by an example involving the detection of 
command posts. 

The results show the suitability of the method for 
future autonomous stand-off weapon system like 

drones and missiles with imaging sensors. 

1. INTRODUCTION 
Future military systems for surveillance and target 
recognition will increasingly be based on the inter- 
pretation of multisensor data. The amount and 
complexity of the data will exceed the human abil- 
ity to interpret the data creating a demand for au- 
tomation of all or part of the fusion process. In 
the case of stand-off weapons (missiles and drones 
[1,2]), human interaction is removed entirely from 
the decision loop and the processing has to be fully 
automated. 

One of the main research activities of FGAN is the 
development and evaluation of methods for auto- 
matic target acquisitors in multisensor data. 
For the detection of specific high value fixed or 
relocatable surface targets we propose a model- 
based structural analysis method using geometric 
and generic target information and additional con- 
text. In the low-leuel pmessing stoge a high false 
alarm rate of primitive objects making up a target 
is accepted to enhance the detection probability. 
The reduction of the false alarm rate is done in the 
high-level pmcessing stage by the spatial fusion of 
more complex 2D- or 3Dstructures and the inter- 
pretation of context information like map and situ- 
ation information. The process of building up more 
complex structures from less complex structures is 
implemented by a production system. In this way, 
the system performance is based on a proper scene 
analysis and it is more independent of an optimal 
selection of algorithms and the associated parame- 
ters than conventional system design. 
The model-based approach has been applied suc- 
cesfully to the detection of different high value 
tixed target classes like bridges and airfields 
[3,4,5,6]. This paper describes the efficiency of the 
analysis system for the detection of command posts 
which belong to the class of high value relocatable 
targets. 

Due to the non-availability of the final sensor sys- 
tem, which is still under development (section 2.1) 
sensor data have been analysed which were taken 
by an imaging infrared sensor (8-12prn) and a co- 

Paper presented at the AGARD SPP Symposium on “Multi-Sensor Systems and Data Fusion for Telecommunications, 
Remote Sensing and Radar”, held in Lisbon. Portugal, 29 Septeder - 2 October 1997, and published in CP-595. 
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herent, polarimetric, high range resolution radar 
(94GHz) in a side looking synthetic aperture a p  

This work is closely connected to current exper- 
imental studies of future weapon systems as di- 
rected by the German MOD. 

proach. 

2. BACKGROUND 

2.1 Dualmode Seeker System ABG 
The development of an autonomous missile sys- 
tem for the detection and engagement of command 
posts (ABG) is identified as an important task 
by the military defense authorities. The studies 
are carried out by German companies. BGT and 
SIEMENS. The FGAN research institutes are in- 
volved in an advisory capacity concerning the def- 
inition of sensor parameters and the evaluation of 
data fusion algorithms for target detection. 
The activities started with the definition of the ex- 
pected scenario together with the inclusion of the 
availability of aerial reconnaissance information for 
target description and mission planning. Based 
on these requirements, the seekerhead system de- 
sign and system parameters were determined for 
the construction of an experimental seekerhead sys- 
tem. In parallel, signal processing methods for sen- 
sor data fusion have been developed. During the 
next phase of the project, captive flight tests will 
be realized to demonstrate the suitability of the 
dualmode sensor and to evaluate the overall system 
performance. 

The results of these studies lead to a concept for a 
seekerhead system, which provides a dualmode sen- 
sor consisting of an imaging infrared sensor with 
a focal plane array detector and a real aperture 
stepped frequency pulse radar. Both sensors are 
integrated within a common aperture and the sys- 
tem is provided with an antenna, scanning in a- 
imuth and elevation direction. The system is &o 
equipped with an Antiradiation (AR)-component 
which is not further considered in this paper. 

The experimental seekerhead system is still under 
construction and will be evaluated by captive flight 
tests starting in 1998. 

2.2 Doalmode Data Sources 
Due to the lack of real ABG sensor data at present, 
the development of target detection algorithms is 
implemented with simulated data. Several measure- 
ment campaigns have taken place with different ex- 
isting sensor systems to gather data of the quality 
similar to that of the later ABG sensor hardware. 
Radar data was collected by using the experimen- 
tal radar system MEMPHIS (= Millimeter wave 
Experimental Multifrequency Polarimetric High 
resolution Imaging Sensor) of FGAN-FHP [7,8]. 
This is a coherent, polarimetric, high range res- 
lution radar, operating at a nominal frequency of 

94GHz, which has been installed on board an air- 
craft in a side-looking SAR configuration. In [9] the 
measurement system is described and some evaluk 
tion procedures with emphasis on SAR preprocess- 
ing are discussed. The radar is equipped with a 
dual channel receiver to register simultaneously the 
parallel and orthogonal polarization component of 
the backscattered signal. The radar data together 
with flight parameters (pitch, roll, heading, time 
code) were gathered by means of fast acquisition 
electronics and written onto a magnetic tape. For 
image analpis the resulting radar images were in- 
terpreted as &dimensional images. 

Fig. 1 shows an example of the examined radar 
images (scene A). The scene contains a command 
post with various deployed elements, whereas the 
most obvious part of the target is located next to 
a big building in the upper part of the SAR image. 
It consists of a cluster of vehicles (jeeps, light and 
heavy trucks, power generators) covered by cam- 
ouflage nets along the lower side and around the 
lower corners of the building. The surroundings 
of the target area consist of grass-land with many 
scattered trees and bushes. Moreover, there are 
numerous artificial man-made objects in the scene, 
l i e  sheds, mounds, various small buildings and un- 
camouflaged vehicles. 

- Fig. 1: SAR Image 

The IR data were gathered with the experimental 
dualmode sensor system MSS [lo]. This system is 
equipped with an imaging infrared sensor (8-12prn) 
and a FMICW monopulse radar (94GHz) and is 
provided with a scanning antenna. Because of the 
poor lateral resolution of the MSS radar data (ver- 
sus the expected data of the ABG system), the 



mmW channel in not considered. For the data col- 
lection the sensor frontend was k e d  forward to a 
transport helicopter under a variable depression an- 
gle. Sensor and Eght parameters were recorded 
during the measurements. The scene is scanned in 
a pushbroom way producing a sequence of overlap 
ping images. Because of the narrow field-of-view of 
the sensor, a single image contains only a smal l  sec- 
tion of the scene. 

To get a complete coverage of the target area and 
to simulate the future ABG sensor characteristics it 
is necessary to register the individual IR-frames in 
a ground map. Fig. 2 shows the reault of the regis- 
tration process. 

Fig. 3: Harmonization of IR and SAR Data - 
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IR Ground Map 

2.2 Data Harmonbation for ABG Simulation 
IR and SAR-data were recorded using different 
carriers with different flight parameters. An con- 
sequence, only a portion of the scene is covered 
by both sensors. To enable the data fusion pro- 
cess, both data sets have to be transformed into a 
common reference coordinate system. This is done 
by an affine transformation of the radar data into 
the infrared image representation neglecting special 
3D-effects of the different image generation process 
(Fig. 3). These data are stored in the database of 
the simulation test bed (section 3.1) together with 
the data of temporal and geometrical harmoniza- 
tion and could be addressed for analytical purposea 
as originating from the real ABG sensor. 

Therefore the harmonization process is not basic to 
the sensor fusion process, because the detection al- 
gorithms, described in section 3, are designed to 
take into consideration that in the real-time system 
the infrared information is gathered frame by frame 
and the radar data line by line, so that processing 
rum synchronized with data acquisition. 

S. MODEL-BASED SENSOE FUSION 

1.1 The FIM BPI-Sensor Fusion Test Bed 
For the task of target detection in multispectral 
data the Blackboard-based Production system for 
Image understanding (BPI) is used [11,12,13]. 

The BPI-System is a framework for model-based 
structure analysis of complex scenes and consists of 
three basic components: a global database (black- 
board), a control unit and a set of processing mod- 
ules (agents). Fig. 4 shows the blackboard architec- 
ture adapted for target classification in dualmode 
sensor data. 

."XIII.ly 
I I 

. I I Y l h  and m p  E emoi  unn 

Fig. 4 System for Target Recognition - 
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The analysis starts with a low-kweCprocessing or 
preprocessing of the sensor raw data by extracting 
proper primitive objects independently in each sen- 
sor channel. Objects with higher complexity (par- 
tial objects) of the searched target will be created 
hy applying production rules of the medium-kuel- 
processing. The inference process of the model- 
based sensor fusion analysis will combine these in- 
termediate results to cla~sify the final target by 
high-lewel-processing which uses production rules of 
higher complexity. 
All objects, intermediate or final, represent certain 
structures of the target and are stored with suit- 
able attributes in the database which functions as 
an associative memory. The productions (“rules”) 
are implemented by processing modules which com- 
municate exclusively via the blackboard. The con- 
trol unit monitors the system activities. The anal- 
ysis is dat~driuen and is designed for running in 
parallel. Details concerning the architecture and 
the dataflow of the BPI-System are described in 

In addition to the modules for the dualmode tar- 
get recognition, modules for background t ~ d y s i s  
(e.g. texture analpis [15]) and the automatic in- 
terpretation of auxiliary information (situation and 
map analysis) are integrated into the BPI-System. 
It is expected that this additional context informa- 
tion (e.g. neighbourhood relations to objects of the 
background) will enhance the detection probability. 

For a dualmode seeker system with the option of 
target engagement, modules for homing (e.g. track- 
ing algorithms) have to be incorporated. 

In general, the fusion of multisensor data is based 
on a spatial confirmation of geometrical target fea- 
tures in a world reference system. For this spatial 
fusion it is necessary to know the process of im- 
age generation, which enables the transformation of 
sensor data into the reference system (registration). 
In pazticular, the sensor parameters must be avail- 
able which consist of the extrinsic (position, ori- 
entation) and intrinsic (focal length, range reaolu- 
tion ...) sensor parameters. 

~41.  

which often are installed close to buildings (i. ur- 
ban areas) or wbich are partly obscured e.g. in 
clearings (in wooded areas). 

Consequently, basic signatures that can be ex- 
pected - with respect to the sensor resolution at 
the proper distance - are contours (lines), ar- 
eas (edges), hotspots (cues) and similar structural 
parts of the target components depending on the 
signature in the individual sensor channel. For each 
part of these structures (object parts), a proper set 
of attributes is processed. 
Maps, aerial photos (if available) or comparable 
information like military studies can be used as 
knowledge sources for the geometric arrangement 
of these primitive objects making up the target. 
By this the model generation process needs surveil- 
lance in advance. 
The general procedure of modelling is illustrated 
by the production net of fig. 6 using the command 
post of test scene A (fig. 5) as an example. The 
productions determine how a given set of objects is 
transferred into a set of more wmplex objects. 

In our example, the command post is composed of 
a cluster of vehicles and power generators situated 
near a building. The building is represented by its 
roof which appears in aerial images as a parallel- 
gram. 

3.2 Modelling 
The general interactions of productions and the 
stepwise transfer of objects into objects of higher 
complexity can be displayed by a production net 
[16]. It represents the target model or the know- 
ledge about the target. 
For our basic research we define 88 an example a 
generic command post consisting of 

cluster of vehicles 

power generators 

w containers 

antennas 

Fig. 5 Reference Image - 

Starting with the primitive objects LINE, the ob- 
jects ANGLE are built by objects LINE enclosing an 
angle a. If two objects ANGLE form a structure like 
an open parallelogram they are combined to an ob- 
ject USTRUCTURE. An object PARALLELOGRAM 
can be built if objects USTRUCTURE and LME are 
compatible. Objects PARALLELOGRAM are actually 
used to describe buildings, because in aerial im- 
ages containing houses only their roots can be rec- 
ognised which often appear as parallelograms. 

For the construction of vehicle clusters, primitive 
objects CUES are combined to PAIRS if their dis- 
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tance corresponds to the model parameter. Two 
objects PAIRS are grouped to an object CLUSTER if 
they have a common endpoint. In a similar way ob- 
jects CLUSTER are produced by objects PAIRS and 
objects CLUSTER or objects CLUSTER and objects 
CLUSTER. 

Finally the target object COMMAND POST is gener- 
ated by an object CLUSTER situated in the neigh- 
borhood of an object PARALLELOGRAM. 

With this model and the use of known flight and 
sensor parameters the geometric structure of the 
command post and its parametric description can 
be computed at the actual detection time. 

$3 Model-Baaed Multi Sensor Fusion 

$3.1 IE-Preprocessing 
The basic elements for the structure analysis are 
the primitive objects LINE and CUE (fig. 6). They 
are created in the preprocessing stage by standard 
iconic image processing methods. In this way sym- 
bolic descriptions of the images are generated. 

The method for generating the objects LINE is 
based on a contour approximation. These lines are 
extended to longer lines. 

The choice of the cue detection algorithm is guided 
by the spatial resolution of the object. For the de- 
tection of point targets a hotapot operator is used 
based on a nonlinear filtering. 

An we have a scanning sensor providing an im- 
age sequence, the IR-preprocessing algorithms are 
applied to each individual image. For the con- 
struction of more complex objects, lines and cues 
are registered in a world reference system and are 
stored in the database as primitive objects LINE 
and CUE respectively. 
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33.2 SAE-Preprocessing 
Similar to the IR-preprocessing the generation of 
primitive objects in the radar channel is carried out 
by a radar specific method. As input for sensor fu- 
sion, the object CUE, as candidate for vehicle, and 
the object LINE, as a basic element of man-made 
objects are considered; they are extracted from the 
data in two steps. 

The h t  step consists of an amplitude based 
thresholding prescreener to select potential target 
areas and to reduce the computational burden in 
the subsequent processing stages. Two prescreener 
types are defined which work on single range pro- 
files. The first uses the total power contrast to 
determine areas of potential target (vehicle) sites. 
The second type of prescreener represents a shadow 
filter and detects strongly reflecting structures cast- 
ing a shadow like vehicles and edges of buildings. 

Based upon the output of the prescreener, feature 
vectors are then constructed in the second step to 
discriminate between cues and natural clutter back- 
ground. For this purpose, several polarimetric and 
geometric features are computed over small  areas 
centered at the cell under test. Only those cells 
that had passed the prescreener were subjected to 
the feature test. The sise of the areas is adapted 
to the size of the target i.e. the discriminator acts 
on a small number of range profiles. Thin takes into 
account the fact, that in the real ABG-sensor SYS- 

tem, the incoming radar backscatter signals form a 
time sequence. That meam that each detection al- 
gorithm has to start its work while the radar image 
is still being constructed. 

For the generation of the primitive objects LINE 
the same procedure is applied as described above 
for the extraction of lines in the IR channel. The 
lines are extracted in a moving window of the SAR 
map corresponding to the consecutive accumulation 
of range profiles. In combination with the results 
of the shadow filter, lines with high reflecting parts 
are candidates for man-made objects. 
The final result is an image that contains within 
each pixel the decision CUE, if it is a candidate for 
vehicle and a symbolic description of objects LINE 
for all candidates of building. Details concerning 
this radar specific preprocessing are described in 

Fig. 7 shows the results which are stored as primi- 
tive objects to be processed in the following model- 
based data fusion. 

S.3.S Application to Dualmode Sensor Data 
The general task of the ABG sensor is to analyse 
a certain area of interest, obtained via a priori in- 
formation, and to identify autonomously command 
posts within that area and define an adequate aim- 
point on that target. In doing this, special con- 
straints defined by the different phases of mission 
(midcourse guidance, acquisition, recognition, en- 
gagement) have to be taken into consideration. 

[3,9,171. 
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Cues (black squares) L i e s  (black lines) 

Fig. 7: SAR Low-Level Results - 

During midcourse guidance, the missile is steered 
to the target area by INS with image based naviga- 
tion update. This part of the mission is not further 
addressed in this paper. 

By approaching the predefined target area, the ac- 
quisition phase is initiated, which is characterized 
by scanning the scene under a low depression an- 
gle. By that, a large search area is covered by 
the sensor with a medium spatial resolution of ob- 
jects in the IR channel. At the beginning of the 
acquisition phase, the application of signal process- 
ing methods should result in cueing and selecting 
arew of interest, which are potential sites of com- 
mand posts. This action can be accompanied by 
autonomous flight path correction to optimize the 
data gathering for target detection. 

After the acquisition phase, the areas of interest 
are interpreted in more detail during the target 
recognition phase. Therefore, the spatial resolution 
of objects in the IR channel is enhanced by increas- 
ing the depression angle continously. At the same 
time, the size of the scanning area is reduced. At 
the end of this phase, locations of candidates €or a 
command post are determined to initiahe the en- 
gagement phase. The overall detection process can 
be interpreted as an active vision procedure. 

Starting with cueing structures of poor complexity, 
areas of interest are determined, which are anal- 
ysed in the next processing stage in more detail. 
This results in cueing objects with higher complex- 
ity and the definition of more precise areas of inter- 

est (e.g. with smaller size) to be analysed in the 
following stage. The analysis ends when the desired 
degree of complexity, precision of localisation and 
confidence of target identification is reached. 

In every stage of the analysis process the complex- 
ity of modelliig and the selection of the processing 
method have to be adapted to the degree of target 
resolution. Moreover, in the real system, the detec- 
tion process can be supported by an active control 
of the sensor parameters (scan angle and rate, de- 
pression angle etc.) and the flight path of the mis- 
sile. 

Fig. 8 shows the result of the model-based struc- 
ture analysis generated during a simulated acqui- 
sition phase of test scene A. The objects CLUS- 
TER (white polygons) are built up by objects CUE 
(white squares), which were extracted in the IR- 
and radar channel. Candidates for buildings (black) 
are represented by objects USTRUCTURE and ob- 
jects PARALLELOGRAM produced by primitive ob- 
jects LINE, which were extracted in the individual 
sensor channels. All objects are assessed according 
to a spatial confirmation of the associated infrared 
and radar structures. 
The area of interest (white rectangle) is determined 
by the area surrounding the best assessed candi- 
date for the object COMMAND POST (black) pro- 
duced by the objects CLUSTER (black) situated 
near candidates for buildings (objects PARALLELO- 
GRAM). 

e Area Of Interest 

In the next step, the target recognition phase is 
simulated by a detailed analysis of individual IR- 
frames belonging to the area of interest. Fig. 9 
shows a sequence of 6 consecutive IR-fiames (area 
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and the integration of algorithms for realtime ap- 
plication are tasks of the companies and are not 
part of our activities. 

For the evaluation of multiiensor data fusion algo- 
rithms, the BPI test bed has been developed. The 
examinations carried out with data obtained from 
a multisensor system have shown that kowledge- 
based structure analysis for autonomous detection, 
classification and identification of special targets is 
appropriate for seekerhead and drone applications. 

The objective of the ongoing research is the ex- 
tension of the system to a three-dimensional fusion 
and interpretation of multisensor data. In addi- 
tion, procedures for texture analysis will he incor- 
porated in the system for the interpretation of con- 
text information. It is assumed, that these exten- 
sions will improve detection and target localisation 
performance. 

of interest) covering parts of the pc ntial targi 
while scanhing. The primitive objects CUE (white 
squares) and LINE (black l ies) ,  detected in the 
individual frames, deduce the object PARALLEL- 
OGRAM (white) and the object CLUSTER (white 
polygon) and together form the object COMMAND 
POST, which is the highest level of complexity of 
the target model in the implemented sensor fusion 
process. 

The results are visualized in an infrared panoramic 
representation. 

Frame nl-% IR-Panorama Representation 

Fig. 9 Detail Analysis - 

4. CONCLUSIONS 
The FGAN research institutes FIM and FHP are 
involved in the development of dualmode sensor fu- 
sion technologies. A main task consists of advis- 
ing the German MOD on the evaluation of system 
performance, sensor characteristics and algorithm 
quality. The design of systems, senear hardware 
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SUMMARY 

The present work is addressed to perform an 
estimation in an accurate and robust way of the 
trajectory of a land vehicle by using a Differential 
Global Positioning System (DGPS) and an Inertial 
System (INS). 

The use of a Kalman Filter (KF) approach for 
integration, data-fusion and estimation tasks has 
been proved as able to providing precise and robust 
evaluation of cinematic variables (linear position and 
velocity) even in the case of long missions or under 
critical conditions of temporar?/ incompleteness or 
unreliability of part orthe acquired data. 

From the state of the art, it can be seen that the DGPS 
is a very precise sensor providing 3D geographic 
position, but presents low output rate and temporary 
signal loss or accuracy degradation, while the INS 
provides continuous outputs of rotation angles and 
linear acceleration with high output rate but the 
inertial units have burdensome intrinsic errors which 
bring about a degradation of precision increasing with 
time. 

Practically. the integration of DGPS andINS is 
forecast to provide continuous estimates over time, 
corrupted by small and almost unchanging errors. 
The system has been tested over an extensive set of 
real data providing good results both in precision and 
in robustness. 

1.  INTRODUCHON 

In the last years, an increasing interest for the 
development of systems able to compute the precise 
position of an object in the ground has been show.  

In this work, a system for the determination of the 
position of a vehicle based on the integration of two 
different sensors. DGPS and INS, is proposed. 

The integration and estimation approach is based on 
the use of the Kalman Filter. 

The control of the position and the tracking of a 
vehicle equipped by a set of localization sensors and 
instruments for the estimation of cinematic variables 
are a very difficult problem. 

In this context Kalman Filter (KF) has intensively 
been used in navigation systems since 1960. Most 
recent applications concern with the use of KF in the 
satellite navigation systems, such as, for example, the 
Global Positioning System (GPS). 

One of the most interesting problems is the 
integration of inertial systems (gyroscopes, 
accelerometers, i.e. Inertial Navigation Systems - 
INS) with other Navigation Systems, for example 
GPS. 

In fact, inertial systems are characterised by some 
drift phenomena that cause the increasing of the 
errors at the increasing of the time according to less 
or more complex laws. 

Due to this fact, during long missions, inertial 
systems have to be used together with other 
navigation systems whose aim is to support INS in 
the global navigation system. 

The present work aims at estimating, in an accurate 
and robust way, the trajectory of a land vehicle by 
using the Differential Global Positioning System 
(DGPS) and the Inertial Navigation System (INS). 

In the most of cases, the estimation of a vehicle 
position achieved by KF cannot be optimal due to the 
fact that the noise corrupting the chosen status’ 
variables is Non-Gaussian. 

In this paper, a new dynamic model for KF equation 
has been introduced, allowing one to have only 
Gaussian variables corrupting the status’ variables 
and consequently to obtain an optimal position 
estimation of the vehicle. 

The proposed system is also able to manage the 
different reliability of the DGPS data, thanks to the 
adaptation of KF parameters to the different 
situations. 

Paper presented at the AGARD SPP Symposium on “Multi-Sensor Systems and Data Fusion for Telecommunications, 
Remote Sensing and Radar”, held in Lisbon, Portugal, 29 September - 2 October 1997, and published in CP-595. 
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The paper is organized as follows: first of all the 
characteristics of DGPS and INS are presented and 
possible integration approaches are described. 

In the following, the architecture of the proposed 
system is presented and most important concepts 
concerning the new integration approach are shown. 
Finally, some experimental results obtained in the 
position estimation of the vehicle are illustrated. 

2. THE DGPS SIGNAL 

The Global Positioning System (GPS) [ I ]  is a 
navigation system based on satellite communications 
use that allows the user to determine its position in 
every ground site which is not occluded by eventual 
obstacles. 

GPS offers, with every atmospheric condition and at 
every instant of the day, an instantaneous and global 
vehicle positioning, with a few meters error, 
depending on the receivers’ cost. 
GPS is currently employed in many application 
fields: for esample, industrial applications concern 
with surveillance, maps creation, photogrammetry, 
public security, telecommunications. 

The precision error of the GPS may be reduced to 
less than one meter, by means of the introduction of 
differential correction techniques 121. 

The Differential GPS (DGPS) is an improvement of 
GPS that uses errors introduced by GPS in the 
localisation of known points in order to correct the 
errors in the localisation of unknown positions. 
DGPS is a very precise sensor that gives 3D 
geographic positions, but that presents a low output 
rate (I 1 Hz) and either temporary signal losses or 
accuracy degradation. 

The main disadvantage of DGPS is the occlusion of 
the signal by buildings, tunnels or trees: in such cases 
the number of visible satellites, on which the DGPS 
signal is based, decreases and the positioning 
provided by the DGPS is not trustful. 

3. THE INS SIGNAL 

inertial Navigation System (INS) is a system for the 
estimation of a vehicle position, which is based on 
the Newton laws of the classical mechanics. 

The vehicle position is obtained by means of a double 
integration of the measured vehicle acceleration. 

Three accelerometers and three gyroscopes, aligned 
with respect to axes mutually orthogonal, which 
constitute an inertial reference system, measure the 
linear acceleration and the angular speed of the 
vehicle [3]. 

The gyroscopes also provide the necessary 
information in order to stabilise the platform on 
which sensors have been mounted with respect to the 

choscn inertial reference system. The described 
stabilisation can be performed both physically, within 
a system called gimbal [4], both analytically, in the 
so-called strop-down [5 ]  systems. After an initial 
start-up, the INS begins to produce a continuous 
output of the position, s p e d  and direction of the 
vehicle, independently from every external agent and 
from environmental conditions. 

The INS provides continuous outputs of rotation 
angles and linear accelerations at high output rates 
I IO, SO] Hz, by reducing sampling errors and by 
improving the precision. 

. 

The INS advantage lies in its independence from 
external factors and in the fact that from the INS 
outputs position, speed and orientation angles are 
immediately availablc. Moreover, in the short time, 
INS is more precise than GPS, by a 10 factor [6j. 
Main disadvantages of INS are its relevant cost and 
the fact that, if it is not integrated by some other 
positioning methods, INS has an intrinsic time- 
varying error that causes a rapid deterioration in the 
precision of thc position estimation. Such error 
corresponds to around 2 Km for each navigation 
hour. 

4. WHY INTEGRATION OF GPS AND INS ? 

The general motion of a vehicle in a three- 
dimensional space can be described by means of six 
parameters: three accelerations and three orientation 
angles. 

A system for measuring the trajectory of a vehicle has 
to evaluate six independent measured sizes, from 
whose it has to derive the already mentioned 
parameters. 

GPS signal integrated by INS signal can be used in 
order to achieve such a purpose. 

It can be demonstrated that the GPS shows a 
significative superiority with respect to the INS in 
terms of accuracy and precision, given that inertial 
sensors are affected, in the long tern, by relevant 
errors. 

Moreover, GPS has an higher cost than INS and it 
does not require an initialisation procedure. 
Nevertheless, also GPS has certain limits and INS has 
some useful characteristics, in particular the 
continuous output of position, speed and direction of 
the vehicle: in fact, INS has outputs independent from 
external agents. such as the satellites visibility or the 
meteorological conditions. 

Due to these facts, the integration of GPS and INS. is 
able to offer, as final result, a system which allows to 
maintain advantages of both navigation techniques 
and to remove many disadvantages which could be 
present if GPS and INS were singularly considered. 
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Hence the integration of DGPS and INS data is 
forecast to provide continuous estimates over time, 
corrupted by small and almost unchanb' Fin g errors. 

5. THE KF-BASED INTEGRATION 
APPROACHES 

The main objective of the integration between DGPS 
and inertial data is to mix all the available 
information provided by sensors in order to obtain the 
estimation of the position, speed and direction of a 
vehicle: this will allow to reconstruct the trajectory of 
the vehicle. 

The synchronisation of data coming from DGPS and 
the ones computed by the inertial navigation system 
is essential in order to correctly compare all the 
information concerning the moving vehicle. 

In general, INS can be used in order to interpolate the 
position estimated by DGPS with a very high 
frequency and in order to replace the DGPS signal 
when it is obscured or in the case of bad satellites 
configuration. 

Most commonly used technique for DGPS and INS 
data processing and fusion is Kalman Filtering. 

However, this filtering technique is not the solution to 
all problems introduced by the DGPSmJS 
Integration: in fact, one that has to design such a 
system must take into account some specifications 
that have to be respected in order to obtain a system 
that is really operating. 

These requirements mainly are computational 
efficiency, precision of the estimation, robustness to 
different kinds of noise, compatibility with different 
systems: however, the recursive characteristic of the 
Kalman Filter makes it efficient for real-time 
applications. 
Also its noise robustness is a characteristic necessary 
for real-time navigation systems. 

In the following paragraphs, the proposed approach 
based on the use of Kalnian Filter will be presented: 
the peculiarities of the proposed approach will be 
highlighted and some experimental results obtained 
in the estimation of the position of a land vehicle. 

6. SYSTEM DESCRIPTION 

The KF-based approach used for the DGPSANS 
integration is based on a tight integration scheme 171: 
the structure of the system is shown in Figure 1. 

I 

rawN 
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Figure I. KF-based architecture for K J P ~ W N S  tight integration 
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By observing Fig. 1 it is possible to see that: 

a unique K a h n  Filter is used to process signals 
coming from satellites and inertial ones; 
GPS based positioning is directly integrated by 
the INS outputs; 
DGPS and INS are strictly integrated and the 
performances of the two systems become strictly 
dependent each other. 

In fact, the capability of DGPS to ''follow" the 
vehicle when the vehiclc performs sharp manoeuvres 
will depend on the accuracy of the INS outputs. On 
the other part, the INS accuracy will  depend on the 
frequency and on the quality of the updating 
produced by DGPS. 

In such a way, if measures coming from DGPS are 
not trustful, they can be refused in a unique time, 
without compromising the performances in the 
position calculation, thanks to INS data. 

On the counterpart, if the INS signal is wrong and the 
DGPS signal is absent or not trustful, the system is 
not able to establish the exact position of the vehicle, 
unless a dedicated Kalman Filter for only DGPS data 
processing is inscrted. 

Following the proposed approach, the position of the 
vehicle is estimated through the use of INS data to 
calculate the trajectory of reference and of DGPS 
data, if available, to update the trajectory itself. 

Before describing the structure of the used Kalman 
Filters based architecture and of the real DGPS/INS 
integration, it could be useful to expose which is the 
main strategy of the DGPSANS integration itself. 

At a first approximation, dynamic variables in the 
status vector of the system model could be the three 
error variables obtained by mcans of thc difference 
between the position, the speed and the acceleration 
estimated by DGPS and the ones calculated by INS, 
that is: 

Such error variables, which are estimated by KF, are 
then used to update the INS output and to generate 
the position of the vehicle. It is important to recall the 
different rate of DGPS data ( I  Hz) and of INS data 
(10 Hz). 

Because of the sensors configuration, system will 
have tdread one DGPS datum every ten INS read 
data. The integration system produces as output an 
estimation of the vehicle position at a rate 
corresponding to 2 Hz. 

Due to this fact, it will be necessary to insert a pre- 
processing step. on DGPS data, by interpolating two 
successive samples in order to obtain a 2 Hz DGPS 
output and by making an INS data compression, 

which can be obtained through the averaging in a 
unique value five successive INS samples. 

Thc proposed system, as previously said, uses DGPS 
produced data as a reference to continuously update 
the inertial navigation system. 

In such a way, an eventual absence of DGPS signal, 
due to satellites problems or to obstacles placed 
between users and satellites themselves, could be 
compensated through the use of a INS signal which 
can be considered as trustful, at least in the short 
periods. 

The estimation of the (& & &) vector, which is 
calculated by KF, will be subtracted from the current 
values of position, speed and acceleration calculated 
by INS and it allows to update the values of INS 
outputs. 

Unfortunately, the updating offered by DGPS is 
sometimes not trustful or absent at all. 

The KF-based system has been designed in order to 
make it possible to also adopt, besides to the basic 
fusion strategies (DGPS present, DGPS absent), other 
operating possibilities, in order to take into account 
the characteristics of the DGPS signal: DGPS quality 
can be characterized by a reliability degree depending 
on the value of a parameter called Position Dilution 
of Precision (PDOP) 171. 

Such "Multi-Hypothesis" approach makes the 
proposed system able to commute between different 
operating possibilities, according to the reliability of 
DGPS data and consequently to the value of the . 
PDOP parameter. 

In such a way, PDOP becomes the control variable 
depending on which to apply the different available 
integration strategies. 

The proposed integration system is also able to 
follow the vehicle even in the worst case, when 
DGPS is absent. 

In this case, the status vector constituted by the 
errorhpdating variables estimated by KF is obtained 
through subtracting current the cinematic measures 
calculated by INS from the ones estimated by the 
system at the previous instant. 

In the following paragraph, the proposed data fusion 
approach, that allows to find the optimal estimation 
of the vehicle position through the integration of 
DGPS and INS, is presented. 
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7. THE PROPOSED DATA FUSION 
APPROACH 

The peculiarity of the employment of the Kalman 
Filter in the proposed approach mainly resides in the 
noise modeling approach. 

In fact, it is known that a KF gives optimal results 
only if noise affecting status and mcasures vectors is 
Gaussian. 

In this case, such assumption is not valid, due to the 
fact that the models of the noisc acting on the 
accelerometers and on the gyroscopes are not linear 
and they have non-Gaussian statistics. 

In fact, taking into account only the system dynamics 
and the final estimation targets, the variables in the 
status vector “T = (67 6~ Sa) , are three error 
variables carried out by the differences between the 
positions, velocities and accelerations provided by the 
DGPS and the INS. 

Moreover, one of the main critical aspects of the 
DGPSDNS integration is the deviation from 
Gaussianity of some of the noise components 
corrupting the status variables’ true values: 

The term [ 6Fr 6v’ 6Zr]‘ is the time derivative 
of the differential status variables, I is a j3x31 identity 
matrix. . 

- 
The term A,,, that is one introduced by inertial 
sensors, can bc identified as the error affecting the 
INS measured speed and can be modelled as non- 
Gaussian noise. 

In this case, the estimation which could be obtained 
from a system defined in such a way should be only 
sub-optimal, due to the fact that a KF is able to 
guarantee the optimal estimation only when additive 
Gaussian noises are present [SI. 

In order to obtain an estimation which could be 
approximately considered as optimal it is  necessary to 
perform some modification on the status model: such 
modifications should have to take into account the 
non-Gaussian noise components corrupting the 
outputs of the systcm. 

Therefore, assuming this term to be ideally Gaussian 
might degrade the system performances. [8] 

In this paper. a new approach that allows to reach the 
optimality of the position estimation is proposed: in 
particular. through this approach. the optimality is 

achieved through the linear modelling of the error 
present on sensors through the techniques described 
in the following and the extension of the dimension 
of the Kalman status vector. 

At this end, the dynamic variables which characterise 
the behaviour of the error present in the sensors, 
conveniently corrupted by white noise with known 
statistics, will be added to the status vector itself. 

It has also to be pointed out that different strategies in 
order to perform the optimal estimation will be 
adopted according to the PDOP value, that is 
according to the reliability of DGPS data. 

Finally, the estimated error will be then subtracted 
from the INS data, in order to update, on the basis of 
the more reliable DGPS data, the inertial navigation 
system. 

In order to achieve optimal estimates under these 
critical conditions, a two-step algorithm is proposed. 

The first step was an accurate error analysis, in order 
to establish the components having the higher 
influence in the cinematic status variables and to 
define their dynamic model. 

Successively it has been possible to extend the 
dimensions of the status vector by adding the noise 
components and by linearly modelling their 
dynamics. 

The dynamic system should be linear and corrupted 
by Gaussian noise: then, it should be possible to 
calculate, through the Kalman approach, an optimal 
estimation of the status vector. 

Let us briefly expose the approaches that have been 
followed in order to achieve an optimal estimation of 
the status vector. 

8. THE ERROR MODELING CHOSEN 
APPROACH 

The first step to be covered in order to find the 
optimal estimation of the vehicle position is to define 
an appropriate model of the non-Gaussian noise 
corrupting the status’ variables of the system. 

The main components of this noise are due to 
accelerometer and gyroscope errors and they are 
called drifts. 

The errors of accelerometers are modelled as being 
composed of bias (b ), random ramp, random walk 
and aflrst-order Markovprocess (m) with a time 
constant 7. being t a vector composed by three 
components Z, Zz 1. 
The chosen model of the drift rate error 3 satisfies 
the following equations: 

- 
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where zu is the acceleration dnft, F is the ramp 
slope, 

and < is the white Gaussian noise [91. 

is the sum of bias, random walk and ramp - 

The same model can be applied to thc gyroscope 
drifts. 

Actually: in the definition of (3), components 
modelled by the first-order Markov process have not 
been talien into account. 

Because of this fact, the model of the error corrupting 
the outputs of the accelerometer can be defined in the 
following way. 

- 
Let An be the error corrupting the output of the 

accelerometer (drfl) and let A, ' its derivative with 
respect the time (drrji rate). dr1Ft can be defined as a 
vcctor composed by components at constant error 

components ( h )  and by components given by the 

- 

sum of bias. random walk and ramp 

following way 

0 A, = b s 
- r -1 (4) 

The model of the error affecting accelcromcters has 
then be modelled as: 

A', = B A, + 4 
where B is defined as: 

- 
while 4 is a white Gaussian noise. 

model of the status of the system, by increasing thc 
dimensions of the status vector in order to take into 
account the behaviour of the modelled error 
components. 

In such a way the status' variables vector will be 
only corrupted by a Gaussian noise and the optimal 
estimation of the vehicle position will be possible. 

9, EXTENDED STATUS VECTOR FOR NON- 
GAUSSIAN NOISE MODELLING AND 
FILTERING 

The status vcctor of the Kalman Filter is augmented 
by adding to it the status variables that model non- 
Gaussian noise components, so that the augmented 
final status vector will be 

Now the system is assumed to be corrupted only by 
white Gaussian noise, so we can achieve the optimal 
estimate. 

The dynamic variables added to the status vector 
concern only with the accelerometer drift model. 

The drift rate of the gyroscope is evaluated by using a 
'parallel standing-alone KF, whose resulting estimate, 
W , is used to compute the rotation rate of the 
vehicle (z). needed by the integration filtcr to 
express the inertial acceleration 8,, provided by the 
INS, in terms of a non-inertial acceleration 
comparable with the one provided by the DGPS 
(application of the 3D motion equations for a rigid 
body) 11 01. 

-1 , 

Once the dynamic behaviour of the Non-Gaussian 
noise corrupting the outputs of the accelerometers has 
been modelled, it is then possible to redefine the 
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The resulting status model is: 

- 
where 5; are white Gaussian noise components. 

The obsenration equation is 7 = fi + E, 7 being 
the observation vector, H the measurement matris 
and 'iT the vector of Gaussian noise: 

I 

The estimated position, velocity and acceleration 
errors computed by the KF, which now represent an 
optimal estimation of the status variables, are then 
subtracted from the INS current position, velocity and 
acceleration, thus updating the values of the INS 
outputs. 

In such a way, the optimal trajecton of the vehicle 
can be obtained through the integrated use of the 
DGPS and INS signals. 

Unfortunately, this integration scheme is valuable 
only when the updating measures provided by the 
DGPS are reliable. 

In order to solve this problem a multi-hypothesis 
approach for the integration has been introduced and 
in particular the KF estimates have been made 
dependent of the value of the PDOP parameter, which 
is the one that gives the reliability index of the DGPS 
data. 

10. THE MULTI-HYPOTHESIS CHOSEN 
APPROACH 

I 

The Multi-hypthesis approach, which has been used 
in the proposed approach in the integration between 
DGPS and INS data: is a particular strategy that 
allowvs to take into account the variable goodness of 
the measure, provided by the DGPS. 

0 

0 0  
I I  
0 0  
0 0  
0 0  

O -x 
In such a way, an eventual absence of the DGPS 
signal, due to satellites problems or to some obstacles 
located between the user and the satellites, could be 
compensated through the use of the INS signal, that, 
in the low or medium term, can be considered as 
trustable. 

The estimation of thc 

is calculated by the KF, will be subtracted to the 
current values (e.g. position, speed and acceleration) 
given by INS and the values of the outputs of the 
inertial navigation system will be updated. 

The KF-based system has been designed in such a 
way to be able to also adopt, besides to the two basic 
function (DGPS present, DGPS absent), some other 
operating characteristics. in order to make it possible 
to take into account the charactcristics of the DGPS 
signal: in fact, as it has been previously anticipated, 
the parameter that allows to commute among the 
different modules is PDOP, that is the Position 
Dilution of Precision. 

The architecture of the Kalman Filter will then be 
able to commute among different operating 
characteristics, depending on the PDOP value, that 
will become the control variable from which the 
different integration strategies will be applied. 

In particular, PDOP is able to point out if the measure 
of thc vehicle position calculated by DGPS is reliable 
or not: if PDOP is low (<3), data coming from DGPS 
have to be considered as reliable, while, if PDOP has 
an average value ( ~ ( 3 , 6 ] )  or an high (>6) value, 
DGPS data will have a low reliability and this fact 
will influence the trustfulness of the measures and the 
trustfulness of the estimations. 

In order to take into account of the PDOP value, and 
then of the error on the DGPS measures, the 
increasing error on the measures is automatically 
reflected on the increasing of the variance of the 
noise corrupting the status vector. 

' 

I 
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In particular. the adopted Multi-hypothesis strateby 
allows us to take into account the variability of the 
corrupting noise by adaptively modifying the 
covariance matrices of the error on thc observations 
and on the status, depending on the PDOP 
characteristics. 

In such a way, the KF is able to switch among 
different integration strategies. depending on the 
PDOP current value. 

The variance of the obsen&on is run-timc changed 
according to this value: if the PDOP is low ( ~ 4 )  
DGPS data are considcred reliable and the variance 
of the observation is small. 

This variance increascs as the PDOP increases (from 
middle (E [4,8l) to high (> 8) values). As the 
variance of the measure increases: the reliability in 
current observations is reduced. 

In ordcr to do that. the different observation 
variances, applied as the PDOP varies, are assessed in 
a preliminary off-line phase on the basis of a suitable 
training set of data. 

In particular, the different kanances that arc applied 
to the s\ stem measurements have previously becn 
computed on an experimental basis. through a data 
tralning set in which PDOP, DGPS measures and 
corresponding real measures are hnoan 

The developed integration system will be able to 
follow the vehicle even in the worst case, that is full 
absence of the DGPS signal. 

Through the proposed approach, even if the DGPS is 
missing, the systcm can track the vehicle by using the 
status vector obtained through the subtraction of thc 
estimated cinematic variables from the current values 
of the INS. 

Being the tight integration stratea implcmented in a 
closed loop configuration. position, speed and 
acceleration that have been estimated will become the 
feedback of the system. 

11. EXPERIMENTAL RESULTS 

In th s  paragraph, the results obtained through the 
proposed integration betwcen DGPS and INS data are 
proposed. 

The system has been tested on an extensive set of real 
data acquired during many vehicle missions on urban 
and suburban roads in North Italy. 

The results of the DGPS/INS integration system 
proposed (Fig. 3) derive from the data acquired 
during a test mission in which DGPS data were 
missing for some periods (Fig. 2). 

V x l ( T * K m  

! ! Rorth vs. East 
50 00 .i . .  .i. .... .. , _ _  i_ ... _... . i 

1 
I... ... .: .... 

Figure 2. Example oJ’DGPS doia related to o 5 winute long mission. lke DGPS data are missing four times (where 
spots are ubsenr). 0 .  



16-9 

As it can be observed, the proposed system 1s able to 
restore the trajector). of the vehicle. by covering 
through the INS data the loss of the DGPS data: this 

integration allows one to have the complete trajectory 
of the vehicle even when the DGPS signal is missing. 

North [Km] x 10- 3 

East [Km 
0.00 0.20 0.40 0.60 0.80 1.00 1.20 

Figure 3. The resicli of the DGlWlNS integroiion referring io the mission in Fig.2: the trajectory of the vehicle is 
restored. 

absolute Euclidean Distance between the reference 
and the estimated trajectory. The sample percentage 
and the mean error arc reported. 

The per-cent error statistics of the test mission arc 
shown in Tablc I .  The error was computed as the 
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Y O  Mean 
I East I North I IError I 

J 

% Mean 

< 2  

[ 2 , 5 )  

. i  

65 0.48 91 0.58 

33 3.11 7 2.47 

15, 10) 2 5.98 2 5.43 

210 

Table I Per-cent error statistics of the restored trajectory. 

0 0 0 0 

Also these quantitative figures show that the error 
made in the position estimation trajectory remains 
quite small even in the cases when DGPS signal is 
absent. 

CONCLUSIONS 

In the present work the problem of the continuous 
estimation of the position of a vehiclc in the ground 
has been addressed. 
The data that have been used in order to deifne the 
current position of the vehicle and its displacements 
are a Diflerent Global Positioning System (DGPS) 
and an Inertial Navigation System (INS). 
The optimal estimation of the vehiclc position has 
been obtained through the integration and fusion of 
the information coming form each one of the used . 
sensors. The approach followed for the integration is 
a KF-based Multi-Hypothesis Approach. 
The proposed solution has been shown able to 
provide a robust system able to compute in a precise 
way the position of the vehicle and resistant to 
corrupting noise. Experimental tests on the field have 
shown the goodness of the results obtained through 
the proposed algorithm. 
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PAPER No: 16 

DISCUSSOR’S NAME: R. Sabatini 

COM M E NTlQ U EST1 ON: 

Do you think that your system can be used successfully for Airport Traffic Management (on the 
g rou nd )? 

Do you think that a DGPS/Radar approach would be more suited for this application? 

AUTHOIWPRESENTER’S REPLY: 

Yes, the system can be used for tracking any vehicles on the ground, but due to integrity issues 
(related to DGPS) and considering that angular data are not strictly required for airport traffic 
management, I think the DGPSlRadar approach would be more suitable. 

DISCUSSOR’S NAME: R. Sabatini 

COMM ENTlQU ESTION: 

Are you thinking about implementing “carrier phase” DGPS techniques together or an alternative 
to “pseudo-range’’ techniques? 

AUTHOIWPRESENTER’S REPLY: 

Not at the moment. However, an upgrade of the system to interpherometric DGPS techniques is 
foreseen. 

DISCUSSOR’S NAME: R. Sabatini 

COMMENTlQUESTION: 

Which kind of integration scheme have you adopted? 

AUTHOIWPRESENTER’S REPLY: 

Tightly-coupled DGPSlINS. In particular, a closed-loop integrated DGPSlINS architecture. 
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PAPERNo: 16 

DISCUSSOR’S NAME: R. Sabatini 

COMM ENT/QU ESTION: 

Does the system process attitude information (i.e. angular data from the INS)? 

Reply: 

No. only position is computed. 

Which kind of INS are you using (strapdown/platform)? 

Reply: 

Strapdown 

DISCUSSOR’S NAME: G. S. Brown 

COM M ENT/QU EST1 ON : 

Do you have data that verifies that your noise is, indeed, Gaussian? 

1 

AUTHOR/PRESENTER’S REPLY: 

In order to verify the Gaussian assumption made on the experimental data used, in particular 
concerning the dynamic behaviour of the error introduced by inertial sensors in speed 
computation, a test for Gaussian (Kolmogorov - Smirnov) has been performed. 

In particular, it has confirmed the validity of the assumption 

shown during the presentation. 
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ARTAS: Multisensor Tracking in an ATC Environment 

R.A. Hogendoom and W.H.L. Neven 

National Aerospace Laboratory NLR 
PO Box 153, 8300 AD EMMELOORD 

The Netherlands 
e-mail: hogend@nlr.nl, nevena nlr.nl 

Summary 
ARTAS (an acronym for ATC Radar Tracker and Server) is currently in pre-operational test at four 
different sites in France, Germany and the Netherlands. The ARTAS system consists of a tracker, 
responsible for maintaining up-to-date target state vectors, and a server, which handles client 
subscriptions (e.g. from the ATC display system) and delivers the target state vectors to these 
clients. An ARTAS system co-operates with adjacent ARTAS systems by exchanging target state 
vector information. 

The main features of the ARTAS Tracker are 
0 tracking with up to thirty radars (PR, SSR or CMB) 
0 on-line estimation of the radar systematic errors 
0 on-line estimation of the radar accuracy and coverage 
0 high-accuracy position and velocity-vector estimation 
0 responsiveness to target manoeuvres 
0 insensitivity to clutter 
0 target classification 

The tracking filters are interacting multiple-model (IMM)-based filters, a four-model filter for high- 
speed and highly manoeuvring targets and a two-model filter for low-speed targets [l]. The plot-to- 
track association is based on probabilistic data association (PDA), with special joint probabilistic 
data association (JPDA) algorithms in case of target close approach situations [2]. Track initiation is 
done by time-reversed multiple-hypothesis tracking. Target classification is based on Shafer- 
Dempster reasoning. 

Introduction 
ARTAS is designed as a track data server. Track data users can subscribe to a certain service and 
receive the track data in ASTERIX format via a local-area or wide-area network (LANMIAN, figure 
1). Users can be ATC centres, flightplan processing systems, air-traffic management units and so 
on. Each user can have a dedicated service, taking into account requirements with respect to data 
contents and update frequency. An ARTAS unit also receives its input data from the radars via the 
local-area or wide-area network. Furthermore, an ARTAS unit can communicate via the network 
with other, adjacent, ARTAS units in order to provide a continuous air-picture to its users. Track 
data from adjacent units is used to accelerate the initiation of tracks at the border of the unit’s own 
domain of interest (DOI) and to smooth the transition of a track from one unit’s DO1 to another unit’s 
DOL Finally, when there is sufficient coverage of the own unit‘s DO1 by adjacent ARTAS units, the 
adjacent ARTAS units can take over the surveillance in case of an own unit failure. Thus, 
enhancing the overall reliability of the surveillance. 

‘ I  

Paper presented at the AGARD SPP Symposium on “Multi-Sensor Systems and Data Fusion for Telecommunications, 
Remote Sensing and Radar”, held in Lisbon, Portugal, 29 September - 2 October 1997, and published in CP-595. 
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Radar I 

ARTAS 
unit I 

LAN / WAN I 

Figure 1. The ARTAS Environment 

The internal structure of an ARTAS unit is shown in figure 2. The Router Bridge is the interface to 
the external network. It pre-processes the incoming radar data, i.e. it performs format checks and 
sectorisation of the plot data and keeps track of the operational status of the radars. The Server is 
responsible for the handling of ARTAS user requests and the distribution of the track data, 
according to the different user services. The most simple service that is provided is a regular 
broadcast of all track data. MMI/Supervision is the man-machine interface and supervision unit. It 
provides a basic display of the unit tracks and control functions for the ARTAS unit. The Tracker, 
finally, is responsible for keeping an up-to-date air picture. An ARTAS unit consists of two identical 
chains of a Router Bridge/Tracker/Server/MMI/Supervision subunits. All subunits operate in a 
multiple-computation redundancy mode; that is, there is a master and a slave subunit that both 
perform the same processing, except that. the slave subunit does not provide any output. Instead, 
the slave performs some additional processing to keep master and slave in synchronisation. 

All the ARTAS subunits run on off-the-shelf hardware and are programmed in ADA, except forthe 
MMI, which is programmed in C++. 

The ARTAS Tracker 
Basically, the task of the tracker is to provide estimates of the state of aircraft in the domain of 
interest of the ARTAS unit. It makes use of maximum 30 sensors; present types are primary radar 
(PR) and secondary surveillance radar (SSR). Extensions to incorporate Mode-S and automatic 
dependent surveillance (ADS) data are foreseen for 1998. 
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A prime requirement for handling multisensor data is the ability to cope with sensor alignment 
errors, i.e. systematic radar errors like position bias, range- and azimuth bias, but also time- 
stamping bias and transponder-delay error. The latter is an example of a, so-called, micro-error; a 
systematic error that depends on the object being tracked. The former errors are macro-errors; they 
only depend on the sensor involved. Unfortunately, systematic errors may change in time, due to 
e.g. changing atmospheric conditions and radar maintenance. Therefore, the ARTAS Tracker 
contains an on-line systematic-error estimation module that is able to track varying systematic radar 
errors. 

Another requirement for handling multisensor data is a proper treatment of coordinate 
transformations. This becomes a more obvious problem when the size of the system area 
becomes large. ARTAS uses WGS84 as a reference system. Measurement processing and track 
update processing are done in local Cartesian systems, such that the error, induced by coordinate 
transformations, is minimised. This implies that all sensors and all tracked objects have their own 
local Cartesian system that may change in time when objects move. 

Track continuation uses the reports of all available sensors to estimate the state of a target. Each 
track extrapolatiodupdate cycle is based on the reports of a single sensor, though. Subsequent 
cycles, however, may be of entirely different sensors. Prior to the track update, all the relevant 
reports are corrected for micro-errors (systematic errors that vary from target to target) and slant- 
range effects. Track continuation is discussed in more detail below. 

. 

Track initiation is done based on the reports of single sensors only. It is based on multiple- 
hypothesis tracking (MHT) and is done retrospectively [3]. Considering the fact that a new target 
generally enters the coverage of only a single radar, the gain of a shorter track initiation delay did 
not warrant the additional complexity of a multi-radar initiation in a civil ATC environment. This 
trade-off may not be valid in a military environment, though. 

The ARTAS Tracker maintains aircraft and non-aircraft tracks since, in many cases, the best way of 
dealing with anomalies, like reflections and sidelobes, is to track them and to classify them as being 
non-aircraft. To that end, the ARTAS Tracker contains a track classification module, which 
classifies tracks using Shafer-Dempster reasoning [4]. The criteria, used in the classification, are 
based on radar environment characteristics, target behaviour and a set of models for specific 
anomalies, like reflections and sidelobes. An advantage of Shafer-Dempster reasoning is the ease 
with which additional criteria, like target signature information, can be incorporated into the 
classification process. 

Track Continuation 
For the ARTAS Tracker, a Bayesian approach to track continuation was adopted. This approach 
did prove to yield a high-performance tracker, as experience with the NLR JUMPDIF prototype 
tracker has shown [l]. 
Basically, there are four major problems that occur during track continuation 
1. Non-linear aircraft dynamics during a turn 
2. The association of measurements with existing tracks 
3. The occurrence of outlier measurements (non-Gaussian measurement noise) 
4. Sudden starts and stops of manoeuvres 
For each of these problems, adequate solutions were already developed for the JUMPDIF 
prototype [l]; the result, an Interacting Multiple-Model Probabilistic Data-Association (IMMPDA) 
algorithm with Extended Kalman Filters (EKF) [6] was used in extensive performance tests. The 
results of these performance tests were used as a basis for the ARTAS Tracker performance 
requirement specification. A number of improvements, with respect to the JUMPDIF tracker, were 
made in the ARTAS Tracker, though. 

For target resolution situations, new joint probabilistic data-association (JPDA) algorithms were 
developed [2] that perform considerably better than the probabilistic data-association (PDA) 
algorithm, that is used in JUMPDIF. These JPDA algorithms, however, require more computations 
than the PDA algorithm. In order to save CPU-load, these JPDA algorithms are only used when a 
target resolution situation is detected. 

The ARTAS Tracker is required to track targets down to zero groundspeed. In general, it is not 
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-3.0. 

necessary to track low-groundspeed targets with an advanced four-model (left turn, right turn, 
change of groundspeed, straight flight) IMMPDA filter to get a good tracking performance. 
Therefore, a simplified two-model (manoeuvring flight, straight flight) IMMPDA filter is used to track 
these targets. 

-3.0. 

JUMPDIF contained a two-model (climb/descent, level flight) IMMPDA filter for SSR mode-C 
measurements. In the ARTAS Tracker this filter was replaced by a three-model (climb, descent, 
level flight) IMMPDA filter in order to be more responsive to changes in the rate of climb/descent. 
Furthermore, two algorithms to estimate the target altitude in absence of SSR mode-C information 
were implemented. One algorithm, Triangulation, is discussed in more detail below. The other 
algorithm, Height-from-Coverage, uses the assessed coverage of each radar, that detects or does 
not detect the target, to calculate a height interval for the target. Although not very accurate, using 
the result of this algorithm is often better than using a default altitude. 

-4.5. 

NLR - JDiff Example of radar bias Wed Sep 24 14:06:28 1997 

. . X  . * . . I  *'.x 
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Time from 09:52:40.4 to 09:53:29.3 

dbltrk track-data 09:48:59.4 - 09:55:00.0 

Figure 3. Example of biased plots 

The key solution to the multisensor track continuation problem that is applied in the ARTAS Tracker 
is a proper correction for the macro- and micro-systematic errors of all involved measurements, 
before they are used within the track extrapolationhrack update cycle. This essentially reduces the 
multisensor problem to a single-sensor problem. The time sequence of track extrapolatiordtrack 
update cycles, obviously, contains track extrapolationhrack update cycles for all the available 
sensors. The difference between cycles for different sensors is the use of a different measurement 
matrix for the Extended Kalman filters. 

Figure 3 shows a track, departing from Schiphol airport, that uses biased measurements from three 
different radars. Triangles indicate the raw plots, crosses the nearest-neighbour plot positions 



(corrected for the estimated radar biases) and the squares the updated track position. The vectors 
indicate the predicted flightpath up to the next measurement instant. Figures 4 and 5 show the 
ARTAS Tracker estimates of the groundspeed and SSR mode-C height of this track, respectively. 
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Figure 4. Track groundspeed estimate Figure 5. Track mode42 height estimate 

Systematic Radar-Emr Estimation 
The ARTAS Tracker estimates the following (macro-)systematic errors: 
0 range bias 
0 azimuth bias 
0 range gain (a range bias that increases with increasing range) 
0 antenna squint (non-verticality of the plane of the radar beam) 
0 verticality error (antenna rotation axis not perpendicular) 
0 time-stamping bias 
The problem with dynamic estimation of the (macro-) systematic errors is that, in principle, the filter 
equations are coupled with the track continuation equations of the individual tracks. It is, of course, 
very well possible to make a selection of a small number of well-behaved tracks and to solve the 
resulting set of equations. In [5], a different approach is taken, which decouples the equations for 
(macro-)systematic error estimation from the track continuation equations. Effectively, it comes 
down to integration of the innovations of all tracks and filtering these innovations with a Kalman 
filter. Due to the larger timeconstant of the systematic error process, the filtering equations become 
independent of the individual track maintenance equations. This algorithm is implemented in the 
ARTAS Tracker and uses a selection of non-manoeuvring tracks in order to save CPU-load and to 
increase the speed of convergence of the estimation process. Figures 6 and 7 show results of the 
(macro-) systematic-error estimation process on a 2-radar PR scenario. 
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Figure 6. TAR estimated range bias Figure 7. LA R estimated range bias 

Triangulation 
After estimation of the systematic radar errors that are radar-dependent only (macro errors), the 
track-related errors (micro errors) can be estimated. Within the ARTAS Tracker, these micro errors 
consist of the transponder delay error (i.e. the difference between the actual delay and the nominal 
value of 3 microsecond as specified by ICAO) and the geometric height, estimated from range- 
azimuth position measurements in a multi-radar environment. 

A general solution to this problem is to extend the state vector of an object with these components 
and to extend the corresponding extended Kalman filter equations accordingly. Since this is a very 
costly solution (in terms of CPU), we have looked for a robust method that is not coupled with the 
track continuation equations. In situations where an SSR radar has a co-located primary radar, a 
robust method to estimate the transponder delay error is to average the difference in range 
measurements of the two radars. In other situations, the transponder delay error and geometric 
height estimations are coupled. 

Consider the situation that two non-co-located radars observe an object at the same moment in 
time. To perform triangulation, we use the difference between the projections of the plots to a 
common 2-dimensional Cartesian coordinate system (the track-local coordinate system) as the 
innovation term in a Kalman-like filter update step for the estimation of the transponder delay error 
and the geometric height. 

Since a simultaneous measurement of one object by two non-co-located radars is quite unusual, 
we perform a triangulation on the basis of a triplet of projected plot positions (under the condition 
that the track groundspeed and course are constant): the first and third projected position are 
interpolated to the time of the middle plot. 

,The performance of this algorithm depends, among others, on the geometric configuration of the 
radars involved: the middle plot should be from a different radar than the other two plots, with a line- 
of-sight opposite to that of the other radars, and as close to the object as possible. 

In figure 8, we see a part of a track from a live data collection. The recording was made for 3 
secondary and 2 primary radars, but the Tracker was run with only the primary plot data. The track 
is flying at FL 290 (8839.2 m); the plots are not corrected for systematic radar errors. The estimate 
of the geometric height and the 1-sigma margin are given in figure 9; the initial estimate is 6000 m. 
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Figure 8. Track observed by 2 PR radars Figure 9. Triangulated height as function of time 

Conclusion 
Adequate systematic error estimation is a pre-requisite for accurate multisensor tracking. In the 
ARTAS Tracker, several powerful methods are employed for the on-line estimation of both macro- 
and micro-systematic errors. These methods provide accurate estimates of the systematic errors 
as shown by a number of examples. By having accurate systematic error estimates, the 
multisensor problem is essentially reduced to a time-sequential single-sensor problem, which is, 
obviously, much easier to solve. 
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PAPERNo: 17 

DISCUSSOR’S NAME: P. Hoogeboom 

COMMENT/QUESTION: 

The desired accuracy you mentioned is 11 meters. The aircraft you measure are much larger, 
and can show glints. How does this influence the accuracy and the correction schemes? 

AUTHOWPRESENTER’S REPLY: 

The radar measurements presented to the system are point measurements, probably based on 
the centroid of the reflected radar image. So the estimator cannot take into account the physical 
extent of the target. On the other hand, the estimated bias is based on the measurement of a 
large number of targets, both close by and far away, so the physical extent and the glints, 
resulting from that, do not affect the estimator very much. 

DISCUSSOR’S NAME: M. Desbois 

COMMENTIQUESTION: 

Does the integration of mode S or GPS-equipped aircraft modify your approach concerning the 
selection of tracks for the debiassing. 

AUTH 0 R/P R E S E NT E R’ S RE PLY : 

The method selected for ARTAS remains mainly on sensor selection and current traffic selection 
based on several criteria, among with the quality of tracks that takes into account mode S or GPS 
information. 
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Abstract: 

For the design and implementation of a Passive 
Multistatic Early Warning and / or Fire Control 
Radar (T.I.R.N., Transmitter Independent 
Receiver Network, [ 11) many aspects include the 
environmental conditions that T.I.R.N’s may 
encounter at operational conditions. 

Even operating in a standard troposphere, the 
result of the refraction phenomenon is the curved 
propagation of the electromagnetic waves. The 
problem becomes more complicated at low 
altitudes, where tropospheric refractive index 
variability, multipath propagation and clutter 
(sea or ground) must be taken into consideration 
in order to avoid erroneous results for the 
location of a target as well -as its velocity 
estimation. Although simplified models of the 
above environmental parameters are used in this 
analysis, (e.g. lateral refraction variability is not 
studied here, and Weibull Distribution Model is 
taken for granted as regards the sea clutter), 
useful results can be produced for the evaluation 
of multistatic systems. 

In this paper a four-receiver model using the 
signal of a non-cooperative transmitter is 
evaluated for its sensitivity at the above 
conditions and is compared with a conventional 
monostatic radar operating with the same signal. 
It is shown that the T.I.R.N. proposed is a more 
efficient system than its monostatic equivalent. 
The results presented, despite of being strictly 
theoretical (not yet evaluated in real operational 
conditions) may help the design of multistatic 
radars. 

1. Introduction. 

As it has been discussed in [l]  T.1.RN.s 
operation depends strongly on the spatial 
separation of the receivers. Actually it is shown 
[2] that for any target case and mode of location 
(Triangulation, T.D.O.A., or Range Sum) on a 
4-receiver model, the receivers must not be 
located at the same planar surface for 3-D 
location and dopller vector velocity 
measurement. (Later in this paper this constraint 
will be strengthened.) 

That means that receivers must be placed in 
different altitudes also. So a realistic model 
includes receivers in an altitude range of 30 to a 
mere 2000 meters. 

Also we must note that in this paper the radar 
transmitter is non-cooperative it is located in an 
ambiguous location, and is using an unknown 
antenna pattern of rachation. ‘One of main 
purposes of T.I.R.N. design is the ability to use 
enemy radars as target illuminators. 

2. Model Consideration. 

It is understandable that if the transmitter andor 
the target is located at a low altitude then 
tropospheric effects must be considered in order 
to avoid erroneous results. In this paper the 
model considered is consisted of four receivers: 
Two at an altitude of less than 100 m , one at an 
altitude of about 500m and one at altitude of 
about 1500m. The distances between the 
receivers vary from 10 to 40 km. (Fig.1) It is 
assumed that for adequate triangulation location 
the receivers are equipped with 2 or 4 element 
monopulse antennas. The reason of using 
monopulse techniques is that they give good 
angular discrimination even retaining wide 
beamwidths for best bistatic coverage. Their 
elements are assumed to have wide horizontal 
and MITOW vertical beamwidths. (multiple horn 
antennas or interlaced phased arrays are 
considered ). I 

Paper presented at the AGARD SPP Symposium on “Multi-Sensor Systems and Data Fusion for Telecommunications, 
Remote Sensing and Radar”, held in Lisbon, Portugal, 29 September - 2 October 1997, and published in CP-595. 
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For this configuration a useful T.I.R.N. range is 
about 120 km. 

B 

Fig I .Two- Beam Monopulse antenno patterns. Targert is in boresight 
level when signal strengths af  A. B are equol. 4-clement can be used 
/or bath azimuth and elevation discrim’nafion. 

Then we can consider Cartesian coordinate 
systems attached to the receivers all aligned to a 
central “point of interest” coordinate system. 
That point of interest could be any receiver, a 
command post of a weapon system in the area. In 
modest latitudes (x,y,z) can be North, West, 
Altitude corrected by first order approximation 
for the mean radius of the earth R=6378km. That 
means that altitudes must be corrected by the 
factor d’/R and the angles between the axis by an 
order of I8Od/.lrR degrees or about d/x mils if R,d 
in km. More accurately the axes must be 
corrected by the exact differences of Latittude 
and Longitude of the receiver and the “point of 
interest”. 

The main purpose of this paper is to correct 
radar measurements to real atmospheric 
conditions at least as they are theoretically 
modeled. 

2.1. Some Free Space Calculations. 

If transmission, scattering and reception were 
taking place to free space then the location and 
the velocity measurements would require simple 
algebraic calculations. The corrections 
mentioned earlier can be made during 
installation. When using triangulation method 
the location of the target or transmitter can be 
determined by the following set of calculations: 

H.9, and q2 are the look angles (azimuths) and 
(xl,yl) (x2,y2) are the receiver locations then the 
transmitter location (x,y) is extracted by the 
linear system: [mrA ””‘I.[;]=[ XI cosIp, +Yl SinP,, 
ms(P, S W ,  x, cosq2 +y2 sinq, 

And for z 
z = zi + dco t  6 ,  

In this case 0 is the measured from the z axis of 
the ith transmitter. The reason z (altitude) is 
separeted will be discussed later in this paper. 

A serious shortcoming of the triangulation 
method is the target “ghosts” that can be 
presented if there are more than one targets in 
the area. So additional method of location is 
required for target location venfication and this 
can be T.D.O.A. or Range Sum Method 
[2],[3],[4] if the target is close or remote to the 
T.I.R.N. area respectively. Range Sum is also 
desirable for a single receiver target location. 
These methods are generally non-linear and so 
computing complexity makes them more slow. 

An interesting feature of T.I.R.N’s is the velocity 
vector estimation by measuring (where the signal 
is appropriate) the Doppler shift at each receiver. 
It is known that : 

L ( v t  + v r )  

C 
f D  = - 

(3) 
where fD and ft are the Doppler frequency shift 
and the transmitted frequency respectively, v, 
and v, are the radial velocities of the target 
relative to the transmitter and the receiver. Note 
that they are the signed magnitudes of the 
projections of the real target velocity vector on 
the transmitter-target (t-t) and receiver-target (r- 
t) directions. 

Using a four-receiver T.I.R.N. &th 
synchronized receivers after demodulation we 
get signals with frequencies proportional to 

6 = v i  +vni +v, 
(4) 
or 

6 = vei + v, 
( 5 )  
where vi is the ri-t signed magnitude (algebraic 
value) of the ’ velocity vector projection 
(1=1,2,3,4), vc is systematic error made because 
of v, and a possible frequency demodulation error 
-the same for all synchronized receivers-, V~ 
noise (random) errors which can be taken as 
uncorrelated and vc;= v;+vi is the estimation of 
measurement after the systematic error removal. 

For the velocity vector estimation any Cartesian 
or spherical target-centered coordinate system is 
convenient. If v(u,w,s) is the real target velocity 
vector and vi its projection in a random direction 
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she, COS@, sine, cos$, cos8, , I -  
sine, COS$, sin 8, COS$, cos8, 1 
sin 8, cos $, sin 8, cos 9, cos 8, 1 
sin 8, cos @, sin 8, cos $, cos 8, 1 

then: 
v.v, = v,? 

Applying equations (4), ( 5 )  ,(6) at the 
coordinate system defined we get for the q-t 
directions the linear following system: 

(6) 
i = 1,2,3,4 

u W i  sin4 +wsin@, sinq +saxe +y =q i = l,&3,4 
(7) 
where (p.0 are the angular coordinates of the 
receivers relative to the target and v,i is 
embodied to u,v,s. 

If the same methodology as the on-line solution 
is followed then this is equivalent to: 

T - -  
GG=6 U = [ U  w s vel 

- 
6 = [S,S,S,S,]' 

If use of the receiver centered coordination 
systems is desirable then all the cosines of the 
above system must change sign. 

Note that x,y,z,u,v,s then is the 6-D coordinates 
of the target at the point of interest. 

Agtually-in free-space a useful G could be: 

x,--x y , - y  2 , - z  r ]  
1 x 2 - x  y2-y z 2 - z  r 
r x,-x y 3 - y  z 3 - z  r I G = -  

r -  - 4- x + y  + z  

(9) 

3.Standard atmosphere case. 

Another simple case for T.I.R.N. environmental 
conditions is when propagation is taking place in 
a Standard atmosphere with propagation factor 
K#l (usually K=4/3 but can raise to 1.4 at 
Mediterranean environments.) In that case all 
the radiowave measured parameters (distances, 
alltitudes, and elevation angles must be 
corrected) 

The correction is simple and straightforward for 
z assuming that propagation factor bends the 

propagation line (ray) towards the earth's surface 
then equation (3) becomes: 

K-1 d2 
K 2R 

z-q =dcot9, --- 

or 
K-1 d2  

z = zfs  - -- 
K 2R 

(1 1) 
where z6 is the free space z estimation. 

That also means that for the angle of departure 
of this rav: 

K + l  d =-cot& +-- dz  
C O W i d  = -- 

d d  d=d (12) 
From equation (10) comes the strengthening of 
the condltion that not all the receivers must be in 
the same level plane. If D, is the maximum 
distance of 2 receivers of the T.I.R.N. then a 
receiver must be located at an altitude at least 
order of magnitude larger than [(K-l)D,*/KR] 
That means that for 40 Km receiver separation at 
least a pair of them must have 500 meters of 
altitude difference or higher if possible. 

Note all 0's at equation (8) are actually angles of 
departure, so a correction must be done to them 
too, in order to avoid erroneous velocity 
estimation. 

It must also be noted that even if T.D.O.A. or 
Range Sum is used for target location the same z 
and 8 corrections must be made. This is because 
the propagation model is not changing by 
changing the method of location. 

4.Tropospheric waveguide (duct) case 

In environments over sea evaporation ducts may 

at very low altitudes (less than 30 m) while over 
ground irregularities of the air temperature and 
humidity may cause irregular refractive index 
(or modified refractive index variability able to 
cause waveguide effects at altitudes from 100 to 
300 m. These phenomena are more severe in 
environments with islands. In Mediterranean sea 
there are waveguides at 70% of time in the 
summer. If both the target and the receiver are in 
the waveguide then real elevation angle data are 
difficult to be obtained. 

occur 

These ducts of course are really not disturbing 
the receivers located above them so it is better for 
the T.I.R.N. if the higher placed receivers act as 
height finders (z-finders to be more precise) in 
order to avoid evaporation ducts. The opposite 
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problem is taking place if the duct is taking place 
over ground. Then the lowest receivers are more 
likely to receive direct rays. The fact that only 
rays with elevation angles between k1.5 degrees 
are waveguided [5] leads to a simple rule that is: 
Always trust the larger 181 given by the receivers 
and if all 181’s are smaller than 1.5 degrees trust 
the highest receiver. That rule 

Being more precise in that case equation (1) can 
still be used (lateral refractive index variabilities 
are anyway smaller than vertical), but 
propagation in that case at the vertical level 
cannot be confirmed by all receivers so the one 
with the less altitude discrimination ambiguity 
can be used and corrected as described at (10). 
Bearing then in mind that ranges in low altitudes 
are measured in tenths of Kilometers and 
altitudes in hundrents of meters then a good 
approach in velocity estimation can be done 
using (10) with the corrected altitudes and 
assuming that : 
1 - 1 -  1 ---- 
r - d - d z  
(13) 
Actually the above approximation can be used 
for all range conversions at low altitudes. A 
simple calculation will show that in 150 Km 
range even 5Km altitude dBerence would give 
an error in range at about 84 m while in 30 Km , 
1Km altitude difference would give a range 
difference of 17 meters (or the length of a 
modem fighter!) with that simplifications G for 
an approximate velocity estimation can be 
written as: 

N -Y 

Yz -Y 

x -Y 

Y4 -Y 

5. Multipath propagation 

During operation at low altitudes not only the 
direct ray but also the reflected ray. must be taken 
into consideration. The fact that all the model 
consideration has been done with unknown 
transmitter location one useful approximation is 
to consider the target itself a secondary 
transmitter and so the problem leads to a point to 
point radiolink problem. [5], [6].  

Dealing with multipath in a T.I.R.N. having 
monopulse antennas however the problem 
becomes more complicated because the reflected 
signal undertakes different gains at the lower 
and upper beams of the antenna or their 
sidelobes. That would give significant 8 errors. It 
has been stated elsewhere in this paper that 
elevation measurement is the one which is more 
sensitive and so does vertical. velocity s then. An 
attempt is going to be done of calculating these 
effects: 

As shown in Fig.2 a monopulse antenna with 
beam offset angle y of the foresight is aiming at a 
target at an angle of 8=90 degrees It is clear 
then that the lower beam aims at B+y while the 
upper beam aims at 8-y . In case of no multipath 
then the amplitudes of elcctric field E in both 
sidelobes lower (A) and upper (€3) would be 

where D(y) is the directivity of the antenna at an 
offset y. In case that the reflection point is 
located at distance d, and altitude z, and the 

(15) E~ =E* = E,/W 

reflection coefficient is p.expCjX) then: 
Eh = E m +  @,/D(-Y + 180 - 2 6 )  

Fig 2. Geometty of the Reflection on curved earth 

Then the difference of theese two terms is 
proportional to antenna directivities at these two 
angles It has been shown [6] that modified 
monopulse antennas can eliminate this error. 
Also is shown that the elevation error can be 
either positive or negative. Also simple Sum- 
Delta monopulse antennas with vertical sidelobe 
cancellers might be used. If multiple reflection 
points do exist then the vector sum must be taken 
and arbitarity in phase will most llkely reduce 
the effect. 

This effect is strongly reduced if the target is 
height-monitored by two antennas 
simultaneously for the same reason. 

I 
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The fact is that in a T.1.R.N even at intense 
multipath environments there is a little 
possibility of deep target fading because of the 
simultaneous use of more than one receivers in 
any case. 

6. Clutter environments. 

It is generally known that little bistatic clutter 
data are available. The fact that antennas with 
wide horizontal beam angles are taken into 
cosideration leads to the fact that large clutter 
signals are to be expirienced during T.I.R.N.’s 
operation. 

From some bistatic measurements though [7] , it 
has been stated that bistatic to monostatic clutter 
is about -3 to -20 dB lower than monstatic[8]. 
Dopller spread using either Rayleigh or Weibull 
distributions is not expected to exceed that of a 
monostatic radar. 

Clutter rejection though can be better by 
combining MTI or Dopller shift measurements 
taken by the receivers and exclude (filter) 
measures that seem quasi-static to all the 
receivers. 

Anyway, since no operational T.I.R.N. is in use 
currently, simulations (based on bistatic and 
monostatic measurements availlable) have shown 
that for Rayleigh and Weibull clutter 
distributions 4-receiver to monostatic clutter 
rejection is about 6 to 10 dB better than a 
monostaticradar with the same antenna pattern. 

Conclusions. 

The above results although mathematically 
modelled using simple Electromagnetic wave 
propagation theory with the appropriate 
aproximations, simulation results with EREPS 
and MOT shareware software of NOSC 
(U.S.Navy) for standard atmosphere and some 
waveguide cases have been run and comply well 
with the theoretical1 results presented here. 

Multipath for monopulse antennas and Clutter 
cases still require some research in order to be 
hlly covered, mostly because they are signal- 
dependent and to this time only low PRF and 
CWhavebeenexamined. 

Anyway the capability of 6-D detection of a 
T.I.R.N., although is effected by environmental 
parameters that effect other types of radar still 
remains better that a monostatic radar. Although 
computational and design complexity is higher 

the much promising performance of a T.I.R.N. 
and the fact that it is totally passive makes it an 
attractive system model for further development. 
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1.0 SUMMARY 

ModeUing mulu from a pmgmnm to impmve the accuracy 
of the prediction of ionospheric parameters are ven ted .  

Even well designed systems are vulnerable. Redrctions of the 
ionised battlespace environment are, therefore, of paramount 
operational significance. The effects of the ionosphere on a 
numberofrmlitarysystemsareshownmTable 1. 

~onospGic eanditions impact upon communications. 
navigation / GPS. satellite operations and surveillance radar 
operatiom. As a result. ionospheric pndiction~ have an 
important bearing upon the specification of the battlapaee 
environment. 

- 

The paper pnscnts a novel and mbust tecbique that can cope 
with the pmblems of noise and non-contigity that are 
endemic to solar-tmtrial data sets. 

The method of using non-linear radial basis function (RBp) 
mural OMHorks (NNs) to modcl the nwnday vaiation of the 
critical f r e q m y  of th FZ layer of the ionosphere. foFZ. is 
investigated. A technique based upon singular value 
demmposition is also adopted for the purpsea of noise 
reduction. The performance of the model is compared with the 
mdts obtained from the ref- persistence model 
p n d i c t i ~ ~ .  Consesutive noonday foF2 values from i957 to 
I990 from the Slough ionosonde station nn0 are used to vain 
and test the m&I. Redictions are made for timwales of one 
to thirty days ahcad. using both the RBF and persistence 
models. Relative performance is quantified using mot mea0 
square crmr W S E )  betwm the RBF and persistence 
prrdiction tim scrics compand with the mal time scries, 
over thc testing interval. 

It is found that RBF N N s  offer a significant improvement, 
sppronimatey 6G%. over the performance of the reference 
persistence model. 

- mm 

- 

- 
cawl 

2.0 INTRODUCTION 

2.1 Military relevance 
2.2 Ionospheric prediction 

Ionospheric dishubances can effect both gmund and space 
baJed communications. navigation and surveillance systems. A long standing goal of solar-tmtrial  physics has been the 
 PIS inelude military Communications. GPS, prediction of specific events. or indices of activity. &at impact 
stealth Hp ova-the-horizon radar and ballistic missile defence. upon communications, satellite and utility operations 

Paper presented at the AGARD SPP Symposium on "Multi-Sensor Systems and Daia Fusion for Telecommunicarions. 
Remote Sensing and Radar", held in Lisbon, Portugal, 29 Seprember - 2 Ociober 1997, and published in CP-S95. 
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Codat ion  studies that relate solar win energy input to 
various indices of geomagnetic activity have played a crucial 
role in understanding the sun - solar wind - magnetosphere - 
ionosphere coupled system. In addition, linear predictive 
techniques have been used to deduce relationships between 
input and output data [Milsom et d., 1987, 19891. Although 
linear techniques have achieved some measure of success, the 
limit of these approaches appean to have been reached. A 
number of studies have demonsirated the importance of noo- 
linear behaviour within the sun-solar wind-magnetosphere- 
ionosphere system [Baker er d.. 19901. These have led to the 
development of non-linear theoretical models [ K l h  et d., 
19921 and to the use of non-linear time series methods 
[Vassilirulis et al., 19921 to characterise the behaviour of these 
complex systems. 

It is unlikely that linear models will ever adequately describe 
the complex non-linear magneto-hydmynamic (MHD) 
systems that govern the behaviour of the solar-terrestrial 
environment. These coupled MHD equations are often 
insoluble using analytical techniques. In the absence of a 
tractable solution derived from the full MHD equations, it is 
an attractive option to look for non-linear feaNm in 
experimental data in o h  to develop models using empirical 
methods. These methods, which have evolved from work 
begun a decade ago to find evidence of finite dimensional 
dynamics in fluid turbulence. have received recent attention. 
However, they have been developed for well-conuolled 
experimental systems and, therefore, work best on large sets of 
clean, stationary data 

In practice, solar-terrestrial data sets are far from this ideal; 
generally, the signal to noise ratio is p r  and the data is 
highly quantised, with large numbers of data dropouts from 
the time series. The large range of physically significant time- 
scales also means that the time series are rarely stationary. 
Thus, it foUows that naive application of these non-linear 
techniques is unlikely to succeed. In this study, we attempt to 
apply novel techniques derived from studies into ;utitieial 
intelligence to derive more robust non-linear predictive 
models. 

The current state of the art for geophysical forecasting 
[Joselyn. 19951 falls far short of the predtctive precision that 
would be required for an acceptable model of future solar- 
terntrial activity. Any prospective model must be compared 
with the reference persistence modcl to assess its relative 
performance. The latter predicts that the value of an 
observable parameter at some specifred point in the fuNre will 
be identical to the currently observed measurement of that 
parameter. This model performs well for quiet time conditions, 
when the temstrial environment is relatively undishlrbed. 
However, it cannot predict the onset of the short-lived 
impulsive disturbances that characterise periods of unusually 
high @magnetic and ionospheric activity. A successful 
predictive model must offer a tandhle increase in performance 
over the persistence technique to prove the value of the method 
employed. 

Current theoretical and empirical models fail this stringent 
criterion. In particular, prediction of storm events and spurious 
disturbances are very poor. Even the overall performance can 
be inferior to the standard persistence model. This shortfall in 
the performance of existing models can be attributed to several 

causes. Firstly, there is an incomplete understanding of the 
propagation of disturbances from their solar origins to the 
near-& environment. Secondly, the coupling between the 
magnetosphere, ionosphere and solar is not well understood. 
Finally, very few continuous time series exist that are 
indicative of solar wind activity and associated solar activity. 
The combination of these factors makes the adoption of 
knowledge independent modelling techniques highly desirable. 

2.3 foF2 time series 

The critical frequency of the F7. layer of the ionosphere (see 
Figure I), foFZ. is one of the most significant parameters of 
the ionised upper atmosphere for the purposes of military and 
civil applications. As this area often contains the highest 
electron concentration within the ionosphere, it generally 
determines the maximum usable frequency for HF 
communications. It also represents the usable portion of the 
ionosphere that is farthest from the ground, a fact that has 
direct bearing on the maximum usable range of a 
communication link. For a fixed elevation angle. transmission 
range increases as the maximum height of the point of 
reflection increases. 

1 
Figure 1 Effects of the ionosphere upon communications. 

The foFZ time series is determined from ionopms  (Figure 2). 
produced hy ionosondes. These ionosondes sweep across the 
HF frequency spechum and produce profiles of frequency as a 
function of virmal height, for the HF frequency hand (3 to 30 
MHz). The value of foFZ is the maximum frequency of the 
ordinary wave that is returned from the FZ layer of the 
ionosphere, at venical incidence. A global network of such 
sounding stations record measurements of foF2 every fifteen 
minutes and compile these measurements to provide hourly 
and daily averages, in conjunction with monthly medians. 
These values are available from a number of World Data 
Centres (Wacs) that act as repositories for solar-tmtrial 
data. World maps, such as the example given in Figure 3. are 
then constructed to provide global contour plots of foF2 for the 
HF community. The WDCs also provide on-line predictions of 
geophysical activity as an additional service. 

The present study utilises the foFZ time series corresponding 
to the ionosonde station at Slough, England. Daily noon values 
of foFZ for the period 1957 to 1990 were used to train the 
neural networkmodel and test its effectiveness. 
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Figure 3 Global foFZ contour map. 

The time series as a whole contained approximately 10% 
missing data points. These missing points are not randomly 
distributed through the time series, introducing a potential bias 
into the model. This poses a significant obstacle for 
prospective non-linear prediction schemes. Therefore, a 
procedure has to be defined for the processing of input training 
vectors that contain a missing data point. This scheme should 
minimise the detrimental effects upon the model of including 
training vectors that contain a missing point. 

A simple, hut not particularly effective, solution is to set all 
missing data points to a value of zero. subsequent to the 
normalisation process. This normalisation process is described 
in the discussion of the analysis tecbuiques employed in this 
study. ?his minimises the average mean square interpolation 
m r ,  for a constant value interpolation, over the &maned 
time swies as a whole. 

The next level of sophistication involves the use of adaptive 
Linear interplation techniques that examine the local 
behaviour of the time series in the region of the missing point. 
Such techniques use this information to construct a linearly 
optimal estimate of the value of the missing data point. 
However, use of a linear interpolation scheme is highly 
undesirable for time series that display significant non-linear 
behaviour, due to the fragility of the non-linear properties that 
have to be characterised. 

This study has chosen to adopt non-linear modelling 
techniques with the aim of improving the prediction of 

ionos] ric indices. In the absence of a suitably robust non- 
linear (ethod of dealing with missing data points, it is 
necessary to discard those training vectors that contain missing 
data points. 

3.0 MATHEMATICAL METBODS 

3.1 Non-linear Analysis 

Linear techniques have proved to be powerful tools in the 
charactaisation and prediction of time series. However, there 
are Sinurti~~ in which these techniques are unsuitable and 
non-linear techniques need to be considered. 

The fundamental principle behind non-linear prediction 
techniques is Takens theorem [Tdem, 19811. A comUary of 
which is that, given a dynamical system, possibly of high or 
infinite dimension that has a stable attmting set with 
dimension d. there generally exists a function, requiring at 
most 2d+l independent inputs, that can be used as a predictor 
for a time series arising from that system. Takens' result 
guarantees the existence of non-linear predictive functional 
models of the data, but provides no details about the dimension 
of the atuactor, or how to calculate the underlying function. 

3.2 Singular value decomposition 

Solar-terrestrial data sets are typically noisy and singular value 
decomposition (SVD) can be employed to preprocess the time 
series to allow subsequent selection of principal components to 
optimise separation of the signal and noise subspaces. 
Removing the noise subspace improves the predictive 
performance of RBF NNs, as described in section 3.3. 

SVD is a powerful technique associated with matrix based 
computations and analysis. SVD is used principally to provide 
an optimal solution for a linear least squares problem. In 
addition, SVD can also be used to devise filters for noisy 
signals. In this study, the matrices used in the calculations 
have been derived from the time series, using a moving 
window technique. 

For an ideal error f n e  measurement system (the data lies in a 
finite dimensional space), measurement data can be arranged 
in a matrix. where the matrix is known to be ranL deficient. 
This means that some or all of the rows or columns of a matrix 
are linearly dependent upon each other. This linear 
dependency breaks down when any form of noise is present, as 
in almost all actual measurement systems. The resultant 
measurement matrix often becomes full rank in such cases. 
SVD can be used in these instances to determine a set of 
orthogonal bases that minimise the effects of this loss of linear 
dependency between the rows or columns of the matrix, due to 
noise. In essence, SVD provides the optimal linear separation 
of the signal and noise subspaces and can be used to minimise 
redundancy in the input vector. 

To achieve this optimal estimate, a sliding window, of length 
n. is passed along the data set, one point at a time, to consmct 
the matrix of delay vectors. The SVD of this matrix can be 
used to create a set of n orthogonal filters whose summed 
output would prcduce the original time series. Each filter 
corresponds to a principal component W). The magnitudes of 
these Pcs can be plotted in order of decreasing size to assess 
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the relative linear importann of the output of each of these 
filters in characterising the variation of the time series. The 
efficiency of the predictive scheme cm then be optimised by 
only including those PCs that have a positive effect upon the 
model output mor. Those PCs that adversely affect the model 
accuracy are removed. 

In summary. SVD provides a useful technique for filtering a 
noisy signal and provides an estimate of the number of inputs 
required to characterise the underlying attractor of a dynamical 
system. It is also the m & d  of choice for solving linear least 
squares problems. a property we will exploit in the next 
section. 

3.3 Radial basis function neural networks (REF NNs) 

Neural networks address the problem of fitting points (X$,Y,), 
where i=l..N. to a model of the form Ya=f (XJ Clearly, for a 
finite data set, there will be a whole dass of functions, F. such 
that any f EF satisfies these relationships. Matters are W e r  
mplicated by presence of noise. By fitting the data exactly, 
we inadveaently fit this noise as well. As a result. the model is 
likely to perform sub-optimally on ullsew data, as the unseen 
noise will not be predictable from that contained in the original 
data set. Any process that minimises the contribution of noise 
to the model will necessarily improve the predictive accuracy. 

To address both of these problems simultaneously, it is usual 
to select the f that minimises the modclling error in a 
restricted class of functions. Increasing the size of this class 
will result in a decrease in the m o r  calculated over the 
original training data However, on previously unseen test data 
drawn from the same distribution the e m  will eventually 
begin to grow, as the noise in the original data is modelled 
more and more accurately. At this point the approximation is 
deemed optimal, since it models the general trends within the 
data without modelling the noise. 

There are numerous linear and non-linear methods for 
determining such functional relationsbips between time series. 
The RBF neural network offers one approach to the solution of 

this problem. Given two sets of data points {xn},=l and 

{Yn}z=l, it is desirable to consmct a function f(XJ that 

minimises the summation:- 

N 

N 
E = c ( fm) - Y.)' 

ll=1 

The RBF approach reduces the constluction of f a a )  to that of 
a linear least squares problem. This can be solved using SVD, 
by assuming f(XJ to be the linear weighted sum of radially 
symmnric functions of X. which contain the non-linw 
adaptability of the network, that is, 

A number of individual basis functions, 'p, where id,..@ are 
chosen with centres c, and weights q to construct the function 
f. Given this formulation of the problem. equation (I)  d u c e s  

to a linear least squares problem that can be solved by 
applying SVD. 

In the results presented, 'p is a cubic function of the form. 

(3). 

Applying equation (3) reduces equation (I) to a Linear least 
squares problem of the form MW=Y. where W ~ W ,  ......., wJ , 
Y=yY ,,......, YJ and. 

(11). 

We require the weights w,. so solving for W yields W=NY. 
where N= (Idm 'M' (if a) or N= MT(M M').' (if p > n). 
the Moon-Penrose inverse of a non-square d x ,  and a '-I' 
indicates the mahix inversion operator. 

This method has several advantagas over the more commonly 
used Multi-Layer Percepuon (MLP) techniques. MLFs train 
through the use of gradient descent algorithms, which 
determine optima on a non-limar surface given a set of initial 
conditions. There is no guarantee that a particular optimum is 
global and various initial conditions must be tested to find the 
best optimum solutioa Gradient descent also relies on an 
iterative process, the back-propagation of training m 
through the network to adjust the network parametem to 
provide a better fit to the training data. Cross validation 
against a control data set determines when the network 
generalisation capabilities are optimum. for a certain set of 
initial conditions. Iterative processes are typically numerically 
intensive and arbitrary to a certain degree. 

RBF NNs are assured of finding the global optimum solution 
in a single pass, because the mining pmce~s is a linear least 
squares problem. Thus. RBF NNs are relatively cheap in 
computational terms and more straightfornard to use than 
MLPs. The disadvantage of the RBF approach is that, because 
its form restricts the search to a limar hyper-surface in the 
function space. it can require more degrees of rieedom 
(centres) to perform as well as the MLP. This can sometimes 
be an issue when the amount of data is limited. In general, 
however, the ease of fitting the RBF more than compensates 
for any necessary increase in the complexity of the class of 
models. In addition, REIF NNs provide a straightforward 
functional relationship between input and output vectors. 
which facilitates understanding of the model constructed by 
the network. Rule extraction for MLPa is a much more 
complicated matter and the information contained in the 
knowledge matrix is not amenable to intuitive decomposition. 

4.0 ANALYSISTECHNIQW 

The RBF model was trained and tested using noon day foFZ 
values from the Slough ionosonde covering the period from 01 
January 1957 to 31 December 1990. The total length of the 
time saies is 12,418 points. The fmt 1O.ooO were used to win  
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series, one point at a time, to construct the matrix of input 
vectors that are required to train the RBF model. This value 
was selected by assessing the relative performance of the one 
day ahead prediction model using a range of input window 
lengths. Input vectors that contain one or more missing data 
points are then removed from the training set. For this study, 
10% missing data points gave rise to approximately 90% 
rejection of possible training vectors. The training vector set 
was then projected onto its principal axes using SVD. 

the RBF model while the remainder of the points were used to 
test the predictive performance of the model on unseen data. 

The time series as a whole was reduced to zero mean and unit 
variance. Normalisation of the input data in this fashion 
removes the need for an amplitude or DC component 
parameter input for the radial basis functions that we have 
adopted for the purposes of this study. 

I 

The remaining filter outputs were then used to train the RBF 
model. The optimum number of centres (functions) was 
determined by assessing the relative performance of the one 
day ahead prediction model using a range of numbers of 
centres. A value of 140 centres was found to give the best 
results. Models were then constructed, using these parameters, 
to predict from 1 to 30 days ahead. The results were compared 
with the corresponding persistence model prediction, using 
root mean square error (RMSE). 

5.0 DISCUSSION OF RESULTS 

The results displayed in Figure 4 represent the relative 
performance of the RBF NN model in terms of RMSE, in 
comparison with the reference persistence model, for 
prediction timescales of one to thirty days ahead. For a one 
day ahead prediction, the RBF model (no noise filtering) 
produces an RMS error of 0.655 MHz, in comparison with an 
RMS error of 1.186 MHz for the standard persistence model. 
This represents a relative increase in . performance of 
approximately 45% over the persistence model. Optimising the 
noise filtering process led to the removal of 36 of the PCs that 
adversely affected the accuracy of the model. For a one day 
ahead prediction, the RBF model (with SVD noise filtering) 
produces an RMS error of 0.484 MHz, a relative increase in 
performance of 59% over the standard persistence model. 

The graph shows that the RBF model represents a significant 
improvement over the standard persistence model. This is 
particularly true with regard to predictions up to ten days 
ahead. In this region, the predictive accuracy stays roughly 
constant. The performance increase margin becomes narrower 
as the prediction time-scale increases to thirty days and the 
model error rises, but noise reduction mitigates this problem. 
The first effect can most likely be attributed to the fact that 
optimised model parameters were only derived for the one day 
ahead prediction. This was necessary due to limitations on 
available processing resources. These optimal values will 
become increasingly inaccurate as the prediction extends 
further into the future. Better results would be obtained if the 
model was optimised separately for each of the number of 
steps ahead required for the prediction. 

Noise reduction provides further worthwhile improvements, 
particularly in regard to the long range and one step ahead 
predictions. The noise reduction process was also optimised 
with respect to the one day ahead prediction, hence the radical 
improvement over the unfiltered model for the one day ahead 
model. Much smaller improvements are observed for short 
time-scale predictions (2- 10 days). Apparently, the noise 
reduction scheme produced for the one day ahead prediction 
seems to be too specific to have a pronounced effect on the 
other short term models. This indicates that optimising each 
model separately, with regard to noise reduction, would also 
provide larger improvements in terms of predictive accuracy. 
However, the short term prediction accuracy plateau now 
extends to 15 days, five days longer than for the corresponding 
unfiltered RBF model. Noise reduction provides tangible 
improvements for medium time-scale predictions (10-25 days), 
giving a fairly constant improvement in accuracy across the 
whole period. The effects of the noise reduction scheme upon 
the longer term predictions (25-30 days) are more pronounced. 
This arises from the fact that prediction error, due to the 
effects of noise, increases with the time-scale of the prediction. 
Hence, any noise reduction process will have a more 
pronounced effect upon longer term predictive models. 

Figure 5 represents the relative difference between the RBF 
model and the persistence model for each of the types of 
prediction. This allows assessment of the similarities between 
the model produced by the RBF and the reference persistence 
model, for varying prediction timescales. The effects of noise 
reduction on these features can also be determined. 

The divergence of the unfiltered RBF model from the 
persistence model increases markedly after twelve days. This 
point coincides with the narrowing of the performance 
increase margin noted in regard to Figure 4. This feature can 
also be observed for the filtered RBF model. However, in the 
latter instance, the relative difference undergoes a dramatic 
decrease after 25 days. This effect is coincident with the 
improvement in predictive accuracy over the unfiltered RBF 
model noted in Figure 4. In this graph, the filtered RBF model 
is seen to be superior to the unfiltered RBF model for 
prediction timescales greater than 25 days. These two 
observations lead to the deduction that the noise reduction 
process improves the ability of the RBF to successfully model 
structure that can be attributed to the recurrence period of the 
solar rotation (25-30 days). 

Comparison between the testing data set and the prediction 
output time series reveals those areas where the RBF 
prediction is least affective. The predicted onset of periods of 
unusually high geomagnetic activity lags behind the actual 
time series. In addition, the model underestimates the peak 
magnitude of these events by an approximate factor of two. 
This gives rise to large error deviations in these regions that 
can account for much of the overall RMS error. However, the 
performance of the RBF models is still superior in this respect 
with regard to the reference persistence model. 

. 

Three factors could account for the relatively poor behaviour 
of the model during periods of elevated geophysical activity. 
Firstly, periods of unusually high ionospheric activity are rare 
in comparison with quiet time conditions. As a result, the 
training process is biased away from the prediction of these 
infrequently occurring events, in favour of accurate prediction 
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of quiet time conditions. We plan to rectify this problem by 
increasing the relative importance of non-quiet time 
conditions. Secondly, the timescales associated with the 
evolution of such disturbances are very much less than the 

series does not contain sufficient information concerning the 
dynamics of these events to accurately model their rapid 
development. Use of additional higher resolution inputs may 
be required to address this issue. Finally, the current RBF 
model relies solely upon a single input time series to produce a 
prediction. Certain data sets are capable of providing 
precursive information that has a direct bearing upon the 
prediction of foF2. Including these time series as additional 
inputs to the model would provide a measure of forewarning 
that could improve the prediction accuracy for periods of high 
ionospheric activity. 

I resolution of the input time series. Therefore, the input time 

Prediction Accuracy lor 1980 - 1990 foF2 nwn day values 

1.5 

1.4 

Figure 4 Prediction error versus no. of days ahead for 
prediction of foF2 noon day values (RMSE). 

Relative difference (Residue) between RBF and persistence for 
models 1980 - 1990 foF2 noon day values 

I 0.9 T ...,_..._____._.________I________________..... 
. ..... 

;) ..,..‘ ’.. . . :  . 
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Figure 5 Relative difference between RBF and persistence 
models for prediction of foF2 noon day values (RMSE). 

6.0 CONCLUSIONS 

This study has presented a novel robust technique that can 
cope with the problems of noise and non-contiguity that are 
typical to solar-terrestrial time series. 

The method of using non-linear radial basis function (RBF) 
neural networks (NNs) to model the noon-day variation of the 
critical frequency of the F2 layer of the ionosphere, foF2, was 

implemented. The benefits of SVD noise reduction were 
assessed and were found to offer a substantial improvement. 

The performance of the model was compared with the 
reference persistence predictions. The unfiltered RBF model 
produces an RMS error of 0.655 MHz, which is approximately 
45% more accurate than the corresponding persistence 
prediction, with an RMS error of 1.186 MHz. For a one day 
ahead prediction, the RBF model (with noise filtering) 
produces an RMS error of 0.484 MHz, a relative increase in 
performance of 59% over the standard persistence model. This 
accuracy is maintained for a ten to fifteen day period before 
the error starts to rise significantly. Optimising the models for 
each individual prediction time-scale will bring further 
improvements to the accuracy of the predictions. 

In conclusion, the RBF NN model presented in this study is a 
significant improvement over the standard persistence model, 
which acts as the reference for the assessment of any proposed 
prediction scheme. 
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PAPER No: Paper 19 

DISCUSSOR’S NAME: P. Hoogeboom 

COMMENT/QUESTION: 

The prediction result for one day ahead is much better than for more days ahead. Also, the 
results seem to indicate a cycle at 4, 9, 14 days ahead of slightly improved results. Is there any 
explanation for these observations? 

G 

AUTHOWPRESENTER’S REPLY: 

Due to limitations on available processing resources, it was only possible to optimise the model 
parameters for the one day ahead prediction. Hence, these results show a much greater relative 
improvement over the persistence model, compared with the longer timescale predictions. The 
observed, 4, 9, 14 day cycles may well be an artifact of this inability to optimise each individual 
model. So, we are not prepared to comment upon these features, in terms of what physical 
processes they might represent, until the cause of uncertainty can be eliminated. 
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1. SUMMARY 
High frequency reliable radiocommunications in decametric 
band is currently based on procedure such as ALE (Automatic 
Link Establishment), RTCE (Real Time Channel Evaluation) ... 
which purpose is to test channel transmission capacity and 
interferences level. 

Establishment tests, made in real time, give interesting results 
by using long time experienced procedures with very good 
instantaneaous reliabilities. Though, procedure can be improved 
with short time prevision of transmission channel characteristics 
and with interferences forecasting which are numerous in. 
decametric band. 

Ionospheric forecasting methods allow to take into account 
ionospheric transmission characteristic. It is supposed that a 
very short time forecasting method (1 to 2 hours) or that a short 
time method (24 to 48 hours) is implemented. Interference 
forecasting is of prime importance in prevision of good 
establishment of links. 

Electromagnetic spectrum observation in HF band shows that,: 

m Correlation from a day to another of interferences levels are 
often strong (figure 1). 

0 Spectral correlations are good until distance of about 
400/500 km (figure 2). 
Interferences levels are dependent of observation azimuth 
(figure 3). 
Spectral occupancy is correlated with critical frequency 
FoF2. 

Taking into account these characteristics lead to consider the 
establishment of interferences level forecasting and the critical 
frequency of F2 layer. 

Jamming level characterization is introduced by considering the 
notion of clear frequency for a specified level. Frequency is 
supposed to be clear for a threshold S if the interferences level 
remains lower to this threshold. Clearness probability can be 
determined for each traffic band and we can plot surface of 
probability that a clear frequency one day remains clear the 
following days. These surfaces plotted as. a function of the 
threshold and the forecast horizon are shown figure 5.  

Correlation between spectral occupancy and FoF2 frequency is 
also modelised. Comparison between FoF2 frequency 
determined by zenithal sounding with measurement of 
occupancy - mlF -has be proved very satisfying (figure 6) .  

A data fusion processing lead to a totaly passive method of real 
time network management. 

2. GENERALITES 
L’ttablissement de radio-communications fiables dans la 
gamme dtcamttrique est actuellement bast sur des proctdures 
de type ALE (Automatic Link Establisment), RTCE (Real Time 
Channel Evaluation) qui visent & tester les capacitts de 
transmission du canal et les niveaux d’interftrences. La 

communication &ant ktablie, on utilise une proctdure AME 
(Automatic Maintain Establisment) qui permet de dkgager la 
liaison de la frtquence dont la clartt se dtttriore lors la 
transmission de donntes. Les tests d’ttablissement sont 
effectuts en temps rtel et donnent des rtsultats intkressants en 
utilisant des proctdures dont I’anciennett leur confkre 
d’excellentes fiabilitts instantantes. Ces procedures prtsentent 
cependant I’inconvtnient de ntcessiter des mesures sur le canal 
et, par constquent, I’utilisation d’tmission d’ondes 
tlectromagnktiques. Par ailleurs, la capacitt de transmission du 
canal n’est pas le seul parametre & prendre en compte et 
I’occupation spectrale, particulierement importante dans ce 
domaine de frtquences, impose d’en tenir compte. 

On peut observer que le spectre des ondes dtcamttriques 
s’ttendant de 3 & 30MHz est particulikrement encombrt. On 
dknombre plusieurs centaines de milliers d’kmissions 
radiotlectriques simultantes sur le globe. Ces tmissions 
constituent une banque de donntes particulikrement riche que 
I’on peut exploiter de deux faqons difftrentes : 
- Tout d’abord, on doit remarquer que ces Cmetteurs 

constituent des signaux parasites qui gCnent les 
communications. 
On doit donc, pour I’ttablissement des communications, 
rechercher parmi les frtquences attribukes & un utilisateur, 
celles qui seront susceptibles d’Ctre peu brouilltes. Cette 
action consiste & rechercher les frtquences claires - c’est- 
&-dire celles pour lesquelles le niveau des interftrences est 
inftrieur & un seuil donnt - mais il convient de connaitre 
quelles sont les pkriodes de temps pendant lesquelles cette 
frtquence demeurera Claire. Cette approche ne peut qu’Ctre 
probabiliste et il est donc usuel de dtterminer les 
probabilitts de clartt de chacune des frkquences se 
trouvant dans le spectre. 
L’ensemble de ces frtquences peut Ctre utilise comme une 
banque de donntes pour dtterminer les caracttristiques 
gtntrales du milieu de propagation. Cette approche peut 
&re justifike par le fait que les utilisateurs s’adaptent aux 
conditions ionosphtriques avec de plus en plus de 
precision et, par consequent, suivent I’tvolution du milieu. 
On a donc song6 A utiliser les caracttristiques 
d’encombrement du spectre dtcamttrique pour en dtduire 
un paramktre capital dans les ttltcommunicatio’ns 
ionosphtriques, & savoir la frtquence critique FoF2 de la 
rtgion F2 de I’ionosphkre. 

- 

- 

Cette approche permet donc de rtaliser, d’une part une 
prtvision de I’ttat de I’ionosphkre, d’autre part une prtvision 
des interftrences par une mkthode totalement passive. Les 
rtsultats obtenus dans cette ttude montrent que les interftrences 
sont corrkltes dans le temps et dans I’espace et que le spectre de 
la gamme dtcamttrique est corrtlt avec I’ttat de I’ionosphere. 
Ces rtsultats permettent de rtaliser une application 
opkrationnelle. 

3. CARACTERISATION DES INTERFERENCES 
Une etude sur les interftrences a t t t  entreprise au LETTI dks le 
debut des anntes 1980 afin de tenter de les caracttriser. Des 
mesures permanentes ont t t t  faites et ont permis de constituer 
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une banque de donnkes s’ttalant sur plus d’un cycle solaire et 
comprenant des centaines de millions de mesures. A partir de 
cette banque de donntes, une statistique a t t t  fake pour 
dtterminer les principales caracttristiques des interftrences. 

On s’est, dans un premier temps, orienter sur I’ttude des 
interfkrences en Europe occidentale. On a, pour cela, utilist 
plusieurs stations de mesures compatibles pour permettre des 
comparaisons entre plusieurs sites. Le premier objectif 
poursuivi a t t t  d’examiner si ces corrClations existaient dans les 
paramttres caracttrisant des interferences. On a pour cela utilist 
plusieurs types de mesures. 

3.1. Corrt5lation temporelle des interfbrences [ I ]  
On a examine si les interftrences prtsentaient des cohtrences 
dans le temps et des cohtrences dans I’espace. La figure 1 
reprtsente quatre spectres obtenus en deux sites difftrents 
distants de 450km, I’un situt dans la rtgion sud de Paris, I’autre 
situt dans le sud-ouest de la France (Les Eyzies de Tayac). 
Chaque spectre reprtsente un ensemble de 15 spectres 
superposCs mesurCs sur une durte de 1 heure dans la gamme 1 ii 
30MHz. Deux spectres ont Ctt relevts ii 23h00, deux autres h 
14h00 T.U. On peut constater que les 15 spectres superposes 
conservent une bonne cohtrence ce qui signifie que les 
CaractCristiques d’ensemble du spectre dtcamttrique sont 
relativement bien cohkrentes. L’examen des spectres montre 
tgalement I’emplacement des bandes d’tmission de radio- 
diffusion. On peut noter que de jour le spectre est plus ttendu 
vers les hautes frtquences, ce qui est provoqut d’une part le 
milieu et d’autre part par I’adaptation des utilisateurs aux 
tvolutions du milieu. On peut remarquer Cgalement une 
absorption des basses frkquences plus importante en milieu de 
journke que la nuit. Ces enregistrements confirment les 
phknomtnes connus d’absorption et de variations de l’ionisation 
du canal ionosphtrique mais montrent tgalement une bonne 
corrtlation temporelle sur I’tchelle d’une heure de la globalitt 
des spectres ainsi qu’une grande cohtrence spatiale qui est 
visible par la comparaison des spectres obtenus aux stations 
STUDIO1 (Paris) et STUDIO2 (sud-ouest de la France). 
L’analyse de la cohtrence spatiale a t t t  faite sur des distances 
variant de 0 A 1500km et I’on a pu constater que, jusqu’ii des 
distances de I’ordre de 500km, on peut considtrer que les 
spectres sont bien corrtlts, comme le montre le rksultat de la 
figure I .  Une analyse plus fine de la cohtrence spatio- 
temporelle peut etre faite en observant des bandes de frtquences 
ktroites. Ce type d’observation a t t t  fait sur de nombreuses 
tmissions. 

ainsi que la bonne corrtlation entre la station STUDIO1 et 
STUDIO2 distantes de 450km rkvtlCe par ces enregistrernents. 

STUDIO 1 
Level (dBm) Level (dBm) 

Frequency 12ooOhfHz 

..................... ....................... 
Frequency 8.6515 MHz Frequenq 8.6515 MHz 1 

...................... ....................... 
Frqucng  68825MM 

‘ \I 

......................... ...................... 
Frequency 7.0500 MHz Frequency 7.0500 MW 1 

......................... .......................... 
Measurements period : 31/08/90 12h U.T. to 03/09/90 OOh U.T. 

Figure 2 : Corrilation temporelle et spatiale de spectres HF 
entre STUDIO1 et STUDIO2 

3.2. Variations azimutales [ I ]  
Une Ctude de I’intensitt des brouilleurs a t t t  effectute en 
fonction de leur angle d’arrivte. On a utilist pour cela un reseau 
d’antennes compost de 32 antennes large bande couvrant la 
gamme dtcamttrique et dont le lobe est orientable dans toutes 
les directions. La rtsolution typique de ce reseau est de 15 
degrCs ii I5MHz. On a fait une Ctude statistique de I‘intensitk 
des champs en fonction de I’angle azimutal d’arrivCe des rayons 
pour toute la gamme de frkquences en ttablissant la statistique 
sur des bandes de IMHz et en ramenant I’intensitt du champ a 
une bande de 3kHz. Les rtsultats obtenus sont illustrCs par les 
diagrammes de la figure 3 qui montrent les valeurs obtenues 
dans 3 bandes de frtquences difftrentes : 10-1 IMHz, 14- 
ISMHz, 16-17MHz, pour quatre heures de la journCe : 14h00, 
19h00, OlhOO et 07h00. On peut, en premier lieu, noter I’effet 
joumalier des variations du milieu de propagation 
particulitrement visible par le fait qu’h OlhOO T.U. le niveau 
des champs regus est quasiment nul pour les frCquences 
comprises entre 14 et I7MHz et extremement faible pour les 
frtquences comprises entre 10 et 11MHz. On peut constater 
Cgalement I’effet de lever et coucher de soleil, particulitrement 
visible sur la bande 16-1 7MHz. Ces relevCs rtvdent clairement 
que I’intensitt des interftrences en provenance de la direction 
Est est notablement plus importante que celle qui provient de la 
rkgion Ouest ou Nord-Ouest. Cette difference s’explique sans 
difficult6 en observant que beaucoup plus d’tmetteurs se 
trouvent tvidemment localists a I’Est de la rkgion parisienne 
qui correspond h une zone terrestre, qu’a I’Ouest de la rtgion 
parisienne qui correspond une zone maritime. 

yh s- llnv -8 n- m., **a Ian lln“ ma ,I* I- 

Figure 1 1 Corrdation spatiale ente spectres HF mseure‘e en des 
points distants de 450 km 

La figure 2 montre les tvolutions sur deux jours et demi de 
signaux occupant des bandes de frtquences de  largeur de 1 kHz 

quatre frkquences diffkrentes. On peut noter I’existence trts 
nette d’une cohtrence temporelle avec un cycle de 24 heures 
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I8lRP/A6 19/02/06 19/02/86 I O I 0 2 m f i  
14h0C1 19hRU 0lh00 0 7 h m  

Centre des cercles : -8OdBm/3Wz, Diffirence entre 2 cercles : 
I OdBm 

Figure 3 : Distribution azimutale de puissance reque dans une 
bande de I MHz et convertie dans une bande 3 W z  

3.3. Analyse des rksultats 
Les rtsultats obtenus au cours de cette ttude ont montrk que la 
corrklation temporelle des interftrences ktait bonne ce qui 
traduit le fait que les utilisateurs des transmissions haute 
frkquence par voie ionosphkrique rkglent leurs kchanges de 
facon t r b  ordonnte en s’attribuant en particulier des heures de 
vacations. I1 va de soi que ce phtnomkne est particulikrement 
marqut dams les zones de radiodiffusion mais ce phtnomtne est 
tgalement observt de facon extrzmement constante pour les 
liaisons A caracttre professionnel. 

La cohtrence spatiale constatte laisse penser que 
I’tchantillonnage spatial des mesures d’interftrences peut Stre 
effectut avec un pas relativement large de I’ordre de 500km 
pour en avoir une cartographie complkte sur une zone donnke. 

La rtpartition azimutale des angles d’arrivte des interftrences 
apporte la preuve que l’utilisation d’atriens directifs, voire 
adaptatifs, est particulitrement utile dans le domaine 
dtcamttrique. 

Les spectres prtsentts concernent I’Europe occidentale. I1 
semble que pour cette rtgion les rtsultats soient relativement 
cohtrents. II est certain que I’encombrement spectral varie seton 
le point d’observation que I’on se fixe sur le globe. On a 
effectut des mesures dans l’octan pacifique et on a constat6 que 
I’encombrement spectral ttait beaucoup plus rtduit. Les 
rtsultats de I’ttude prtsentte dans cette communication sont 
donc A considtrer comme valables sur la zone Europe 
occidentale et qu’il conviendrait, pour une autre zone 
gtographique, de s’appuyer sur une banque de mesures 
differente. 

4. MODELISATION DES INTERFERENCES 

4.1. Modelisation des interferences [2] 
Pour caracttriser les tvolutions temporelles de I’occupation 
spectrale, nous avons tvalut pour une frtquence d’observation 
donnte la probabilitt pour qu’ri une heure donnte le niveau de 
I’interftrence prtsente ne dtpasse pas un seuil s. On a effectut 
ces observations sur des ptriodes minimales de 15 jours et sur 
des ptriodes maximales de deux mois et demi. Afin d’effectuer 
une ttude quantitative on a effectut ces calculs pour les 95 
bandes de friquences alloutes pour couvrir la bande 
dtcamttrique (bande de radio-diffusion, liaisons fixes, liaisons 
mobiles, liaisons maritimes ...). Pour chacune des bandes 

observtes on a constitut des tableaux AWj, N,, NJ composts 
d’klkments ar’j, t, j donnant le niveau des interftrences et oh : 
- 4 nombre de jours d’observation (4 = 15) 
- NI nombre d’tchantillons dans une heure (NI = 30) 
- Njnombre de points de frtquence dans la bande analyste. 
Pour un seuil fixe S on forme un second tableau Bmj, NI, N’ 
dont les Cltments br’j, t, fl prennent les valeurs : 

br’j, t , j  = O  si ar’j, t, j> S 
bo, t , J =  I si ar’j, t, j S 

La probabilitt pour que la frtquence soit Claire pendant J jours 
conskcutifs pour le seuil s est alors donnte par : 

La figure 4 montre une tvolution typique de la probabilitt de 
clartt P(S, J )  en fonction de J e t  pour difftrentes valeurs de s. 

Threshold . IlOdBm .IO5  dBm 

-85 dnm - !X dLIm 

- 80 dBm .75 dBm 

Gamme defie‘quence 11.975 b 12.330 MHz 12h00 U.T, Date 
des mesures : 24/06/89 au 09/07/89 

Figure 4 : Probabilite‘ de clarte‘ en fonction du nombre de jours 
J 

On peut noter que la valeur correspondant ti J= 0 reprtsente la 
probabilitt de non clartt ce qui correspond au compltment de la 
probabilitt de clartt sur un jour. On observe d’autre part que, 
pour les valeurs de J suptrieures a 1 la dtcroissance de la 
courbe de probabilitt est rtgulikre, monotone et d’allure 
exponentielle. Cette constatation nous a conduit a approcher 
cette courbe par une loi de la forme : 

P(S, J )  = exp (- A J- B) 
oh A et B sont des fonctions des seuils s. Une ttude statistique 
a montrt que cette’approximation est tout a fait acceptable et 
que Ies coefficients A et B pouvaient etre exprimts simptement 
en fonction du seuil S .  On aboutit ainsi ri I’expression de la 
probabilitt de clartt donnte par la relation suivante : 

P(S, J )  = exp[- exp(- A,S - A ~ ) .  J - exp(- B,S - B ~ ) ]  
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B2 
1 1,580 
1 1,080 
1 1,470 
1 1,320 
10,830 
1 1,860 
13,440 
1 1,790 
12,060 
1 1,410 
1 1,620 
10,490 
1 1,230 
12,330 
11,430 
11,640 
1 1,560 
12,990 
15,800 
13,860 
13,250 
12,750 
1 I ,  190 
10,550 

Les coefficients A,, A2, B1, Bz permettent donc de dtcrire 
totalement la probabilitt P(S, 4 et une ttude de la valeur de 
ces coefficients a t t t  entreprise. Ces coefficients varient en 
fonction de la bande analyste et en fonction du temps. La 
probabilitt de clartt de P(s, 4 peut etre reprtsentte par une 
surface en fonction de J et s. La figure 5 montre une 
reprtsentation de ces surfaces pour la bande de frtquence 
12330kHz a 12401kHz pour la ptriode du 25 ftvrier 1993 au 8 
mars 1993. 

Ra 
-0,964 
-0,959 
-0,966 
-0,967 
-0,956 
-0,976 
-0,989 
-0,991 
-0,988 
-0,992 
-0,978 
-0,989 
-0,979 
-0,957 
-0,980 
-0,988 
-0,990 
-0,988 
-0,994 
-0,969 
-0,980 
-0,989 
-0,977 
-0,956 

fmln - l 2 3 3 L H z  Parlodm du 21/82/93 I BRNDE Mar i t i m e / M o b i  l e  F.,r 
I,,R,~UI 

Figure 5 : probabilite‘ de clarte‘ en fonction du temps et du seuil 

On peut noter sur ces figures que la surface comprend trois 
zones : celle correspondant au niveau S tlevt pour laquelle la 
probabilitt de clartt est voisine de I,  celle pour laquelle les 
seuils sont faibles et la probabilitt de clartt est voisine de ztro 
et la zone intermtdiaire oh I’on peut voir que les variations de la 
probabilitt de clartt ont bien des allures exponentielles. On peut 
noter qu’au dela d’une douzaines de jours les courbes semblent 
s’tcarter d’allure exponentielle. Ce phtnomene s’explique 
aistment en considtrant que la population sur laquelle est faite 
la statistique dtcroit en fonction de la profondeur de prkvision et 
qu’au dela de 12 A 15 jours, le nombre de frtquences claires 
devient trop faible pour que la statistique soit valable. C’est la 
raison pour laquelle il a t t t  jug6 normal de limiter les 
profondeurs de prtvision A des valeurs de 7 jours qui 
correspondent A un compromis acceptable. Pour tester la 
validitt de cette mtthode, on a recherche sur les courbes rtelles 
les valeurs des coefficients A , ,  A2, B1, B2 ttablies sur des 
valeurs de 7 jours et pour toutes les heures de la journte. A 
partir du calcul d’une surface de rtgression on a calculk les 
coefficients de corrtlation R, et Rh entre les valeurs de A et B 
obtenues par une mesure directe de chacune des courbes de 
probabilitt de clartt et avec les coefficients dtduits de 
I’ensemble de la surface. 

Le tableau 1 montre que les coefficients de corrtlation qui sont 
obtenus sont supkrieurs ii 0,96 et souvent voisins de 0,98 ou 
0,99. 

T.u - 
0 
1 
2 
3 
4 
5 
6 
7 
8 
9 
I O  
1 1  
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 - 

- 
A I  

0,106 
0, I06 
0,104 
0,103 
0,104 
0,112 
0,108 
0,099 
0,097 
0,087 
0,094 
0,087 
0,094 
0,108 
0,096 
0,085 
0,086 
0,090 
0,143 
0,106 
0,117 
0,121 
0,I 11 
0,103 

- 

- 

A2 
13,640 
13,710 
13,420 
13,340 
13,430 
14,230 
13,510 
12,320 
12,220 
1 1,070 
1 1,780 
10,960 
1 1,770 
13,210 
1 1,790 
11,100 
11,160 
I 1,630 
17,530 
14,010 
14,690 
15,030 
14,050 
13,300 
f 

- 
BI 

0,092 
0,087 
0,091 
0,090 
0,085 
0,095 
0,113 
0,099 
0,101 
0,095 
0,099 
0,089 
0,095 
0,107 
0,099 
0,097 
0,097 
0,011 
0,132 
0,109 
0,109 
0,105 
0,089 
0,083 

- 

Tableau 1 : Probabilite‘ de clarte‘ 

Rb 
-0,994 
-0,995 
-0,992 
-0,989 
-0,995 
-0,997 
-0,996 
-0,998 
-0,993 
-0,995 
-0,987 
-0,996 
-0,987 
-0,963 
-0,989 
-0,984 
-0,984 
-0,996 
-0,997 
-0,982 
-0,996 
-0,999 
-0,996 
-0,999 

Ce rtsultat quantitatif prouve la validitt de la mtthode par 
I’excellente corrtlation obtenue entre la modtlisation et les 
mesures. 

3.2. Application A la recherche de frbquences claires 
La modtlisation des interftrences obtenues par cette mtthode a 
conduit A la dttermination d’une mtthode de prtvision a court 
terme des interftrences. La mtthode consiste a mesurer 
I’encombrement spectral pendant 6 jours constcutifs puis A 
utiliser ces informations pour estimer I’encombrement au jour 
J. Dans ce but, on a dtfini une probabilitt de clartt C(s, 4 
pour qu’une sequence Claire 6 jours constcutifs soit tgalement 
Claire le J+lieme jour. Un calcul simple permet de montrer que 
C(S, J )  s’exprime par la relation : 

C(S, J )  = exp(- A) = exp[ - exp( - A I S  - Ad]  

II apparait ainsi que I’indice de clartt est indtpendant du 
nombre de jours d’observation et ne dtpend que du seuil s pour 
une fitquence donnee et une heure donnte. Cette mtthode, 
appliqute aux cas de prtvision rtelle a donnt des rtsultats tout A 
fait satisfaisants traduits par la figure 6 qui montre la 
comparaison entre les probabilitts mesurtes et les probabilitts 
ttablies A partir des prtvisions. 

C(SJ) Ex per i m e n tal 

.91 p+-- Theoritid u p  (-A) 

. E l  

I : + S(dBm) 
-110 -105 -100 -95 -90 - 8 5  

Figure 6 : Courbes the‘orique et calcule‘e de I’indice de clartd 
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Les rtsultats obtenus montrent que la prtvision des 
interftrences a court terme peut Ctre effectivement envisagte 
avec I’espoir d’obtenir des rtsultats satisfaisants. La mtthode 
apparait particulikrement simple B mettre en euvre puisqu’elle 
ntcessite qu’une station exptrimentale Itgkre constitute d’un 
rtcepteur pilott par un calculateur afin d’ttablir les statistiques 
et associt B une antenne de caracttristiques connues. Les 
previsions peuvent etre effectutes B partir d’une ptriode 
d’observation de 6 jours qui permet de faire une projection sur 
le jour suivant. Cette prtvision ti 24 heures peut Ctre affinte par 
une prtvision plus fine qui prend en compte les fluctuations de 
la joumee considCrCe par rapport aux journtes prtctdentes. 
Cette mtthode permet, en affinant les rtsultats, d’obtenir .des 
prtvisions d’une meilleure qualitt. 

5. CARACTERISATION DU CANAL IONOSPHERIQUE 
L’allure gtntrale du spectre HF varie dans le temps et, comme 
le montre les spectres reprtsentts sur la figure 1, on peut 
constater que la corrtlation spatiale est suffisamment bonne. On 
a donc songt a utiliser la forme de ce spectre pour rtaliser une 
modtlisation de l’ionosphkre. I1 est evident que la seule 
observation du spectre ne peut permettre de dtfinir avec 
precision le profil de I’ionosphtre sans tmettre des hypothkses 
suppltmentaires. On s’est attach6 B examiner si I’allure gtntrale 
de ce spectre ttait en relation avec la frtquence critique de la 
region F2 qui apparait comme le paramttre principal de 
I’ionosphkre. Pour proctder A cette etude on a volontairement 
stpart les spectres reprtsentant les zones de radio-diffusion des 
autres spectres. En effet, les Cmissions dans les bandes de radio- 
diffusion sont de puissances importantes et ne peuvent Ctre 
traittes avec les autres spectres. L’ttude prtsentte peut Ctre 
appliqute aux seuls spectres de radio-diffusion qui constituent 
un tchantillonnage du spectre dtcamttrique ou A I’ensemble des 
autres tmetteurs. Les rtsultats prtsentts concernent ceux ttablis 
sur I’ensemble des autres tmetteurs. II est possible de dtfinir 
des modtles de spectres a partir de considtrations thtoriques. 
Ces considtrations qui ont t t t  faites ont finalement montrt 
qu’elles s’accordaient assez pauvrement avec la rtalitt. C’est la 
raison pour laquelle on a b8ti une mtthode plus pratique qui 
s’avkre donner de trks bons rtsultats. 

Cette mtthode consiste a dtfinir une densitt de probabilitt par 
bandes de frtquences alloutes. Cette densitt de probabilitt est 
donnte par la relation : 

I 

dans laquelle : 
- Bf i )  reprtsente la largeur de bande de la Iieme bande 

aIIoute centrte s u r 3  
Pf i )  represente la puissance totale reque dans la 

bande Bf i )  
On dtfinit alors le moment du premier ordre de cette fonction 
densitt de probabilitt a I’aide de la relation : 

- 

Ce paramktre m,F se trouve ttroitement corrdt avec Ia 
frtquence critique FoF2 de I’ionosphtre. 

Ce rtsultat est illustrt (figure 7) par deux enregistrements 
effectues par le sondeur ztnithal de la station franqaise de 
Poitiers et par le relevt des spectres dtcamttriques effectut a la 
station STUDIO2 du LETTI situte ti 150 km de Poitiers. Sur 
ces enregistrements on a fait apparaitre les variations du 
paramttre m,F deduit des spectres dtcamttriques. On peut 
noter une excellente corrtlation entre ce paramttre m,F et la 
frtquence critique FoF2. Cependant, il doit Stre remarquer 

tgalement que lors des transitions jour-nuit, nuit-jour les 
courbes de m,F s’tcartent sensiblement de la courbe FoF2. Cet 
tcart s’explique par le fait que les tmetteurs captts proviennent 
pour une part importante de la direction Est, comme le montre 
la figure 3, et par constquent les utilisateurs se trouvent (( en 
avarice)) par rapport au point d’observation situt en France. 
Cette difftrence est systtmatique et a t t t  donc traitte comme un 
biais. Ce biais a t t t  estimt de faqon a pouvoir le corriger 
systtmatiquement. 
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Figure 7 : CorrPlation entre les mesures FoF2 et FOF2 diduit 
du spectre HF 

Afin de pouvoir tvaluer les performances de cette mesure de 
FoF2, on a introduit deux paramktres : 

L’un reprtsentant I’tcart entre la frtquence critique - 
FoF2 vraie et le paramktre m,F : 

X =  foF2vraie - m,F - L’autre reprtsentant I’tcart entre la frtquence critique 
FoF2 et la frtquence foF2 estimte par des prtvisions B 
90% : 

Y =  FoF2vraie - foF2 B 90% 
Pour I’ensemble des mesure effectuees, on a calculi5 I’Ccart 
moyen et I’tcart quadratique moyen des deux quantitts x et Y. 
Les rtsultats ont donnt : 
Sans correction du biais 

- Ecart moyen de x : ,!& = 0,3 13MHz 
- Ecart type moyen de x : OX = 0,807MHz 
- Ecart moyen de Y: ,Ly = 3,654MHz 
- Ecart type moyen de Y:  Oy = 1,346MHz 

- Ecart moyen de x : p k  = 0,071MHz 
- 03 = 0,4 18MHz 

Avec correction du biais 

Ecart type moyen de x : 
On peut remarquer la correction du biais introduit un tcart 
moyen de x quasi nul et un tcart type moyen de 0,418MHz 
qu’il faut comparer B I’tcart moyen de Yet I’tcart type moyen 
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I 

de Y. On peut noter que les rksultats obtenus sont tout A fait 
bons pour ce genre de mesures. Un kcart type de 0,4MHz peut 
etre considkrk comme la prkcision moyenne des sondeurs 
ztnithaux. La mkthode de prkvision de la frkquence critique 
FoF2 apparait donc tout B fait correcte. 

6. FUSION DE DONNEES ET GESTION 
L’analyse du spectre decamttrique conduit A la dttermination de 
deux paramktres importants de I’ionosphkre concernant la 
gestion des prkvisions des interfkrences et la prkvision du 
paramktre foF2. L’objectif de la mkthode dkcrite est d’Ctre 
totalement passive et donc utilisable par tous les systkmes pour 
lesquels une grande discrktion est requise. Le systkme 
fonctionne alors par fusion de donnkes selon le modkle illustrk 
sur la figure 8. 

+ + 
Ruriun de donnkr sur 

ensemble de6 hmetteurr 
Clours conr(cutlfs 

Sydhmrr de t61Cenmmunlcatinn~ 

Figure 8 : Fusion de d o n n h  pour privisions passives 

L’ensemble des tmetteurs de la gamme dkcamktrique existant A 
la surface terrestre constitue la banque de donnkes analyste par 
un rkcepteur panoramique qui fournit le spectre dkcamktrique, 
rksultat de la hsion des donnkes individuelles. I1 faut distinguer 
dans ces donnkes les bandes de radio-diffusion des autres 
bandes. L’analyse a montrk que I’utilisation de ces demikres 
donne de meilleurs rtsultats que I’utilisation des bandes de 
radio-diffusion. Les analyses sont ensuite poursuivies par la 
segmentation du spectre dans les 95 bandes alloukes auxquelles 
sont attachks 4 paramktres qui les reprksentent complktement. 
La fusion de donnkes peut alors Ctre complktte par I’insertion 
de paramktres solaires, de paramktres magnttiques et d’autres 
parametres pouvant &re obtenus par des mkthodes totalement 
passives. Ces paramktres agissent comme variables exogknes 
dans le prockdk de traitement des fusions de donnkes. La fusion 
de donnkes fournit alors les previsions de la frkquence critique 
FoF2 de I’ionosphkre et la prtvision des niveaux des 
interfkrences. Pour effectuer la fusion de donnkes il est 
prkferable d’utiliser la mkthode de la thkorie des possibilitks 
plutBt que la mkthode de la thkorie des probabilitts car la 
thkorie des possibilitks introduit une variable suppltmentaire 
qui permet de fiabiliser plus fortement la mtthode de prkvision. 

prkcisions de niveau moyen d’interftrences voisin de 7dB et 
une prkcision sur la frkquence foF2 de l’ordre de 0,4MHz. Ces 
rtsultats sont, la plupart du temps, satisfaisants pour rtsoudre 
les probkmes de gestion de systkmes ne pouvant utiliser des 
mtthodes de previsions actives telles que I’utilisation de 
sondages ionosphkriques. Les performances obtenues fiabilisent 
fortement I’ktablissement et le maintien des tkltcommunications 
d’autant que ces systkmes peuvent etre dans le cas de liaisons A 
courtes distances - infkrieures A lOOOkm - implantks aux deux 
extrkmitts ce qui permet de faciliter, entre autres, les choix de 
frtquences identiques pour rkaliser la liaison. En tout ktat de 
cause cette mkthode apporte des avantages indkniables par 
rapport aux mkthodes de prtvision long terme. 

7. CONCLUSION 
Les interfkrences constituent dans la gamme des ondes 
dkcamktriques une gCne trks importante pour les 
tkltcommunications. Une modklisation spatio-temporelle des 
interferences montre qu’il est possible d’ttablir des previsions 
pour prkvoir au jour le jour leurs kvolutions. Les resultats 
obtenus en matikre de prkvision des niveaux des interferences 
montrent qu’il est possible d’ktablir une modelisation 
suffisamment precise qui permet d’obtenir des prkvisions a 
court t e rm avec une bonne fiabilitk. L’opkrateur dispose donc 
d’un systkme permettant de choisir a priori la frkquence qui 
restera Claire pour la durke de la liaison qu’il a prkvue. 
L’utilisation du spectre dtcamktrique pour I’ktablissement de 
prtvision de propagation baske sur I’exploitation des Cvolutions 
de la forme du spectre apparait possible et introduit une 
nouvelle mkthode de connexion dans les systkmes 
optrationnels. 

La mtthode klaborke est simple et son expkrimentation a donnt 
d’excellents rksultats. L’implantation de ce systkme de 
prkvision passive de transmission des canaux ionosphkriques 
apparait possible et contribue A leur kvaluation en temps rkel. 
Testtes sur des liaisons courtes distances - infkrieures A 
lOOOkm - le succks de ces deux prockdures a ktk constate. Son 
extension A de grandes distances peut etre envisagke mais i l  
apparait que la dkcorrklation spatiale des interfkrences doit Ctre 
corrigke. Cette correction est accessible et il serait alors 
particulikrement inttressant d’introduire les rksultats de ces 
mesures dans un processus de correction de previsions a long 
terme ou de programmes universels qui permettrait d’obtenir 
une representation de I’ionosphkre et des interfkrences a 
I’tchelle mondiale et par des mtthodes totalement passives. 
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Les rtsultats obtenus permettent d’assurer, sur chaque niveau 
d’interftrences, avec un prkavis de I’ordre de 4 A 5 heures, des 
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1. SUMMARY 
Radiocommunications in decametric band are made difficult by 
important variability of transmission channel and by level and 
density of interferences which congest this part of the 
radioelectric spectrum. 

Link establishment methods are currently based on a 
preliminary sounding of the channels and a scrutation of 
interference spectrum. This method is implemented by systems 
which works alternately with radiocommunication systems or 
use independent test system. 

The disadvantages of these methods lie in an uneasy uses and a 
often insufficient periodic actualisation of estimation. 

Implementation of system allowing to test channel with 
extremely low emitted power gives a new way very interesting 
to establish links and to keep them. 

Electromagnetic soundings of the ionosphere is limited by the 
problem of electromagnetic pollution they create, which limits 
their use, and by the high sensitivity of the interference included 
in the band. The emitted power reduction solves the first point, 
on condition that sensitivity to the jammers remains acceptable. 

This results is obtained for implementation of non linear signal 
processing which allows to choose the wave shape and coding 
by solving an optimisation problem without constraints. Results 
obtained allows to do soundings with very low power. Figure 1 
presents a zenithal sounding measured with a emitted power of 
IOmW. 

The establishment of this ionogram with the used method takes 
26 seconds. Figure 2 and 3 show results obtained with a 
backscattering sounding and compare a classical method with 
the new method used, code time duration used and emitted 
power are identical in the two cases. 

- On figure 2, an impulse response is represented. 
- On figure 4, a scattering function is represented. 

We can notice the protection given by the new method. 

These news capacities allow a permanent ionospheric sounding, 
on all the frequencies. A data fusion can then be made taking 
into account available informations (figure 7), especially 
ionospheric disturbances. 

This method can be applied in particular to the network 
management to improve their efficiency (figure 8). 

2. GENERALITES 
Les radiocommunications dans la gamme dkcamktrique sont 
rendues difficiles par les grandes variations des caracttristiques 
du canal et par le niveau et la densitk des interfkrences qui 
encombrent cette partie du spectre radiotlectrique. 

Les mkthodes d’ttablissement des liaisons sont actuellement 
baskes sur un test prkliminaire des canaux et une scrutation du 
spectre des interferences. Ces mtthodes mettent en euvre des 
systkmes de test skpares. Les inconvtnients de ces mkthodes 
sont liks aux lourdeurs d’utilisation et a la rkactualisation 
pkriodique souvent insuffisante des estimations. 

La mise en aeuvre de systkmes permettant de tester les canaux 
avec des puissances d‘kmission extrCmement faibles, donne une 
dimension nouvelle particulitrement intkressante pour 
I’ktablissement des liaisons et leur maintien. 

Les sondages klectromagnttiques de I’ionosphkre se heurtent au 
problkme de la pollution tlectromagnktique qu’ils crtent, ce qui 
limite leur utilisation, et i leur sensibilitk aux interfkrences 
prksentes dans la bande. La rkduction de la puissance 
d’tmission rksout le premier point a condition que la sensibilitt 
aux brouillages demeure acceptable. 

Ce rksultat est atteint par I’utilisation de traitement de signaux 
non linkaires qui permettent de choisir la forme d’onde et le 
codage par la rksolution d’un problkme d’optimisation sous 
contraintes. 

I1 est prksentk, dans ce document, les resultats de methodes de 
sondages tlectromagnttiques de I’ionosphkre associant des 
durtes d’analyse trks courtes a des puissances tmises tres 
faibles. Partant de ces rksultats, il a ktk envisage une mkthode 
permettant d’effectuer des sondages permanents de I’ionosphkre 
sans entrainer de pollution Clectromagnttique du spectre 
dkcamktrique, ce qui permet d’envisager des mkthodes 
d’analyse de canaux qui, associkes a des mtthodes de prtvision 
d’interfkrences, permettent une gestion optimale beaucoup plus 
sfire que par les mkthodes conventionnellement utilistes. Ces 
mkthodes, particulikrement kconomiques car elles necessitent 
des puissances trks rkduites, conduisent des systtmes de 
sondage indktectables auxquels il ne peut donc Ctre reprochk de 
gCner les autres utilisateurs [ I ]  [2]. 

Le systtme envisagt consiste a allier le sondage zknithal de 
I’ionosphkre et une mkthode de sondage par rktrodiffusion tout 
azimut qui permet de dresser, a partir d’un point unique situ6 au 
sol, une cartographie de I’ionosphtre et de connaitre ainsi sur 
une zone de 6000km de diamktre les modes de propagation 
pouvant exister entre deux points quelconques de la zone. 
L’information apportke par la mesure de la fonction de diffusion 
permet kgalement de prendre en compte les effets dynamiques 
du milieu et d’assurer ainsi une meilleure fiabilitt des systtmes 
de tklkcommunication haute frkquence par voie ionosphkrique. 
La mkthode proposke s’applique a tous les types de sondages de 
I’ionosphtre, verticaux, par rktrodiffusion ou obliques. Dans 
cette dernikre utilisation, le principe de la gestion de reseau doit 
Ctre consider6 comme une extension des mkthodes actuelles. 

Paper presented at the AGARD SPP Symposium on “Multi-Sensor Systems and Data Fusion for Telecommunications, 
Remote Sensing and Radar”, held in Lisbon, Portugal, 29 September - 2 October 1997, and published in CP-595. 
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3. SONDAGES ELECTROMAGNETIQUES DE 
L’IONOSPHERE AVEC DES SYSTEMES A 
EXTREMEMENT FAIBLE PUISSANCE 
II est bien connu que les rksultats de sondages 
electromagnktiques qui s’appuient sur les techniques radars 
peuvent, par I’utilisation de skquences codkes, fournir des 
rksultats de grande qualitk pourvu que I’Cnergie consacrke ti une 
mesure soit suffisante. 

La technique de compression d’impulsions, utiliske depuis 
longtemps, a permis de rkduire les puissances des radars dans 
un facteur de plusieurs dizaines. L’utilisation de la technique de 
I’kmission continue par modulation linkaire de frkquence - 
technique (( CHIRP )) - a permis d’effectuer des sondages avec 
des puissances trts faibles mais cette technique nkcessite des 
systtmes bistatiques. 

En 1968, le LETTI a proposk une mkthode dite d’impulsions 
longues codees qui a consist6 A rkpartir des codes, non plus a 
I’intkrieur d’une impulsion comme dans le cas des systtmes B 
compression d’impulsions, mais sur un ensemble d’impulsions 
conskcutives de faqon A pouvoir conserver les propriktks des 
systtmes monostatiques et ti utiliser des skquences trts longues. 
Cette mkthode a donnk rapidement de trks bons rksultats mais 
elle a kte limitke par I’instabilitk du milieu de propagation qui 
fixe une borne supkrieure A la skquence et, par consequent, en 
limite les performances. Les applications de cette mkthode ont 
donnk lieu a la mise en Oeuvre de la station STUDIO (Systkme 
de Traitement Universe1 de Diagnostic IOnosphdriques) du 
LETTI en 1968 et des applications de cette technique ont ktk 
reprises dans le radar transhorizon franqais NOSTRADAMUS 
(Nouveau Systtme TRAnshorizon Dtcamktrique Appliquant 
les Mkthodes UtilisCes dans Studio). Une station a Cgalement 
ktC construite au C.N.E.T. (Centre National d’Etude des 
Tklkcommunications) dans laquelle le codage et le traitement de 
signal de la station STUDIO ont ktk introduits dks 1985. 

Les progrks dans I’eficacite des mkthodes de sondage de 
I’ionosphtre ne pouvaient plus dks lors s’appuyer sur ces 
techniques qui avaient ktk testkes durant de longues annkes. 
Deux voies ont ktk dkveloppkes au LETT1 et ont conduit A des 
avanckes significatives dans le domaine de la reduction des 
puissances utilisables. La premikre a consist6 t i  rechercher des 
sequences mieux approprikes aux objectifs visks et la seconde h 
incorporer dans le traitement de signal des mkthodes non 
linkaires. 

3.1. Sequences adaptees aux techniques de sondage 
L’utilisation des techniques de codage par I’utilisation de 
skquences kmises pour obtenir des taux de compression klevks 
est baske essentiellement sur I’analyse des proprietks de la 
fonction de diffusion du signal utilisk. Les caractkristiques 
gknkrales de la fonction de diffusion sont bien connues, le 
volume enserrk par le carrk du module est une constante et la 
fonction de diffusion est maximale pour une frkquence Doppler 
nulle et un dkcalage temporel nul. La fonction de diffusion 
permet de caracteriser les propriktks d’un signal en presence de 
bruit gaussien mais en prksence d’interfkrences, dont les 
caractkristiques ne sont pas gaussiennes, les caractkristiques de 
la fonction de diffusion ne sont plus suffisantes. La reduction de 
la puissance kmise s’appuie sur la prise en compte des 
paramttres suivants : 
- Les propriktks d’autocorrklation de la skquence utiliske qui 

doivent rester excellentes, c’est-A-dire proches de la 
fonction de corrklation parfaite qui prend des valeurs nulles 
en dehors du pic central. 

La fonction de diffusion doit presenter une forme non 
homogtne en dehors du pic central afin d’apporter une 
protection maximale dans la zone correspondant au 
Doppler dont peut Ctre affect6 le signal utile. 
La skquence doit avoir des caractkristiques qui entrainent, 
vis-$vis des interfkrences qui constituent les signaux les 
plus gCnants de la gamme dkcamktrique des protections 
maximales. 

Concernant la premiere caractkristique, i l  apparait que les 
skquences classiquement utiliskes, tels que les codes PN - ou 
codes de Huffman - n’apportent pas de protection suffisante sur 
la fonction de corrklation et entrainent des biais dans les 
signatures des sondages de I’ionosphkre. Les skquences de 
Barker apparaissent trop courtes et les skquences de Golay 
nkcessitent une emission impulsionnelle incompatible avec des 
taux de compression trks klevks. I1 est intkressant d’utiliser des 
skquences longues ayant des fonctions de corrklation aussi 
proches que possible que de la corrklation parfaite. II a kte 
dkmontrk [3] qu’il n’existe pas de skquences binaires ayant des 
fonctions de corrklation parfaites et que les meilleures 
sequences devaient admettre, en dehors du pic central de 
corrklation, un pic secondaire situk au milieu de la plage nulle 
de la fonction de correlation pkriodique de la skquence. Ces 
skquences qui ont Ctk dkterminkes [3] ont ktk appelkes 
sequences W.G. et i l  est montrk que ces skquences existent pour 
de trks nombreuses longueurs multiples de 4 qui ont ttC 
dkterminees jusqu’a des longueurs 20 000. Pour chaque 
longueur i l  existe kgalement une grande variktk de sequences 
dont les propriktks sont dkcrites. 

En ce qui concerne les skquences Q-aires, des stquences telles 
que les skquences de Franck ont ktk trouvkes. Cependant, ces 
sequences apparaissent comme un cas particulier des sequences 
plus gknkrales qui ont ktk publikes dans [4] et qui prksentent des 
conditions d’orthogonalitk particulikrement utiles en matitre de 
protection v is -h is  des brouilleurs et des problkmes de 
detection en gknkral et une mkthode de dktermination de 
sequences plus gknkrale a ktk proposke dans [5] et a conduit 21 
une technique de dktermination genkrale qui permet de prendre 
en compte des contraintes supplkmentaires telles que les 
caractkristiques gknkrales des interfkrences. Ces techniques ont 
ktk mises en Oeuvre pour dkterminer un ensemble de sequences 
particulitrement adaptkes au sondage Clectromagnktique de 
I’ionosphtre. 

3.2. Traitement des signaux 
La seconde voie qui a ktk utiliske pour rtduire les puissances 
d’kmission concerne les traitements linkaires susceptibles d’Ctre 
mis en Oeuvre. Des traitements non linkaires telle que la 
technique d’excision ont ktt proposks dts le dkbut des annCes 
1980 [6] et donnent des rksultats satisfaisants dans le cas oh 
I’occupation spectrale du brouilleur est faible devant le domaine 
frkquentiel occupk par le signal utile. D’autres techniques non 
linkaires plus puissantes peuvent Ctre utiliskes comme 
I’utilisation des moments d’ordre supkrieur, mais leur mise en 
Oeuvre pratique se heurte au volume de calculs nkcessaires pour 
les utiliser. Bien que des algorithmes visant 21 rkduire la 
complexitk des calculs aient ktk proposks, il apparaTt encore trks 
difficile de songer B les appliquer dans des systtmes 
opkrationnels. Des concepts nouveaux peuvent Ctre mis en 
Oeuvre en s’appuyant sur la dkfinition d’un processus non 
linkaire dkfini par sa rkponse impulsionnelle 
multidimensionnelle et qui permet de rendre compte de la 
totalitk du processus et Cgalement de le dkfinir. A partir de ce 
concept, il devient possible d’examiner la rkponse d’un systtme 
non linkaire aux diffkrents types d’interfkrences rencontres dans 

I 

I 
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le spectre dkametrique. Le processus peut alors etre OptimiSe 
par la dsolution d'un problbme d'optimisation sous conkajntes. 
Le problhne se Muit h rendre maximum un p a r a m h  - qui 
peut &e le rapport signal h bruit en sortie du processus - sous 
la contrainte de I'utilisation d'un signal utile const& par une 
~Quence ayant de bonnes caracteristiques en p k c e  de 
si- parasites constitueS par les difftmts types 
d'interfbces. 

Les processus non lineains peuvent alors etre dttemints par la 
rtholution informatique de ces pmblhnes d'optimisation. 
L'utilisation de processus non lineaims offre sur les pmcessus 
lineaires I'avantage m s i d h b l e  d'of€rir des structures 
extrLLmement divems qui permettent d'obtenir une optimisation 
plus &icace dans un cadre plus g ~ n h l .  

4. RESULTATS OBTENUS AVEC LES SONDEURS A 
EXTREMEMENT FAIBLE PUISSANCE 
La performances obtenues par les techniques mises en auvre 
sont ill&s par un ensemble d'exemples prkntes  dans ce 
paragraphe. C s  teehniques sont actuellement utilisdes dans les 
systhnes de sondages &nithaw, obliques brstatiques et par 
r&mdiffusion. Deux types de dsultats sont pdsent6s. I'un 
concernant le sondage dnithal. I'autre le sondage par 
r&odif€usion. 

Le sondage zenithal est une mesure qui est particulierement 
bien connue et les techmques utili& ont &t fdquemment 
dtcrites. Dam les systemes monostatiques les a u e n c e s  de 
Golay sont courmment utili& pour r6diser le sondage. On a 
compart les rthultats obtenus dans I'utilisation des sequences de 
Golay avec les rthultats obtenus en utilisant la technique 
proposk. On a utili& pour effeauer la comparaison deux 
mesures permettant d'ef€eetuer des sondages uvec la m h e  
d d e .  La figure 1 represente les rthultats obtenus avec ces dew 
m6thodes. L'ionogramme de la figure l a  a etc obtenu en 
utilisant des sCquences de Golay h 16 moments avec une 
puissance d'bission de ISOW. La durk  de mesure est de 26 
secondes et on peut voir appadtre les khos  obtcnus sur la 
rtgion E et sur la dgion F On peut noter que le mode 2F est 
parfaitement visible. La figure Ib repdsente I'ionogramme 
obtenu le m b e  JOW avec la mtthade proposee. La puissance 
d'bmission a rMuite B lOmW et la dude de mesure, avec la 
technique proposte, est rMuite B 22 sccondes. On peut noter 
que la rtgion E et la dgion F sont parfaitement visibles et que 
les interfkences prkntes  sur I'enregistrement effectuk avec 
des codes de Golay sont f o m e n t  atthutes. Ces dsultats 
illustrent la possibilite d'effectuer des sondages Zcnithaux avex 
de Ms faibles puissances. 
Figure I : Conpamison des performonces des roncgrammes 
zdnrlhmrr obtenus 

Figure 1.a : l50W Code de Colay, Temps de mesure : 26s 

figure1.b : Nouvelle mithode code non syslhnulique IO mW 
STUDIO 1997 Temps de mesure ' 22s 

La meme mtthode est utili& pour effectuer des sondages par 
dtmdiffision qui exigent des puissances suptrieures 11 celles 
utili& dans les sondages dnithaux. Le principe du sondage 
par &odiffision s'appuie en &et sur la technique radar 
appliquk B des distances de plusieurs milliers de kilom&es 
alors que le sondage zenithal peut &e wnsidtre comme une 
transmission point h point la dflexion sur I'ionosphere ttant du 
type spkulaire. Les differences de bilans de propagation mnt de 
I'ordre de 120 B 14OdB ce qui n h i t e ,  pour le sondage par 
dtmdiffision, des puissances habituellement beaucoup plus 
&levees que dans les sondages zenithaux. Dans les sondages par 
dtrodiffision Ies puissances ont progressivement diminuk de 
plusieurs centaines de kilowatts initialement utili& h quelques 
kilowatts dans les methodes aauelles. La nouvelle m a o d e  
permet d'obtenir des rtsultats avec des puissances plus d u i t e s  

La figure 2 illustre les performances obtenues en retrodiffusion. 
La figure 2a montre un &bo de rttrodiffusion s'etendant 
jusqu'h 7500h pour une puissance d'emission de 300W. La 
figure 2b r e p k t e  une &volution de la dponse impulsionnelle 
du canal sur une dur& de 30 minutes. Ces r6sultats ont et6 
obtenus par une metbode d6jB elaborte duns les ann& 1990 et 
qui a etc depuis amtliode. La figure Zc repdsente une dponse 
impulsionnelle obtenue avec une puissance d'dmission de 
IOOmilliwatts et la figure 2d repdsente I'&olution temporelle 
de m e  reponse impulsionnelle sur qne durk  de 30 minutes. 
Ces rthultats ont etc obtenus avec I'utilisation d'une antenne 
log-periodic dont le gain, dans la direction du lobe principal est 
de I'ordre de 9dB. II va de soi qu'assoeier B un reseau les 
dsultats sont am6liods de fqon sensible. 

Figure 2 : Mesures en r d l d i s l s i o n  

I 
Figure2.a et 2.b : Nouvelle rn6ihode 3WW 1988 
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chnngement de sequence permet de retmuver. I 'kho de 
&rodifision. II fnut signaler encore que dnns cette 
expkimentntion, les dglnges de I'emetteur et du rkepteur ont 
et& invariants. 

Les resultats pr.%ent& donne une illustration des performances 
atteintes nctuellement par les nouvelles methodes mises en 
oeuvre. 
Figure 4 : Effels des inlerprences sur lo fonclion de dgmion 

1 

$ 05 

-1 
o 200 4m MO sw IMO 1mo MM iem 

MPl"rn La figure 3 permet de juger de I'diicncit6 des sequences mises 
en ceuvre. Pour tester les Sequences, on a effectut sur une 
pkiode de 12 minutes deux essais comecutifs en conswvant la 
puissance d'emission invariante et sans modifier les dglages de 
I'knetteur et du rdcepteur de la stntion. La fdquence d'knission 
a choisie de fawn B ce que la mesure soit perturb& par des 
interferences genant la rkception. Durant les six premi&es 
minutes, an a utillst une sequence pseudo-aleatoire de longueur 
4095. On peut constnter que, durnnt cette pkiode, le brouillage 
est complet et qu'nucune trnce de I'kho de rttrodiffusion n'est 
dkelnble. Dumt les six demikres minutes on a utilise une 
sequence nouvelle *peke code non systematique. La longueur 
de In s6quence utili& est de 3937. c'est-B-dire extrhement 
voisin de celle de la sQuence pseudo-aleatoire bien qu'on 
puisse noter que les longueurs choisies avantage m e  dernihe. 
On peut noter, durant ccs six demieres minutci, I'npparition dc 
I'echo de rttmdiffision et unc rejection toale dcs interferences 
apparnissanr dans ccnc penode. II convient de noter que cette 
illustration mct en evidence I'imponance du codage, Ies 
lraitemcnts de signnux ktnnt strictement identiqucs pour la 
Scqucnce pscudo-al&uoire et pour la skqucnce non 
systenatique. 

a I 

Figure 3 : Prolechon contre les inrerfrences mec d thode  de 
codoge classique er nouveau c b g e  ulilisant un code non 
systimorques 

La figure 4 illustre enfin les reSultats ohtmus pour la mesure de 
fonction de diffusion. On a mesud B la m?me Mquence et de 
fapn  immMiatement consecutive deux fonctions de diffusion, 
I'une par I'utilisation d'une sequence pseudo-aldatoire. I'autre 
pnr I'utilisation d'une sequence non systhatique. On peut noter 
la presence d'un hrouilleur qui rend invisible I'6cho de 
rttmdiffision dans le cas de la detection par une Sequence 
pseudo-alhtoire. Sur la figure infbrieure, on peut noter que le 

Figure 4.a : code pseudo-aliatoire 
fa=,s,(Rltrm 3 

Figure 4.b : Code non syst6mhque 

Le tableau 1 dsume une evolution des puissances utilisees 
hnbituellemcnt p u r  ef€ectuer differents types de sondages. 
vertical, oblique bistntique et par retrodiffusion. Avec les 
nouvelles methodes presentees, les puissances pouvant €tre 
utilistcs dans des systhes ophtionnels sont de I'ordre du wan 
pour les sondages v d c a u x  et obliques bistntiques et de I'ordre 
de 50 B 100 wntts pour les sondnges par dtmdiffusion. Ces 
ordres de grandeur ouvrent de nouvelles possihilit& pour la 
dalisation de sys thes  de gestion automatiquc des 
telecOmmunications dnns la bande d b & i q u e .  rr YEARS VERTICAL 

1970's 

Tableau 1 : Evolution ds 

OBLIQUE 
BISTATIC 

10 kW 
1 kW 
100 w 
IW 

(1OmW) 

uissonces ufi 

BACK- 
SCATTFXING 

100 kW 
100 kW 
10 kW 
100 w 
(OJ W) 

'es 

5. APPLICATION AUX TELECOMMUNICATIONS. 
GESTlON DE RESEAUX 
Compte tenu des rCsultats qui peuvent nctuellement &e utili&, 
on a consided que la gestion des r6seaux pouvait etre amtlior6e 
par une utilisation plus frequente des sondeurs. Les hypothbes 
prises pour conmoir un syst&me de gestion de reseaux en 
temps &cl sont les suivantes : - Les puissances utilis6.m par les sondeurs - typiquement 1W 

pour les sondages dnithnux et obliques histatiques, 50 B 
IOOW pour les sondages par r&diffusion - sont 
suffisamment fnibles pour que les sondeurs puissent €tre 
utilises sans appoxter de nuisances nux nutres utilisnteurs et 
sans etre derectables par ceux-ci. On peut remarquer que 
les sondnges par duodiffusion qui utilisent 
traditionnellement des largeurs de bandes de plusieurs 
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dizaines de kHz wnduisent A des densites de nuissances - 
dLnsit.5 de puis&ce 6mise de 6W pour 3kH7. ce qui rend 
son Cmission indCtectable par des systhes  classiques. 
Le sy&me de prevision est un system centralise utilisant 
un sondage zenithal eUou un sondage par rttrodiffision. 
Des sondages obliques bistatiques peuvent etre utilish en 
complhentaritC avec les sondages pdddents ou bien de 
fqon isolde z l  condition que ces sondages soient inclus 
dans les systtmes de tilhmmunication. 

- 
- 

Nous nous intdresserons dans cette communication b la gestion 
centraliske d’un systkne utilissnt les sondnges zhithaux et par 
rttrodiffusion. On considtrera que le sondage zenithal donne 
une information de bonne pdcision sur le profil d’ionisation b la 
“erticale de la station. Le sondage par &bodiffision fournit les 
cinq types d’enregistrements (figure 5) : la fonction de diffusion 
du canal, de I’ionogramme de dtrodiffusiok une representation 
PPI de la propagation et les propagations longues distances 
faisant apparaTtre, en particulier, les super-modes. Ce type de 
sondage o f k  beaucoup d’intir€t car il pennet de meftre en 
evidence I’anisotropie du milieu ionospherique, de faire 
a p p m i  directement les MUF et donner acc& B I’evaluation 
des LUF ainsi que par I’intennediaire de la fonction de diffusion 
et de la representation PPI de la dhction des perturbations 
ionosphtriques, de leur tvolution et de leur prevision. 

Figure 5 : Don&es issues du sondage par retrodifiion 

L’ensemble de ces mesures est alors traiti par une mdthode de 
fusion de donnees dam laquelle les grandeurs d’entrbe 
sont (figure 7) : - Les sondages dnithaux, les sondages obliques bistatiques, 

les sondages par retrodiffision. - Les donnhs relatives B I’activit6 solaire. 
- Les d o n n h  relatives B I’activite magnetique. - D’autres mesures, telles rnesures pouvant provenir de 

satellites, de reseaux de sondeurs, de mesures 
ionospheriques diverses ... 

, , .., .. . . . . . 

Figure 6 : Fusion de dom’es pour une siaiion de sondage 
ionosphirique unique 

La fusion de donnhs realise alors une &actualisation du modCle 
ionospherique par la prise en compte de mutes les donntes 
disponibles pour foumir un modtle ionosphtrique temps r h l  
sur une wne de 6OoOkm de diamktre. Les r6sultats sont alors 
p&sent& par des cartes telle que celle apparaissant sur la figure 
8 pennettant de determiner les propnet& du canal p u r  des 
liaisons s’effectuant soit entre un point voisin de la station et un 
cornspondant situ6 dans la zone, soit entre deux wrrespondants 
situ& dans cette zone. Le principe consiste, pour etablir ces 
liaisons, en des wads de rayons obtenus B partir du modele 
ionosph6rique temps del  rhctualisd par la fusion des donnkes 
disponibles. La fusion de donnks peut etre trait& par 
difftxentes m&odes. L’une des methodes les plus classiques 
consiste B utiliser la theorie des probabilites. II est apparu, Ion 
de I’analyse de ce problhe, que de meilleurs &sultats ttuient 
obtenus en utilisant la theorie des possibilitis. Cette theorie 
pdsente sur la theorie des probabilitis I’avantage d’inboduire 
une variable suppltmentaire qui permet une solution plus 
complMe et plus precise du prnbltme. 

Figure 7 : Eremple d ‘applicaiion b la gesiion dhne reseau 

La mCthode de la theorie des possibilites utilisee peut se 
resumer de la fkpn  suivante : 
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2 )  
- qui a pour support &) 0 
- 

pes t  dtiini par une forme w o r d a l e  symetrique 

dont le noyau est dCfui par p ( ~  = 1 
Le support et ie noyau atinissent totalement pc~ qui est 
determine pour chaque Mnement. 

La r6solution du pmblkme se dduit don B la recherche de 
la probabilite maximale de la prevision effectutc. 

3) 

L'application de cette methode conduit B des pr6visions tr& 
precises qui pennettent, avec des temps de presvis de 1 A 2 
heures, de determiner les fdquences optimales avec des 
pmbabilitts suptrieures A W?. 

5. CONCLUSION 
Lapossibilite d'effectuer des sondages de I'ionosphbre avec des 
puissances extr€mement faibles conduit B un nouveau concept 
de gestion de dseaux en temps reel. Les techniques usuelles 
d'kvaluatinn en temps reel des canaux (RTCE) sont souvent 
appliquees dans des systkmes de sondage point B point par 
I'utilisation des equipements de transmission. Par rapport A cette 
methode de conception dkjja ancienne, la methode proposee 
offre I'avantage d'une scrutation permanente de I'ionosphke 
avec des systbmes non polluants, indMeaables qui peuvent etre, 
soit incorpores dans des Nuipements de telkommunication, 
soit fonctionner de fqon autonome et parallble. Les avantages 
lies A cette m6thode tiennent essentiellement au fait que la 
scrutation peut etre faite de faqon adaptative par I'ophteur 
dans toutes les gammes de fdquences ce qui n'est pas toujom 
possible dans les sys thes  RTCE. La dimension spatiale 
intmduite par le sondage par &odiffision qui devient m e  
methode l@re compte tenu des faibles puissances mises en jeu 
et par la simplicite des abriens pouvant Etre utilisk - une simple 
a n t a e  log-periodic suftit - permet une gestion B partir d'un 
site unique avec une prevision spatiale des perturbations qui 
transitent B travers I'ionosph&re. 

L'avance appode par I'utilisation de puissances extrhement 
faibles permet d'kchapper aux critiques justement faites dans le 
pass? de systhes  bop polluants ou trop on6reux pour &re 
utilids. II apparalt dkormais que ces systknes peuvent etre 
incorpres A faible coat et sans pollution d m  les equipanents 
futurs. Les pro&s effectuts dans I'avenir sur les traitements de 
signaux et sur les techniques de codage permettront 

probablement de rendre ccs methodes encore plus amactives et 
contribueront A augmenter la fiabilitd des t6lkcommunications. 
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1. SUMMARY 
A new method of SSL (Single Site Location) is presented 
which makes use ofmulti-sensor infoma!ior~ Also, &e 
conventional SSL methods which generaUy ray-trace. 
badrwards using a single angle of incidence and azimuth, 
this method uses the incident angles oftwo or more 
simultanmus paths (e.g. 1 and 2 hop F2) to determine both 
an updated ionosphere model at the reflaion point(s) and 
the location ofthe target !mumitter. The angles of 
azimuthofarrivalandelevationaredetermuKd ’ usinga 
super-mlution algorithm to decompose the multipath 
wavefield &ved on an antenna amy.  Analytic models 
aredtoapproximatetheionasphanddetermine 
propagation paths. If vertical ionosplmic sounder data is 
available, the obtained electron density profile can be 
fitted using quasiparabolic segments (MQP model) and 
pamwmofthis modeloptimisedinthemioimhb ‘on 
procedure. A Nelder Mead ( 11 simplex algorithm is used 
for the function ’ . ’Ition Greater a m m y  in 
unknown transmitter location can be achieved by 
incl~gadditionalconstraintsinthesystemsuchas 
m d  elevation angles of know transmilten. 
The SSL detemuh ’ ‘onisperf0nnedwukrMATLABvia 
a menudhm graphid user interface. This employs puU- 
doaa menus for data input, program choice, ionospheric 
profile plotting and presentation of results. 

2 INTRODUCTION 
The SSL method enables the location ofa distant HF 
transmitter to be &mined from a single site. This avoids 
the need for employing two or more receiving sites and the 
additional wmplication ofcommunications behveen them 
Further, for the case when the base Line for triangulation is 
short, it can even determine more amuate transmitter 
locations than eiaogulatioa The main source of m r  in 
the conventional HF transmim SSL technique has 
genaally been found to be the charadektion of the 
ionosphere at the time of obmtion [2]. The methcd 
presentedreducesemrsfromthissoumbyusing 
informaton about the ionosphere implicit in the received 
data from the target and, if available, vertical or oblique 
sounders and other HF humnilten. The elwation angles 
ofsimultan~lyreceivedpthsfromanygiven 
bansmitter inhardy contain infornmion re-g the 
real-time ionosphere conditions. A method by which 
electron densily profiles can be updated from arrival angle 
measurements oflmown transmitters has previously been 
presented [3]. The updated profiles could then be used to 

improve the accuracy of SSL determination. The present 
method differs in that ajoint solution is made for both an 
updatedionosphere model and the distance to the 
unknm transmitter and also in the ease with which data 
from other sensors or additional parameters to be 
optimised can be included in the determination. When the 
input data just mnsh ofthe angles of arrival of 1 and 2 
bop paths from the target transmitter, the Nelder-Mead 
simplex algorithm is used to minimize a multivariable 
function, this function expressing the diffemnce between 
the two simultaneous paths as a function of the various 
variables ofthe real-time ionosphere that are optimised 
e.g. foE, foF2, hbF2, hmF2. The method can only be 
applied to the situation where two simultaneous paths exist 
fmm transmitter to receiver. However, this is a condition 
which IS often satisfed and it has been found that super- 
resolution D/F methods can be used to suczxsdly 
decompose the received HF wavelield, received on a 
suitable antenna amy, into its constituent component, 
giving the MIA ofeach [4,5,6,7,81. Thus such a scheme 
compliments more traditional SSL m e w  using 
interferometry which are generally only performed for 
single moded propagation 

3. ARRIVAL ANGLE DETERMINATION 
A 6 channel HF receiver was deployed together with a 6 
element 2D antenna array consisting of vertical 
monopoles. Signals received by the array were input to the 
6 channel receiver and each mixed down to 20 IcHzbefOre 
A/D conversion at 16 kHz.. Super-resolution algorithms 
were developed to &ciently decompose the multi- 
component HF welield into its constituent paths 
[4,5,6,7,8].These included DOSE (Diredon Of arrival by 
Signal Elimioation)[4,5] , a nuU-steering algorithm, which 
operates on the data vector and thus can work on single 
snapshot data and faid versions of MLE which operates 
either in element [6,7 or beam space [SI. AU these 
algorithms are tased on MLE ensuring that they are 
robust, can work suox&iUy with coherent s o m  (as 
arise in multipath) andalso can also operate well at low 
SNR The algorithms were found to vely significantly 
outpxrfonn MUSIC and MVE (CAPON) both on real and 
simulatddata (4.91. 

The azimuIh and elevation of one and two hop paths from 
the llnkwwl transmitter were thus obtained for input to 
the range-fuuiing program. The range-hding program 
does not q u i r e  the propagation mode to be iden!ified (e.g. 

Paper presented at the AGARD SPP Symposium on “Multi-Sensor Systems and Data Fusion for Telecommunications. 
Remote Sensing and Radar”, held in Lisbon, Portugal, 29 September - 2 October 1997, and published in CP-595. 
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lowfigh angle, F1 or F2 reflection); only the number of 
hop (ionospheric reflections). The ratio of the tangents of 
the h w e d  elevation angles (tan 2-hop angle/tan I-hop 
angle) can be determined to aid this investigation. This 
value will be 2 for a h t  Earth and qual virtual reflection 
heights, will be larger than 2 for greater ranges where the 
mature  ofthe E;uth is important and can be less than 2 
for shorter ranges where the virtual height for the 2 hop 
pathexceedsthatofthelhoppeth Theanaywasnot 
able to separate 0- and x- modes hut the malytml models 
used to model the ionosphere in the optimisation process 
are, in any case, unable to account for magoetic field 
effects. It would be possible, however, to develop a system 
which considered both magnetc-ionic modes if an antenna 
system incorporating CIoSsed loops were employed 
together with a numerical ray-- program in the 
function minimisation procedure. 

4. RANGF,-FINDMG PROGRAM 
The program is operated h a menu-driven graphical 
interfaceasshownin figure 1.Thisisfirstusedtoinput 
initial data: transmitter frequency, time and date of 
measurement, sunspot number, receiver location and 
angles ofelevation of 1 and 2 hop paths and their azimuth 
The sunspot number canbe determined fmm the date if 

for the iOMsphere at the reflection point@). The simplest 
method is to assume that the ionospheric parameters are 
the same at the one or two hop reflection points as then it 
is only necessary to optimise for om fixedset of 
ionospheric parameters and the ray paths can be 
detemhd from analyl~c formulae. However, it is also 
possible to assume a difference in the ionosphere between 
the 1 hop and 2 hop reflection points as wiH OOCUT if 
horizontal gradients are present. These are most likely to 
beimpoltantneardawnanddusk. Inthiscasea 
numerical ray-lmcing program or a segmented MQP 
model [IO] is mpkd to determine the ray paths. The 
en* ofbotb 1 and 2 hop pths  are then detwmined 
rather than assuming the range ofboth hop of the 2 hop 
path are identical. In this case optimisation can still be 
performed for a single set of ionospheric parameters by 
intdming the difference between the ionospheric 
parameters at the different dection points by way of a 
specified model. Alternatively, the optimisation can be 
performed to determine ionospheric gradients as well as 
vertical profiles but more input data h m  reference 
transmitters (see below) would be requid. The 
optimisation program requires as good as possible Struting 
parameters for the ionosphere at the refledon point@). 
This can be pnwided either just on the basis of an 
ionospheric model 01 using real-time information from a 
vedcal sounder or sounders situated at the location of the 
SSL system ofelsewhere to update an ionospheric model. 
For the former method, ionospheric parameters are fust 
obtained for the time of day, date and receiver location 
fmm the RI90 (International Reference Ionosphere) (step 
1). Any other ionosphere model couldbe used iostead if 

requued.ThemethodfirstdeterminesexpeEtedparameters 

r e q h i .  An estimateddistanceisthen determinedusing 
the one hop elevation angle and propagation distance 
formulae based on the MQP [l 11, (step 2). Using the 
azimuth angle and estimated 1-hop distance, a new 
estimated location for the one hop reflection point is 
determined (step 3). This new location is then used to 
update the ionosphere parameters using the RI90 model. 
(step4). Thesteps lto4arethenrepeatedStartingwith 
tbknewlocation. Anadditiodfllbroutineisusedto 
correct the initial paramem ifit is found that an expeded 
mode cannot be reflected by the ionosphere. Finally the 
IRI90 model at the final estimate of 1 hop reflection point 
is ploaed (see figure 2). If real time ionospheric profiles 
are availahleftom a sounder, this data canbe used to 
further improve the estimate of the electron density pm6le 
at the estimated tdection point(s). An analytical model is 
then fitted to thebest estimate ofthe density 
profile at the dection point(s). A pull down menu 
(labeled ‘model’) can then be used to plot any or all of the 
ionospheric profiles based on the thm models: a single 
quasi-paraholiclayer[121, am&edBdey-Jhdeney 
(CCIR) ionospheric profile [I31 or an MQP (multiquasi- 
parabolic). Greater aocuracy in fitting the MQP model to 
the data can be a c h i d  by using a greater number of 
quasi-parabolic layers but this may requires a CareN 
choice of ionospheric parame& to include in the 
optirmsation sioce it is not realistic to optimise for al l  the 
parameters of al l  the layers. The fiaed profiles are plotted 
on the same axes so that their correspondence with the 
estimaedelectrondensityprofileattherenectionpoint 
model canbe detamined (see figure 2). For each ofthese 3 
analytical models (QP, CCR, MQP), , adylical formulae 
existwherebythepropagationdistancecanbedetennined. 
Another pulldm menu (labeled ‘formula’) can then be 
used to select which ofthe thm models is to be used in the 
optimisation procedure. In all these analytical models, the 
effea of the magnetic field is neglected so that individual 
magneto-ionic modes cannot be heated The opthisation 
is performed to determine the ‘%esI-fit” ionospheric 
parameters acd hence pmpagation distance. Only the most 
important parameters of the model are freated as variables. 
Thesecanbedeterminedbyvatyingeachparameterin 
turn over a givenrangee.g. f 2O%mrresponding tothe. 
Wrely variation ofthe parameter in the real ionosphere and 
then examining the effea on the determined propagation 
distance. For example, in the case of the modified Bradley- 
Dudeney model, the ionosphere is represented using two 
quasi-paraholic layew representing the E and F2 layers 
and a quasi-linear layer in between The height of the 
maximum and semi-thickness ofthe E-region were chosen 

respxhly. Thes there are 4 Variawe parameten, foE, 
foF2, hmFZ, ymF2; the optimisation is performed for 
correctedvalues to these 4. Thefaa that the total range of 
the 2-hop path must equal that of the I-hop distance is 
used as a constraint The alg0ritb.m used is the Ndder 
Mead simplex search 111 which is a direct search method 
not quiring gradients or derivatives. I f n  is the number of 

as fixed parameters withvalues of 110 and 20 km 
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Figure 2 A QP profile plotted together with the EU90 proiile 
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variables. a simplex in n-dimensional spas: is 
Char;actensed ' by n+l distinct vectors which are its vertices 
e.g. intwo-space, a simplex is atriangleandin- 
a pyramid Using the appropriate analytical equations, an 
analyticalfunctioncanbedekmmed ' which will give the 
propagdtion distsnceinterms of thechvar iab le  
ionospheric parametefi of the chosen ionospheric model, 
the elevation angle a and transrmssl . 'onfreqnencyfinthe 
form, my, 
D=F(foE, foF2, hmFZ, ymFZ, fa). 
Then the following fUnction:- 
I F(foE, foF2, hmFZ, ymF2, f ,  al) - ZxF(foE, foF2, hmF2, 
ymFZ.Cul31 
will have a minimum forthe distance to theunlolown 
transmitter in the  se ofthe ionosphere parameters 
assumed the same at both the 1 and 2 hop renection 
pints. Thus minimising this function will determine an 
updated "best fit" ionoaphere model. If the ionobphere is 
considered to my between the one and two hop reflection 
points, then the following funaion is minimised:- 
I F(xI,, XZ. .... %. f .P) -Fdxl.. xz, .... %, f ,  a2 ,P) I 
ranges mpctively in terms of the ionosphere 

include ionisation gradients, the transrmssl . 'onfquencyf, 
elmtion angles a+ and azimuth angle p. 

where Fi ( )andFZ( )  functions giving the 1 and 2 hop 

parameters.tObeoptimisedXi.,~~, ..._ ~ , e t c w h i c h ~  

There is also a choice of inchding one or more reference 
paths to known transmitters (see d o n  5). In this case, 
the frequency, propagation distance and measured 
elevation at the receiver ofeach are also input using an 
additional input data box (see figure 3). Optimisation is 
thenperformedtohdthesame parametersofthe 
iompheric model but using the angle($ of incidence of 

incidence ofthe known transmittem for which the known 
transmitter-receiver distance acts as an additional 
constraint 

the unknown target transmitter together with the angles of 

Thepropagationdistancecan~bedetemmd ' from 
theoptimisedionosphericparametersandthis,together 
with the azimuthal bearing and known receiva location, 
d t o  find the unknown transmitter location Thge are 
then printed out in theMiniCommand Window and the 
ionospheric profile, based on the chasen analytical model 
and optimised ionospheric parameters, also plotted (see 
figure 4). 

5. USING ADDITIONAL INFORMATION 
It is clear that forthe basic method the number of 
variablesoptimisedexceedsthenumberofconstraintsin 
the system so that where all four initial parameters M e r  
substandally from their real valueq g d  convergence 
cannotalwaysbeexpected.Additionalconstraintscanbe 
included in the system by (i) including information on 
paths to known transmitters adjacent to that to the 
unknown transmitter (mentioned above) andor (U) using 

infomation on the comparative time delay ofthe M a t  
propagational modes. For (i), the optimisation is 
performed to find the same. panuneters of the ionospheric 
model hut using the angle(s) ofincidence ofthe unlmown 

known transmitters of fquency fG for which the known 
transmitter-receiver distsnce Dj acts as an additional 
constraint. The& for example, the hci ion to be 
munmwed could be of the form:- 

transmitter together with the angles of incidence eel, of the 

. .  . 

I F(f&, f0F2, hdQ, ymF2, f. ai) - ZxF(fOE, fOF2, -, 
W 2 ,  f ,  a ~ )  I 

where the summation is taken over all i known 
transmitters. Different weighlings wuld be applied to the 
t k l  termand each ofthe i terms corresponding to known 
transmitters ifsome measurements w m  considered more 
aoauate than others. The inclusion of this extra 
informationcansignificantlyimpmethedistance 
estimate. More mccedul optimisation can be achieved 
even when only one additional refereace path is used This 
metbod relies. h m e r ,  on the ionosphere beig 
correlated wer the area ofrenection of the Merent 
t 
ionospheric conelation distances in both North-South and 
East-West directions for Merent latitude ranges and 
smnns. For mid-latihdes, correlation is generally very 
good ( d c i e n t  > 0.8) for points separated up to about 

X W E ,  foF2, -, Ymn, fki - Di I 

' 'ons. Rush and Edwards 1141 have determined 

lo00 Irm There are likelyto be many known transmitters 
withinthisrange,suggestiagthepracticalityofthis 
method.Thecorrelationmeasuredis,however,~n 
hourly deviations ftom the monthly mean value at the 
rapedive pints. Thus a more acRlIiue method would be 
to include small offsets to the ioncqheric parameters in 
the equations for the known transmitters so that for 
example, foF2' is taken as foF2-s where fopl is the 
variablebeing OptimiSedandS is thedifferenoe in the 
ionosphaic model between foF2 at the midpoiit ofthe 
path to the known transmitter andfoF2 at the estimated 
midpoint ofthe path to the unknown transmitter. 

6. ACCURACY 
Although ideauy the method should be tested using real 
dataconsisting ofexpimentally measured angles of 

were three reasons for this. The first was that errors in the 
range-6nding method itself would be unambiguously 
determined. For measured angles ofarrival, emrs in 
detemkd distance wouldhe due to both emr in the 
measured angles ofelevation as well as any errors inherent 
in the method. It is clearly impoat when opmising the 
method toachieve greatestacnuacythatthereare no 
emrs in inpnt angles. SeumdIy, using modeled daq the 

e.g. foE. foF2, hmFZ could be easily determined. Thudly, 
it was considered that for an operational system, angles of 
a n i d  could be determined more accumtely than using the 

arrival, tests were first made using modeled data There 

of random emrs in all the ionospheric parameters 
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very limited bu - x equipment built by ourselves and 
e m p l ~ i n o u r  aials. 

Tests against modeled data were accomphhed by using a 
random number generator to add a random amount (in the 
range f 15%) to each of the initial valm of the 
ionospheric parameters e.g. foF2, hmF2 that were 
optimised in the model. The amount ofvariation was 
considered commensurate with day to day variation in 
ionosphercparametersdeterminedby[13,14].Testswere 
performed for different path combinations such as IF2 and 
2F2. It WBS found, for example, for a 560.5 h 
propagation path (see fig.5) that the error in the 
determination ofthe distance to the target hammitter 
nsingtheMQP model was less than 2% when there was 
one added reference path (which was 1410 km). 

oistance Enor Udng MaP Model with n * n n u  Point 
initemr(+I-l%), lF262FZ 

" 1 2.m x ........ - ..... -. 

-2.m : :  ~ : : , ! : ! , ,  : ' : ! :  ~' ! ! : I  I , : : "  ! ? , t  ! I !  

M.t&. 

Figure 5 Distance error for IF2 and 2F2 560.5 h path 
with an additional reference transminer added. 

The small e m  shows the ekt ivenes of the method 
althoughmoretrials on real dataare nemsary. The 
problem with aials using real data is that it impossible to 
SpaIateerrorsincIetemm ' ' gtheelevationanglesusing 
thesuper-resolutionDE.techniquewithemnsindislance 
introduced by the SSL optimistion process. It is 
consideredthatthemetbodwouldworkop!imaUywhen 
elevation angles are detmnined to about 0 . 1 " ~ .  
Best mode separation andbearing a~curacy can be 
achieved in the presence of multipath when employing (i) 
an array long compared with the wavelengtb of the 
receivedtransrmsn ' 'on (ii)a3Danayusinglinearactive 
antenna well above the ground and ( i )  MLE b a d  super- 
resolution methods (4-81 which can best cope with the 
coherent sowm that arise in multipath.. 

7. MAGNJETO-IONIC MODES AM, TILTS 
The Optimistion can be performed for a more realistic 3D 
ionosphere model and includingthe effect ofthe 
geomagnetic field if numerical ray-- rather than 
analyjcal formulae are used in the e o n  pmaess. 
This would enable the two magneto-ionic modes to be 
treated For a 3D ionosphere model, optimisation could 
also be perfonned for additional parameters such as a 
horimntal gradient of electron density. The use ofa 
nnmerical ray-mcing method does, however, p t l y  
increase the time required for the solution. 

C h i I p s o u n d i n g s ~ a l s o b e m a d e u S e o f i f ~ ~ o f  
elevation at the recekr are measured The chnp sounder 
can be considered as a number of CO-located reference 
transmitten of differing frequencies of which each one 
would provide an additional term in the h d o n  that is 

Since analyt~cal formula exist for the time of propagation 
as well as the distance, the measured difference in time of 
pmpagationbetween hvo modes canbe usedas an 
additional constraint. The absolute time of pmpagation is 
not required. The time dBerence canbe measured fora 
modulated h;msmitter by performing an autommlation of 
the receivedbaseband signal. The accuracy ofthe 
measured time delay will ofcourse depend on the 
bandwidth ofthe modulation bnt can be improved by 
employing superresolution techniques in the time domain 
KT= F(foE, foFZ, hmF2, ymF2, f, a) gives the time of 
pmpagation and At is the measured difference in 
propagation time between say 1 and 2 hop modes, then the 
following function should be minimised:- 

I F(fOE, f0F2, M ,  ymF2, f, ai) - ZXF(~OE, fOF2, hmF2, 
ymF2, t a3 I + I Wfi, fori, m, ymF2, t a3 - T(f@ 
foF2, hmFZ, ymF2, f, ad - At! 
Ditferent weightings could also be applied to the IWO t e r n  
rellecting different accuracies in angle and time 
measuremeot. 

8. CONCLUSIONS 
A new SSL m&cdforHF tr;msmitterS has been described 
which employs a Nelder Mead minimisation of a multi- 
variable function which can include data 6om a variety of 
sou~ies. Thus, the final determination ofthe location of 
the target transmitter can be based on data 6om the 
following sensors:- 
1. Multi-element rexhing antenna anay 
2. Vertical a d o r  oblique ionospheric sounders 
3. Passive reception ofknown HF transmitters 
4. Chirp sonnders 
5. Relative time of arrival of multimode components 
An optimum solulion for both an updated real-time 
ionosphere model as well as target transmitter location is 
obtained which is a single solution employing al l  the 
measured data. 
The SSL determination is performed under MATLAB via 
a menu-driven graphical user interface. This employs puU- 
down menus for data inm program choice, ionospheric 
pm6le plotting and presentation of d t s .  
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PAPERNo: 22 

DISCUSSOR’S NAME: P. Cannon 

COMMENT/QUESTION: 

You have used MQP and have shown that your errors are small. MQP does not allow for spatial 
variations along the path. Could you please comment? 

AUTHOR/PRESENTER’S REPLY: 

The figures presented were tto show errors due to departure of real-time ionosphere parameters 
from parameters determined from an ionosphere model with up to 15% difference determined 
using a random number generator independently for each parameter. These calculations are for 
an ionosphere with no horizontal gradients. In the written paper I mention how horizontal 
gradients could also be included but requires either numerical ray-tracing using e.g. Jones 30 
program or the segmented MQP mdoel which my questioner has devised with R.J. Norman (my 
reference IO).  

DISCUSSOR’S NAME: C. Goutelard 

COMMENT/QUESTION: 

When you introduce, as you indicate, the horizontal components of the ionisation gradients, are 
you sure that you will always obtain a unique solution for your optimisation. 

AUTHOR/PRESENTER’S REPLY: 

The simulations presented in my talk were for an ionosphere with no horizontal gradients. 
However, the method can be applied for such an ionosphere (as detailed in the written paper) by 
employing, either a ray-tracing program utilising numerical integration (e.g. Jones 30) or a spatially 
segmented MQP (see my reference I O ) ,  in each determination of the function that is minimised. I 
plan to do further trials to investigate this. In general the problem of a non-unique solution can be 
circumvented by making sure that the initial values chosen for parameters in the optimisation are 
close to their real values. 
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PAPER No. 22 

DISCUSSOR’S NAME: G. S. Brown 

COMMENT/QUESTION: 

The results of your simulation seem to contain a bias in them; have you run enough simulations to 
see what the histogram of the error looks like? 

AUTHOWPRESENTER’S REPLY: 

The number of sets of random errors presented in each figure was 32. I think that this is too small 
a number to be sure that the overall percentage error in distance would be expected to be zero. 
However, I intend to investigate the possible existence of any systematic errors by conducting 
similar trials with larger numbers of data sets including random errors. 
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SMART ANTENNA ARRAY PROCESSING FOR SPREAD SPECTRUM WIRELESS 
COMMUNICATION SYSTEMS 

Y.  F. Huang, S. Kapoor, S. Gollamudi and S. Nagaraj 
Department of Electrical Engineering 

University of Notre Dame 
Notre Dame, IN 46556 * 

ABSTRACT 

This paper examines the problem of incorporating smart 
antennas in wireless DS-CDMA systems. The use of ar- 
ray signal processing in DS-CDMA systems offers the pos- 
sibility of jointly utilizing code and spatial resources to 
achieve superior performance compared to conventional 
multiple-access methods. The development of interference 
suppression techniques is essential to take full advantage of 
the available radio resources and requires data fusion in the 
spatial and code domains. Spatial signal processing can also 
lead to faster and robust synchronization and provide the 
capability to rapidly adapt to channel fading, co-channel 
and adjacent channel interferers. The overall method is 
suitable for real-time implementation and can lead to a di- 
rect increase in the overall capacity, quality and coverage of 
these systems. 

1. INTRODUCTION 

The use of spread spectrum multiple access techniques is 
well established in the wireless communications arena. In 
particular, Direct Sequence Code Division Multiple Access 
(DS-CDMA) has been widely studied in the literature and 
has been implemented in several commercial systems as 
well. Adaptive interference suppression techniques based 
on multiuser detection and antenna array processing have 
recently been considered as powerful methods for increasing 
the quality, capacity and coverage of these systems. They 
provide a superior, though computationally more expensive, 
alternative to conventional single sensor (matched filtered) 
detection which is severely limited by multi-access interfer- 
ence. 

This paper focuses on co-channel interference (CCI) mit- 
igation techniques for the uplink channel of DS-CDMA sys- 
tems over frequency selective slowly fading channels. Mul- 
tiuser detection [l l ,  16, 24) and adaptive array processing 
[2, 18, 22, 251 have been shown to be promising solutions 
to this problem. By carrying out multi-sensor data fusion 
using an antenna array, significant CCI reduction can be ob- 
tained. Furthermore, this approach is particularly effective 

‘This work was supported in part by the National Science 
Foundation under Grant MIP-9705173, the Center for Applied 
Mathematics, University of Notre Dame, and Tellabs Research 
Center, Mishawaka, IN. 

when data fusion is done adaptively to combat time-varying 
channels and interference. Towards this end, we present 
here a novel adaptive array receiver structure which adopts 
a two-pronged approach to CCI suppression using multiuser 
detection and beamforming. Furthermore, a RAKE struc- 
ture is retained for overcoming frequency selective fading. 
Thus, the overall receiver makes a combined use of fre- 
quency diversity (through the use of RAKE combining), 
code (or time) diversity and angle diversity (through the 
use of beamforming). 

The principles of multiuser detection are by now well 
established [ll, 241. The optimal detector [24] is a ma- 
jor theoretical milestone but has limited practical utility 
due to its exponential complexity in the number of users. 
Decorrelating detectors have enjoyed much popularity due 
to their near-far resistant performance and much reduced 
linear complexity. A minimum energy formulation for blind 
adaptive near-far resistant multiuser detection was intro- 
duced in [ll] and also used in [22]. While the MMSE (and 
the equivalent minimum energy) solution is known to be 
near-far resistant, a major obstacle lies in adaptively seek- 
ing the optimum solutions. Stochastic gradient algorithms 
such as the Least Mean Squares (LMS) method are very at- 
tractive because of their simplicity but suffer from poor con- 
vergence due to the large dimensionality in typical CDMA 
systems and the fluctuation in received signal powers [16]. 
Least squares (LS) algorithms on the other hand, provide 
adequate convergence speed under these circumstances, but 
can be prohibitively complex to implement. Note that most 
low complexity fast-RLS type algorithms are not applicable 
due to the lack of time-shift structure in the input vectors 
[lo]. Thus, there is a clear imperative to develop reduced 
complexity multiuser detection schemes without having to 
sacrifice performance. The major difference in the adap- 
tive multiuser detector presented in this paper is that it 
utilizes a novel recursive update algorithm based on set- 
membership parameter estimation theory which provides 
significant benefits in terms of tracking, convergence, and 
complexity. 

Adaptive arrays are typically designed for either utiliz- 
ing spatial diversity for mitigating the effect of fading or 
for using the inherent angle diversity in the received sig- 
nals for CCI reduction. In [15], an adaptive array receiver 
configured as the cascade of a beamformer and matched fil- 
ter detector is presented. The update of the beamformer 
weights in this structure is rather cumbersome, especially 
over fading channels. A receiver structure with a matched 

Paper presented at the AGARD SPP Symposium on “Multi-Sensor Systems and Data Fusion for Telecommunications, 
Remote Sensing and Radar”, held in Lisbon, Portugal, 29 September - 2 October 1997, and published in CP-595. 
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filter detector followed by a beamformer is presented in 
[18]. However, the DOA estimation algorithm used for 
beamforming is computationally complex (it is based on 
eigen-decompositions) and is sensitive to angle spread. An 
extension of this receiver structure, called a 2D-RAKE is 
also presented. The 2D-RAKE is designed to operate over 
multipath channels and consists of a front-end beamformer 
which feeds the beam-steered signals into a standard RAKE 
receiver structure. Joint spatio-temporal reception, akin 
to broadband beamforming [23], has also been considered 
[2, 161. 

2. CDMA SIGNAL MODEL AND PROBLEM 
FORMULATION 

Consider an asynchronous DS-CDMA system with K users. 
Such a system may be used for a cellular wireless network 
with the K users distributed in a cell of interest. The cen- 
tralized receiver a t  a cellular base station receives asyn- 
chronous transmissions from all active users on the uplink 
(mobile to base) multiple access channel and interfering sig- 
nals from adjacent cells as well. Let the information sym- 
bol sequence from the kth user be denoted by Ak( . ) ,  chosen 
from a possibly complex alphabet. Assuming the symbol 
and chip duration to be T. and T,, respectively, resulting in 
a nominal processing gain N = T,/T,, the spread spectrum 
signal emanating from the kth user is given by 

n 

where n is the chip index; % denotes the modulus operation 
and denotes the floor operation; p k  is the transmitted 
power of the kth user; cr,(n%N) denotes the nth chip of the 
kth users' periodic spread spectrum sequence with period 
N .  After performing baseband pulse shaping with a filter 
+(t), the transmitted waveform is given by 

n 

The pulse +( t )  is assumed to have unit energy and duration 
T,. Assume that the transmitted signal from the kth user is 
received a t  an antenna array receiver with M.elements. A 
L-path frequency selective slowly fading model is assumed 
in order to formulate the spatio-temporal impulse response 
of the mth sensor to the signals from the kth user (see 
Appendix A) according to 

L - 1  

(3) 
f=O 

where ai:.;") denotes the composite response of the mth sen- 
sor to the Ith multipath component from the kth user; sklT, 
is the time delay of the Ith multipath component of the 
kth user's received signal and that the maximum delay is 
T ~ ( L - ~ ) T ~  < T,. Thus, the received complex baseband sig- 
nal from the kth user at the mth element is given by the 
convolution 

L - 1  

I=O 

n' 

L -  1 

(4) 
l=O 

The received signal from K asynchronous users a t  the cen- 
tralized receiver is obtained as the superposition of each 
user's signals according to 

K - 1  

r("'(t) = rim)(t - Vk) + n(")(t) ( 5 )  
k =O 

where vk is the flat propagation delay of the kth user and 
n(")(t)  denotes the mth sensor's front-end additive noise. 
The receiver structure used in Figure 8 is used to recover 
transmitted symbols from all desired users. For a particular 
desired user, the composite signal is chip match filtered and 
fed into multiple RAKE arms, each delayed by a chip time 
or more. I t  is assumed that the receiver uses conventional 
techniques for determining which RAKE arms contain de- 
layed copies of the signal [18]. Also, RAKE receiver arms for 
user k are synchronized to the path delays 7klTC. Without 
loss of generality, chip synchronous reception is assumed. 
Thus, the chip rate samples for the kth user with delay 
rklTc are obtained at the mth sensor after demodulation as 

Ci.)(n) = ~ ( " ' ( t )  * + ( - ( t  - 7 k I T c  - ~ k ) )  J~=,,T= (6 )  

Denoting the sequence of received samples of dimension N 
spanning one symbol as Oiy) ,  the chip sample vector for the 
pth symbol of the desired user, i .e . ,  for n E [ p N , p N + N - l ] ,  
is given by 

r#l 
L - 1  

where 

and Ak.0 and Ak,-l denote the two overlapping symbols; 
ri'"'@) is the vector of filtered noise samples during the 
pth symbol. Thus, in addition to the filtered background 
noise, each sample of the received chip vector for the pth 
symbol has two interfering components. These arise from 
the multipath components of the same user with different 
time delays and from all other users. In addition, each inter- 
ferer (self-multipath as well as from other users) contributes 
two independent interference vectors to the received sam- 
ple vector in each symbol time. The kth users' symbols are 
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extracted using a linear detector Wk, characterized by the 
discrete time inner product with the sampled chip sequence 
as, 

As can be seen in Figure 8, a linear multiuser detector is 
used for each RAKE branch at all array elements. The 
computation and adaptive update of these linear detectors 
is now addressed. 

e k y ’ b )  = wf+iy’(p) (9) 

3. BLIND MULTIUSER DETECTION 
The goal here is to blindly compute linear decorrelation 
weight vectors to preserve the desired signal and mitigate 
interference, see e.g., [ll, 221 for prior work. For the spe- 
cial case that the receiver treats multiple access interfer- 
ence as additive white noise (or when detector adaptivity 
is not feasible) the linear detector is merely the signature 
sequence of the desired user. The following algorithm is 
presented following the framework of the well known Gen- 
eralized Sidelobe Canceler (GSC) [23]. Constraining the 
detector to present a unit response to the desired user’s 
signature sequence, and decomposing wk into correspond- 
ing constrained and unconstrained components denoted by 
Wk,q and Wk,a respectively, we have 

Wk = Wk ,q - Ck,nWk,a  (10) 

wk,q = Ck(CfCk)-lg (11) 
where, 

with the constraint matrix c k  = c k  and the output con- 
straint g = 1. The 
columns of the N x (N- 1) matrix Ck,n span the null space 
of Ck.  In general, of course, multiple constraints can be 
imposed on W k , q ,  for instance, to exploit the knowledge of 
signature sequences and timing of other interfering users. 
Such constraints appear as columns of c k  and result in a 
corresponding decrease in the dimensionality of Wk,a. In the 
extreme case when all the columns of c k  are constrained, 
the detector ceases to be adaptive. C k , n  is readily obtained 
via one of many orthogonalizing procedures [23]. In fact, 
for the special case above, Ck,n can be precomputed off- 
line for each desired signature sequence. The unconstrained 
component Wk,a represents the N - 1 dimensional adaptive 
portion of wk. Thus, the output of the mth array element 
for the Ith symbol is given by 

Thus, in this case, W k , q  = ck/N. 

Equation (12) can be viewed as a standard adaptive filter- 
ing problem with W [ ~ + ~ ~ ) ( P )  serving as the desired signal; 
c&+iy)(p) serving as the input vector; Wk,a denoting the 
adaptive weight vector’and e i y ) ( p )  denoting the estimation 
error. 

3.1. Adaptive Solution Strategies 
The conventional solution to the above is to perform an 
unconstrained optimization involving Wk+ which can be 
obtained via adaptive algorithms such as stochastic gra- 
dient descent or least squares [lo]. A compelling solution 
to this problem is to consider a new approach based on 
set-membership parameter estimation theory. For excellent 

tutorial overviews of set-membership theory, see [3] and [6]. 
Other key papers detailing the structure, features, convcr- 
gence and tracking properties, and signal processing appli- 
cations of set-membership algorithms include [4, 5, 71 and 
the references therein. 

Specifically, the focus of this paper is on a subset of set- 
membership techniques, namely the class of optimal bound- 
ing ellipsoids (OBE) algorithms. There are several fea- 
tures of OBE algorithms which render them attractive for 
the problem a t  hand. Experience has shown that OBE 
algorithms perform better than weighted recursive LS al- 
gorithms in tracking time varying parameters and in low 
signal-to-noise ratio (SNR) situations [4, 8, 131. Further- 
more, OBE algorithms are computationally efficient due to 
their discerning update property. They can also provide am 
explicit indication of any loss in tracking - a feature not 
possessed by point estimation algorithms. Although LS al- 
gorithms can also be equipped with such indicator functions 
[lo], such a feature is an integral part of parameter estima- 
tion using OBE algorithms. As a point of common ground, 
the geometric centers of the bounding ellipsoids in OBE 
algorithms (which are usually taken as point estimates at 
any given time) are known to be weighted recursive LS esti- 
mates [6]. Simply stated, the optimization of the weighting 
(update) factors of data sets according to  set-membership 
principles essentially leads to the discerning update prop- 
erty and superior convergence and tracking properties. The 
OBE algorithms may appear to have O(N2) complexity 
from an inspection of the recursive update equations. How- 
ever, their discerning update (or data selective) feature can 
be fruitfully exploited for significant reduction in complex- 
ity (5 ,  81. In particular, O(N) implementations are de- 
scribed in [5, 91 and an efficient time-shared implementation 
between multiple users is described in [8]. Thus, the struc- 
ture and properties of OBE algorithms can narrow the gap 
between performance and complexity which is encountered 
by several conventional adaptive filtering algorithms. 

3.2. An OBE Algorithm 

A recursive algorithm is now derived to estimate Wk,a based 
on set-membership principles using OBE. The idea here is 
to update the estimator such that the estimation error is 
constrained to lie within a specified performance bounds. ’ 

The goal is to construct an OBE algorithm which attempts 
to seek solution vectors Wk,a that meet the following speci- 
fication for all p ,  

M-1 

m = O  

where 7: is a specified constant corresponding to a desired 
performance level and may also be viewed as a design pa- 
rameter. In this paper, a suitably selected constant $ is 
assumed (see [6, 7) for general guidelines on selection of 72). 
Weight vectors which achieve (13) for all possible input se- 
quences constitute the so called feasible set. The objective 
of the OBE methodology is to seek this feasible set by suc- 
cessively refining membership sets wk(p) defined at time p 
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as 

P M - 1  

w k ( p )  = n { W  E C N - '  : Iw tqcLy) (p )  
r=O m=O 

-w Ck.ncLy)(p)12 5 7:) (14)  
H H  

However, the complexity in exactly computing w k ( p )  is 
overwhelming even for small N and p .  OBE algorithms 
circumvent this problem by recursively updating hyper- 
ellipsoids &(p)  which tightly outerbound the membership 
sets wk(p) for dl p .  It follows that & k ( p )  also outerbounds 
the feasible set at all times, since the feasible set is a subset 
of w k ( p )  for all p.  Thus, a recursive formulation can be 
used to update &k(p) with each incoming chip vector at the 
symbol rate. Equation (12)  can be rewritten in matrix form 
for the array as, 

where 

where 11 . 11 denotes the vector 12 norm and 7: is an appro- 
priately chosen constant. The selection of 7: is addressed 
later in this section. Define &(p)  as a degenerate ellipsoid 
as 

Let the membership set at time (p - 1 )  be given by 

where Pk (p - 1 )  is a symmetric positive-definite matrix and 
w k ( p  - 1) is the center of the ellipsoid. An ellipsoid that 
contains &k(p - 1)  n S k ( p )  is given by 

where & ( p )  is a real number in [ O ,  11. It can now be shown 
that there exists a symmetric positive definite P k ( p )  and a 
positive scalar al(p) such that 

is a well defined ellipsoid. 
Propos i t i on  3.1. Consider the inequalities (18)  and (19)  
above. Define 

dk(P) ' U k . q ( P )  - v:n(?')wk(P- 1 )  

G k ( P )  ' V%n(P)PE(P - l ) V k . n ( P )  

Q k ( P )  [ I  - xk(P)]IM -k Ak(p)Gk(P) 

The following recursive update equations may be obtained, 

The last three equations in Proposition 3.1 constitute the 
recursions of the OBE algorithm. In order to compute the 
optimal update factor the parameter a:(p) is minimized. 
The parameter az(p) can be considered as a bound on the 
estimation error at the pth step and is closely related to 
other popular measures of optimization such as volume and 
trace of the bounding ellipsoid [4,  131. Unlike these mea- 
sures, minimization of a:(p) lends itself to a very efficient 
test for innovation. A tight upper bound on u : ( p ) ,  denoted 
by d 2 ( p ) ,  is given by 

where gk(p) = IlGk(p)II. Denote the optimal &(p) by X i @ )  
(which lies in [o, ( Y k ]  for some (Yk < 1 )  and define the quan- 
tity 

Propos i t i on  3.2. Minimization of a"(p)  with respect to 
x k  ( p ) ,  leads to  the following update condition: 

( 1 )  if Pk(p) 2 1, then A;@) = 0 

( 2 )  otherwise x ; ( p )  = min(ak, Vk(p ) )  where 

" k ( P )  = a k  if d c ( p ) d k ( p )  = 0; 

1 [ 1 -  J g k ( P )  1 ;  
1 - Qk (P) 
if 1 -k Pk@)[gk(P) - 11 > 0; 
(Yk if 1 -k P k ( P ) [ g k ( p )  - 11 5 0 I (24) 

1 + P k  (P) [ g k  (P) - 11 

See [13] for proof of Propositions 3.1 and 3.2. This result is 
used for computing the optimal update parameter Xi (p )  a t  
each step. Equation (23)  and Proposition 3.2 constitute the 
condition for data selectivity or no-update. At any time p ,  
the center of the ellipsoid, W k ( p )  is taken as an estimate of 

I 
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the adaptive component of the detector in (10). To initialize 
the algorithm, &(O) is chosen such that 

where p << 1 resulting in &(O) being a suitably large initial 
hyper-sphere. In other words, the following initial values 
may be chosen 

Pk(0) = I N - I ,  Wk(0) = 0 and U i ( 0 )  = 1/11 (25) 

The next stage of processing in the receiver of Figure 8 
entails the combining of the detector outputs corresponding 
to each RAKE branch from all array elements via a bank 
of beamformers. 

4. DOA ESTIMATION AND BEAMFORMING 

Carrying out DOA estimation prior to despreading can be a 
formidable task. Most subspace based methods are not ap- 
plicable due to the large number of independent signals and 
typically small number of array elements. Post-detection 
DOA estimation, on the other hand, is a viable option. Sev- 
eral methods have been proposed in the literature, includ- 
ing subspace based methods such as Weighted Subspace 
Fitting (WSF), ESPRIT [20] and an eigendecomposition 
based method [18]. The structure of a DS-CDMA system, 
however, allows for a much simpler and robust approach. 
This section describes an approximate Maximum Likelihood 
DOA Estimator (DOA-MLE) used for beamforming. In ad- 
dition to inheriting the desirable properties of MLEs, it also 
turns out to be simple and’intuitive. The basic idea is to 
partition the array into groups of two consecutive sensors 
or doublets. The algorithm then exploits the fading corre- 
lation between closely spaced doublet elements to extract 
the spatially induced phase differences between the post- 
correlation complex baseband outputs. Each doublet oper- 
ates independently to compute the DOA-MLE and the es- 
timates from multiple doublets are then suitably combined. 

4.1. M a x i m u m  Likelihood DOA Estimation 
The relationship between angle of arrival, beamwidth of ar- 
riving signals and antenna spacing has been explored in [21] 
and the references therein. For an inter-element spacing of 
p and narrowband signal wavelength U ,  the fading experi- 
enced at adjacent sensors is almost perfectly correlated for 
small values of p / v  (such as as 0.5 or less) and angle spread 
A (such as A < loo). Thus, inter-element spacing p for 
each doublet is assumed to be such that the two sensors 
experience near identical fading. Consider sensor m and 
(m + 1) constituting a doublet. Using (9) and (lo), 

eiY)(p) = wCq~iY)(p)  - wkH(p)cCnC)(p) 

= f i a i y ) A k  (p) + fiy)(p) (26) 

where wk(p) denotes the updated weight vector from the 
recursions of Proposition 3.1; I i y ) ( p )  denotes the collective 
interference terms in (7) and fiy)(p) is appropriately de- 
fined. Given P observations from time instants (p - P + 1) 

to p, the MLE of the spatial phase difference can be ob- 
tained straightforwardly (see Appendix B) as 

. ,  
where (eiY)(r))* denotes the complex conjugate of eiY)(r). 
At every time instant, each doublet contributes a DOA- 
MLE for each user being tracked. Since all array elements 
are used for beamforming, the DOA-MLEs from each dou- 
blet are combined to form a single estimate. The simplest 
method is to average the outputs from each doublet and 
other schemes may be readily conceived. For instance, a 
suitable selection criterion can be adopted for selecting the 
“best” DOA-MLE from among the doublets. I? any case, 
denote the final DOA estimate a t  time p by $Jkl(p). Let 
the lth beamformer weight vector be denoted by b k i  (see 
Figure 8); the data covariance matrix at the output of the 
Ith RAKE branch by RI and the steering vector for the kth 
users’ Ith path be given by 

Adopting the classical. minimum variance distortionless re- 
sponse (MVDR) criterion for computing the beamformer 
weights [23] 

The output of the lth beamformer is then given by 

Ykl (p) = bfi (P)ekl (P) (30) 

bkl(p) is typically block updated using (29) above at a rate 
commensurate with the available processing power while RI 
is approximated by a suitably windowed a temporal aver- 
age. Other beamforming methods such as the maximum 
SINR method [23] may also be used. 

4.2. RAKE Reception 
Consider now the final stage of the adaptive array receiver, 
just prior to the slicer. The L x 1 vector output yk(p) = 
[Yko(p),ykl(p), . . . ,yk(L-1)(p)lT of the bank ofbeamformers 
is fed into the RAKE combiner to obtain symbol estimates 
for each desired user. Denote the kth users’ RAKE combin- 

The output of the kth users’ combiner is then given by 
ing Coefficients by rk(p) = [TkO(p),rkl(p), . . . ,Tk(L-i)(P)IT. 

Akb) = rkH(P)Yk(P) (31) 

There are several RAKE combining algorithms, the classical 
ones being maximal ratio, equal gain and selection combin- 
ing [12]. Any one of these methods or other variations in the 
literature [25] may be used. Such methods typically hinge 
on the slowly fading assumption and make use of special 
pilot symbols or training sequences to update the RAKE 
combining coefficients. In a flat fading environment, the 
RAKE combining reduces to a single 1-tap equalizer yield- 
ing 

Akb) = rkO(p)yk(p) (32) 
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The equalizer operates on the received complex baseband 
symbol before slicing by correcting the magnitude and 
phase of the single beamformer's symbol rate output. 

5. SIMULATION RESULTS 

Consider first the performance of the proposed receiver in 
a flat Rayleigh fading environment. Fading coefficients are 
generated using the standard Jakes model (121. Figure 3 
depicts the ensemble averaged signal-to-interference ratio 
(SIR) obtained using matched filtering and multiuser detec- 
tion using OBE, standard LMS and RLS algorithms. The 
latter three algorithms are used for updating the GSC's 
( N  - 1) x 1 adaptive weight vector component with a single 
signal preserving constraint. Coherent quadrature modula- 
tion is used with a processing gain of N = 16 with a single 
antenna element ( M  = 1) and a background SNR of 20 dB 
due to Additive White Gaussian Noise (AWGN). Similar 
curves are obtained for larger processing gains. There are 
a total of 11 active users including the desired user, each 
transmitting with equal power. Taking the processing gain 
into account, this results in an initial SIR value of about 
2 dB representing a severe interference environment. The 
LMS update gain is fixed a t  0.001 while the RLS forgetting 
factor is chosen to be 0.99. T h e  error specification for OBE 
is set at MPo + 6 where PO is an estimate of the desired 
user's power and 6 is design parameter chosen to be unity. 
The SIR a t  the pth symbol is calculated according to 

where the ensemble average is carried out over 200 indepen- 
dent trials in each of which the chip sequences are generated 
randomly; w,(p) denotes the detector weight vector in the 
nth trial at the pth symbol; v.ig,,(p) and vi,t,,(p) denote 
the N x 1 received signal and interference chip vectors in 
the nth trial at the pth symbol respectively. w is adapted 
using OBE, LMS and RLS or is fixed when the matched 
filter is used. 

An antenna array with M = 4 elements is introduced 
in Figure 4 and the ensemble averaged mean squared error 
(MSE) at the receiver output is shown. It is assumed that 
channel estimates are available at the receiver to equalize 
the pre-slicer symbol rate samples. Some degradation in 
the achievable MSE is to be expected when the estimates 
are not perfect. MSE with a strong interferer introduced 
at the 450th symbol is depicted in Figure 5 using the RLS 
and OBE algorithms. The DOA's of all 11 users are ran- 
domly distributed in the range (-60", +60"], each with an 
anglespread of 5". An inter-sensor spacing bf p = v/8 is 
used. Perfect correlation is assumed between the fading ex- 
perienced a t  adjacent sensors. This is known to be a good 
approximation for the sensor spacing and angle spreads un- 
der consideration [21]. The DOA-MLE algorithm, (27) is 
used for DOA estimation and the beamformer weights are 
obtained using the MVDR criterion, (29). 

Figures 6 and 7 show the performance of the DOA-MLE 
algorithm alone. The magnitude and root-mean-square 
(RMS) value of the estimation error under different post- 
detection SNR ratios are shown. Each data point is ob- 
tained by ensemble averaging over 1000 independent trials 

using a single sensor doublet with spacing p = v/8. In 
Figure 6, the angle spread A is held fixed at 0' while the 
number of symbols P used for forming the estimate is var- 
ied. In Figure 7, P = 500 while A is varied. The angle 
spread is assumed to arise from multipath sub-components 
uniformly distributed in the interval [-A/2, A/2]. 

In the simulations results described above, it is observed 
that the OBE algorithm outperforms the RLS algorithm 
in terms of convergence and complexity. Most of the OBE 
updates are confined to first few hundred symbols and the 
update rate drops significantly after that. Overall, the per- 
centage of updates is 20% or less in the simulations shown 
and far lower when the percentage of updates is computed 
over a larger number of symbols. This burst nature of up- 
dates has been fruitfully exploited for significant compu- 
tational savings [8]. Relative to OBE and RLS, the LMS 
algorithm does not perform adequately - a finding consis- 
tent with those in the literature [16]. In situations where 
use of the LMS algorithm is not subject to choice, the above 
results are suggestive of using an variable step size LMS al- 
gorithm which can adapt to the time-varying interference 
conditions. The use an antenna array at the base station 
with even 2 or 4 elements is seen to be very beneficial for DS- 
CDMA reception, especially when coupled with multiuser 
detection. 

6. CONCLUSIONS 
This paper presented a new receiver structure for CCI sup- 
pression and fading compensation for CDMA signaling over 
frequency-flat or frequency-selective slowly fading channels. 
The CCI suppression and fading compensation are accom- 
plished by combining multiuser detection, beamforming and 
RAKE reception in a single integrated receiver. Conven- 
tional RAKE reception is used to combat multipath fading 
while CCI suppression is carried out by multiuser detector 
and beamforming. ( N  - 1 + M )  adaptive weights are used 
for the multiuser detector and beamformer, where N is the 
spread-spectrum processing gain and M is the number of 
antenna array elements. The blind adaptive multiuser de- 
tector is formulated using a constrained energy minimiza- 
tion criterion and adaptation is carried out using a novel 
OBE algorithm. The OBE multiuser detector provides fast 
convergence and superior tracking relative to conventional 
adaptive algorithms such as LMS and RLS. Also, a simple 
and robust approximate Maximum Likelihood DOA esti- 
mator is presented for beamforming. 

APPENDIX 
Spatio-Temporal Impulse Response 
The composite spatio-temporal impulse response of the 
channel and the mth sensor to the kth user's signals is given 

L-1  
by 

h$)( t )  = Ca$5(t - TklTc) (34) 
1 =o 

where ai:) is the response of the mth antenna element to 
the Ith multipath component from the kth user. Each mul- 
tipath component is received with an angle spread of A and 
is assumed to be distinct from all other paths of the same 
user. The angle spread arises due to a large number of rays 
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emanating from local scatterers in the vicinity of the trans- 
mitting source. Each RAKE branch sees a distinct fading 
signal with a certain angle spread. Thus, 

(35) 

where the summation is taken over all the sub-components; 
4:;) denotes the angular deviation of the spatial angle of 
the ith sub-component of the Ith multipath component and 
Pkl; and qkli denote the corresponding channel magnitude 
and phase response respectively. The spatial angle q$x) is 
given by 

where denotes the kth users’ nominal angle-of-arrival of 
Ith multipath component and 68kl; is the angular deviation 
of the ith sub-component’s DOA. For small angle spread A,  

4::) = 2.rr(nip/v) sin(Okl+ 6ekI;) (36) 

4:;) = 4iy) + 64:;) (37) 

where 

q$’) = 2n(mp/v) sin(&) and 

64:;’ = 2~(mp/v)[coS(ekl)bekIi 

sin(0~1)6G;] (38) 

Note that for point sources, 64:;) = 0. Using (35)-(38), 

a ( m )  k l  = ,j+:y) pkr ieJqbi i  eJ6+iT) (39) 
I 

(Ei  pkl;eJqkiieJ6’$~~)) is usually modeled as a complex 
Gaussian random variable since it is the summation of a 
large number of i.i.d. random variables constituting the 
channel attenuation for each multipath component. 
DOA-MLE Derivation 
Rewriting (26) in vector form using P samples for sensor m 
and (m + l ) ,  

e!:) = fia:.)AI: + iiy) (40) 

k l  = &a:y+’)Ak + i i .”)  (41) 

where eiy), a::), A k  and iiy) denote vectors of length P 
of the respective temporal samples. Using (39), 

(42) a(m+l) - ,j+::’,(m) 4 €:y+l) 

where $) denotes the residual difference between the chan- 
nel attenuation at the mth sensor due to angle spreading. 
To obtain EL?) ,  a series expansion of (39) may be carried 
out for small 64:;’ according to 

kf - k l  

eJJ+:;) = 1 + j ~ d i ~ )  (43) 

Thus, yielding 

Under isotropic scattering, e i y )  can be regarded as complex 
valued zero mean and Gaussian distributed. Denoting 4;) 
by @ for notational simplicity and the conditional probabil- 
ity density function of e t )  by f., &ML is given by 

& M L  = argm~f.(e:y+’),e:y)/@) 

= argm~f.(ei.+’)/e:~),Q) (45) 

since e::’ is independent of a. Now, using (41) and (42), 

e61 m+l)  = ejCT)ej* -i:y)ej* +i$+’) + € : y + ’ ) & ~ ~  (46) 

Conventional assumptions are now made on the post- 
detection interference vectors to enable use of a ML ap- 
proach. Namely, they are assumed to be instances of a sta- 
tionary, ergodic zero-mean complex valued Gaussian pro- 
cess. Thus, the mean of eiy”) is (e i . )eJ*)  and f. can 
be factored into a product of partial densities. Thus, & M L  
can be obtained by maximizing the log likelihood function 
according to 

&,, = argmax * (e::+’) - e:;~)ej*) (e::+’) - e:y)ej4) 

Differentiating the right-hand side of (47) with respect to 
@ and setting to zero yields 

H 

(47) 

(48) m) H ( m t l )  -j* - (m+l) H (m)ej* 
le:l 1 ekI e - [ekl 1 ekl  

Noting that the right-hand side of (48) is merely the com- 
plex conjugate of the left-hand side, and setting the imagi- 
nary part to zero yields the desired result in (27). 
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Figure 2. Schematic depicting operation of OBE I recursions in two dimensions. 
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Propagation Diversity Constraints on Reception of GPS Signals 
at High and Equatorial Latitudes 

Jules Aarons and Bosheng Lin 

Center for Space Physics 
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725 Commonwealth Avenue 
Boston, MA 02215 USA 

1. SUMMARY 

The coming of years of high solar flux, starting 
in 1999, will bring propagation problems to 
some users of GPS; we are concerned with 
ionospheric irregularities which produce phase 
and amplitude scintillation. The knowledge of 
when deteriorated signals will occur and their 
characteristics can help minimize their impact 
or at least allow users to understand that the 
fading phenomena are of natural origin rather 
than equipment related. At equatorial anomaly 
latitudes, fades of 20 dB at GPS frequencies 
have been observed in years of high solar flux; 
according to receiver experts these are enough 
to disturb any equipment. The sophistication of 
the equipment in moving through these signal 
problems is a function of hardware and 
complexity of software. Knowledge of diversity 
can help to minimize the effect of temporary 
loss of signal. 

The equatorial region irregularity structures are 
dominated by patches of irregularities which are 
frequently of the order of 100-200 km in their 
East West extent. At times these extensions may 
be exceeded. In addition their effective 
magnetic North South dimensions may be 
effective to a few thousand kilometers along the 
earth’s magnetic field. If the altitude that the 
plume of irregularities reached at the magnetic 
equator is high, the effects reach the anomaly 
region with its high electron density and show 
strong scintillation intensities. New data on the 
variety of altitudes of irregularities at the 
equator puts limits on forecasting of some 
structures but hope for forecasting some major 
plumes. 

In the polar region severe problems are not 
expected to surface until 1999 since polar 
irregularities have been found to be a function of 
solar flux. In this area diversity of propagation 
paths can play an important role. 

The irregularity region at auroral latitudes is 
primarily affected by individual magnetic storms 
which can occur during any phase of the sunspot 
cycle. Irregularity intensity is a function of various 
parameters of the magnetic storm relative to that 
station. Illustrations of GPS phase fluctuations will 
be shown as individual storms develop. New data 
clearly show the forecasting possibilities when 
using timing of the auroral oval occurrence at a site 
as a means of prediction. 

L Band is to be used in the downlink of new 
systems proposed and being initiated for personal 
communications. Low link margins are forecast for 
several systems to be in the range 6 to 10 dB. 
These levels indicate that fading due to the 
ionospheric irregularities such as discussed in these 
GPS studies will cause problems. 

2. PREFACE 

In previous reports to AGARD on propagation 
problems with the reception of the 1.2 and 1.6 GHz 
signals from the Global Positioning System’s 24 
satellites, we outlined several areas where 
difficulties could be encountered. The 
observational problems outlined were in the area of 
ionospheric irregularities and variations of total 
electron content. 

How the receiver deals with propagation problems 
is a function of the hardware-software combination 
of particular designs. When only simple single 

Paper presented at the AGARD SPP Symposium on “Multi-Sensor Systems and Data Fusion for Telecommunications, 
Remote Sensing and Radar”, held in Lisbon, Portugal, 29 September - 2 October 1997, and published in CP-595. 
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frequency receivers are used, there could be 
problems ranging from a long period being 
necessary to acquire the satellite signal from a 
cold start to a loss of lock due to deep amplitude 
or phase scintillations. Erratic readings could 
result during large swings of fluctuations. The 
complexity of the receiver can be such that 
flywheel aspects can essentially reduce or 
eliminate certain groups of fading problems; 
equipment parameters have to be folded into the 
problem (Clynch and Aarons, 1996). However 
in differential GPS, phase fluctuations have to 
be evaluated. 

The total electron content variations of 
importance in accurate measurements include 
horizontal gradients both east-west and north- 
south as well as travelling ionospheric 
disturbances of various types. 

3. SCINTILLATION OCCURRENCE 

While the general patterns of scintillation have 
been given in the literature and at AGARD 
Symposia, recent studies have advanced the 
ability to forecast high latitude occurrence. In 
the field of forecasting equatorial scintillation 
there can be methods of forecasting some major 
disturbances as well as localized turbulence. In 
any event the understanding of the problems 
and the propagation will allow users to correctly 
identify the behavior of the system as due to 
trans-ionospheric propagation. 

4. DATASET 

The data set for these studies is obtained 
through the International GPS Service for 
Geodynamics (IGS). Using these data we can 
know the patterns of auroral fluctuations and 
equatorial effects in a more precise manner than 
earlier studies. The many stations reporting 
daily data (over a hundred) has allowed for the 
first time a comparison of phase fluctuation 
over large areas. Thus the development of 
irregularities whether proceeding equatorward 
in the high latitude region or moving westward 
with sunset in the equatorial region is now 
better understood. 

Phase fluctuations reported in the present paper 
were obtained by examining 30 second values of 
total electron content (TEC). Each 30-s data point 
is obtained from the phase differences between the 
1.2 GHz and the 1.6 GHz signals of each GPS 
satellite. The rate of change of these values is the 
source of the phase fluctuations reported. 

5. HIGH LATITUDE REGION 

It has been known that during magnetic storms, 
irregularities develop in the auroral oval of an 
intensity greater than during magnetically quiet 
periods. During magnetic storms the irregularity 
oval expands both equatorward and poleward - and 
the fluctuations intensify. A large amount of data 
from 1993 to 1997 has been studied. The data are 
processed in the manner illustrated in Figures 1 a 
and 1 b. For a high latitude station (Tromso) we 
show an example of the data input and a first look 
at the observations. Figure 1 a is a map of the 
region in Corrected Geomagnetic Latitude and 
Longitude traversed by the satellite propagation 
path at 400 km. The total electron content is plotted 
in the middle panel. The rate of change of total 
electron content taken from the phase differences 
between 1.2 GHz and 1.6 GHz is shown on the 
right. This is not a very intense magnetic storm. 
For the station and the equipment taking the data 
the fluctuations were not enough to cause loss of 
lock. In Figure 1 b we show two satellite 
propagation paths and the resulting phase 
fluctuations as noted from Santiago, Chile, a 
station in the equatorial anomaly region. 

When a storm develops, irregularities are produced 
in the auroral region. With increasing magnetic 
indices the auroral region expands equatorward and 
poleward and the irregularities are both more 
frequent and of higher intensity. This can be seen 
in the illustration of Figure 2 where both days of 
low and high magnetic indices are shown. Tromso 
and Kiruna show high intensities for the magnetic 
storm of September 27-28. Ny Alesund 
(Spitzbergen) above the auroral oval shows some 
increase but does not intensify the way phase 
scintillations do over Tromso and Kiruna; Kiruna is 
approximately 1 So lower in corrected geomagnetic 
latitude than Tromso. 
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6. EQUATORIAL REGION 

The map of Figure 3 contains the geographic 
positions of many of the stations used in this 
study. At the anomaly latitude of Santiago we 
have extremely high total electron content and 
F2 electron density during certain times of the 
day when compared to observations at the 
magnetic equator. In a campaign in October 
1996, one magnetic storm produced, at the 
South American longitudes, irregularities across 
the continent. GPS stations in Fortaleza, Brazil, 
La Plata, Argentina, Kourou, French Guiana, 
Bogota, Columbia, and Arequipa, Peru all 
showed several hours of phase scintillations in 
the post sunset to midnight time period, similar 
to that shown in Figure 1 b. This was not a 
frequent occurrence in this solar minimum year. 
During the month of October 1996, only two 
nights showed scintillation activity at Santiago 
in this sunspot minimum year. 

Figure 1 b showed data from two satellites 
observed from Santiago when a high altitude 
plume developed at the magnetic equator. Each 
of the two satellites showed high levels of phase 
scintillations but there were periods of low level 
fluctuations indicating diversity path 
possibilities. The data were taken in the 
magnetic storm period of October 22-23, 1996. 
For the anomaly region there was a bifurcated 
structure to the irregularity region as viewed by 
Satellite 15 (02-04 UT). This allows periods of 
time when no scintillations would be observed 
on an individual path. In Figure 1 b for example 
at 0230 UT on the path to Satellite 15, no 
scintillation activity is observed. However 
phase fluctuations are noted on the path to 
Satellite 14 at that time. It can be seen that the 
level of fluctuations did not produce loss of lock 
on either path for the receiver used in Santiago 
measurements. 

Total electron content in the post sunset period 
in the anomaly region increases considerably 
during years of high solar flux. The ratio of total 
electron content (solar maximum compared to 
solar minimum) using model calculations has 
been made for the sunset time period by M. Fox 
(personal communication). For TEC the model 
indicates well over a factor of 5 during the 

sunset time period when maximum solar flux 
periods are compared to minimum solar flux 
periods. At L Band, Basu, et al., 1988 has found 
fades reaching peak to peak values of over 20 dB in 
the anomaly region in years of high solar flux; 
fading of this magnitude can last for several hours 
as has been shown even in 4 GHz results (Fang and 
Liu, 1984). In years of low solar flux only short 
lived periods of 10 dB peak to peak values have 
been reported. The question remains whether 
simple receivers will lose lock when solar flux 
increases in the coming years. 

It is of interest that during years of low solar flux, 
several magnetic storms have produced 
disturbances at both equatorial and auroral 
latitudes. This may or may not be the case during 
high solar flux years. An example of one storm's 
effects at equatorial and auroral latitudes is shown 
in Figure 4 where both Yellowknife at high 
latitudes shows intense scintillations as does 
Santiago in the anomaly region. Auroral latitudes 
lower than the position of Yellowknife show 
considerably lower occurrence of intense phase 
scintillations. This storm with its high intensity 
lasting over a period of hours at anomaly latitudes 
is not the only storm of its kind found in recent 
studies. A series of magnetic storms is shown with 
similar effects in Aarons et al., 1996. In particular 
the storm of October 22-23, 1996 was similar to the 
storm of October 3, 1994; radar backscatter from 
the October 3, 1994 storm is shown in Figure 5 
from Aarons et al., 1996. In this case irregularities 
developed over many hours. 

It should be noted that systems being proposed for 
personal communications use L Band (Evans, 
1997). Fading problems will certainly occur and for 
the anomaly region (which includes cities such as 
Hong Kong, Santiago, Bogota) there will be fading 
problems in the hours between sunset and 
midnight. Margins for these systems only range 
from 6 to 16 dB. 

7. CONCLUSIONS 

The spreading of irregularity development during 
magnetic storms at high latitudes is ubiquitous in 
the magnetic midnight sector. Areas equatorward 
and poleward of the auroral oval are affected. 
However in the equatorial anomaly regions the 
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high altitudes of the plumes show splitting or 
bifurcation and irregularities can move past a 
disturbed propagation path; there are paths 
which are relatively free of scintillations. 

. The ability of a particular GPS receiver to glide 
through phase and amplitude scintillations is a 
function of the hardware (signal to noise levels) 
and the software dealing with problems of loss 
of signal i.e. the flywheel effect. In the coming 
solar maximum, high latitude paths which show 
intense phase and amplitude scintillation will 
encompass the polar region; data are not 
available to determine if the irregularities which 
develop in the auroral region will reach greater 
intensity during years of solar maximum than 
during years of solar minimum. The knowledge 
of the effects of the ionosphere on transmissions 
can be of importance to users in the field. 
Knowledge of the phenomena will help to 
minimize effects and to understand that 
observational problems may be due to 
ionospheric effects rather than to equipment 
failures. 
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Figure 1 b. Data similar to that of Figure 1 a are shown for Santiago, Chile. There is an 
added fourth panel of relative intensity of phase fluctuations. 
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Figure 2. Scintillation activity of various levels are shown for the quiet period beliwe the 
magnetic storm of September 27-28, 1995 and during the magnetic storm. Various levels 
are indicated where the rate of change of Total Electroil Content Units exceeds plus and 
minus .5 TECU/minute. A Total Electron Content Unit is 1 x 1 0l6 electrons per square 
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Figure 3. A map for several of the stations used for this study. 



I 24-8 

14O-i; 

120$ 

10" 

8"- 

The Magnetic Storm Period of November 2-6,1993 

. .c 
.: 

!* t 
. . . c a. > 

. I  < { ;.: -; 
.A 

I I I I 

NOVEMBER 2 - 6,1993 

':;I 

YELLOWKNIFE 
PHASE FLUCTUATIONS 

NOVEMBER 3 - 4,1993 
740 

tu 72" 
3 t- 70" 
t= 3 68" 

0 0 66" 

64" 

a 

Nov. 3 Nov. 4 ' 

ST. JOHN'S 
PHASE FLUCTUATIONS 

NOVEMBER 3 - 4,1993 
58" I 

6 
A 

50" I I 
Nov. 3 Nov. 4 

SANTIAGO 
PHASE FLUCTUATIONS 

NOVEMBER 2 - 6,1993 
SOUth.14' - 

/ 

south y. 
N w . 2  ' Nov.3 ' Nov.4 ' Nov.5 ' Nov.6 

UNIVERSAL TIME 

KOUROU 
PHASE FLUCTUATIONS 

NOVEMBER 2 - 6, 1993 
North 16" , Y 

U 
0 

i= 
2 
9 
2 

North 

Figure 4. Magnetic storm effects increased occurrence and intensity of scintillation 
activity at high latitudes (Yellowknife) but less at St. John's at a lower latitude. At the 
equatorial anomaly latitudes of Santiago and Kourou high scintillation activity is shown 
for the magnetic storm day of November 3-4, 1993. For the quiet day of November 2-3, 
Kourou at a latitude closer to the magnetic equator than Santiago shows phase 
fluctuations but Santiago at 18" dip latitude does not. It should be noted that equatorial 
irregularities occur during both magnetically quiet and magnetically disturbed periods. 
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PAPERNO: 2' 

DISCUSSOR'S NAME: R. Sabatini 

COMMENTIQUESTION: 

1. 
Probably this is not true for P-code double frequency receivers. Is that correct? 

2. 
phase" and DGPS using "pseudo range" with regard to atmospheric propagation effects? 

You mentioned that TEL fluctuations have a very important effect on GPS performance. 

Are there any substantial differences between the performance of DGPS using 'carrier- 

AUTHOWPRESENTERS REPLY: 

1. 

2. 

Yes, military P-code receivers are not affected by TEL fluctuations. 

We did not investigate this particular aspect. 
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SUMMARY 
EM/EO propagation conditions can be estimated 
along specific routes or regions of interest by fusing 
on one display, the visible satellite imagety showing 
cloud cover, the operational geometry, and derived 
quantities such as duct height estimated ftom the IR- 
duct technique. In addition, by compositing 
conditions over a set of similar synoptic events, and 
when also fused with averaged synoptic field gridded 
data, an average depiction of duct height and 
associated variability can be obtained. To the extent 
the cases selected are typical of that type of event, the 
averaged picture can be used to forecast or estimate 
the distribution of EMEO parameters in the near 
fbture if cokdence exists in the forecast synoptic 
situation. Additional compositing is underway to 
broaden the range of synoptic weather types and 
regions examined. 

BACKGROUND 

Efforts have continued at the NAWCWPNS 
Geophysics Branch at Point Mugu to improve the 
automation and accuracy of satellite-based efforts to 
diagnose the character, height, seength and horizontal 
variability of EMEO propagation conditions. 
Rosenthal et al (Ref. I ,  2) laid the groundwork for 
some of these efforts using descriptive and semi- 
objective techniques of cloud pattern recognition of 
suatudshatocumulus clouds to infer information on 
the distribution of rehctive properties. Lyons (Ref. 
3.4) and Helvey (Ref. 5,6,7) developed the more 
automated " Inhed  (IR) Duct" technique to convert 
satellite-derived cloud-top temperatures to an 
estimate of duct height, and Greiman and Rosenthal 
et al (Ref. 8) have attempted to use the approach to 
measure the amount of horizontal variability in the 
marine boundary layer. Utility of these procedures 
for discerning some of the atmospheric features 
important to electro-optical (E-0) systems has also 
been evident. 

Both the subjective and objective satellite techniques, 

together with synoptic and climatological conditions 
are being integrated or fused together in an expert 
system (EXPERDUCT) to allow different levels of 
user expertise to synthesize various factors in making 
rehctive assessments (Ref. 7) 

This paper summarizes some of the more recent 
efforts to determine variability by employing the IR- 
duct and statistical techniques. 

Several papers (Rosenthal, Helvey, Greiman (Ref. 7, 
8)) have documented use of the IR-Duct approach to 
measure the horizontal variability of duct heights 
across specific synoptic/mesoscale features. By using 
this approach for the same region and time on 
successive days, a measure of the temporal changes 
associated with these case studies was observed as 
well. Though of significant value as a diagnostic tool 
for EMEO assessment, (see fig. 1) the unique 
features of each case study make the approach of 
using IRduct heights for predictive purposes 
dependent on the extent to which the case study 
approximates the typical dimensions and intensities 
for that type of feature. 

In order to generalize the distribution of duct heights 
that can be expected for different types of synoptic 
regimes. an averaging technique has been employed 
which permits the characteristics of several similar 
synoptic cases to be lumped or composited together. 

The methodology for this involves initial selection 
of case studies for a group of similar meteorological 
patterns observed over the western U. S .  and Eastern 
Pacific Ocean, e.g. Santa Ana (Great Basin High 
Pressure/offshore wind flow); cut-off low pressure 
systems; stable ridge, or other common synoptic 
situation. U. S. Depamnent of Commerce's "The 
"Daily Weather Map" weekly series (Ref. 9)  was used 
to select common episodes. Using a commodore 

Paper presented at the ACARD SPP Symposium on "Multi-Sensor Systems and Data Fusion for Telecommunications, 
Remote Sensing and Radar", held in Lisbon, Portugal, 29 September - 2 October 1997, and published in CP-595. 
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Amiga 3000, gridded U. S .  National Center for 
Environmental Prediction (NCEP) Medium Range 
Forecast (MRF) 1000 MB, 700 MB and 500 MB 
height data and concurrent GOES-9 satellite imagery 
was down loaded from 
I GB 'JAZ' diskettes onto floppy disks for display on 
an IBM PSR Model 70 computer as part of the 
Meteorological Interactive Data Display System 
(MIDDS). 

Duct heights were calculated over areas covered by 
low strahrs/saatocumulus clouds using the 
NAWCWPNS IR-duct technique along selected 
radials (or arcs) spanning the domain of analysis. 
The domains for both satellite and field data were 
synchronized. Generally, four to six 'radials' were 
sufficient to cover the domain, depending on cloud 
cover, with three to six points along each radial 
(again dependent on cloud cover at designated pixel 
locations). 

After all duct heights were calculated, they were 
averaged for each point on the radial. This generated 
average duct heights for each latitude-longitude point 
on each radial for the selected cases. 

Next, MRF gridded field data were also averaged and 
displayed on the MIDDS system, together with the 
calculated duct heights. 

BESULTS 
A composite of gridded field data at two levels and 
satellitederived IR-Duct heights is shown in figure 2 
for what has been termed a "San Diego Ridge" - a  
situation whereby strong ridging aloft prevails over 
the U. S .  Southwest with a high centered just to the 
west of San Diego. The averaged height contours at 
500 mb are shown in figure 2 at 20 meter intervals. 
Also shown are the averaged 1000 mb heights at 10 
meter intervals. The bold numbers are averaged duct 
heights in feet (taken as the optimum coupling height 
(OCH)) derived for the GOES-9 IR data. The duct 
heights have been manually analyzed, - shown as 
dashed lines or contours. 

The period of record used in this composite covers 3 
episode periods, May 10-12, 1996: June 1 1996; and 

I 
I 

August 28-30, 1996. 

Inspection of this composite reveals a subsidence- 
induced minimum in duct height off the Central and 
Southern California Coast with minium of about 
600 feet west of the Monterey Bay area. 

Duct heights for this type of synoptic occurrence 
increased slightly to the south and southeast, but 
increase sharply to the north and west where average 
500 mb heights are much lower, and where 
subsidence is presumably much reduced. The full 
range of duct height increase eotu the minimum to a 
region about 300 to 400 miles away was about 2,600 
feet. 

Figure 3 shows a composite for a different synoptic 
situation; - one dominated by a cut-off low over the 
U. S .  Southwest with cyclonic curvature, instability 
and a minium of subsidence over the Southern 
California region. This figure was obtained by 
averaging similar weather patterns 6om March 12, 
1996; March 14-15 1996; May 24-25 1996; Oct26, 
28-29 & 31,1996; and NOV 1-3, 1996. 

In this kind of synoptic situation, highest duct heights 
(approximately 3,300 feet) occur in a zone h m  the 
coast south of Montercy Bay, extending seaward to 
the southwest for approximately 300 miles. To the 
northwest from this maximum, duct heights decrease 
by approximately 1400 feet in about 300 miles to a 
duct height minium located off the Northern 
California coast. This marks the region where 
ofshore flow predominates nonh of the low aloft, 
with subsidence of air from inland areas to the coast. 

It is interesting to note that whereas the synoptic 
conditions are dramatically different in the two 
examples shown, both reveal a sharp slope in duct 
height along the coast from southeast to northwest, 
but of opposite sign. 

Additional synoptic regimes are also being examined 
to characterize the variability of EhWEO parameters 
associated with each type. The additional 
compositing should broaden the range of synoptic 
weather types and geographical regions examined. 

FUSION OF- - 
Another useful tool that is permitted by the Navy's 
current meteorological and oceanographic (METOC) 
architecture is the ability to combine satellite imagery 
with defined areas or lines of interest in such a way 
that the user's attention can be focused on cloud and 
other conditions in his or her immediate purview. 
Figure 4 shows an example demonstrating this simple 
technique. When combined with other information 
such as estimates of duct height. a real-time 
assessment can be made of expected propagation 
conditions along specific routes that apply to both 



EM (duct height) and EO (clouds and fog). 
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Figure 2. Composite of averaged 1R-Duct heights in feet (bold numben) along selected radials superimposed on 
averaged height fields at 500 mb and 1000 mb for a "San Diego Ridge", a feature that typically results 
in subsidence and low ducts. Analysis ofestimated duct heights shown as broken lines. 
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Figure 3. Composite of averaged conditions (same as above) except for sjnoptic events marked by cutoff low 
pressure system aloft. 



P 

F i g w  4. Satellite image supevhpmd by e s t h  f opentional interest fused into 
oae display. 
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Resum6 

Nous proposons, dans cet  article, une mCthode 
permettant de combiner des informations symboliques 
avec des informations numCriques. Pour ce faire, nous 
proposons un processus d'estimation superviste par un 
niveau d'analyse du contexte. L'application v i d e  est la 
fusion de donntes et les algorithmes qui sont implant& 
dans les systbmes multicapteurs. Ces algorithmes 
doivent Ctre conqus pour que le systbme fonctionne 
d'une fagon nominale dans toutes les conditions. Pour 
cela le systbme devra s'adapter, de sorte qu'h tout instant 
I'estimation tienne compte du  contexte considCrC. Le 
rtsultat Ctant de priviltgier, dans certains contextes, les 
mesures issues des capteurs en Ctat nominal de  
fonctionnement et de rtduire l'importance de celles qui 
sont aberrantes au vu de certains critbres ttablis au 
prtalable par un expert. 

1. Introduction 

Les dtveloppements rtcents des systbmes de perception 
convergent actuellement vers l'utilisation conjointe de 
capteurs multiples [ 11. En effet, les btntfices attendus 
sont prometteurs : une capacit t  plus importante 
d'analyse des situations complexes, une robustesse 
accrue h I'environnement. Les domaines concernts 
touchent aussi bien le milieu industriel pour les tiches 
d'assemblage, la robotique mobile, que le milieu 
militaire dans le domaine du  cornmandement et du 
contrale de champs de bataille, de la poursuite de cibles, 
ou de la navigation d'engins atriens. L'intCgration et la 
fusion d'informations multiples sont devenues dbs lors 
tine voie d'investigation et de recherches trks actives. 

Si les techniques classiques d'estimation et  de  
classification bastes sur la thkorie des probabilitts ont 
vu leur champ d'application s'tlargir h la fusion de 
donntes, I'tmergence de problbmes nouveaux et propres 
aux systkmes multicapteurs a C t t  h I'origine de  
recherches de nouvelles modtlisations pour le traitement 
de I'information. Parmi celles-ci la logique floue [6] et la 
theorie de Dempster-Shafer [9] sont apparues comme des 
alternatives aux probabilitts sans pour autant les 
reniplacer. Elles pennettent de manipuler et de traiter 
des informations souvent htt trogbnes et d'origines 
incertaines. De fayon gknkrique, si la thtorie des 
probabilitks est notarnment utiliste pour la modklisation 

de phtnombnes alkatoires, la logique floue elle, a un  
champ d'applications tourn6 vers la reprksentation de la 
connaissance humaine. Une dualitt apparait donc entre 
ces deux thCories qui peut Ctre mise ?I profit, notamment 
dans un systbme multicapteur. En effet, les informations 
manipultes obtissent h cette mCme dualitt,  les unes, 
alkatoires, sont les rnesures issues de chaque capteur, les 
autres relbvent dune connaissance plus symbolique, et se 
rCvblent utiles, de la conception du systbme jusqu'h son 
utilisation. 
Dans le domaine de la poursuite de cibles [2], [3], [6], 
[7], [lo], les algorithmes proposis pour la fusion de 
donnCes sont basks sur une approche exclusivement 
probabiliste. Les filtres de Kalman dCveloppts et leurs 
extensions IMM (Interacting Multiple Models), PDAF 
(Probability Data Association Filter), JPDAF(Joint 
Probability Data Association Filter), ... [2], supposent 
que les capteurs qui composent le systbme ont des 
caracttristiques connues. En outre, le contexte n'est 
jamais pris en compte, ce qui suppose, implicitement, 
que celui-ci est favorable a I'utilisation simultante de 
I'ensemble des capteurs. Cette hypothbse est ,  h 
I'Cvidence, souvent trbs loin d'Ctre vtrifite. Pour qu'un 
systbme multicapteur puisse fonctionner d'une fagon 
nominale dans toutes les conditions pour lesquelles i l  a 
ttt c o n y ,  il faut analyser le contexte et s'y adapter. Le 
resultat est simplement de  privilkgier, dans les 
algorithmes, les rnesures issues des capteurs en 6tat 
nominal de fonctionnement et de rtduire l'importance de 
celles qui sont aberrantes au vu de certains critbres 
ttablis au prCalable. 

Nous proposons dans cet article une mCthode, et les 
algorithmes associCs, pennettant de prendre en compte le 
contexte pour un sysdrne multicapteur. Cette mCthode 
Clargit les travaux initialement ments  dans [8], [91. 
L'organisation de cet article est la suivante : le principe 
gtnCral de la mtthode est prtsentt  dans la deuxikme 
partie ainsi que la logique de fonctionnement qui en 
rtsulte.  La troisikme partie dtcr i t  les Cquations 
d'estimation qui prennent en compte le contexte. Nous 
distinguerons I'estimation statique, faite h partir d'un 
ensemble de rnesures acquis i un instant donnt,  de 
I'estimation dynamique, calculee h partir de toutes les 
rnesures passtes, et qui conduit h des equations de 
filtrage sptcifiques. Le dernier chapitre est consacrt 2 une 
simulation. 

Paper presented at the AGARD SPP Symposium on "Multi-Sensor Systems and Data Fusion for Telecommunications, 
Remote Sensing and Radar", held in Lisbon, Portugal, 29 September - 2 October 1997, and published in CP-595. 
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2. Logique de fonctionnement du 
syst6me 

2.1 PRINCIPE GENERAL 

On considkre qu'un contexte particulier peut etre identifit 
par des variables dites "contextuelles". La nature et 
I'origine de ces variables sont trks diverses. On peut 
considtrer des mesures faites par des capteurs annexes 
tels que ceux mesurant la pluviomttrie ou la temptrature 
ext t r ieure ,  etc ... De m&me u n  optrateur ,  par 
I'intermtdiaire d'une interface homme/machine, peut 
donner des indications prtcieuses sur les conditions 
opt ra t ionnel les  du  moment .  Des  traitements 
suppltmentaires mesurant un rapport signal sur bruit, la 
largeur d'un pic de corrtlation ou tout autre paramhtre ou 
indicateur permettant, dans certain cas, d'tvaluer la 
qualitt du signal ou dindiquer I'ttat de fonctionnement de 
chaque capteur, peuvent &tre pris en compte. 

La reprtsentation des connaissances qui dtcrivent I'ttat de 
fonctionnement de chaque capteur, et donc la qualitt des 
mesures qu'il est susceptible de fournir, est baste sur une 
description en termes de sous-ensembles flous. Cette 
connaissance est ttablie par un expert capable d'tvaluer 
les performances et les limites de chaque capteur, au 
moyen de fonctions d'appartenance dtfinies sur les 
variables contextuelles. Dks lors, en situation rtelle, et 
connaissant les valeurs que prennent chaque variable 
contextuelle, la conjonction des fonctions d'appartenance 
ttablira la validitt des mesures issues de I'un ou I'autre 
des capteurs. Ainsi, i l  es t  possible de  dtf inir  
I'association de capteurs la mieux adaptte h un contexte 
particulier, et de ne prendre en compte, dans le processus 
destimation, que les mesures issues de cette association. 

2.2 PARTITIONNEMENT DE L'ESPACE 
CONTEXTUEL 

La prise en compte du contexte apparait comme une idte 
assez naturelle pour une personne en charge de la 
rtalisation d'un systkme. Cependant sa mise en Oeuvre 
effective n'est pas immediate et aboutit souvent h 
I'tlaboration de quelques heuristiques et h I'tvaluation de 
coefficients dit " de confiance" ; I'ensemble fournissant 
un rtsultat satisfaisant quoique dtpendant de l'application 
concernte. I1 n'existe, h notre connaissance, pas de 
mtthodologie gintrale  permettant de formaliser le 
problkme. Nous proposons dans cet  article un 
formalisme. Celui-ci permet de dtfinir  u n  espace 
contextuel et d'etablir, sur cet espace, une logique de 
fonctionnement du systkme. Cette logique sera ensuite 
utiliste pour superviser le processus d'estimation. 

2.2. I Difinition 

Nous considtrerons dans la suite u n  systkme S constitut 
de n capteurs. Les variables contextuelles seront 
dtsigntes par les lettres Zj, avec j E ( 1 ,..., p ), p ttant 
le nombre de variables contextuelles considtrtes.  Un 
contexte particulier z est donc dtfini par p mesures ou 
valeurs de chaque variable contextuelle, si bien que I'on 
peut noter z = ( z l ,  ... zp) .  Les contextes appartiennent A 
un espace h p dimensions not6 Z. Un capteur est valide 
pour un ensemble donnt de contextes qui est reprtsentt 
par un sous-ensemble not6 Ci de 2, avec i E ( 1 ,..., n 
). La figure 1 .illustre cet aspect pour un systbme 
compost de trois capteurs. Chaque sous-ensemble Ci , 
avec i E ( 1, 2 ,  3 }, est reprtsentt ainsi que toutes les 
intersections entre les sous-ensembles. 

Z 

~ 

Partitionnement de l'espace contextuel 

Figure I 

Nous distinguerons ici deux domaines de validitt, pour 
chaque capteur, reprtsentts par les deux notations C1 et 
c l .  Le domaine de validitt inclusif C1 reprtsente le 
sous-ensemble de contextes pour lequel le capteur nol est 
valide, sans prtjuger toutefois de la validitt des autres 
capteurs. Le domaine de validitt exclusif c 1 reprtsente le 
sous-ensemble de contextes oh seul le capteur nol  est 
valide h I'exclusion de tous les autres. La relation 

logique qui lie les deux est de la forme: c l=C I n c 2 n c 3 .  
Cette distinction peut &tre faite pour toute combinaison 

de capteurs, ainsi c ( l , 2 )  = C l n C 2 n c 3  est le sous- 
ensemble de contextes dans lequel les capteurs numero 1 
et 2 sont valides mais pas le capteur numtro 3. Plus 
gtntralement, pour un  systkme comprenant n capteurs, 
on peut, constituer I'ensemble A = ( C O .  c1, c2, ..., 
c ( l , 2 )  , ..., ... ~ ( 1 . 2 ,  .,,, des domaines de validit6 
exclusif de toutes les combinaisons de capteurs, avec 
C J  = n C j  nci et J E ( I ,  ..., n )  L'ensemble A, 

constitut d'tltments exclusifs, forme une partition de 2. 
Notons que ce reprtsente une absence de capteur valide 

c B  = clnc2fl ... nen.  Dans la suite, nous noterons 
CJ un t l tment de A, oh J dtsigne un sous-ensemble de 

jEJ i d  
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I'ensemble d'indices ( I ,  ..., n }  reprisentant les capteurs 
val ides. 

2.2.2 Rentarque 

La representation pr tc tdente  appelle la remarque 
suivante. L'ensemble des contextes pour lesquels les 
trois capteurs sont simultantment valides C1 n C 2 n C 3  
contient, B I'tvidence, un nombre de contextes moins 
important q u e  chaque  sous-ensemble  Ci pris 
individuellement. De ce fait, une stricte utilisation d'un 
syst5me multicapteur aux conditions pour lesquelles 
I'ensemble des capteurs est valide limite drastiquement le 
champ d'utilisation de ce systbme. D'oh la nicessitt 
d'identifier les contextes e t  de considtrer alors 
I'association de capteurs adaptCe B chacun d'eux. 

2.3PROBABILITE DE FONCTIONNEMENT 
D'UN CAPTEUR 

2.3.1 Logique binaire 

En logique binaire, le sous-ensemble Ci de Z peut Etre 
represent6 par sa fonction indicatrice d'ensemble Ii(Z). 
Cette fonction prend alors les deux valeurs 1 ou 0 
suivant que le capteur i est valide ou ne l'est pas pour le 
contexte z. Dbs lors que z est un vecteur compost de p 
variables tltmentaires z., la fonction indicatrice Ii(Z) est 

obtenue par I'optration logique de conjonction A des 
fonctions indicatrices tltmentaires Iij(Zj). 

J 

Chaque fonction t l tmentaire Ii,(zj) dtfinit la plage de 
validit6 du capteur i dans le contexte identifit par la 
variable z.. Par convention, on prendra Iij(Z,)=l si la 
variable z. ne renseigne en rien sur la validitt du 
capteur i. 
L'origine des variables z. conduit B considtrer z comme 

un vecteur altatoire de densitt de probabilitt p(z / zm) oh 
zm est le vecteur reprtsentant les valeurs mesurtes de la 
variable z. Cette densitt modtlise l'incertitude lite h la 
mesure. La prise en compte de cette incertitude ne 
permet plus d'ttablir dune  faqon binaire la validitt d'un 
capteur mais d'tvaluer la probabiliti pour que le capteur 
soit valide. Celle-ci est donnte par la formule : 

J 
J 

J 

P(Ci / zrn) = J Ii  (z) P(Z / zrn) dz 

Connaissant la valeur des parambtres mesurts zm,  
e(Ci/zrn) reprisente la probabilitt pour que la valeur de z 
appartienne au sous-ensemble Ci . I 

2.3.2 Logique jloue 

La logique floue apporte une nuance suppltmentaire dans 
la representation des plages de validitt de chaque capteur. 
En effet, dans une logique binaire, les bornes dtfinissant 
ces plages sont souvent arbitraires, elles peuvent Etre 
avantageusement remplactes par des intervalles sur 
lesquels la validitt de chaque capteur est mesurte par une 
variable prenant ses valeurs dans I'intervalle [0,1]. Les 
fonctions indicatrices sont alors les fonctions 
d'appartenance Jli(Z) du sous-ensemble flou C, ,  la 
notation restant ici identique ?I celle adoptte en logique 
binaire puisque aucune confusion ne peut Etre faite. 
Comme prCcCdemment pi(z) est obtenue par conjonction 
des fonctions d'appartenance tltmentaires pij(z,). 

pi(z> = ~ l i l ( z l ) A ~ i 2 ( ~ 2 )  ... Apip(zp) 

oh A est un optrateur de conjonction de logique floue. 
C o m e  prCctdemment, dbs lors qu'un capteur i n'a pas 
de lien direct avec un contexte identifit par la variable z,, 
la convention est de prendre pi(Zj) =1 pour toutes les 
valeurs que prend zj. 

L'utilisation de fonction d'appartenance de sous-ensemble 
flou permet de s'affranchir d'un arbitraire portant sur la 
dtfinition des bornes de validitt de chaque capteur. Ainsi 
elle donne la possibilitt de modtliser l'incertitude 
inhtrente ?I cette definition. Une seconde source 
dincertitude reside toujours dans la composante altatoire 
des variables zj. La combinaison des deux incertitudes 
est ?i l'origine de la dtfinition de  la probabilitt d'un 
tvtnement flou proposte par Zadeh [14] suivant la 
relation : 

Lorsque I'incertitude lite B la mesure est negligeable, ou 
encore, si la valeur de la variable est certaine, la densitt 
de probabilitt p(z / zm) est remplacte par un  dirac 
G(z-zrn) permettant I'identification de la probabilitt de 
I 'tvtnement flou B la valeur que prend la fonction 
d'appartenance au point considtrt. P(Ci/zrn) reprtsente la 
probabilitt pour que la valeur de z appartienne au sous- 
ensemble flou Ci sachant que le contexte mesurt est 

rn z .  

Lorsque les variables Zj sont indtpendantes, et en prenant 
l'optrateur Min comme optrateur de conjonction, la 
formule (1 )  se dtveloppe suivant : 



26-4 

2.1 PROBABILITES D'UN GROUPEMENT 
DE CAPTEURS 

2.4.1 Probabilitb dhssociation 

I 

~ 

I 

I 
Plusieurs capteurs peuvent etre associts, la probabilitt 
du groupement qui en rtsulte est tgale h la probabilitt de 
la conjonction des tvtnements flous associts h chaque 

I capteur. Pour deux tv tnements  cette probabilitt est 
dtfinie par la relation suivante : 

lorsque Min est pris comme opCrateur de conjonction. 
La  gtntral isat ion h I 'intersection de  plusieurs 
tvtnements est irnmtdiate. 

. 2.4.2 Probabilite' du dornaine de validite' exclusif 

La probabilitt d'un domaine de validitt exclusif en 
fonction des domaines de validitt inclusifs est dtfinie par 
la formule suivante, dont la dtmonstration est donnte en 
annexe : 

et P, = P(c,) = P(n jENcj )  

oh I et J sont deux ensembles d'indices correspondant 
chacun A une partie de I'ensemble N=( 1, .,n). On note II- 
JI le cardinal de I'ensemble I-J..Pour des raisons de 
simplicitt d'tcriture, nous avons omis d ' tcrire le 
conditionnement par la variable mesurte Z" dans les 
probabilitts. Ainsi, P(cJ) = P(c j / zm)  reprtsente la 
probabilitt pour que le contexte mesurt z" appartienne 
au domaine de validitt exclusif CJ. I1 existe alors autant 
de probabilitt P(cJ) qu'il y a d'tltments dans A c'est-h- 

dire 2n. La condition de normalisation Ctant vtrifite : 

3 .  Estimation avec prise en 
compte du contexte. 

Les probabilitts qui viennent d'&tre dtfinies ci-dessus 
permettent d'ttablir la validit6 de chaque groupement de 
capteurs. Ainsi, elles permettent de valider les mesures 
issues des difftrents capteurs qui composent le 
groupement et, de ce fait, I'estimte fournie par la fusion 
partielle de celles-ci. Lorsque plusieurs groupements 
sont simultantment valides, avec des probabilitts 
difftrentes, la fusion globale est le rtsultat de la 

rnoyenne des fusions partielles pondCrCes par les 
probabilitts qui leur sont associees. 

Nous distinguerons alors deux cas suivant que I'ttat ne 
dtpend que de I'instant prtsent ( estimation statique ) ou 
bien des Ctats passts (estimation dynamique). Les 
applications vistes different d'un cas h I'autre. 

3.1 ESTIMATION STATIQUE 

3.1.1 Formulation du p r o b l h e  

Le systkme est compost de n capteurs chacun dtlivrant 
une mesure yi, avec iE N, permettant I'observation d'un 
6tat x h travers.n Cquations d'observation : 

yi = Hi (x, bi) 

oh Hi, i E N, sont les n systkmes d'observation, b' les 
bruits d'observation. Par souci de  simplicit t  nous 
considtrerons que le bruit est additif, gaussien, de  
rnoyenne nulle et de variance E(b'd) = 0: 6( i j )  oh 6 est  
le symbole de Kronecker. L'ensemble des observations 
disponibles est regroup6 dans le vecteur d'observation 

. .  

yT= ( Yl ,..., Y" 1. 

3. I .2 Equations d'estirnation 

L'estimation de I ' t ta t  x,  optimal en moyenne 
quadratique, est obtenue par la moyenne conditionnte 
aux observations de la variable x : 

x^=E(xN)=S  x p(x / Y j  dx (3) 

On peut dtvelopper 
suivante : 

a probabilitt p(x / Y) sous la forme 

p(x I Y) = 

I1 existe donc 2" probabilitts tltrnentaires p(x / Y,cJ) 
affecttes 2 x et correspondant aux parties de N. 

L'estimation de x avec prise en compte du contexte 
s'obtient en remplapnt  la probabilitt dans (3) par 
I'expression donnte en (4) : 

J C N  

Le conditionnement par CJ signifie que seuls les capteurs 
dont les indices sont contenus dans J sont valides. De ce 
fait, seules les observations correspondant h ces capteurs 
doivent Ctre considtrtes. Ces observations sont alors 
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regrouptes dans le vecteur YJ = (Y)(}kEJ ce qui permet 

d'ecrire la relation ( 5 )  sous la forme : 

JT N 

Les coefficients PJ sont donnts par la relation (2). 

La variable x o  qui apparait dans ( 6 )  correspond h la 
quantite : 

xo = x p(x / Y, c9 ) dx 

Cornrne CO reprtsente I'absence de capteur valide, xo est 
donc fixte a priori et doit Ctre considCrCe comrne la 
valeur limite, par dtfaut, que doit prendre I'ttat si aucun 
capteur n'est en mesure d e  dtlivrer une observation 
co htren te . 

Dans certains cas cette situation peut paraitre absurde. 
On suppose alors, qu'B tout instant, un des capteurs au 
rnoins est en rnesure de dtlivrer une donnCe acceptable, 
I'tquation ( 6 )  peut Ctre mise sous la forme : 

Chaque probabiliti PJ est divisCe par 1-P0 de sorte que la 
condition de normalisation soit respectte. 

3.1.3 Exemple 

L'exemple suivant perrnet d'illustrer les equations 
propostes. Prenons un systbrne compost de deux 
capteurs ; par exemple : un capteur radar C1 et une 
carntra visible C2. Deux variables contextuelles 
permettent d'identifier le contexte : 21 est un indicateur 
de fonctionnernent du radar, 22 est un pararnbtre qui 
rnesure l a  1uminositC. L e s  deux  fonc t ions  
d'appartenances qui permettent d'ttablir la validitt de 
chaque capteur seront nottes pl(z1) et p2(z2). 

Pour ce systbrne la forrnule (2) fournit les probabilitts 
suivantes : 

- -  
k 0 )  = P(C I nc2) = p(cO) 
P (  I )  = P(C1) - p ( c l n C 2 )  
P ( 2 )  = P(C2) -p (CInC2)  
P( 1,2] = p ( c l n c 2 )  (8) 

Si les deux observations y 1  et y2 sont indtpendantes, 
gauss iennes ,  de moyenne  x, e t  de  variance 

7 2  respectivemen[ 0: et 0 2  pour chaque association de 
cnpteurs, les difftrentes estirntes sont : 

Lorsqu'aucun capteur n'est valide, on pose : 

E ( x /  (01) = xo 

oh xo est une donnte a priori. 

L'estirnateur globale est fourni par la formule ( 6 )  ou I'on 
a rernplact les probabilitts PJ par leurs valeurs donnCes 
en (S), et les difftrentes estirnCes par leurs valeurs 
donnCes en (9). Le rtsultat donne alors : 

Pour un optrateur de conjonction Min, et en supposant 
que les erreurs sur les rnesures de zl et de 22 s o n t  
ntgligeables, les probabilitts sont alors : 

On peut ainsi ttudier quelques situations particulibres : 

Cas 1 - Pour p1(21)=p2(z2)=1, le contexte est favorable 
h l'utilisation simultante des deux capteurs, I'estirnte est 
alors : 

Cette estirnte est aussi obtenue par la rnoyenne 
conditionnte aux deux observations y I  et y2 et 
correspond B une approche probabiliste de la fusion sans 
que le contexte soit pris en considtration. 

Cas 2 - Pour pI (z l )=O et p2(z2)=l ,  ces conditions 
invalident le capteur 1 alors que le capteur 2 est 
totalement valide, on obtient : 

A 
x = Y2 

Seule I'observation du second capteur est prise en 
compte. Ce rtsultat est conforme au souhait de voir le 
systbrne ne prendre en compte que les mesures issues de 
capteurs valides dans le contexte considtrt. 




