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Advanced Non-Intrusive Instrumentation 
for Propulsion Engines 

(AGARD CP-598) 

Executive Summary 
The ability to measure and monitor key internal gas and structural characteristics is crucial to 
improving performance, operability, durability and economy of engines. Non-intrusive measurement 
techniques provide this capability and thus are a key technology to maintaining and upgrading NATO’s 
defence capabilities. This forum for communication between engine manufacturers, researchers and 
developers and users has already proved that there are many technologies fit for routine application and 
many are maturing. Future development work must continue to aim at robust technologies apt for 
application by non-specialists and it was found that this is already a well established attitude in 
development and industry. The need to keep this up was reinforced and directions to be followed 
evolved from the presentation and discussions. The technologies presented, at different stages of 
development, as well as the future outlook proved that this field contributes and will continue to 
contribute greatly to NATO’s air, land and sea powers. 



L’instrumentation non invasive avanc6e pour 
les propulseurs 

(AGARD CP-598) 

Synth6se 
La capacitC de mesurer et de contr6ler les caracttristiques des gaz et des structures internes clCs des 
moteurs d’avion est fondamentale pour amkliorer les performances, l’exploitabilitk, la longtvitt et la 
rentabilitk. Les techniques de mesure non intrusives offrent cette possibilit6 et reprksentent, par 
consdquent, une technologie essentielle pour le maintien et la mise h niveau des moyens de dCfense de 
1’OTAN. Ce forum, qui a permis des Cchanges entre motoristes, chercheurs, concepteurs et utilisateurs, 
a prouvC qu’il existe d6jh bon nombre de technologies susceptibles de trouver des applications 
courantes et d’autres encore arrivant h maturitk. Les travaux de developpement futurs devraient 
priviltgier des technologies sores, pouvant etre mises en application par des non-spicialistes, ce qui est 
d6jh la pratique courante dam le secteur du dCveloppement comme dans l’industrie. L’accent a k t t  m i s  
sur le souhait de maintenir cette situation, et les presentations et les discussions qui les ont suivies ont 
permis d’identifier les voies h suivre. Les technologies presenttes, aux diffkrents stades de leur 
dCveloppement, ont fourni la preuve que cet aspect joue dtjh et continuera de jouer un r6le important 
dans 1’Cvolution des forces armCes de 1’OTAN. 
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Theme 
Improving the performance, operability, durability and economy of propulsion engines is vital to maintaining NATO’s 
air defense capabilities. Advances in propulsion will provide future generations of aircraft and missiles with extended 
range, greater pay load capability, and improved lethality performance. This will require radical changes in many 
aspects of engine technology such as much higher temperatures, higher tip speeds, new metal/composite/ceramic 
materials together with radical changes in design philosophy. Implementing the advanced technologies will require 
amongst other prerequisites the ability to measure and to monitor key internal gas and structural characteristics. 

PEP conducted a technical symposium of Advanced Instrumentation for Aero Engine Components in May, 1986. Since 
that time significant progress has been made e.g. in vibration analysis and surface pressure measurements for rotating 
turbine blade components, in temperature measurements and many other areas. Techniques having potential application 
to operational systems have been developed and need to be widely applied. 

This symposium will address non-intrusive optical vibration measurement and analysis, neutron diffraction and laser 
speckle interferometry; temperature measurements of the new materials such as ceramics and composites, addressing 
amongst other things imbedded sensors; coherent anti-stokes Raman spectroscopy, laser anemometry, holography, 
pressure sensitive paint and others; highly advanced concepts such as smart structures, gas path laser-induced- 
fluorescence, super lattice strain sensors. 

The Symposium will offer a premier opportunity for propulsion experts from the NATO Nations to discuss and 
improve technologies from various facilities across NATO and elsewhere putting them to wide application in the 
defense propulsion sector as well as in civil use. The Symposium will provide a synergistic boost for NATO, in 
affordability, mobility, flexibility and operational reliability. There is no other event which would serve the focused 
exchange in the foreseeable future. 

Th6me 
L’amtlioration des performances, de l’exploitation, de la durte et de la rentabilitt des propulseurs est indispensable au 
maintien des moyens de dtfense atrienne de I’OTAN. Les avanctes prtvues en matikre de propulsion permettront de 
disposer d’atronefs et de missiles de portte et de charge utile accrues avec des performances amtliortes en ltthalitt. 
Ceci ntcessitera des changements radicaux au niveau des technologies de propulsion tels que, par exemple, des 
temperatures beaucoup plus tlevtes, des vitesses en bout d’aube plus Clevtes, des nouveaux mattriaux 
mttalliques/composites/ceramiques, ainsi que la rtorientation en profondeur des principes de conception. La mise en 
cleuvre des technologies avanctes ntcessitera, entre autres, la possibilitt de pouvoir disposer, au prtalable, de la 
capacitt de mesurer et de contraler certaines caracttristiques internes fondamentales des tcoulements et des structures. 

Le Panel PEP a organise un symposium sur l’instrumentation avancte pour les composants des moteurs d’avion en mai 
1986. Depuis lors, des progrks considtrables ont Ct t  rtalists, par exemple dans I’analyse des vibrations et du contrale 
des pressions superficielles pour les aubes de turbine, ainsi que dans les mesures de temperatures et dans bien d’autres 
domaines. Certaines techniques qui ont CtC dtvelopptes et qui ont des applications potentielles aux systkmes 
optrationnels mtriteraient une large diffusion. 

Ce symposium examinera les mtthodes d’instrumentation employtes dans quatre domaines: 

- la mesure des vibrations et des contraintes, y compris les mtthodes optiques non-invasives de mesure de 
l’analyse des vibrations, la diffraction des neutrons et l’interftromttrie B granularit6 laser; 

- les mesures de temptrature effectutes sur de nouveaux mattriaux tels que les ctramiques et les composites, 
couvrant entre autres, les senseurs inttgrts; 

- la mesure des tcoulements gazeux aux temperatures ClevCes, y compris la spectroscopie Raman cohkrente anti- 
Stokes, l’anemomttrie laser, l’holographie et les peintures sensibles B la pression; 

- des concepts hautement avancts tels que les structures intelligentes, la fluorescence induite par laser et les 
capteurs extensomttriques pour les trbs grands maillages. 

Ce symposium reprtsente une occasion exceptionnelle pour les experts en propulsion des pays membres de I’OTAN de 
se rtunir din de discuter des technologies mises en auvre dans les difftrentes installations de 1’Alliance et autres, en 
vue de leur amtlioration avant de proposer des applications plus larges dans les secteurs de propulsion civils et 
militaires. La synergie crtte par le symposium doit permettre B I’OTAN de rtaliser des avanctes considtrables en 
termes de mobilitt, de coQts de possession, de flexibilitt et de fiabilitt optrationnelle. A notre connaissance, il n’y a 
aucune manifestation qui soit organiste autre que ce symposium, qui puisse offrir de tels Cchanges, dans un avenir 
prtvisible. 
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Technical Evaluation Report 

90th Symposium of the propulsion and Energetics Panel of AGARD on the topic of 
Advanced Non-Intrusive Instrumentation for propulsion Engines 

Dr. R.W. Ainswortl, 
Oxford University 

Deparbnent of Engineering Science 
Park Road 

OMord, OX1 3PZ, UK 

1. summary 
The objectivvea. of holding this symposium wexe clearly met, in terms of assembling a large nlnnber of high 
quality pppers for presentation to an appropriate audience on a wide range of adranced non-intrusive 
-tion techniques for USE in propulsion engines. This perhaps was not sclrprising sin= over ten years 

soch a redevent programme. me conclusions which I drew were as follows: 
had elapsed since the lastsuoh forum. Thccommiffae were to be congratulated fmtheiraffolts inpmdacing 

1. 

2. 

3. 

4. 

5. 

There has been very sisnificsnt progress made in advanced non-intrusive measurement technique.q for 
use in propulsiom tngines in the last ten years in terms of furtholance of knowledge. 

Then has been an imprcwplve amount of guidance from the applications, and thus the research 
programmes have a great degree of relevance to future R & D laogrammes in propulsion system 
technology, and the way in which this will interact with military planning. 

This massive progress has been made possible by the high d e p  of e n t l ~ u s h  and COmmrrm . &Of 
the research community, who are clearly motivated by their work. Every means should be madt of 
maintaiaing this commitment. 

All the work reportad at this symposium is relevant to the stated goals. 

Them have been meny rtal and significnnt succemes reported of partidu relevance to the ultimate 
application. There were also somefailuns, and adegree of realism is required in uadtrstaadlngt that 
it is impossible to mskG pmgess without this aspect. 

ConsequenUy, I would reamum& 

1. A continuation ofthe procass of rendering the measurement techniques fit for routine application, by 
for example concentrating on the robustness of the technology, suoh that application by the non- 
specialist continues to expand. 

A continuation of the dcvdopment of new ideas, such as high bandwidth whole-field measumnmts to 
dstermiae hvbulcncc stmctmes for flow modellers. 

Devotion of effort to ensure that new ideas are taken tow& mpturing technology. 

To maintain a Csnfal watching role over the eventual application, to ensure that rwcprch and 
devetopmcat work wntinue to be entirely relevant to the nteda of pmpulsion tedmology, 

2. 

3. 

4. 
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"he first is easily answered. In geographic terms, there was indeed widespnad use amongst the NATO 
community of non-intrusive techniques to monitor the performance of propulsion engines. The geographic 
distribdion of the number of pspers presented by each country was as follows: U S A .  16; U.K. lo; Gemwy lo; 
France 6; Csaada 3; Portugal 2; Grewe 1; Belgium 1. In addition, there were reprcMntatives from the 
following counlries at the meeting: Nethealands; spaio; Italy; Turkey. 

For the second question, I examined the component pmts of propulsion systems, to see which technologies were 
being applied ineach area, with aview todetermm ' ' gwhethertherewasagoodspreedofapplicPtions. In 
looking at this, it is perhaps worth being tediously detailed to record the rcwlts, which I present in tabular form: 

AWOUNFld 

Combustols (13 papers): 

Turbines (13 papers): 

Comaaasors (8 papem): 
and fpms 

General (3 papers): 

Rockets (1 paper): 

ShldUCd 

cow==m 
and rocket fuel 

W absorption; Infra-Red Spectroscopy @IS); Coherent Anti-& Spamwopy 
(CARS); Rayleigb scattuin g; FWrier lhnsfom Infra-Red Sp@3mmopy m S ) ;  
Laser Doppler Anemometry (LDA); 3D PDA; Lpscr Induced 0; 
~ ~ L a s e r I a d u c e d ~ ~ a e s c e n c ~ ( p L ~ , ~ I n ~ c e d I o d i n e ~ u c n e s c e n c c  
0; DIAL.. 

3D LDA; Law two Focus Bnemomctry 0; Liquid crystals 0; Themtosraphic 
PBaphor~ WW; Themmocqles (TO; Thrrmat Paints (l"); W Rayleigh 
scattering; Particle Image Velocimetry 0; Laser Induced ~uorescem (Lw; 
Hot Film mes (IIFG); l%is film gwges (TFO); Pressure Sensors (PS); Two 
Colout Digital PIV (am; Shadowgraph and inte.rferometry. 

Lm, U- 3D, LDA, h s u r e  Sensitive Paints (PSP); T e m p t u r e  Sensitive Paints 
(TSP); 2cDPW; PIV. 

mmetry; 3D PIV; Doppler Global Velocimetry (DGV). 

LIF. 

Tip msasurement; Holography; Ultrasound; X-ray: High temperature strain 
P I P S .  

The coaclusion from this was that thut was a good spread of instnunentation teohniques being applied to all 
impatant technology arws. 

In answering the third question as a diagnosis of the health of the programme area, I endeavoured to split the 
tschnology davelopmmtn into three meas: new technology; medium maturity techniques; and highly 
prodoctionised techniques capable of opaation by non-specialists. My thesis was that in order to mainrain a 
coqeaitive position technically, componeots in all three categmies w m  quired. Naturally, these divisions are 
mmewhat artificial. and it is difficult to be entirely categorical about m e  techniques: ie they straddle the 
borders between categoxhtions. Again, I present this in tabula form: 

New techntques: DGV, PSP; UV Rayleigh scattering. 

Madiummatmity: PIV in compressible flows (high speed); Spf!ctmcopic methods, 3D laser 
techniques. 

LDA; L1p; 2D laser techniques in general; PIV in lower speed flows; some Pmduc t im:  
tgchniques. spectroscopic techniques. 



I 
I '  3-D LDA Meawemen@ in an AI@ZU cpscads for Studyins Tip cl- Bffeoep 

TIM oantsxt of tbis papcr was the mty of infamation available in term of detaikd 3-D 
A d d  ~ u m u o n t s  inside tuMm@$nes. Consequently, developments are 

Bow withi  an annular cascade. m a w r w m t ~ y a h e m  to the tip cl 
with a wd~wMiaral S-h& prch n @ma of pitoh angle, yaw an& and 
two was very good. whilst the laadr was slightly disappointing. This was thought to be hrt 

"t""" 
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paper9 

DIAL Mepsursments on a Gas M i n e  Exhaust 

lhis DBDCT examines the a ~ ~ l i c a t i ~ ~  of the techniaue a 

I 

D1 (Differential Absorpdon df LIDAR (Laser e ~istnoce Raaginij ag a non-intrusive m&urement of emissions from a gas *e. A tuneaMe las~r 
source gives LIDAR both range and spectroscopic capabilities, with attenuation, in 
beam, giving the number of mblecules of the target species. The objeuive of the test 
establish the applicability of WAL BP a technique for plume emission meaamiwnt, The. conclusion was thet 
useful measmementi could in- be made, beiig within 25 % of intrusive probe meas 
objective: to try to understand plume chemistry. 

Paper IO I I 

nwitharsfaance 
Was  to 

mente. Future f 
1 1  

W Ab50rptim Measurements of Nitric Oxide Compared to Robe Sampliing Data for M & m t s  in a 
W i  Exhaust at Simulated Altitude COIIditions 

?be investigatm were 
parameters and altitude 
available, comparing the result$ with probe sampled data. 

insight into exhaust emission 
M. lhis paper details the NO-W 

,ill 
paper 12 

Laser 2-D Focus Measurements on a m e  Cascade with Leading age Film Cooling 1 
I 

The flnid mechenics for the flow around the leading edge of a tarbiae blade with film WO g ejection are vsry 
complex. In this paper2D and SDLaser twoFocus meamrmnts were qwial ly  sslec to probe the flow 

peps focusen d y  on the resplts obtslaed rather than the measurement technology. 

Paper 13 I I  

ivy dttails of the 

2k 
volumes very close to the bledciwab. Thc system were applied to a ttUee blade 

flow were prwnted. I 

Application of 3D-Laser Two Favs Velocimetry in Turboplschinc Investigatiom I 
I 

A transonic single stage c o w  was commissioned with a view to enabling publi 
mesuraments made in engine qmsentntive conditions. In this investigation a newly 
velocimeter was appIied to this dig. A special ftattlre was the desii of seeding probes, p 
measurement volume to incmwperticlc wunt rates and thus to reduceexpar imentm~.  Solhe secm&ry 
flow vcetonr Wem presented. I 

paper 14 , i I 

characterisation of Gas Turbk Combustion Cbambers wi& Single Pulse. CAW ThermomL 
I t  

Three different combustion chanibers were investigated using a mob& single pulse CARS (Cohcrtnt Anti- 
Roman Spectroscopy) system Specifically, mean temperatwe and describing sratistics 
~ceuc&cy of up to f 7%. Details f the physics of the flow in the three different 
fight of the mGasurements made. 

obtained with an 
diseussedin &e 

I 
P 



Paper 15 

CARS LXagmdics OIL Model Gas Turbine Combustor Rigs 

This papes hmprak8 a pd review of CARS technology, as c m n t l y  used in Rolls-Royce, discusses its 
lirnitstlons, aud outlines future strategy. According to the paper, the technique is the only non-intrusive technique 
to haw provided temperabm information with liquid fuelled combustion rigs. Tho drawbacks w m  also 
discussed: the fact that it is a point-wise technique; and the time taken to extract tempnatuns from spectra. The 
posiMity of ml-rime pmwsing using neural networks WBS raised. An impnssive agreement between 
lnspstudm~nt and CFD was demonstrated, though the measurements failed to match the predicted highest 
--. 
paper '6 
Recent Developments in the Appliaation of Lssa Doppler Anemometry to Campnssor Rigs 

The paper discusses the nl.rplicpton of LDA to a transonic fan rig, the choice of LDA rather than LW being 
&van by rig rUaning costs. One of the objectives of the work was to engineer a system whicb could be applied 
to a d g  in one day. A 5 axis compumcon~l l ed  haverse system dowed, for example, the ability to input a 
cpz) grid for measuremeat positions The measurements presented, taken from the transonic fan, demonstrated 
that the objectives had becn met. 

pspr 18 

Optical Measurecmets of Surface Pressure and Tempemtufe in 'kbomachiuery 

Pressure sensitive paint has boon employed in large d e  wind tu~llcl e x p e r h a t s  in the US for approximately 
t e ~  yearn. The techniqw tls~il molecular spcetroscopy, in terms of monitoring the emitted radiation, when a 
surfacti coptod in the particular paint is illunhted with a UV light SOUICC. hteusity of radiation is related to 
oxygen patid pe9pure. This pppst demonstrates the use of both pressure and tompaature sensitive paints in a 
transonic compressor. Some problems were encountered with camera (detector) performance. 

Rotor Blade Pressure MeasuremMlts in Rotating Machinery Using Ressure and Temperature Sensitive Paints 

This pmsentation gave a veq  clear exposition of the background and application of pressure and temperahm 
sensitive pints. Time raponse perfamancc was addressed, together with pressurcltempemtufe sensitivity, 
mugheas effects, photcdegradation, shear ctc. The concept of using two fluorescent molecules in one binder 
msaix was outlined. A transoaic anofoil application of the technique clesrly showed shock positions, and 
COmprais~~ with pressurs tap data was good. Results were clearly demonshated from the Purdue Axial Fan 
facitity, and comparison with CPD was shown to be reasonable. Tempsratme dependence of pressure sensitive 
paint was still seen to be an issue. 

Paper 20 

Use of Liquid Crystal Techniques to Measm Film Cooling Heat Transfer and Effectiveness 

Th* pslwr outlines a Inmieat experimental fechnique. using double wideband liquid crystals applied to the 
Surpsce of a nozzle guide vane wifb film cooling. This technique was used to measure the herd transfer 
coefficient and the cooling e&ctivcness at engine representative Mach and Reynolds numbers. 

! 



P-r 22 

I 
I 

I '  
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Peper 33 

Vibrational Analysis of Engin& Components Using Neural-Net -sing and Bkctronic kiologhphy 

1 1  
Thcss is a perceived need for d non-interfwsnee inspectiyn procedure to detect SrmeQarl damage in m e  
blades, parthhrly those subjected to high vibration s t m y  amplitudm and frequencies. q s  papcr discussag the 
use of d networks to map Vibntion characteristicdobtahcd h m  two ho-linto a map r e W  to 
W i g  strain distribution, which in itpelf is very sensitive to component damago. 

I I 
I 4 I 

1 1  I 

paper 34 I 

Non-InhUsive Measurements ob an Energetic Meterial Regression Rate 

A 
pmduoe an industrial NDT tool aimed at the solid propellant manufactmm. Fmssum and 
wave propagston had to be taken into Bccoullt. Fuhac work would look to improve 
thenno-ablativelaosive codes in dealing with issucs of wave reflection. 

!I 

of solid propellant bumiag rete  problem^ w m  h i e d  using ~ l m o u n d  

1 1  
I I 
I 

P a p  35 

Solid Radret Ropsllant Bohavidur during Static Firing Tesb using Real Tim X-ay 
I 

~n an pppfication &to tbt pvim paper, i.e. ~ h a e  there is a need to monitor the be+viour ofaolid roc~et 
propellant material during ignition d subsequent burning, propellant behaviour wm nmlitmd using real timo 
X-ray esuipment Examples of the system in use were given, and d t s  colapsnd twith coy9 shulatim. 

paper% I 

I I 
JI 

Developments in High Energy X-ray Radiography of Runrung Engines 

X-ray radiography has been 

devdoprnent of an Electronic Radiography imaging system, dowing long wqumces 

psper 37 I I 

for a number of years to dwestigate the movement of and &up 
in theii dimensions in the industrial context of, for example, opmting aem-engism. 

to be obtnined and component dvement  tracked to subpixel accuracy. 
I 

Meesurement of Unsteady Wake-Eoundary Layer Inbmction using Hot Film I 

In thk simulatioa of the interaction baween wakes (as mi& be found in turbomachines) 
hot wire ammometq and glue on h 0 t - h  sensors were used to diagnose the flew-fidd. 
streas w&p measurad using the hot-film s(llu~vs, which consistsd of a 0.1 x 0 . k  

case of periodicalry disturbed bound.ry layers should pot be cstiolatad using 

boundary layers, 

0.05mm thick insulating foil. Thl: experimental mults conclusivCly showed that the 

lmasUmmaI6. 
I 

1 ;  
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pspcr 44 

oprical Diagnostics for Cryogenic Liquid Propellants Combustion 

The tbrust of this investigation was aimed at itademtanding the physical pmcemes occuring in the combuadion of 
liquid oxygen with gaseom hydrogen. A facility was constructed to study these pmcesw, using the jet flame 
isguine from a single CO-axial injeotor. The optical methods used included high speed cinematography, kght 
emission koso OH radicals, laper induced fluorescence of OH and 0 2 ,  and elastic scattering from the liquid 
oxygen jet. 

paper 45 

A Quantitative 2D Density Measuring System Using W Rayleigh Scattering in an Atmospheric Wind Tunnel 

In this investigation, Rayleigh scaaenn ' g was the physical process u t i l i i  in an optical system designed to 
masure density. Measurements wem carried out in an atmospheric wind tunnel furbine cascade, using a 
geometry typical of transoarc ' turbme blades. A laser working in the deep W region of the spectrum enabled 
highm Rayhigh scattering signals to be acquired thm those working in the visible range. The emitted light was 
h g e d  by an intensi€ied CCD. Care has to be taken that Mie scattering from larger particles is neglected 
concctly. Good results ofdeasity -utements with a Mach number of 1 at cumde exit were exhibited. 

-46 

Petticle Image Velocimetry Meaguremenpl from the Stator-Rotor Interaction Region of a High Pmssure 
Trsnsonic M e  Stage at the DERA Jsentropic Light Piston Facility 

The first PIV measurements to be IEaade in a rotating transonic turbine facility were presented, and compsrcd 
with CFD predictions. The measunmnts were made in the stator passage and also in the difficult stacor-rotor 
gap. Digital cameras, t o g e h r  with fibre-optic and rigid optics light delivery systems were d. Polystyrene 
particles of 0 . 4 5 ~  diametar, suspended in water, were used to geed the flow, at a density of 2 paaiclepairs per 
cubic mm. 

Paper 41 

The Unsteady Structure of Simulated Turbine Film Cooling Flows from PIV 

An ambitious, elaborate and productive experiment was described in whicb a two colour d o u b b p u b d  PIV 
system we9 wed to investigate turbime film-cooling flows with high free s h w m  turbulence and simulated wake 
passing. Very detailed conclusions were possible, with information on the structwe of film cooling flows in 
terms of, for example, jet spread, shear layer growth and shear layer frequency. 

Paper 48 

Using the Laser Light Sheet Technique in Combustion Research 

Useful practical details in association with a laser based two-dimensional Mie scattering technique for 
concentration measurements inside i s o t h d  mixing fields were discussed. Issues addressed included l i  
sheet generation, unwanted reflection suppression, the optimum particle diameter and polarisation. 

Papa  49 

Appl idon  of two-colour Digital PIV for Turbomachinery Flows 

Tbis paper aims to evaluate the potential of digital two colour PIV for application in Rlrbomachinay flows. A 
simple unshuded fan and a larger shrouded fan were the test vehicles. Valuable lessons were learnt on issues 
such as di, optical access and synchronization of the digital camera with the blade position. 
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4. Conclusions and Recommendations 

My conclusions are as follows: 

1. There has been very signi5cant progress made in advanced non-intrusive m&urement techniques for 
use in propuIsion engines in the Iast ten years in tams of furtherancc ofkndedge. 

There has been an impressive amount of guidance from the applications, and us the research 
programmes have a great degree of relevance 'to future R Bt D programmes inlppuIsion system 
technology and the way in which this will interact with military planning. 

This massive progress has been made possible by the high degree of enthusiasm and commitment of 
the research community, who are clearly motivated by their work. Every meab should be made of 
maintainingthiscomnifment. 

2. k 
1 
I 

3. 

I 
I 
I 4. 

5. 

the w o k  reported at this symposium is rekvant to the stated goals. 

mere have been many real and significant successes reposed of particular reI&mce to the ultimata 
application. There were also some failures, and a degree of nalism is mquinxl in understanding that 
it is impossible to make prows without this aspect. l 

. 

I 
I 

Consequently, I would recommend: I 

A continuation of the process of readering the mawement  techniquea fit for utine application, by 
for example concentrating on the robustness of the technology, such that appli 'on by the non- 
specialist continues to expand. L I 1 

1. 

2. A continuation of the development of new ideas, such as high bandwidth whole4field measurements to 
determine turbulence structws for flow modellers. 

Devotion of effort to ensure that new ideas are taken towards maturing techno10 . 
To maintain a careful watching role over the eventual applications, to ensure d , t  research and 
development work continue to be entirely relevant to the needs of propulsion teqhnology. 

To ensure that the neaessary feedback mechanism is in piace, in tams of d l i @  the research to 

I 
I 

F 3. 

4. 

I 

I 
5. 

Tbi symposium has provided 8 most valuable feedback forum to ensure not only that the kngine manufschaers 
and developers are aware of the state of development of the various advanced techniqucs,'but also that the 
technique researchers and devdoprs themselves see where the priority area8 lie in terms f the applications. I 
can quite categorically state thq no other suitable forum exists in such an apposite contex . Thezefore., I strongly 
reconunend that, in order for this M t h y  research and development area, which is so releyant to ;the extension of 
propulsion capabilities, to continue to flourish, the highest priority should be given to ensqring that in the new 
NATO RTO organisation, an equivalent forum is established with some urgency. 

tb 
I 
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Research and Development In the 
Bwloes Environment of the 21st Century 

Kenneth B. Bensoa 
Manager, Instrumentation Eoglneerlog 

PraD & Whitney 
400 Main Street 

East Hartford, CT 06108, USA 

1. SUMMARY 
The beginniaB 21st century will provide as significantly 
d B e r m t w d d  than what we upaienced during the last half of 
the 20th century. Politics, businegl and technology how thtg 
relate, how thcy inter-react and how they dcpead on each ofher 
is going h u &  significan~ and insvasible hpnsitiou 

The known fixed enemy of yestday who was dealt with in 
taap of nwga-tons, Star Warp and global reach, hss hansit$nd 
into limited incursionse minimal c o l l a t d  damp, and no 
oasualties. The world of commaa has chahged from multiple 
producers, large budgets, national crrmpstition and super 
technology to the world of single produma, d-ing 
budgets , intanatidcoopretionandtimto~.  Todaya 
oompsny, a un ivdfy  or a govumnent agezlcy can be a 
eustamol; colleague and emtlpstitor all at thesame time. 

The resesrch and development oommrrmty is bung forad to 
come out from Unda the shads of technology for teohnology 
sake and into the bright light of an chcmging eco-political 
enworrmcnt Not only does the ItsearohcI have to understand 
ulis strange and some&% alien world but thGy have to make 

and ensure an mvimnmmt that will amaot the next generahon 
of scientists and e&nws. 

By having an action plan and realizing that t h e  chmgea will 
not be w d  but in fact will acceluntc, c ~ l l  be 
developed that will i n d v i z e  the support of basic d and 
p v i &  quicker transition oftcclmology to the market plsoe. 

2. INTRODUCTION 
Rwsareh aad development, and specitidly basic research, has 
changed fundsmmtally and incvocaby from the era following 
World War II. Ihe linear d model that progressed &om 
basic reswxch to b l i d  mearch, and thm to development as 
defined by V ~ N I J I  Bush, Resident Truman's science 
advisodl) in 1345 is no longer valid. The politicpl and 
~ O n I i C  forocs today are so nnroh werent than IO yeara ago, 
much lrss 50 yeam ago. Yet the call can be beard h m  m y  
ciralw that d mow in a strict stepwiss fashion from 
furutamantal w d  to dmlopmaa. Bush wotc for lkuman, 
"Basic mearch is performed without thought of praotieal mds." 

Like most myuLs the linear model is appsalmgly snnple. The 
d pmcess mday is actually a complex feedback model. 
TMs is in part driven by the tim wmpmsion from bns~c 
un- to things in the msdret p h .  Now a lot of 
d is done concurrently with the produdion to save 
money and time. 

w changes work for them to in- tho tccbnology base, 

The scientist, the enginm, the researchet has to understand this 
changing world. GovRlmmt, indushy and universities are 
changing the mix on who does basic rasearcb. 

J I v. .,, - A - -  
1 I+- -'- I 

The nscarch and development expenditures are also d-ing. 

Pigun 2. Natlc~n~l RDD Expenditom 

We can be by the changes in the government, iodushy 
or ecsdcmic policy; feel that w6 are victim; wooder whm the 
young bright Ealmt hss gone or why the la6 is bcing cloned. OR 
we can u n d d  the changes, make them work for us, mukc 
the public a m  and be an integral part of the businesa. 

'Ihis paper will facus 00 our changing world and offer an action 
plan for the future of m h .  

3. TODAY'S E"MENT 
Riwmcb on all quartas is under attack. The national 
legislahue occ the meid needs overshadowing the national 
saeurity caplanation that fueled the m b  pmcdas h u g b  the 
Cold War. It bas been smd that today science is m m w b m  
bstwem the stepohila and the supmm. Researchers must now 

Paper presemed at M AGARD PEP Symposium on "AQvonccd Non-lnmrrivc I n s ~ t i o n  
for Pmpdswn Engines". heki in Brussels, Bekiuwh 20-24 October 1997. and published in CP-S98. 
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be able to relate their work to the list of social problems because 
these have replaced the treats of the Cold War as a reason for 
funding. 

The business community is faced with intense competition for 
the shrinking government markets for defense related 
equipment. The commercial markets are challenged similarly 
with “reduced time to market” pressures, costs of high 
technology commodities such as computers, laboratory sensors 
and materials and quality issue on products that are expected to 
meet or exceed customer expectations. 

Businesses are taking an integrated management approach to 
maximize the return on investments in technology. Today this 
means integrating different functional perspectives within the 
company, integrating supplier and customer perspectives with 
the internal technology perspective and integrating parmer 
companies’ business systems in the context of alliances. 

The universities have been a haven for the researcherlteacher. 
Drawing in the best and the brightest with the well published, 
world recognized professors and suppomd by a state-of-the-art 
laboratory. All this was supported by grants or contracts form 
government, industry or endowment sources. Today all this has 
changed. industry in the US., in general, is not likely to 
increase support of basic research without significant, yet to be 
identified, incentives. Successful companies will likely 
continue and even increase funding of basic research efforts as 
they find new ways to quickly integrate the new - and 
potentially profitable - knowledge acmss all levels of their 
organization. University-based research, at least in the US., is 
at most risk over the next five to ten yeas. Government support 
for basic research continues to erode in real dollars. However 
industrial support for directed basic research in universities 
could very well increase as a low-risk way of generating new 
knowledge. 

The threats that NATO addresses today are very different than 
they were for the first 40 years of its existence. Looking at the 
AGAR mission statement and how the NATO community has 
cbanged in faces and geography. The admission for the central 
European countries that were once part of the Warsaw Pact has 
added new dimensions and opportunities for NATO. The 
“common defense posture’’ bas changed from nuclear deterrence 
and large army engagements, to local conflicts, with ill-defined 
combatants and rapid response requirements. 

The military requirements have to be articulated and absorbed 
by the research community to ensure they meet NATO and 
national objectives. New platforms incorporating stealth, that 
are unmanned and have a multi-role will be demanded. 

The consolidation of aerospace and defense business continues 
globally at an increasing rate. You can be dealing with a 
company that in the same day is a competitor, oustomer and 
colleague. (Aviation Week article) 

4. WHAT’S lMPORTANT 
The words you hear from industry today are ‘Cost - Quality - 
Schedule.” proprietary technology is less of a differentiator. 

Being able to commercialize the technology is the compelling 
driver. The reason is this: as the more competitive companies 
demonstrate they can meet these challenges, the performanee 
bar is raised yet again. 

A survey by Ladish Co., Inc.@) shows that competitiveness is 
the single most important objective of 108 Eumpean and US. 
aerospace industry executives that purchase more than $3 
billion of finished materials annually. 
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Figure 3. Most Important Company ObjMlve 

How they plan to achieve these results is even more revealing. 

I 

Figure 4. Preferred Strategy for Sostaining a Competitive 
Company 

Many companies are adopting lean production strategies. The 
preferred strategy by 76% of the respondents is redesigning 
their business processes for greater operational efficiency. The 
goal is to reduce cycle time. Nearly as many (73%) indicated 
their companies are pursuing a program of continuous 
improvements. 

The research has to understand these changes and take 
advantage of the strategic direction changes to ensure their 
technologies can be commercialized rather than treat 
commercialization as a purely intuitive, creative process. 
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If you Iwk at leaders vs. laggards in mmmercialization you see 
leading companies:(3) 

= Commercialize two or three times the number of new 
products and processes as do their competitors of comparable 
size. 

= Incorporate two to three times as m y  technologies in their 
products. 

Brins their prcduct to market in less than halfthe time. 

= Compete in hvice as many products and geographic markets. 

The good companies view commercialization as a higbly- 
disciplined system 

Part of the discipline is the introduction of the Integrated 
M u c t  Development (IPD) pmcess. This prows can take 
different forms and fits but the function remains an integrated, 
cohesive process that changes from a technical focus to a 
business focus. . 

I 

Figure 5. The Enterprise Model 

The visions are realized through - Focusing on process 
= Common objectives 
9 Continued evolution 

To bring new products to market quicker the lead time has to be 
reduced. 

Figure 6. Reduced Product Introduction Lad-Time 

The focus i s  on process. The focus is on teams. The focus is on 
communication. If you as a researcher, scientist or engineer do 
not understand, are unwilling to join or fail to conhlbute to the 
new process your project, your influence and your career will 
disappear. 

5. ACTION PLAN 

5.1 Understand Your Entemrise 
Listen to what your leadership is saying. what are the most 
enterprise objectives? Is there a strategic plan with defined 
goals? How is the organization structured and where do you fit 
in? Understand the language, understand the financial 
accounting. Plan how to take advantage of the change and 
iniluence the change. Be part of the decision making process. 

5.2 Ex~lain to the Public 
Scientists and engineers must make it part of their mission to 
explain their work to the s i c .  The s k d  and accessibility of 
the public to electronic communication is doubling every 18 
months. Web site, eable television, national newspapers all 
drive public opinion. Effort is needed to interest more students 
in science careers, educate voter and justify research and 
development funding to government, industry and academia 
policy makers. Principle engineers and scientists should be 
trained to explain their research out of the parochial confines of 
the scientific community. 

We also have to listen and respond to the social and community 
needs. By being part of the community and an advocate of 
technology benefits for public good the scientists and engineers 
can help shape the direction of funding, policy and politics. 

5.3 Be Part of the Team 
Integrated Product Development, customer focus, technology 
readiness are all terms used today in describing industry i d  
govemment initiatives. Know the language that's being used 
today. Enterprise models, productivity initiatives, process 
improvements, K a i m  events, process improvements are all the 



current buzz words that should “involve” the rtsearch 
community. 
Most industrial, scientific and defense communities are 
developing ”mad maps”(4) to implement policies and strategies 
being established for the YR 2000 and beyond. Be sure you are 
part of the team that is establishing and implementing these road 
maps. 

Represent yourself as part of the team. Present your ideas, 
concems and solutions in context of the team mission. Be able 
to debate the issues without the appearance of being self- 
serving. 

5.4 K e e ~  an Eve on Trends 
where will the technology I know be applied five, ten or twenty 
years from now?? We should U& this question of ourselves 
every time we read the newspaper or watch the evening news. 
How we answer that question can have profound effects on 
what we will be doing; how we ensure the success of our 
cnreers; what businew we will be in and where we call home. 

Who would have thought 15 years ago that the US. nuclear 
power industry would be considered by many today as a “fading 
industry.” Or that today’s P.C. would have as much computing 
power as the large 1980 mainframe. 

New plntfom are coming about. The “pilotless” airplane, 
stronger, agile, cheaper and more deadly than today’s fighter 
m y  engage the enemy in future wars. As an example, NASA 
has established the ‘Three Pillars of Success’<5). Be aware of 
the goals of these programs. How do you fit in? Or how do 
you compete? Technology selection is more critical today than 
in the past. The cost of a false solution or delay in execution 
cnn doom an otherwise worthy initiative. 

5.5 Maintain Focus 
Social needs have overshadowed the national security 
explanation that fueled the research process though the Cold 
War. Funding for weapons system has nuned into funding for 
the environment. University-hased research, in the U.S. at least, 
is most at risk over the next five to ten years with the shift from 
government funding to industrial support. Know who has the 
deep pockets and what their agendas are. Then design how you 
can ensure their success. Concentrate on the ‘%tal few.” The 
vital few are the technology inveslments that provide the 
breakthrough, the enabling or the cost reduction required for the 
enterprise. The project value should be assessed on the strategic 
fit, technical feasibility and financial impnct. Focus on the vital 
few. These will have the most impact and will be valued most 
by the organization. 

5.6 Maintain Flexibility 
The rule of survival in a changing environment is ”flexibility.” 
The alibi of *%we’ve never done it that way” or “that’s not my 
job” will rapidly make you a person on the outside looking in 
and exploring alternate career paths. The attitude that has to he 
demonstrated is “how can I contribute,” not “why are they 
doing this to me:’ The changes our world is going through are 
not pre-ordained or being made through divine guidance. They 
are being driven by the market and the politics of the world. 

The changes are being executed by people like you and I. There 
will be mistakes, false starts and redirections. Frustrations will 
be plentiful and tempers will be frayed. The key success will be 
understanding, patience, a of urgency, and a dose of 
humor. Flexibility will provide the leadership wit that will 
encourage the people working with you, support the people that 
employ you and m u r e  you remuin part of the decision making 
F e - .  

6. CONCLUSION 
We are entering the most exciting time of our lives - the future. 

we have yet to discover is all amund us: A cheap, clean and 
recyclable form of energy; materials that have a strength-to- 
weight and manufachunbility greater than anythmg we have 
tcday; food.that is abundant, nutritious and tastes good; freedom 
from disease, pestilence and want. All of these are noble goals. 
And all of these will be discovered in the next century. We 
each have an opportunity to share in their discoveries. We 
cannot tie OUT hands by being fixed in paradigms that no longer 
are valid. The resemh md development community are where 
the solutions will come from. Be p a t  of the decision making 
pracssl!! 

Not only is it a new century but a new millennium. The science i 
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ABSTRACT 
This paper describes recent progress in the analysis of the nature of turbulent premixed flames stabilised behind an 

axisynunetric baffle, which are of fundamental interest in the development of new and cleaner propulsion combustion 
systems. The work includes the use of laser-based diagnostics for velocity and temperature measurements, which are 
extended to the analysis of turbulence statistics, including the energy spectrum and typical length scales in a reacting 
shear layer. The results provided experimental evidence of the extension of the flamelet regime beyond the Klimov- 
Wiliams criterion. Arguments based on the shape of the weighted joint probability distributions of axial velocity and 
temperature fluctuations show that the counter-gradient nature of heat flux is derived from large departures from the 
local mean values. 

The influence of swirl in strongly sheared disc-stabilised flames is analysed and the results obtained show that swirl 
attenuates the rate of turbulent heat transfer due to the decrease of the temperature gradients across the reacting zone, 
but does not alter the existence of a large zone of flame characterised by non-gradient scalar fluxes. 

1. INTRODUCTION 

In the past many attempts have been performed to extend the knowledge on laminar flames and non-reacting fluid 
mechanics, to turbulent combustion, but turbulent mixing in flames is altered by the accompanying heat release and can, 
as conseqwnce, be qualitatively different from that occurring in non-reacting flows. Examples include counter-gradient 
diffusion, e.g. Libby and Bray (1981). Bray et al. (1985). in either confined non-premixed swirling flames, Takagi et al. 
(1985). or in unconfined premixed flames, Heitor et al. (1987), Fer& and Heitor (1995). 

Although turbulent flames are characteristic of most of the practical burning devices, their physical structure cannot be 
regarded as completely understood at the present As pointed out by Borgbi (1985), the detailed study of the fine scale 
fluctuating smcture of turbulent flames is very difficult to investigate expesimntally and, consequently, theoretical 
studies based on physical assumptions suffer from lack of validation. This is the main motivation of the work reported 
in this paper. 

In previous papers we have discussed the occurrence of non-gradient scalar fluxes in turbulent recirculating premixed 
flames stabilised downstream of baffles, which appear to be particularly influenced by the magnitude of the mean 
pressure gradients associated with the streamline curvature and are associated with the acceleration of gases across the 
tlame front, Heitor et al(1987). FerrHo and Heitor (1995). Duarte et al. (1996). Most of the analysis which has betn 
presented in flames with practical interest (eg. Takagi et al., 1985, Takagi and Okamoto, 1987. Fernandes et al. 1994) 
may be considered to represent reacting regimes statistically equivalent to distributed reaction zones and/or well-stirred 

Paper presented ai an AGARD PEP Symposum on “Advanced Non-Inmuive Insfnutlgntafion 
for Propulsion En@nes”, held in Brussels, Belgium, 20-24 October 1997, and published in CP-598. 
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flames, but the extent to which the time-resolved nature of the flames affect their propagation remains to be understood. 
Also, the experimental evidence of the transition between the various combustion regimes remains to be shown, for 
flames of practical relevance. 

As noted by Poinsot et al. (1996), the time-averaged integral scales are unable to represent the multiscale nature of the 
interaction process between the combustion process and the turbulent flow field. In fact, the turbulent flow features a 
complex combination of vortices with scales ranging from the integral scale to the Kolmogorov scale. Each of these 
may be characterised by a length scale and a velocity fluctuation. To describe turbulencdcombustion interactions, one 
has to take into account the existence of these various scales in the flow and, accordingly, build a spectral diagram for 
each point of the integral combustion diagram. The experimental validation of the combustion regimes and the related 
difference on the flame structure requires in-flame measurement of length scales and the associated turbulent intensities, 
which is the main motivation of the present paper. The work includes the analysis of counter gradient diffusion of 
turbulent heat flux, as reported by FerrHo and Heitor (1995), and correlates its concurrence in practical flames with the 
shape of weighted joint probability density functions of axial velocity and temperature fluctuations, as described by 
Hardalupas et al. (1996). The ultimate objective is to provide new insight into the nature of turbulent premixed flames 
and to provide new data for model development. The practical implication in the context of combustion devices is that 
the retardation of mixing, which is associated with the occurrence of counter-gradient heat flux, may be technically 
desirable. 

It is important to make clear that in our previous works the occurrence of counter-gradient heat flux has been identified 
from the analysis of the terms in the conservation equations of the scalar fluxes, which clearly identify the reacting shear 
layer as the zone where the interaction between the mean pressure gradients and density fluctuations are important (e.g., 
FerrHo and Heitor, 1995). 

This paper shows that even in the regions of the reacting shear layer where there is no evidence of counter-gradient 
diffusion, the underlying driving mechanism remains important and, therefore, the so-called second moment closures 
must be used to calculate the flame. To achieve this objective, the method of analysis is that previously used by Cheng 
and Ng (1985) and, more recently, by Hardalupas et al. (1996) making use of quadrant analysis. 

The next section describes the experimental method and gives details of the extension to which laser-based techniques 
can be used in premixed flames diagnostics. The third and fourth sections present and discuss sample results obtained 
for non-swirling flames and swirling flames respectively, and the last section provides the main conclusions of the work. 

1,' 

2. THE EXPERIMENTAL METHOD 

The laser Doppler velocimeter was based on the green light (514.5 nm) of the laser and was operated in the dual-beam, 
forward scatter mode with sensitivity to the flow direction provided by a rotating diffraction grating. The calculated 
dimensions of the measuring volume at e? were 606 w and 44 pn. The Rayleigh scattering system was operated from 
the blue line (488 nm) of the same laser source, which was vertically polarised and made to pass through a 5: 1 beam 
expander. The light converged in a beam waist of 50 pm diameter, and was collected at 90" from the laser beam 
direction, through a slit of 1 mm. The collected light was filtered by a 1 nm interference filter and passed through a 
polariser in order to increase the signal-t-noise ratio. A calibration procedure was implemented in order to compensate 
for number density dependence on the chemical composition. The uncertainty on the average temperature was 

The signal was amplified and low pass filtered at I O W  before digitalisation. The temporal resolution of the system 
depends on the integration time associated with this filter, which is quantified to be 5 0 ~ s .  This value, associated with 
the typical flow velocities. give rise to path lengths of about Imm and, therefore, smaller than the integral length scales 
in the reaction shear layer. The resolution of the system was coniirmed by the measured temperature distributions, 
which include instantaneous values close to either adiabatic or room temperature, confirming that the system is capable 
of resolving the temperature fluctuations associated with the premixed flames analysed in this work. 

The details associated with the accuracy of the experimental method used, and in particular of the laser Rayleigb 
scattering, has been discussed by Caldas et al. (1997) and is not reported here. 

quantified as 4%. 
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For the masurements of spatial velocity correlations, the laser light source was operated in multiline and the LRS 
optical system was replaced by a second dual-beam laser velocimeter mounted on a positioning system which allows the 
displacement of the control volume of this system relative to that described before, figure 1 b). This second LDV was 
based on the green light (514.5 nm) of the laser and operated in backscatter mode, with sensitivity to the flow direction 
provided by a bragg cell. Two interference filters of 1 nm bandwith were used in each optical collection systems, in 
order to avoid optical interference between the two systems. 

LDV/ LRS 
b) 

LDV/ LDV 
nu- 

Fig. l - Schematic diagram of the instrumentation used: a) Combined LDVRayleigh scattering system; b) Velocity 
correlations measurement. 

Two frequency counters (DANTEC, model 55L96) were used to process the Doppler signals and a maximum 
coincidence time of lp was used to decide upon the simultaneity of the measurements. Each measurement was based in 
a population of N=6144 valid simultaneous velocity time series. 

Correlation measurements at small separations can be expected to be influenced by the spatial resolution of the system. 
However. this does not noticeably affect the determination of the integral length scales. which are the purpose of the 
present work. The consequence of the limited spatial resolution is that the velocity correlation measured for nominally 
zero separation is never equal to unity. In practice, this is mainly because the measuring values are bigger than the 
smaller scales of the flow. 

The experimental procedure included the measurement of the axial velocity fluctuations with the two LDV systems, 
respectively uI and U*. at each measuring location, r which was followed by successive displacement, <, of the 
backscatter system up to a maximum distance of 17 mm. This procedure allowed the measurement of the lateral velocity 
correlation coefficient, g(r, c). for a location r, defined as: 

were u”1. represents the turbulent velocity fluctuations of UI 

For the results reported here, the velocity correlations obtained were divided by the value measured at zero separation, 
which was generally about 0.7. 
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3 .  CHARACTERISATION OF THE NON-SWIRLING FLAMES 

The experiments reported in this section were conducted in unconfined non-swirling premixed flames of air and 
propane, stabilised on a disk with E56 mm in diameter, which is located at the exit section of a contraction with 8Omm 
in diameter. 

The annular bulk velocity is in the range 10 < U.(m/s) <42, resulting in a Reynolds number. based on a disk diameter, 
up to 1 .5~16.  The equivalence ratio was varied between 0.53 and 1, although most of the results characterised in this 
paper correspond to lean flames, with @ = 0.55. Table 1 characterises the three mean experimental conditions used, 
which are identified as flame A, B and C. 

Table 1 -Characterisation of the experimental conditions. 

20 7 1 4 w  0.64 12 0.6 

C I  42 I ISOMX) I 0.64 I 12 I 0.6 

The analysis and discussion of the experimental results presented in this section is divided in three parts. The fmt 
characterises the main features of the typical flame studied and the measurements of the lateral velocity correlation 
coefficient and the evaluation of the integral scales along the flame. The values obtained are used to define the 
combustion regime representative of the flame, which is compared to theoretical considerations. The last section 
summarises the main mechanisms inherent to the turbulent transport of kinetic energy and heat fluxes in the flames 
considered. 

3.1 -Experimental Characterisation of the Flame Studied 

The most salient features of the mean flow characteristics can be inferred Rom the measured velocity vectors and 
isocontours of mean temperature represented in figure 2, for flame C. The results are similar to those found in other 
baffle-stabilised recirculating flames, in that they exhibit a recirculation region extending up to hn>= 2.23, where the 
fluid has a large and fairly uniform mean temperature, surrounded by an annular region of highly sheared fluid where 
gradients of mean temperature are large. The length of the recirculation zone decreases as the Reynolds number is 
decreased, with the rear stagnation point located at LR/D-l.8 for R e d . 7 X 1 6  (Flame B). 

r l D  
1.2 0.8 0.4 0.0 0.4 0.8 1 9  

I . . .  
0.0 m c I  

vscton nald 

Fig. 2 - Distribution of mean velocity vectors and isotherms along a vertical plane of symmetry for flame C. 
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Fig. 3 - Insfaataneous flame (B) visualisation during a 9 ns Nd-yag laser pulse. 

The isotherms are highly curved for the three conditions studied and reveal non-planar flames oblique to the oncoming 
reactants. For these conditions, the analysis of the photography of figure 3 shows that reaction occurs along a thin shear 
layer located between the locus of maximum axial velocity and the locus of the mean separation streamline, which IS 
curved along its length. This curvature varies with the Reynolds number considered and imposes mean velocity effects 
on the turbulence field in a way which depends on the level of interaction between the gradients of mean pressure typical 
of the present flames and the associated density fluctuations. 

Analysis has shown that along the reacting shear layer turbulence is mainly generated by the interaction between shear 
strain and shear s m s ,  giving rise to a strongly anisotropic turbulent field with comparatively large axial velocity 
fluctuations. As the stagnation region is approached, the cross-strem~ turbulent components increase as a result of the 
increased importance of the interaction between normal strains and normal stMses m the conservation of turbulent 
kinetic energy as in other recirculating flows with free stagnation points. 

The detailed velocity and scalar characteristics obtained along the present flames are presented elsewhere. Here, 
attention is focused on the zone which characterises the maximum width of the recirculation zone of the flames 
considered and Figure 4 shows the temporal distributions of Eulerian hme correlations for characteristic points across 
the reacting shear layer for the flames studied. 

1 

0 1  

0.1 

0.4 

0 1  

0 

41 
0 o m  ow1 owl6 0.002 

t(B-1 

Fig. 4 - Analysis of the flame characteristics as a function of the reynolds number, for Xn, = 0.5: Eulerian time 
correlations: flame A at r/d = 0.63; flame B at r/d = 0.61; flame C at r/d = 0.64. 

Although the radial distributions of time-averaged temperature for the three conditions studied here arc qualitatively 
similar. the analysis above suggests that the temporal shucture of the flames is different and the related experimental 
evidence is provided by the probabilitydensity functions of temperature of Figure 5. While Flame A is characterised by 
near bimodal temwrature distributions across the reacting shear layer with significant probability for i n t e d i a t e  
products, the distributions obtained for Flame C exhibit typically the near-Gaussian form characteristic of the distributed 

, 
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reaction combustion regime. It is clear that the absolute values of the probability distributions are influenced by the shot 
noise characteristics of the photomultiplier used for the Rayleigh scattering measurements, but the qualitative trends 
shown in Figure 5 are not affected by experimental accuracy. 

a) FLAME A b) FLAME B c) FLAME C 

Fig. 5 - Radial dislibution of the probability density function of temperature fluctuations, across the reacting shear 
layer. 

The integral length scale of turbulence is, to a certain extent, a measure of the longest connection, or correlation 
distance, between the velocities at two points of the flow field. It is reasonable to expect, as pointed out by Hinze 
(1975). that the degree of correlation will decrease as the distance between the two measuring points, 6, is increased and 
that, beyond some finite distance, L, this correlation will be practically zero. Thus, the integral length scale of 
turbulence, I, is defined by: 

The measurements of the lateral velocity correlation coefftcient were performed in several radial positlons located at two 
characteristic axial locations of the flame B, namely at the rear stagnation point, and at the location of maximum width 
of the recirculation zone. Some results obtained for g(C) at different points for each location are represented in figure 6. 

The shape of g(C) is qualitatively sunilar for all the conditions studied. but it can be clearly concluded that there are 
considerable differences in the values of the integral length scale of turbulence. The lateral velocity correlation 
coefficient rapidly decreases to zero in the points located at the reachng shear layer, as represented in Fig. 6, while 
within the recirculation zone the correlation do not reach zero wthin the measuring distance. 

The results can be used to obtain of the length scales and the turbulence intensity characteristic of each location 
measured, and in particular, the reacting shear layer is characterised by length scales of about 3 nun, which is compatible 
with the result obtained by using the Eulerian time correlations.. 
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Fig. 6 -Lateral velocity correlation coefficient for the axial location of, -1.2 

3.2 -Premixed Combustion Regimes Characterisation 
The burning conditions associated with Flame A are characteristic of a regime where the flame fronts become thick and 

bigger than the Kolmogorov length scale. Following Poinsot et al(1991) the construction of the turbulent combustion 
diagram is straightforward, as in figure 7. 

Fig. 7 - Diagram for turbulent premixed combustion (points as defined in the text). 

The position in the reacting shear layer of flame A where a bimodal temperature distribution was identified (i.e., xiD = 
1.0, r/D = 0.64; #1 in figure 7) is characterised by turbulent scales which act on the flame front in two different ways. 
First, eddies whose sizes are between the Kolmogorov scale and a '%ut-off" scale will be inefficient and will not affect 
the flame front. Second, vortices larger than the "cut-off" scale will be able to affect the flame front, to wrinkle it or to 
form pockets but be unable to induce local quenching. Point #1 corresponds therefore to the extended flamelet regime 
of Poinsot et al(1991). 

The other locations identified in figure 7 (namely, #2 for flame B at xiD = 0.71 and r/D = 0.61; and #3 for flame C at 
x/D = 1.27 and r/D = 0.68) are associated with scales that are capable of locally quenching the flame front. These scales 
are larger and faster than the Kolmogorov scale and correspond to the distributed reaction regime of turbulent 
combustion. It should be noted that the near-Gaussian distributions of Figure 5 associated with flame locations #2 and 
#3 exhibit values between ambient (c = 0) and adiabatic (c = 1) temperatures and, therefore, are not expected to be 
influenced by lack of temporal resolutions of the Rayleigh system. 

Figure 8 shows measured values of turbulent axial heat fluxes, which are restricted to the thin zone along the shear 
layer where the radial gradients of mean temperature are larger. These quantities represent the exchange rate of 
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reactants responsible for the phenomena of flame stabilisation and previous results have shown that the turbulent heat 
transfer is essentially directed along the isotherms, rather than normal to them, as would be expected from gradient- 
transport models of he kind used in non-reacting flows. It should be noted that the radial fluxes are always positive, as 
expected in a recirculating flame. The flame is then established by the heat transfer between the hot products and the 
cold reactants with the sign of the radial beat flux in qualitative ageanent with gradient-transport models. Similar 
behaviour has been observed in other turbulent premixed flames (Heitor et al.. 1987) and has also been predicted 
analytically (Bray et al., 1985), and is expected to be due to the interaction between the gradients of mean pressure 
typical of the present flow and the large density fluctuations that occur in the flames 

I ,  1 
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b) 
Fig. 8 - Radial profile of temperature and turbulent heat flux characteristics: 

a) For flame A at x/D = 1.0. b) For flame B, at xiD = 0.71. 

The analy above explains the process of "counter-gradient" heat transport in terms of the preferential ~ ~ celeration of 
the products of combustion, relatively to the cold reactants (see Almeida et al, 1995, for further details). This can be 
easily observed through the joint probability distribution of velocity and temperature fluctuations and here the analysis 
follows the methodology of Cheng and Ng (1985) and Hardalupas et al. (1996). making use of weighted probability 
distributions. The corresponding plots should be analysed based on the relative importance of the entries in the four 
quadrants of figure 9, with quadrants 1 and 3 dominating the case of gradient diffusion. The entries in quadrants 2 and 4 
arise when velocity flUCtuatiOnS, which are respectively smaller and larger than the local mean, are associated with 
values of temperature fluctuations which are greater and smaller, respectively, than the mean value. 

Fig. 9 - Analysis of joint pdf of velocity and temperature fluctuations for flame A at x/D = I .O and r/D = 0.64 ( Physical 
significance of the nature of the turbulent heat fluxes, as derived from the joint velocity temperature correlations) 
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A typical example is shown in figure 9, which clearly show that the "counter-gradient'' quadrants are bigger and, 
consequently, the absolute value of the heat flux is dominated by the source terms which drive counter diffusion. A 
similar observation has been made by Hardalupas et al. (1996) for non-premixed flames and confirms that it is 
unreasonable to expect that calculations based on effective viscosity hypothesis are accurate to represent recirculating 
flames. The present results bring new experimental evidence of the magnitude of turbulencekombustion interactions in 
strongly sheared premixed flames and permits insight into the scale of the fluctuations of temperature and velocity, 
which gives rise to counter-gradient diffusion of heat. 

4 .  THE INFLUENCE OF SWIRL IN TURBULENT HEAT TRANSFER 

The experiments were conducted in the same burner, were swirl was imparted to the premixed reactants by a set of 
curved blades, located upstream of the contraction and resulting in a rotating flow at the exit duct characterised by a 
swirl number, S, of: 

= 0.33 0 S =  

The most salient features of the mean flow characteristics of the two flames studied can be inferred from the mean 
velocity vectors represented in figure 10. The single recirculation zone of the unswirled flame is to be contrasted to that 
of the swirling flame, which is shorter, wider and annular in shape because it includes an inner annular vortex with 
positive mean axial velocities along the centreline. 

1.2 0.8 0.4 0.0 0.4 0.8 1.2 r /  D 

S = O  1-1 S=O.33 

0.0 

Fig 10 - Mean velocity vectors along a vertical plane of symmetry. 

The inner recirculation zone is associated with positive mean axial velocities along the centreline up to the first 
stagnation point and rotates in the opposite sense to the outer recirculation zone. This nature of the swirling flame is 
characterised by a comparatively large inclination of the mean velocity vector at the burner exit which, together with the 
aspects mentioned before, represents the direct consequence of the centrifugal forces associated with the swirl motion. 

The results of figure 11 show that the turbulent heat transfer r ate for the two flames considered is restricted to the 
reacting shear layers, with absolute values of u"c" considerably higher than those of v"c". As a consequence, a large 
component of the vectors of turbulent heat transfer is directed along the isotherms rather than normal to these, as would 
be expected from gradient-transport modeis of the kind used in non-reacting flows. 
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s=o S = 0.33 

1.0 0.8 0.6 0.4 0.2 0.0 0.2 0.4 0.6 0.8 1.0 
I I 

r l D  r l D  

Fig. 11 - Isocontours of mean progress reaction variable, together with the turbulent heat flux vectors, 

These quantities represent the exchange rate of reactants responsible for the phenomenon of flame stabilisation and the 
new feature provided by these results is that swirl decrease their magnitude due to the attenuation of the mean 
temperature gradients across the reacting shear layer. 

The results for the non-swirling flame have been explained before in terms of the interaction between gradients of 
mean pressure and density fluctuations, which are important in the process of turbulent transport typical of reacting 
flows. The present results provide new evidence that this interaction is affected by the degree of swirl imposed on the 
flows. In general, the results confirm that predictions of these kind of flames must be based on second moment, rather 
than on effective viscosity, turbulence model closures so as to capture the effects of the mean pressure gradients on heat 
fluxes. , 

5. CONCLUSIONS 

Simultaneous measurements of time-resolved velocity and temperature have been obtained by laser-Doppler 
velocimetry and laser-Raylegh scattering in the near wake of premixed recirculating flames of propane and air. The 
experiments encompass the determination of the turbulent length scales for different flow conditions associated with 
different combustion regimes and Reynolds numbers. 

The results bring new insight into the fluctuations that occur in these flames, which are expressed in terms of the shape 
of the weighted joint probability distributions of axial velocity and temperature fluctuations. These observations are 
related to the streamline curvature and are shown to occur even for a flame structure characterised by near-Gaussian 
probability distributions of the temperature fluctuations. In addition, the characterisation of the local length scales and 
turbulence intensities provide experimental evidence of the extension of the flamelet regime beyond the Klimov- 
Wiliams criterion. 
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Paper 1 
Author P. Ferrao et al. 

Q: Hassa 

Has the author measured the ratio between turbulent length scale and Rayleigh measuring volume? Is he 
concerned about gradients of the flow in the direction of the beam? 

A: The turbulent length scales measured are of the order of 3mm, and the spatial resolution of the LRS system is 
of 50 microns. Also the temporal resolution of the system is quantified as 50 microseconds, a value which is to 
be compared with the measured time scales of about 1000 microseconds. 

In the reaction shear layer, the gradients of velocity are not aligned with the direction of the beam. Therefore, a 
spatial resolution of lmm in this direction does not constitute a concern for the measurements presented. . 
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The Simultaneous Measurements of Velocity, Pressure, Temperature and 

Heat Release in an Oscillating Flame 

E.C. Fernandes and M.V. Heitor 
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Mechanical Engineering Department  
AV. Rovisco Pais, 1096 Lisboa Codex 

Portugal 

ABSTRACT 

Optical and probe techniques are used for the analysis of the coupling mechanisms between pressure, 
velocity and heat release fluctuations typical of pulsed flames, through the combination of laser 
velocimetry, digitally-compensated thermocouples, chemiluminiscent emissions of free radicals in the 
flames, and the pressure oscillations is the upstream flows. The results quantify the periodic nature of the 
mixing process and characterize the momentum and heat flux fluctuations along a cycle of oscillation. 

INTRODUCTION 

Combustion oscillations may occur in a variety of reacting systems, and their evidence is well 
documented in laboratory arrangements typical of afterburners (Heitor et al, 1984), gas turbine 
combustion chambers (Keller, 1995), pulse combustors (Keller et al, 1987) and dump combustors 
(Samaniego et al, 1993), as well as in the pratical situations typical of utility boilers (Eisinger, 1991). They 
are typically characterized by large amplitude pressure oscillations coupled with a fluctuating component 
of the heat release, according to the Rayleigh criterium (see Fernandes and Heitor, 1996), with the 
coupling mechanisms including changes in turbulent mixing rate, flames area variation, periodic air/gas 
supply, hydrodynamic instabilities and vortex shedding (Fernandes and Heitor, 1996). Since a serious 
structural damage may occur due to the presence of large amplitude pressure oscillations, together with 
the enhanced heat transfer to the walls (Perry and Culick, 1974), attempts have been made to passively 
control the instabilities (e.g. Schadow and Gutmark, 1992), although more recently the advantage of 
more powerful1 microprocessors in speed processing were used to cancel actively the oscillations (see 
McManus et al, 1993). 

Another important aspect linked with the ocurrence of combustions oscillations, to which attention has 
recently been given, is the attractive features recognised in the search of fuel savings, increased 
productivity and reduced emissions (Zinn, 1996, Charon et al, 1993) and an increase of the flame 
stabilization range (Gutmark et al, 1990). In order to understand the phenomena, for both control and 
energy savings, several experimental techniques have been used to  characterize the oscillations, with 
emphasis given to sound pressure level together with global light emission from the flame (see for 
example Lang and Vortmeyer, 1987) and planar imaging (see for example Schadow and Gutmark, 1992). 
Also, laser Doppler velocimetry has been used (Keller et al, 1987; Lovett and Turns, 1993; Fernandes and 
Heitor, 1996) in order to obtain time resolved information on the characteristics of the oscillating 
flowfields. In spite of the efforts patented in the published works, there is a need of reliable data in order 

Paper presented at an AGARD PEP Symposium on “Advanced Non-Intrusive Instrumentation 
for Propulsion Engines”, held in Brussels, Belgium, 20-24 October 1997, and published in CP-598. 
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to understand the coupling mechanisms between pressure, velocity and heat release fluctuations, in order 
to take a full advantage of the influence resulting from the enhanced interaction between fluid mechanics 
and chemistry in oscillating flames. 

To  help achieving these objectives, the present work is focused on the study of a pulsed turbulent 
premixed flame, stabilized in the wake of a bluff-body, which is located at the end of a long pipe and in 
the vicinity of an acoustic antinode velocity. The next paragraphs analyse the experimental setup and the 
data acquisition system and present sample results obtained in the flame front for typical flow conditions. 

2. EXPERIMENTAL APPARATUS AND PROCEDURES 

2.1. Flow Configuration 

The apparatus consists of a cylindrical duct of stainless-steel with a variable length, an a diameter of 
186mm, which was placed on the top of a cubic plenum of 3m3, figure 1. The tube was designed to work 
with two acoustically-opened ends with a length varying from .25mm to 3m in steps of .25mm, allowing 
the fundamental resonance frequency to range between 50Hz and 1kHz. The burner holder can be 
moved continuously inside the duct, in order to search for the optimum driving location for heat 
addition (e.g. Fernandes and Heitor, 1996), and several flame stabilisers can be assembled on the top of it. 
However, for most of the results described here, the pipe length was kept constant and equal to 0.52m 
and the flame holder was positioned lOmm downstream of the pipe exit. The resulting flame is open to 
the atmosphere, but offers the advantage of easy access to the techniques described below. 

The primary air was injected with a velocity of 3.4 m/s (Re = 20000) through the plenum, where it was 
seeded with powdered aluminum oxide (nominal diameter below 1 .Opm before agglomeration) making 
use of a purpose-built cyclone generator. The burner consists of a conical bluff-body with a base diameter 
of 0 = 103 mm and heigth=250 mm. The pre-mixture is injected through a slot of .5 mm around the 
border of the base, as shown in figure 2, with an equivalence ratio 0 =6 and a velocity of 15m/s. 

2.2. Experimental techniques 

Figure 1 shows schematically the various experimental techniques used throughout this work. The 
radiated sound intensity from the flame was measured with a free-field condenser microphone (B&K 
4130) and with a pre-amplifier (B&K 2130) with a flat response over a frequency band of 20Hz to 10kHz. 
The pressure fluctuations along the duct were measured with a semi-infinite probe with a flat response 
up to 1kHz. 

The light emitted from the flame was used as a signature of the rate of change of heat release (Keller and 
Saito, 1987) in terms of the chemiluminiscence emission due to the radiative decay of electronically 
excited radicals existing in the reaction zone, such as <OH* > , < CH* > and < C2* > (Gaydon and 
Wolfhard, 1979). The light from the flame was monitored from the < C2* > emissions, by collecting 
light along a cilindrical line-of-sight of 2mm in diameter, with a 20mm lens diameter with a focal 
distance of 50mm. The radiation emission was then guided through a fiber optic cable to the entrance slit 
of photomultiplier @MI-9658 A), interfaced with an interference filter for 514.5nm with a bandwith of 
4nm. Uncertainties in the ensembled time resolved measurements of light emission are estimated to be 
less than 2% (Yanta and Smith, 1978) due to a relatively high number of points used for calculating mean 
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quantities, in the order of 3000/phase. Due to the integrated nature of the results along a line-of-sight, a 
mathematical procedure was implemented based on the Abel's transformation (Tourin, 1968) to obtain 
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Schematic drawing of experimental apparatus with identification of the instrumentation used. Fig. 

Mixture injection annular slot 
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C,H, + air 

Fig. 2. Schematic diagram ofJame holder. 

the radial profile of radical emission coefficients (e.g. Beyler and Gouldin 1981). The error associated 
with the Abel's transformation depends on the type of derivative and integral methods implemented, but 
are less than 5%, according to calculations performed by Correia et a1 (1997). 

Time-resolved velocity information was obtained with a laser-Doppler velocimeter which comprised an 
Argon-Ion laser operated at a wavelength of 514.5 nm and a power of around 1W. A fiber optic 
(DANTEC) was used to guide the beam to an optical unit arranged with a two beam system with 
sensitivity to the flow direction provided by light-frequency shifting from a Bragg cell at 40MHz, a 310 



mm focal length transmission lens, and forward-scattered light collected by a 310 mm focal length lens at 
a magnification of 1.0. The half-angle between the beams was 5.53' and the calculated dimensions of the 

measuring volume at the e-2 intensity locations were 2.3 and 0.219 mm. The output of the 
photomultiplier was mixed with a signal derived from the driving frequency of the Bragg cell and the 
resulting signal processed by a commercial frequency counter (DANTEC 55296) interfaced with a 16-bit 
DSP board. Measurements were obtained with the laser beams in the horizontal and vertical planes and 
by traversing the control volume along the horizontal and vertical directions to allow the determination 
of the axial, U, and radial, V, time-resolved velocities, respectively. 

Although various weighting methods have been proposed to correct for velocity bias effects (e.g. Durst 
et al, 198l), no corrections were applied to the measurements reported here. The systematic errors that 
could have arisen were minimised by using high data acquisition rates in relation to the fundamental 
velocity fluctuation rate, as suggested for example by Erdman and Tropea (1981). This could be easily 
achieved because the rate of naturally-occurring particles was sufficiently high for the flow conditions 
considered here. Spectral analysis of LDV signals was carried out by resamplig the time series after a 
linear interpolation with minimum interval time given by the mean data rate. 

Temperature measurements were obtained making use of digitally-compensated fine-wires 
thermocouples, with 38um in diameter, made of Pt/Pt-l3%Rh. The related errors are quantified elsewere 
(see for example Ferrio and Heitor, 1997) and shown not to be higher than 60K for the time averaged 
values at the maximum temperature obtained in open flame, and up to 15% for the variance of the 
temperature fluctuations. ' 

The paragraphs above described the different experimental techniques used throughout this work. We 
now describe briefly the procedures used to acquire the various signals simultaneously. The Doppler 
frequency and both scalars, namely pressure and temperature, where acquired simultaneously and post- 
processed making use of a microprocessor, Texas Instruments-TMSC320C40. The scalars where digitized 
with a sample-and-hold analog converter at a rate of 40kHz/channel and stored in a circular memory 
buffer. The acquisition starts only when the pressure signal is going from positive-to-negative, which is 
given by a pressure reference detector. The buffer access, to collect data simultaneously with the 
occurrence of a burst, was made through an active pointer, sensitive to velocity data ready signals. The 
complete system can go up to 12.5kHz of data ready signals, the delay of the board to the data ready 
signal is less than lOOns and the window resolution between velocity and scalars is less than 1/40kHz. 
The thermocouple output signal was digitally compensated (e.g Ferrio and Heitor 1992, Durio et a1 
,1992) from they thermal inertia, following the procedure outlined by Heitor et a1 (1985). The largest 
random error incurred in the values of temperature-velocity correlations, as higher as 15%, are due to the 
spatial separation of the measurements locations of the temperature and velocity because of the 
thermocouple junction must lie outside the mesuring control volume of the laser anemometer. 

The complete measuring system was mounted in a three-dimensional traversing unit, allowing an 
accuracy of the measuring control volume within * 0.25mm. 

2.3 Data analysis 

Time resolved measurements of velocity, temperature, pressure and reaction rate data obtained under 
periodic oscillations were statistically analysed following the decomposition proposed by Hussain and 
Reynolds (1970), for a generic variable y: 
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- 
where y(t) is the instantaneous value, y is the long time average mean, 7(t) is the statistical contribution 
of the organized wave, and y‘(t) is the instantaneous value of turbulent fluctuations. An ensemble average 
over a large number of cycles yields (Hussain and Reynolds ,1970 and Tierderman et al 1988): 

< y >  (t)  = r +  7(t) 

The ensemble average, or phase average, is then the average at any point in space, of the values of y(t) 
that are realized at a particular phase interval in the cycle of the periodic oscillations. The phase interval 
was chosen to be 18O, to minimize the influences of the phase averaging window size on the 
determination of turbulence quantities in unsteady turbulent flows, as discussed by Zhang et al (1997). 

3. RESULTS AND DISCUSSION 

Figure 3 shows a photographic image of “pulsed” and “steady” flames, which were obtained by a small 
change of less than 0.5% in the equivalence ratio around 0 - 6 .  The evolution from steady to unsteady 
regime is accompanied by a sharp increase in the sound pressure levels, from around 80 dB (steady 
flame), to values in excess of 110 dB. For the unsteady condition, the spectrum of the pressure 
fluctuations in any location of the pipe wall is associated with the excitation of a predominant frequency 
at 275 Hz, which is associated with a longitudinal standing half-wave. This cyclic process is, according to 
the Rayleigh criterium, sustained by the temporal and spatial phase relationship that exists between 
flame energy release and pressure oscillations. The question which does arises when turbulent flames are 
the main source of energy is due to the presence of a velocity turbulent flowfield, which will be 
considered below. 

“Steady” “Unsteady” 

Area 

C,H, + air 

Figure 3 - Photographic image of a 3teady”and pulsedjlames, together with the identification of the the 
measuring area and the schematic of the flame holder 
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The analysis consider “rough” combustion conditions for 0 i  = 6, Uiet =15m/s and Uplenum =3.4m/s, 
corresponding to an overall equivalence ratio at the pipe exit of 0, ~ 0 . 1 .  All data obtained under 
oscillating conditions were acquired using the instantaneous pressure signal as a temporal reference. The 
instantaneous pressure fluctuations corresponds to signals measured at middle of the pipe, where the 
amplitude of the pressure fluctuations is maximum. 

Figure 4 shows’ signatures of chemical reaction, obtained after Abel’s transformations, for the pulsed 
flame, as a time sequence for one period of oscillation, together with a schematic draw of the burner 
with their relative mean velocities. The results show that the large scale structure typical of resonance 
conditions, which develops along the reacting shear layer sourrounding the flow field, exhibits a periodic 
evolution in time. Generically, the reaction zone can be divided in two main regions, namely the inner 
flame, for r /R< 1.1, which is aligned with the mixture injection slot and the outer flame, for 
r/R > 1.15,which appears to be periodically ignited. 

I J  1.4 OS 0.0 I 4  1.1 1.2 Id 1.4 .0.8 0.0 1.0 1.1 1.1 1 1  1.4 0.8 0.9 1.0 1.1 1.8 IJ 1.4 

l/R t/R tlR tm 

1.1 , 
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0.1 0.0 1.0 1.1 I O  I 1  1.4 
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Figure 4 - Time-resolved spatial distribution ofphase average < C2+> 

The analysis shows that the inner flame structure is similar to a bluff-body stabilized flame (see for 
example Ferrzo and Heitor, 1997) and works as a flame ignitor of the outher flame, (see image #6 of 
figure 4). After ignition, the outer flame moves radially outwards, up to  r/R=1.3, as the signature of 
< C2* > emission increase in strength. Subsequently, the reaction zone moves vertically upwards 
towards the stagnation point, with an estimated velocity of 10 m/s. To  improve understanding of this 
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process, the influence of such periodic reacting structure in the velocity and temperature field is analysed 
below along a radial profile at dR10 .6 .  

Figure 5a and 5b shows mean values of axial, U, and radial ,V, velocity components together with their 
respective fluctuations, under resonance conditions. The radial distribution of axial component U, with a 
strong negative value at the centreline and a positive high value across the reacting shear layer, together 
with the radial velocity profile presented, are typical of recirculation zones downstream of bluff-bodies 
(e.g. Fernandes et al, 1994). The correspondent profiles of the r.m.s. of the velocity fluctuations, of both 
axial and radial component, are also similar to'the works reported before for reacting shears layer, with 
peak values at regions where the radial gradients of mean values are high, with absolute values of the 
turbulent intensities as high as 60%. 
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Figure 5 - Time averaged analysis ofjlow properties at z/R -0.Slfor the pulsedjlame 
a) Axial velocity component 
b) Radial velocity component 
c)Temperature 
d) Velocity-temperature correlations: u 't ' and v't ' 

The radial profiles of mean and fluctuating temperature, and the time averaged emission of <C2*> 
radicals, figure 5c, confirm the existence of two regions bounded at r / R = l . l ,  with maximum 
temperature values of the order of 1700K and diffrent reacting strengths. While the inner flame zone is 
subjected to a very strong temperature radial gradient and local temperatures in excess of 1700K, the 
outer zone is in the vicinity of a region with a local maximum temperature of T =  1700K, and minimum 
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The extent to which the periodic oscillations affect the temperature and velocity flow field 
characteristics, and condition their temporal evolution, is discussed based on the instantaneous radial 
profiles presented in figures 6 and 7 for time instants of t/T=O, 0.25,0.5 and 0.75. The results show that 
the axial velocity profiles are affected by periodic oscillations for r/R > 0.9, where changes are quantified 
to be in excess of 5O0/o, close to the velocity peak. The associated radial velocity profile, presented in 
figure 6b, also reveals the same type of sensitivity between r/R=0.77 and r/R=1.74, and here the 
absolute variations are quantified to reach 2m/s when mean radial velocity is near zero. Also, the radial 
profile of the velocity turbulent fluctuations, for both axial and radial components, see figure 6c and 6d, 
are strongly influenced by the presence of periodic oscillations with variations of the order of 100%. 
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Figure 6 - Instantaneous radial profiles of velocity flow properties at z/R -0.58fOr t/T-0, 0.25,0.5,0.75 

a)Pbase average axial velocity component < U> 
b) Phase average radial velocity component < V> 
c) Phase average 7.m.s. of axial velocity < Urms > 
d) Phase average 7.m.s. of radial velocity < Vrms > 
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In this case the most affected region is again for r/R> 1, for which the radial profile shape are not kept 
constant. In fact instantaneously suppression large fluctuations may occur, as observed in figure 6d when 
comparing radial profiles obtained at t/T-0 and t/T=0.75. Also, the analysis shows that the influence of 
periodic oscillations seems to be limited to the reacting shear layer, for r/R > 1. 

Figure 7 presents the temporal evolution of <C2*>, <T> <Trms> and velocity-temperature 
correlations, for the region 0.9<r/R<1.5, and clearly shows that reaction ‘starts” at the inner part of 
the flame, close to r/R-0.9 and at t/T-0.5, and evolves to the location r/R-1.3 where the radical 
emission of <C2*> reaches maximum values for t/T=0.25. O n  the other hand, the instantaneous 
ensemble average temperature profiles, figure 7b, show a rather compex nature, in that they suggest two 
typical high temperature regions, for r/R< 1.04 and at r/R-1.2. Both maxima temperature are of about 
BOOK while the lowest temperature measured is of the order of 800K. The rms of temperature 
fluctuations, figure 7c, shows vduw in the range of 200K to 500K, in a way which is consistent with the 
fiidings of figure 7b in the sense that the maximum temperature fluctuations, at each time instant, 
occurs close to the regions where the instantaneous mean temperature exhibit a higher radial gradient. In 
addition, if <C2*> map are superimposed on the mean temperatue map, it is found that the 
instantaneous distribution of heat release from the flame is located in zones of large radial gradient of 
mean temperature, which coincides with the regions where temperature fluctuations are large. The 
vectors of turbulent heat flux, figure 7c, are high in these regions and normal to the instantaneous flame 
front, although they exhibit a direction along the isotherms in the vicinity of the flame stabilize, as well 
as further downstream. This vectors represent the exchange rate of reactants responsible for the 
phenomenon of flame stabilization and the presents results quantify for the first time there temporal 
evolution along a cycle of flame oscillations. Previous results in the literarture for steady state 
recirculating flames (e.g. Fernandes et al, 1994, Hardalupas et al, 1996, Duarre et al, 1997) have shown the 
Occurrence of zones of non- and counter-gradient diffusion of heat which has been explained in terms of 
interaction between gradients of mean pressure and density fluctuations. The present results provide new 
evidence of t h i s  interaction in oscillating flames, which is associated with periodic fluctuations in flame 
curvature. In general, the results quanufy the periodic ignition of large scale reaction zones, which drive 
the combustion induced oscillations reported in t h i s  paper. 

Figure 7. Temporal evolution of temperature characteristics and velocity-temperature correkations at z /R  -0.58 

a) Phase average < Cz *> 
6/ Phase average temperature < T> 

5) Phase average r.m.s. of temperature fluctuations < TnnsS 

d) Phase average <ut’>, < v’t’> correlations 
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CONCLUSIONS 

The experimental analysis of a naturally-pulsed premixed turbulent flame is reported making use of 
optical and probe diagnostics and including the time-resolved correlations of velocity, temperature, 
pressure and light emission signals. The results were obtained in the flame stabilized in a wake of bulff- 
body located on a velocity acoustic antinode, and show that the instanteous flame Structure, based on the 
analysis of electronically-excited decay of C2 radicals, is composed by two, inner and outer, main 
regions. The inner flame, behaves as a typical bluff-body stabilized flame, although the influence of a 
strong unsteady flowfield results in appreciable spatial and temporal deformations. The inner flame acts 
as a periodic ignitor source of the second reactive structure present, which is considered here as an outer 
flame. This outer flame front emerges radially at an axial location of about 0.6R, followed by a vertical 
movement towards the rear stagnation point. This process is accompanied by large fluctuations in the 
axial and radial velocity components of the flow, with the two flame regions separated by the zone of 
maximum axial velocity. The time-resolved analysis show that both ensembled average flame fronts 
occupy sucessively regions where temperature exibhit high radial gradients, and large temperature 
fluctuations. h general the results quantify the time resolved process of turbulent mixing along a full 
pressure cycle in a pulsed flame and suggest that the cycle-resolved nature of the momentum flux may be 
represented, at least qualitatively, by gradient hypotesis. O n  the other hand, the nature of the cycle- 
resolved (i.e. phase averaging) turbulent heat flux shows zones of either gradient and non-gradient 
characteristics, which apperarb to be influenced by the temporal evolution of the streamline curvature 
along a cycle of flame oscillations. 
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Laser Two-Focus Flow Field Investigation 
within a High-speed High-pressure Centrifugal Compressor 
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UMR CNRS 5509 / ECL / UCB Lyon I 
Ecole Centrale de Lyon, BP 163,69131 Ecully Cedex, France 

1. SUMMARY 
The results of measurements carried out in a 

transonic centrifugal compressor with splitter vanes are 
presented and discussed. The laser two-focus 
anemometry technique is described, including the 
seeding control which is a crucial issue in a high 
temperature level environment. Whereas a potentiel 
flow structure exists up to the high meridional curvature 
region, the throughflow pattern is largely distorted in 
the radial part of the impeller. Noticeable differences in 
flow pattern between both channels are found, 
particularly through the low momentum fluid zone 
locations. A qualitative study of the vortical 
mechanisms ascribes them to the tip clearance effects. 

2. INTRODUCTION 
Advances in high-pressure centrifugal compressor 

design and analysis require a better understanding of the 
flow field, especially within the blade passages. 
Knowledge of the various interactions of secondary 
flows and the tip leakage flows are particularly 
important to ensure that numerical methods lead to 
realistic predictions of the flow structure. 

In experimental studies whose objectives are 
improved understanding of flow physics, measurements 
can be classified through the scale of the experimental 
facilities. The investigations conducted by Hathaway et 
al. (1993) and Chriss et al. (1994) at the NASA-Lewis 
Research Center in a low-speed, large-scale facility are 
typical of those aimed at providing details of the flow. 
The results precisely document the development of the 
low-momentum fluid into the mainstream of the 
impeller passages. Moreover, the large size of the 
impeller enables measurements of all three velocity 
components with a spatial resolution allowing the 
assessment of the accuracy of computational fluid 
dynamic flow field predictions. The investigations 
conducted in high-speed facilities allow a study of 
strong interactions of secondary flows generated in 
particular by the Coriolis force. But the considerable 
difficulty in obtaining flow data in such complex 
narrow flow channels, characterized by long, twisted 3D 
passages with high curvature and a low aspect ratio, 
explains the scarcity of published results. Although the 
three-dimensional nature of subsonic centrifugal 
compressor flow-field has been studied (Eckardt, 1976; 
Senoo, 1979; Elder, 1987; Krain. 1988), there are fewer 
investigations concerning the inter-blade flow-field of 
supersonic centrifugal compressor rotors. 

A research program seeking to obtain laser two-. 
focus anemometry measurements within a transonic 
high-pressure unshrouded centrifugal impeller has been 
undertaken. The first phase of this program deals with 
the mapping of the inter-blade flow-field. A description 
is made of the flow pattern experimentally obtained and 
a phenomenological study of vortical mechanisms is 
proposed. 

The second phase of this program will be to use the 
experimental data to calibrate numerical simulations. A 
comparative analysis of the calculated results will allow 
the assessment of the accuracy of the various models 
used in CFD codes. 

3. FACILITY AND INSTRUMENTATION 

3.1 The investigated compressor 
The test compressor is a single-stage centrifugal 

compressor designed and built by Turbomeca and is 
composed of a backswept splittered unshrouded 
impeller coupled with a vaned diffuser. Some facility 
parameters are given in Table 1. 

overall pressure ratio 
specific speed 
specific diameter 
flow coefficient 
head coefficient 0.77 

Table 1 : Facility parameters 

3.2 Instrumentation 
A laser two-focus anemometer designed in the 

LMFA laboratory according the work of Schodl (1977) 
is used. Details of the system are described by 
Vouillarmet (1986) and TrCbinjac and Vouillarmet 
(1988). This system operates with a laser light source 
(SP 4W argon-ion laser) which is coupled to the optical 
system via a polarization maintaining single-mode 
optical fiber.(Fig. 1) The optics assembly has the 
following main characteristics : 

- distance between the two spots, s = 0.5 mm 
- incident beam angle, Vi = k 5’ 
- reflected light angle, Vy = f 10’ 

The whole optical system is mounted on a traverse 
table that fixes the axial, radial and circumferential 
positions of the measurement point. It is connected to 
photomultipliers via two multimode optical fibers. The 
processing of the electrical signals is performed by a 
dual-counter interfaced to a DEC computer and made 

Paper presented at an AGARD PEP Symposium on “Advanced Non-Intrusive Instrumentation 
for Propulsion Engines”, held in Brussels, Belgium, 20-24 October 1997, and published in CP-598. 
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up of two pans : a rapid counter whose resolution is 10 
nanoseconds (denoted primary part) and a one 
microsecond resolution counter (denoted secondary 
part). The signals delivered by the receiving assembly 
(preamplifiers and filters) are sent to the primary part of 
this dual-counter. 

n 

P M l p J P M Z  

\ muItib&e 

Fig.1 : Schematic arrangement of the L2F system 

The synchronizer system, used for measurements 
within rotating passages, has two-functions. First, the 
laser beam is strobed using a Pockel cell driven by an 
electric signal from a synchronized wave-shaper. This is 
to keep the light reflections from the rotating blades 
from saturating the photodetectors. The square wave 
signal, triggered by the pulses from an inductive 
transducer, has adjustable delay and duration. Secondly, 
the azimuthal position of every datum is determined 
using the secondary part of the dual-counter. This 
counting-system is reset by the wave-shaped signal (for 
each blade pass) and latched by the start signal from the 
photodetector. 

The timing and transit time words are transferred to 
the computer and processed using data analysis 
software. 

The software procedure manages the classification 
of the data in terms of their circumferential position in 

the rotating frame and offers considerable versatility. 
The blade pitch (between two resets of the counting 
system) is divided into a variable number of intervals 
whose widths can be chosen independently from each 
other. This allows the adjustment of the spatial 
resolution to the nature of the flow while taking into 
account the non-measurable zones (due to shadow and 
light reflection effects). Further details of such a blade 
pitch partition are described by Trebinjac et al. (1995). 
Furthermore, the number of validated data to be 
acquired is chosen independently for each azimuthal 
interval, allowing the maintaining of adequate accuracy 
even in weakly seeded zones. 

A discrete azimuthal position value corresponding 
to the middle of each interval is assigned to the whole 
data collected in this interval. 

3.3 Data reduction procedure 
At each azimuthal position, the mean absolute angle, 

the mean absolute velocity, the angular and modulus 
standard deviations are calculated. The biasing 
correction suggested by Mac Laughlin and Tiederman is 
applied. 

The measured velocity component is tangent to the 
shroud meridional direction at each measurement 
station. In order to visualize the throughflow field, the 
values of the statistic parameters are corrected by taking 
into account the angle 5 between the meridional 
streamline and the perpendicular to the measurement 
station. 
However, the meridional streamline is experimentally 
unknown. The value of 5 is estimated from an 
axisymetric geometric meridional stream direction. This 
leads to : 
tana = cost x tan a,,, 

v2 = v:~, ( 1 + cos2 a,, x tan2 E )  
Moreover, the velocity is corrected to standard day 

conditions. Then, the mean relative parameters (W, p) 
and standard deviations (op, bw) are calculated. The 
local relative Mach number is determined from the 
knowledge of the upstream flow field by assuming the 
conservation of the kinetic moment up to the leading 
edge of the rotor and the conservation of the relative 
total enthalpy from the leading edge up to the local 
point. 

3.4 Seeding technique 
The basic criteria for the choice of seed material are 

generally the ability of a particle of diameter d to track 
flow fluctuations, proportional to dm2, and the amount of 
light scattered from it, proportional to d4. But if 
measurements are performed in a high pressure 
compressor, another criterion becomes quasi- 
dominating : that is the local static temperature whose 
rise typically decreases the amount of light scattered 
from hot particles. 

Solid seed particles do not degrade to around 
2000°C and allow for LA measurements in 
configurations such as combustion chambers, but their 
use in the present case was proscribed because of a 
possible infiltration through the bearing. The 

i 
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polystyrene latex spheres (PSL), that are now in current 
use, were ill-adapted because near 125°C they melt and 
adhere to the surfaces. Oils remain whose responses to 
the rise in temperature change according to the 
considered type as shown in Fig. 2. The acquisition 
frequency for paraffin, bearing oil and rhodorsil, whose 
burning points are respectively around 175, 200 and 
3OO0C, is plotted versus static temperature under 
experimental conditions (laser power, photomultipliers 
supplying, detection threshold) analogous to those 
encountered during the current investigation. It must be 
noted here that, even if the detectability of the rhodorsil 
oil is one of the best, its viscosity (500mm2/s) is ten 
times higher than that of the paraffin. This makes it 
rather difficult to atomize. 

Wfrnax 

I i. .... 1 I I I . -  
50 100 150 200 250 300 350 

01 

Temperature "C 

Fig.2 : Acquisition frequency with paraffin, bearing oil 
and rhodorsil seedings 

With regard to the generation of seed, the current 
mass flowrate prevents any global seeding. Thus, the 
seed injection within the compressor must be achieved 
through a smoke probe located far enough upstream of 
the measurement point to avoid the probe wake 
interference. At the injection location, the static pressure 
was lower than the atmospheric pressure and thus, the 
pressure level has to be adjusted within the generator. If 
not, a seed jet was created whose kinetic energy was 
high enough to modify the aerodynamics at the 
measured point. 

To sum up, the flow was seeded with oil particles 
injected through a chamfered smoke probe located 2m 
upstream of the impeller. Different types of oil were 
chosen according to the measurement locations (i.e. 
according to the local temperature). However, despite 
these changes, the mean data rate from the inlet to the 
exit typically varied from 1kHz down to 100Hz. The 
real size of the particles was not known; only its range 
can be estimated (0.5 - 1.5 microns). 

4. MEASUREMENTS 

4.1 Optical access and measurement locations 
Separate laser flat windows provide optical access to 

the impeller in two main regions : the axial zone 
(inducer) and the radial zone. Because of mechanical 

constraints, no window can take place in the high 
meridional curvature region. For the measurements near 
the shroud which are the most sensitive to the 
perturbations due to the discontinuity between the flat 
glass and the curved shroud, a specific setting is used. 
The flat glass is set back to preserve the air-tightness 
and replaced by a perforated metal piece in continuity 
with the shoud. 

A meridional sketch (Fig.3) of the centrifugal 
compressor shows the spanwise and streamwise 
locations where laser anemometer data have been 
acquired. Each measurement station is perpendicular to 
the shroud. 
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inlet station 

Fig.3 : Meridional sketch of the compressor 

The nondimensional shroud meridional distances 
(m/ms) of the stations which are presented below are 
listed in Table 2, where m/ms = 0 is located at the 
leading edge of the impeller and m/ms = 1 at the trailing 
edge. 

I station 1 mlms I 

Table 2 : nondimensional shroud meridional distances 
of the measurement stations. 

4.2 Measurement uncertainties 
An estimate of the uncertainties in the presented 

results has been made. It includes the uncertainties 
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inherent in the measurement technique (statistical 
process, resolution of the electronic counter ...) and the 
errors connected with the experimental configuration 
(axial thrust, thermal dilatation...), without all error 
sources being taken into account (among others, those 
due to the seed material drag...). Throughout most of the 
impeller passage, the absolute velocity uncertainty 
levels are estimated to be +- 1.5% and the uncertainty of 
the relative flow angles is less than +- 1.7 deg. Finally, 
the uncertainty of the axial and radial locations of any 
measurement point is estimated to be +- 0.2 mm. 

5. RESULTS 

5.1 Presentation of the results 
Most of the results shown hereafter are presented 

through iso-values maps plotted from the hub to the 
shroud and from the suction side of the main blade to 
the pressure side of the adjacent main blade. From 
station C, the maps show two distinct zones because of 
the presence of the splitters. The left part of each figure 
concerns the flow from the suction side of the main 
blade to the pressure side of the splitter (passage A) and 
the right part concerns the flow from the suction side of 
the splitter to the pressure side of the adjacent main 
blade (passage B). 

Zones of lack of data are visible in each map. Near 
the blade surfaces, these zero-data zones arise from the 
shadow effects due to the blade twist and from the light 
reflections from the blade surfaces which lead to 
regions in which no data acquisition is possible either 
(Trebinjac et a1.,1995). Near the shroud, if using the 
specific setting presented above, data should be 
reachable everywhere. But in fact, the glass window, 
even when it was set back, became very dirty probably 
because of a leakage of bearing oil. This also explains 
why few data are available in the inducer below 60 
percent span. 

5.2 The entrance region 
At the inlet station (m/ms = - 0.05) and below 

around 65 percent span, the flow is subsonic and the 
pitchwise Mach number as well as the absolute angle 
distributions are quasi-uniform. Above, the flow is 
supersonic and both distributions reveal oscillations in 
the circumferential direction resulting from the crossing 
of the characteristics emanating from the rotor leading 
edge. A study of this supersonic entrance region is 
proposed through the calculation of the "unique 
incidence condition". assuming a two dimensional 
cascade flow (Levine, 1957). The unique incidence 
calculation, which is valid for started supersonic 
cascade with sharp blades, is extended to include the 
effects of detached shock waves in case of blunt leading 
edge (B6lcs. 1983). The shock detachment leads to a 
shift in the location of the limiting characteristic (the 
last captured Mach line), which results in an increase in 
inlet flow angle. The total pressure losses due to the 
detached bow shock are taken into account through the 
density calculation in the continuity equation along the 
limiting characteristic. The inlet flow angle, Peal, 
calculated in this way is compared to the experimental 
angle, Pexp. for a section at 92.5 percent span. The 

procedure requires the knowledge of the inlet Mach 
number, which is the one along the neutral 
characteristic. Assuming that the neutral characteristic 
corresponds to a zero absolute flow angle (no pre- 
rotation), this leads to M = 1.13 (Fig.4). The prediction 
of the detachment distance d leads thus to a 
nondimensional value d/ms = - 0.03, which is consistent 
with the experiment because the flow was supersonic in 
all the measurement azimuthal intervals at the inlet 
station (m/ms = - 0.05). The calculation of the inlet flow 
angle leads then to Pexp - Peal = 0.3". The agreement 
between the calculation procedure and the experiment is 
very good all the more the difference value is within the 
measurements errors. The assumption of a simple wave 
inlet bidimensional flow field is therefore validated. 

Relative Mach number Absolute flow angle 
1 . 1 7  I I I I I 

1 .1  

1 .1  

1 .1  

1 .1  

1 .1  

1.1 

1 .  

% blade pitch 

Fig.4 : Pitchwise distributions of relative Mach number 
and absolute flow angle 

at 92.5 % span and m/ms = - 0.05 

Finally, it is interesting to note that the 
measurements performed without synchronisation in the 
inlet station lead to the same inlet values as above. In 
other words, this means that the mean values weighted 
by the mass flow are those being along the neutral 
characteristic. 

5.3 The axial flow field 
The contour map of the relative Mach number from 

m/ms = - 0.093 to m/ms = 0.321, at 70 percent blade 
height, is presented in Fig.5. where the origin of the 
abscissa corresponds to the blade suction side. A 
description of the shock pattern is made from the sonic 
line location. It is quasi-linear from 85% of the blade 
pitch at m/ms = 0 to 15% at m/ms = 0.167. A pocket of 
high Mach number values is observable in the half pitch 
near the suction side resulting from the divergent 
characteristics emanating from the convex suction 
surface. From these results, as from other results not 
shown here, the experimental shock pattern is plotted in 
the (m, e )  plane at 70 percent span (Fig.6). It can be 
noted here that a first calibration of numerical results 
should consist of making the calculated and 
experimental sonic lines meet exactly. 

i 

1 

4 



3-5 

Station D 

% m /m, 

I 
204 

0- 

0 20 40 60 80 100 

% blade passage 

Fig. 5 : Contour map of the relative Mach number 
from m/ms = - 0.093 to m/ms = 0.321 

at 70 percent blade height 
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Fig.6 : Experimental sonic line in the (m, C 
at 70 % span 

plane 

The contour maps of the experimental meridional 
velocity normalized by the inlet rotor tip speed (Vm/Ut) 
at stations B, C and D are presented in Fig.7. A negative 
gradient is observable from the suction side to the 
pressure side and from shroud to hub. That is in 
accordance with an inviscid nature of the flow, as 
expected. At station D, although the flow still seems to 
be dominated by inviscid properties, a decrease in 
meridional velocity appears near the shroud. The 
velocity fluctuations reach 15% in that zone, while they 
do not exceed 8% up this station. 

5.4 The radial flow field 
Fig.8,9 and 10 show the experimental normalized 

meridional velocity contours at station E together with 
the velocity and angular fluctuations. Low meridional 
velocity zones are visible around midway between the 
blade passages in passage A and somewhat near the 
suction side in passage B. These low momentum fluid 
regions are associated with very high velocity and 
angular fluctuations that reach 20% and 12' 
respectively. Such a flow structure remains when 
moving downstream in the impeller as shown in Eig.11 
and 12 at stations G and H respectively. 

0 
0 20 40 60 80 110 

% main blade passage 

I Station C 

20 40 60 80 1 "0 

O <  
% main blade passage 

Fig. 7 : Lines of constant normalized meridional 
velocity (V, / UJ at stations B, C and D 
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From the high meridional curvature region, the 
throughflow pattern is largely distorted. The cause is 
thought to be in the vortex flows, as discussed below. 

6. P H E N O M E N O L O G I C A L  S T U D Y  OF 
VORTICAL MECANISMS 

The meridional curvature of the impeller induces 
secondary flows due to the blade surface boundary 
layers, leading to a motion of the fluid from hub to 
shroud along the blade surfaces (denoted as PVM in 
Fig.13). When moving downstream in the impeller, the 
Coriolis passage vortex (PVC) gains in importance 
because the hub and shroud binormals have significant 
axial components, driving low energy fluid from the 
pressure to the suction side along the hub and the 
shroud. Finally, the blade-to-blade curvature generates 
secondary flows due to the hub and shroud boundary 
layers. The sign of this vortex (denoted as PVB) 
depends on the sign of the streamline curvature Ksn. In 
the case of backswept ending blades such as the present 
impeller, the passage vortices from blade-to-blade 
curvature and from Coriolis forces are contra-rotary. 

shroud 

ss hub 

Fig.13 : Combination of passage vortices 

Their relative strength (PVB vs PVC) can be quantified 
through the inverse of the Rossby number 

-=sn . An evaluation of this ratio at stations 

E, G and H leads to 0.3,0.12 and 0.08 respectively, i.e. 
the vortex due to the blade-to-blade curvature is too 
weak to conterbalance the vortex due to Coriolis forces. 
Therefore, from station E. the resulting motion 
indisputably drives low energy fluid from the pressure 
towards the suction surface. Thus, the interaction 
between the vortices from meridional curvature (PVM) 
and from Coriolis forces (PVC) leads to an 
accumulation of low velocity towards the suction 
surface I shroud corner, currently called the "wake" 
region. Such a low velocity zone seems to be through 
experiments in passage B. In order to understand the 
flow structure in passage A, the tip clearance effects 
have to be added. Indeed. for unshrouded impellers, the 
tip clearance flow acts in a direction opposite to the 
vortex due to Coriolis forces, PVC. If the tip clearance 
effects are strong enough, they can drive the low 
momentum fluid region somewhere towards the shroud 
I pressure side comer. 

1 K W, 
ROS 0 6  

Fig.14 : Secondary flow structure depending on the 
intensity of the tip clearance effects 

It is obvious that the leakage mass flow is much greater 
through the principal blade tip than through the splitter 
blade tip, but it tends towards the same level at the 
trailing edge. The resulting secondary flows structure 
depending on the intensity of the tip clearance effects 
can then be sketched as in Fig.14 : the low momentum 
fluid zone is located in the suction side 1 shroud comer 
in passage B whereas it is located somewhere in the 
midchannel in passage A, as suggested by the 
experimental results. 

To pursue the quantification of the relative strength 
of the different vortices contributing to the formation 
and the transport of the wake, detailed data of boundary 
layers are required. Due to the considerable difficulty of 
obtaining these data experimentally within such an 
impeller, a solution is to rely on detailed numerical 
simulations solving the three dimensional viscous flow 
if the computed results are reliable enough. The 
expected reliability is obtained by calibrating the 
numerical simulations with the obtained experimental 
results. That is the second phase of this research 
program. 

7. CONCLUDING REMARKS 
L2F measurements have been performed within a 

high-speed high-pressure centrifugal splittered impeller. 
Although the unfavourable experimental conditions 
(small passage size, strong meridional curvature, 
complex aerodynamics, very high temperature) 
dramatically restrict the inter-blade zones that are really 
investigated, the results proved the ability of our laser 
anemometry system to provide measurements within 
such a complex configuration. Further developments of 
the measurement technique are in progress, notably 
including the seeding control. Indeed, the use of solid 
material should allow the performance of measurements 
up to the rotor exit and the diffuser. 

The presented results are in very good agreement 
with analytical results in the entrance region. They 
reveal a potential flow structure up to the high 
meridional curvature region, and then a largely distorted 
throughflow pattern. A qualitative description of the 
contributions of the various secondary vortices is 
proposed. It tends to show the strong influence of the tip 
clearance effects on the low momentum fluid zone 
location. That is confirmed by the experimental results, 
as evidenced by the clear differences in the flow pattern 
between both passages A and B. Finally, the present 
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results make up a data bank in order to validate 
numerical simulations that are the only way to obtain a 
detailed understanding of such a complex flow. 
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Paper 3 
Author: I. Trebinjac 

Q: J. Edmonds 

Have you considered how to wash the L2F windows? 

A: Une serie de petits orifices a ete amenagee tout autour du verre de visee, afin dinjecter du solvent qui, 
convecte par l'ecoulement, assure le nettoyage de la vitre. Malheureusement, vues les hautes temperatures, 
rencontrees dans la presente investigation, le solvent (toluene) s'evapore presque des la sortie des orifices et le 
nettoyage s'est donc revele inoperant. 
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CLEARANCE EFFECTS 
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ABSTRACT 

Literature survey indicates’ the lack of detailed 3-D flowficld data for high-speed flows inside turbomachines, especially in 
the region of the tip clearance gap, and points out the difficulties in conducting this kind of measurements. Such information 
is nevertheless essential in order to validate CFD codes, which give thc possibility of understanding the flow and finally 
producing better designs of efficient turbomachincry components. This paper aims at presenting a 3-D LDA measurement 
technique, as applied for the measurement of the flowficld in an annular cascade used to study tip clearance effects. First 
the measuremcnt system layout, signal processing and data acquisition and processing is presented in detail, togethcr with 
an evaluation of the measuring accuracy and the measuring capabilities of the system in simple flows. Next the annular 
cascade configuration is described, together with a detailed account of all the aspects of execution of the measurements and 
the provisions taken in this study. Finally sample measurements results, demonstrating the kind of information provided. are 
presented. 

1. INTRODUCTION 

The possibility of measuring the thrce-dimensional 
flowficld in the vicinity of thc blade tip clearance is of grcat 
importance in the field of turbomachincry. In this region a tip 
clcarancejct is created due to the pressure diffcrcnce bctween 
the pressure and suction side of the blade. Thc flowfield is 
dominated by the effcct of the consequent roll-up of thc jet 
close to the suction side to form the tip clearance vortex and 
its interaction with the flow in the blade passage. The 
undcrstanding of  these phcnomcna is csscntial. since a large 
portion of the losses gcncntcd insidc the passagc is due to the 
presence of the tip clearance gap. Since 1954 whcn Rains [ 1 I 
conducted the first extensive study of thc phenomena 
associated with the tip clearance gap in an axial water pump 
and attempted to model the flow, many researchers have 
conducted experimental and theoretical studies of the tip 
clearance flow. Yet, the available experimental data, both for 
compressors and turbines. is mostly confined to low-speed 
flows, where the flow can be regarded as incomprcssiblc. 
This data, although providing a good tool for the undcrstand- 
ing of the nature of the tip clearance flow and the 
development and validation of Computational Fluid Dynamics 
(CFD) codes cannot provide a general tool for the case of 
industrial turbomachines. whcre near-to-Mach conditions can 
be encountered. The compressibility factor modifies the mass 
flux through the tip clearance gap, and this mechanism has to 

be takcn into account for the dcvclopment of CFD codcs 
capable of accurately predicting the flowfield properties at !he 
tip clearance region of the blades. Therefore. tip clearance 
measurements for high-speed compressors and rotors arc 
important for the design and construction of more advanced 
turbomachine components. 

Traditionally hot-wires, pitot-tubes, pressure tappings and 
flow visualization techniqucs have been applicd in the study of 
the flowficld inside turbomachincs. For example, Howard et 
al [2J conductcd mcasurements with cobra and wedge pitot- 
probes insidc a four-stage low-speed axial comprcssor for two 
different tip-clearance gap values for the rotor and one for thc 
stator of each stage. Slorer and Cumpsty 131 investigated the 
velocity through the clcarancc and the prcssurc distributions 
around the clcarancc using blade and wall pressure tappings 
and a miniature flattened Pitot probc. Lakshminarayana et a1 
[4j used stationary and rotating hot wires in thc tip region o f  
a rotor in a single stagc compressor. Several investigations 
have also been conducted at the inlet and exit region of 
isolated comprcssor and turbine rotors and stators or  
multistage engines. 

Intrusive measuring techniques, such as the above 
dcscribed. have a major disadvantage: since the tip clearance 
gap is generally small. the effcct of the insertion of protruding 
bodies with diamcters of the same order of magnitude as that 
of the gap can be quite substantial. This problem can be 
overcornc with the use of non-intrusive measuring tcchniqucs, 

Paper presented at an AGARD PEP Symposium on “Advanced Non-Intrusive Instrumentation 
for Propulsion Engines”, held in Brussels, Belgium, 20-24 October 1997, and published in CP-598. 
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such as Laser Doppler anemometry. The use of two and 
three-component LDA systems is increasing in the field of 
turbomachinery applications, since they provide additional 
interesting aspects, such as the small size of the optical probes 
and of the control volume, resulting in good spatial and 
temporal resolution. Three-component (3-D) LDA systems 
can be thus applied to perform measurements in high-speed 
flows, including tip-clearance effects. 

Many researchers have conducted measurements in 
turbomachinery configurations using LDA. Chesnakas and 
Dancey [5] studied the flow field in a low-speed axial flow 
compressor using a three-color, three-component LDA, 
backscatter collecting optics, counter signal processors, 
frequency shift from 0 to 10 MHz and a 6.4 mm thick 
uncoated plexiglass window. A six-jet aerosol seeder was 
used to seed the flow with two micron mean diameter sugar 
particles. The seed was introduced locally into the flow 
upstream of the compressor bcllmouth. No measurements 
were conductcd close to the hub or  tip, and there is no 
mention to the problem of window contamination. The three 
beam pairs were produced by a single laser source and 
focused into one common measuring volume. The system 
(laser source and optics) was mounted on a single optical 
table attached to a mcchanical traversing mechanism, making 
the whole assembly quite bulky. Murugan et al [6] studicd the 
flowfield in the exit region of a radial inflow turbine at low 
speeds using a 3 - 0  LDA quite similar to the one mentioned 
above, two micron mcan diameter propylene glycol particles 
as seeding and a 1.3 mm thick Lexan window. The flow was 
sccdcd with a six-jet TSI atomizer connected to the bottom of 
the scttling chamber. The study included tip clearancc flow 
investigation. Lakshminarayana and Murthy [7l conducted 
one-component LDA mcasurcmcnts of the axial and tangential 
velocity components in order to investigate the annulus wall 
boundary layer dcvelopment in a low speed comprcssor rotor 
using an atomised spray of mineral oil as seeding, injcctcd 
into the flow upstream of the rotor. The nearest radial station 
where mcasuremcnts were conducted was 5 mm from the 
wall. They uscd a single channel dual-beam laser ancmomctcr 
with on-axis backscatter ligllt collection, mounted on a thrce- 
axis travcrse table and a counter type signal proccssor. No 
window contamination has been reported. Strazisar [S] 
employed a single channel fringc anemomctcr and a 3 mm 
thick glass window to conduct mcasurcments of flow 
periodicity and shock structure in a transonic fan rotor with 
a design tip relative Mach No. of 1.38. Liquid sccd particlcs 
of 1-1.4 mm mcan diametcr were injcctcd into the flow 
through a 6 mm diamctcr tube locatcd upstream of the rotor. 
Kenneth Suder 191 uscd a two-color fringc type laser 
anemometer system in ordcr to conduct dctailcd 
measurements of the tangential and axial velocity component 
of the flow upstream. within,and downstream a transonic 
axial comprcssor rotor with an inlet relative tip Mach numbcr 
of 1.48. The researcher uscd 0.8 mean diameter polystyrene 
particles as seeding and an one-inch thick alumina silica 
window, contoured to conform to the rotor flowpath. The 
ncarest radial station wherc measurements were conductcd 
was 4 mm from the wall. Hobson and Dober [ lo]  conductcd 
three-componcnt measurements upstream and downstrcam a 
linear cascade of controlled-diffusion stator bladcs inside a 
low speed cascade tunnel, using a three-color thrcr- 

component fibre-optics LDA, backscatter collecting optics and 
counter signal processors. The two fibre-optic probes were 
mounted on an automated three axis traverse table. The flow 
was seeded with 0.9 mm mean diameter olive oil particles 
injected with an oil-mist generator upstream of the inlet guide 
vanes. The measurements nearest to the endwall were 
conducted 6.4 mm from the wall. 

The above short review demonstrates the potentials of 
LDA techniques in turbomachinery configurations, as well as 
the lack of detailed flowfield measurements at high speed 
turbomachinery flows. It can be observed that for the high- 
speed flows studied, either the measurements inside the blade 
passage did not give an extensive coverage of the 3-D 
flowfield, or  they were simply confined at the inlet and outlet 
of a blade row. This can be attributed to the fact that the 
specific problems encountered in conducting 3-D measure- 
ments inside a turbomachine with LDA are not negligible. For 
example, the flare conditions created when a solid surface is 
approached by the laser beams make near-wall measurements 
extremely difficult, because of the deterioration of the quality 
of the signal. Other problems include the adequate seeding of 
the entire flowfield under consideration and the fouling of the 
window due to contamination caused by the seeding. In order 
to produce detailed 3-D measurements inside high speed 
turbomachinery configurations. these problems have to be 
solved. The current study is an attempt to contribute in this 
field, by presenting a detailed account of a 3-D LDA 
measurement approach applied for the measurement of the 
flowfield in an annular cascade with the use of a specially 
designed three-component LDA. 

The 3-D Laser Doppler anemometer and the signal 
processors that werr used in the current study were specially 
selcctcd in ordcr to provide the ability of conducting thrce- 
component high speed measurcments inside confined flows. 
The anemometer consists of two independent systems, a single 
component and a two component system, employing two 
independent laser sources, fibre optics and two sma!l diameter 
back-scattered light optical probes providing high spatial 
resolution. This feature is unique, since othcr 3-D Laser- 
Doppler ancmomctcrs employ only one laser source producing 
the thrce beam-pairs. The two systems can be operated 
independently, providing large flexibility. In addition, thc 
system is very compact in size and can be easily transported 
as a whole. The light-weight and small sizc of the two fibre- 
linked optical probes enables casc of traversing and of alignm- 
ent. Thrcc FFT signal processors have been selcctcd for the 
signal processing. in ordcr to provide a largc bandwidth. 
enabling high speed measurements, and a high sensitivity for 
low SNR conditions, a situation encountcrcd when 
approaching solid surfaces. 

This work will prcscnt the adopted 3-D LDA mcasuremcnt 
approach, as applied for the mcasuremcnt of the flowfield in 
a high-spccd annular cascade uscd to study tip clearance 
effects. First a dctailcd description of the 3-D LDA, data 
acquisition and processing will be prcsentcd. followcd by an 
evaluation of the measuring capabilities of the system in 
simplc flows. Next an account on several aspects of the 
measurcmcnt approach in the annular cascade facility will be 
described. Finally, sample measurementresults, demonstrating 
thc kind of information provided, will be prcsentcd. 

1 
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2. THE THREE COMPONENT LDA SYSTEM 

The layout of the 3-D Laser-Doppler anemometer is shown 
schematically in Fig.1. It consists of two independent 
systems: an one component (1-D) and a two-component (2-D) 
system, both employing fibre optics and small diameter 
optical probes for the transmission and collection of the 
scattered light from the three measuring volumes. The 2-D 
probe transmits two orthogonal beam-pairs, and measures two 
orthogonal velocity components. The I-D probe transmits a 
third pair of laser beams, it can be positioned at any angle 
with respect to the 2-D probe and measures a component 
inclined with respect to the plane of the components measured 
by the 2-D probe, from which the third velocity component 
is derived. The two optical probes are housed on a small-base 
probe camage allowing fine 3-D linear and rotational 
adjustment of the probe relative positions. The three 
measuring volumes are focused on the same point by 
adjusting the back reflections of the six beams, ancr reflection 
on a small highly polished sphere. The 3-D LDA systcm has 
been constructed by INVENT GmbH, Germany [ l l ]  and it 
has been selected for turbomachinery applications because of 
its robustness, easy handling and case of traversing. The 
probe system has a small physical size and offers a wide 
range of focusing lens focal lengths and small dimensions of 
the resulting measuring control volume (mcv) that allows 
measurements in the vicinity of walls. The smallest size of the 
volumes that can be achieved using the minimum focal length 
of the focusing lens is 0.17 mm in length and 22 pm in 
diameter. The relative size of the three volumes is 
approximately the same for a pair of focusing lens with the 
same, or almost the same, focal length, enabling the proper 
alignment of the three volumes. The three-component LDA 
system is presentcd in detail in the following paragraphs. 

\ 

2.1 The  two component system 
It consists of the following: 
1. A 5W Argon-Ion laser (COHERENT GmbH. 

INNOVA 90-5) with control module and power supply is used 
as the light source for the 2-D optical system. 

2. An Optical Transmission Unit (O.T.U.) [ l  11, mounted 
on a rigid basc plate. In the O.T.U. the incoming laser beam, 
containing multiple wavelengths. is split in two pairs of 
shifted and unshincd beams (blue bcams of 488 nm wave- 
length and grecn beams of 514.5 nm wavclcngth), which arc 
focused on four fibres, ending at the 2-D probe. Also, the 
separated light signals from the receiving fibre of the probe 
head are fed to two photomultiplier tubes. located in the 
O.T.U. The entire optical system is rigidly mounted on a 
sandwich type bread-board. and is equipped with a mctal 
cover to avoid dirtying. 

3. An LDA Supply Unit comprising one variable Bragg- 
cell driver. providing maximum frequency shift of 40 MHz, 
and a double downmixer allowing net shift frcqucncics 
between 100 KHz and 10 MHz. at each channel. 

4. Two photomultiplier Power Supplies (the two 
photomultipliers are incorporated in the O.T.U.).  

5. A 36 mm diameter, two component fibre-optic 
backscatterprobe with six interchangeable front lcnscs (f=80, 
120. 140, 160. 300. 7-50 mm). In order to crcatc the two 
orthogonal beam sets the 2-D probe uses the 488 nm (blue) 

uy 
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Figure 1: Layout of the 3-D LDA 

and 514.5 nm (green) beams from the laser. with an average 
output power per unfocused beam of about 40 mW and 80 
mW respectively. 

2.2 The one component systeiii 

The Diode laser &-optic Laser Dopplcr &wnomcter  
(DFLDA) [111 comprises a Base Optical Unit (B.O.U.),  a 
power control unit and a fibre-optic back-scatter probe. as 
follows: 

1. The B.O.U. includes a 100 mW singlc-stripe. 
monomode. laser diode, an optical isolator. choice of double 
or  sinplc Bragg cclls. fibre-optic couplcrs and an Avalanche 
Photo-Diode (APD). The laser diodc emits light at 860 nm 
which is not visible, it is temperature rcgulatcd and the beam 
is corrcctcd for astigmatism and for achieving a circular beam 
profile. 

2. The powcr control unit includes all the electronic parts 
necessary to run the DFLDA system, namely the main powcr 
supply. tlic APD power supply, the Brag-cell  driver and the 
laser diode power supply. The unit includcs a signal downmi- 
xer for operation with a single Bragg-cell. providing net 
frequency shifts between 100 kHz and 10 MHz. The 
frcqucncy shin of the Bragg cell is 60 MHz, which is 
appropriate for measuremcnts in high speed flows. 

3. The fibre-optic backscatterprobe is 30 mm in diameter 
and can be operated with five interchangeable front focusing 
lenses (f=60. 120. 150. 200,150 mm), providing dimensions 
of the measuring volume similar to that of the 2-D probe. The 
average output powcr per unfocused beam is about 1 1  mW. 

I 
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2.3 Signal processing and data acquisition 

The processing of the Doppler signals delivered from the 
three beam-pairs is performed with three Frequency Domain 
Processors (Macrodyne Inc., U.S.A., Model 3107) [13], 
performing an FFT on each channel. 

The FDP 3107 can measure frequencies up to 120 MHz 
with variable sampling rates of 300, 150. 75, and 37.5 MHz 
with a minimum sensitivity of 5mV full-scale. A selectable 
frequency domain validation technique, plus a percentage 
validation are utilized in each processing range. Maximum 
data throughput of Doppler frequency is sustained at a rate of 
approximately 3300 recordslsec, for a digitization length of 
32 words (Record Length - RCL). In order to increase the 
accuracy of frequency estimation a specific frequency 
estimator technique of high accuracy is utilized, providing an 
error of the order of f 0.1 % of Nyquist frequency with full- 
scale noiseless sinusoidal input. 

The three signals, corresponding to the three velocity 
components are fed to the three FDP's. The two signals, 
originating from the 2-D optical system, are either fed 
directly to two FDP's or via the double downmixcr. Each 
signal can be appropriately filtered via a high and a low band- 
pass filter. The signal fed to the FDP is continuously digitized 
with a high-speed analog-to-digital converter whose output 
passes through a high-speed shill register. This register, user- 
selectable from 32 to 4096 words, is monitored to determine 
when the energy content exceeds a selected threshold 
indicating the presence of a signal burst. When a burst has 
bcen captured. the contcnts of the shiR register are transferrcd 
to an in-line digital signal processor chip for transforming to 
the frcqucncy domain using FFT techniques. The 
experimcntcr can select from one of two means of frcquency 
domain validation to be used for each of the ranges: 
secondary pcak to primary peak ratio and the ratio of Doppler 
signal energy to total energy. Peak Signal validation 
dctcrmincs the ratio of the primary peak height with the ncxt 
highest peak and cornpares the result with a uscr selected 
value (Peak Ratio Technique). I f  the dctermincd value is less 
than the selected value, the spectrum is considered to be of a 
validated signal and thc frequency of the primary pcak is 
dctcrrnined using an Energy Profile Estimator technique. A 
second user-selectable validation technique (Energy Ratio) 
calculates the energy contained within the primary peak and 
compares it with the energy in the Total Energy Spectrum of 
the selected Processing Range. I f  the ratio excccds the 
selected value, the measurement is considered valid and thc 
frcquency of the primary pcak is dctermincd and produced as 
a digital output sent to a computcr via a GPIB interface and 
a dam acquisition board. 

A personal computcr is used for the processing of the data 
(frequcncics) acquired from the 3 FDP's, via an IEEE data 
acquisition board. The acquisition board has a soliware 
programmable built-in coincidence dctcctor giving the ability 
to acquire two or three-component measurements inside a 
predefined coincidence window, enabling thus the acquisition 
of time correlated events. This fact is crucial when it is 
desired to calculate shcar stresses, since for a largc number 
of events any sct of random velocity componcnts will give a 
value of shcar stress equal to zcro. In addition. the calculation 
of the mean velocity and rms of thc non-orthogonal velocity 
component using uncorrclatcd events leads to an  increased 
error. depending on the angle between the 1-D and 2-D 
probes, as was highlightcd by Orloff and Snyder [IJI. The 
coincidence window used depends on the expected time-scalc 
of intercst of the llow under consideration. 

Data processing is performed using the custom-made 
Laser Velocimetry Software by ZECH-Electronics CO. and 
INVENT GmbH [15]. The software is capable of performing 
the simultaneous analysis of one, two, or three component 
velocity measurements. Mean and rms velocities and shear 
stresses are calculated for each measuring location, based on 
the collected data of measured frequencies. Data can also be 
acquired in raw form. accumulated and processed in a later 
time. 

2.4 Evaluation of flowfield properties 

The 2-D probe measures directly two orthogonal velocity 
components whereas the 1-D probe measures a component 
inclined with respect to the plane of the components measured 
by the 2-D probe, from which the third velocity component is 
derived. Since, the positioning of the probe camage may be 
such that the 2-D probe does not measure the desirable 
orthogonal components (e.g. axial and peripheral) it may be 
also necessary to transform these two velocity components. In 
this case, assume that the chosen coordinate system is X,X,X, 
and that the corresponding velocity components, which have 
to be calculated. are U,, .U2, U, (Figure 2). In Figure 2 axis 
X, coincides with the axis of the 2-D probe, a case which is 
common for measurements inside turbomachines. The 
measured velocity components in the probe-fixed system of 
coordinates are S,, S2, S,. Using the three orientation angles 
a,, a,, a, and the angle between the two probes 4 ("pie," 
angle) the measured velocities (Sl,  S,, S,) can be transformed 
to the velocities U,, U2 and U, using the following equations: 

Figure 2: System of coordinates 

SI sincr.-S. sincr, ~- U, = sin% - cosa,-sina, COSQ: 

s, cosa,  -SI cosg 
U:= - 

sincr, cosa,-sincr, ' COS% 

U)= 
sin@ 

(3) 
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Since equations (1)-(3) are in linear form the calculation 
of the mean velocities is correct even if the measurements of 
the components S,, S,, S, are. not correlated in time. This is 
not the case for the calculation of the turbulent stresses, since 
the corresponding equations are not linear any more. 
Therefore in the current study, the placement of the probe 
system is done in such a way that it measures directly two 
velocity components (e.g U,, Ua). The corresponding normal 
stresses are also measured directly and a transformation is 
needed only for the thud component. 

As mentioned previously, the measurement of shear 
stresses imposes the acquisition of the velocity components 
using a coincidence window. If the desired coincidence 
window is small, as is the case in high-speed flows, long 
measuring times would be necessary to conduct coincident 
measurements. In addition the small size of the volumes used 
in the current study is a fact that makes coincident 
measurements lengthier in time, since the increased spatial 
resolution is counterbalanced by a decreased temporal 
resolution and, even a small misalignment of the three 
volumes would make the situation even worse. 

2.5 Evaluation of the measuring capabilities 
of the 3-D LDA 

A very important aspcct of any measuring system is the 
accuracy of the measured quantities. The statistical error of 
the measured quantities by LDA depends on the sample size 
used for the derivation of thcsc quantities. The sample size 
used in the current study was 3000. Using thc equations 
provided by Yanta 1161 yields an error of k2.576 for the 
normal and shear stresses and 1% for the mean velocities 
for a value of 30% turbulence intensity, a value which was 
rarely exccedcd in the current study. If the measurements are 
not corrclatcd in time (use of coincidence window) then, 
according to Orloff and Snydcr [14], the statistical error of 
the indirectly mcasurcd component, which is derived by the 
non-orthogonal velocity component, is multiplied by a factor 
depending on the angle created by the two probes. For the 
current study this angle ("pie angle ") was approximately 30 
dcg. This yields an error of _+2.6% for the indirectly 
mcasurcd velocity component, for the case of uncorrclatcd 
measurements. whereas the statistical error for the directly 
mcasurcd components remains unaffected (*  1 %). Another 
important source of error comcs from the alignment of the 
probe carriage with respect to a givcn facility. The inaccuracy 
of angle measurcmcnt, which is of the ordcr of k0.3 dcg. 
both for the angles crcated between the probe carriage and the 
facility and the angle bctwccn the two probes, yields a 
systcmatic error to the measurement of the thrcc velocity 
components. This systcmatic error is of the order of k0.3 
dcg. for the measurement of the flow angles (yaw and pitch 
angle). 

In order to assess the measuring capabilities of the system 
a series of 3-D measurements have been performed in a small 
frce-fst with a 20 mm nozzle exit diametcr. (A. Doukclis ct 
al [ 17)). The working fluid was air. The maximum centre-line 
axial mean velocity was about 85 m/sec with a low turbulence 
intensity (about 1% at the nozzle exit). corresponding to P 

Reynolds number of 1.63.10'. The flow was sceded with 0.3 
pm average diameter T i 4  particles. which were injcctcd in 
the flow from an RGB-1000 particle disperser [181. 

Extensive measuremcnts were conductcd in the jet 
configuration [ 17. Some representative results arc presented 
here. Figure 3 shows the measured axial. radial and circum- 
ferential turbulence intensity profiles, at X/D = 1S.S. The 

Y / X  
Figure 3: Measured turbulence intensity profiles versus 

Y/X 

axial turbulence intcnsitics arc consistently larger than the 
mcasurcd values for the other two components. The above 
behaviour is expected on physical grounds (Tennekes and 
Lumley (19)) and has been observed in the earlier studies of 
Wygnanski and Fiedlcr [20] and Hussein et al. [11]. 
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0 0 0 0 0  CURRENT STUDY - X/D=15.5 

9 WYCNANSKI-FIEDLER AT X/D=40 

1.0 

0.9 

0.8 

0.3 

0.2 

0. t 

* : . *  
0.0 j . . . . j l . . . , . . . . , l l l l i  

-0.3 -0.P -0.1 0.1 0.2 0.8 

Figure 4: Comparison of axial mean velocity profiles 

Figure 4 prcscnts a comparison of the mcasurcd axial non- 
dimensionalized mean velocity profiles at XID =?-0 with frce- 
jet theory and measurcmcnts conductcd by Wygnanski-Ficdlcr 
[2Ol at X/D=40. The agreement in the rcgion of the jet 
centerline is very good. whereas in the outcr region largcr 
discrepancies are observed, due to the fact that the 
measurements were conductcd at a position where self- 
preservation is not yet attaincd (X/D>70  according to 
Wygnanski-Fiedlcr [?Ol). Mcasurcments were also conducted 
inside and at the exit.of a circular tube of 20 mm internal 
diameter and wall thickness of 7, mm. These measurements 
were conducted with a 3-channel coincidence interval of 100 
ps. in order to measure the shcar stress distributions. Figure 
5 presents the mcasurcd shcar stress profiles at the exit of the 
tube, which show the expcctcd trend: the ZE and 
stresscs are approximatcly zcro whereas the UV shear stress 
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of one of the windows. The dimensioning of the windows has 
been chosen in order to allow the maximum possible coverage 
axially, in function of the structural restrictions imposed by 
the need to have a sufficiently rigid f h g  of the adjacent 
blades. 

component is non-zero with a distribution as expected for an 
axisymmetric jet. - u * w  - v*w - 80.0 
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Figure 5: Shear stress profiles versus Y at X/D=3 

Figure 6: Layout of the annular cascade facility 3. ANNULAR CASCADE CONFIGURATION - 
EXECUTION OF MEASUREMENTS 

A description of the annular cascade facility, together 
with an account of several aspects of the measurement 
approach followed in the current study is presented next. 

3.1 Annular cascade facility 

The layout of the annular cascade facility is shown in 
figure 6, whcreas figure 7 presents a detailed drawing of the 
test section. The dcsign and construction of this facility has 
been reported in detail by Mathioudakis et al [1-1-1. The 
airstrcam enters the facility via a smoothly contracting 
bellmouth into a scroll. The scroll dclivcrs the air flow with 
a swirl into a bcnt duct which givcs to the annular spacc. The 
tcst section, on which the tcst cascade is mounted follows. 
The tcst cascadc has 19 straight bladcs, with a chord of 100 
mm, 0.8 aspect ratio and maximum thickness to chord ratio 
4.58%. The geometrical inlct and outlct angles are 60.1 dcg. 
and 44.6 dcg. rcspcctively. whcrcas the stagger angle of the 
bladcs at midspan is 51.4 dcg. There are two sets of bladcs, 
with a tip clcarance of 1-70 and 4% chord respectively. The 
hub wall at the test section region can be rotated by a 
controlled speed electric motor. The nominal rotational spccd 
of the hub during the measurements was 6540 rpm, whereas 
the maximum local Mach numbcr in thc annular spacc was of 
the order of 0.62. ARer the exit of the tcst cascade the flow 
is entcring a second cascade. whose purpose is to rccover the 
swirl and bring the flow to the axial direction. A set of 
connccting ducts brings the flow to the inlct of the axial 
compressor, which is used to drive the facility. 

3.2 Optical access 

Figure 7: Layout of the annular cascade facility 

1 

1 1 i 

X 

b k r 
A A 1 Measurements with thc 3-D LDA system have been 

pcrformcd in scveral axial planes covcring the whole blade 
passage from leading edge to trailing edge. Optical ~ C C C S S  to 
the blade passage has been ensured by two transparent curved 
glass windows of 1 mm thickness. specially manufactured in 
order to conform to the outer flowpath contour. The 
placement of these windows with rcspcct to the blade passage 
is shown in figure 8. together with a drawing of the top view 

C P  B P  

Figure 8: Layout of the two windows for coverage of 
the blade passage 

A problcm encountered when beams pass through 
transparent curved windows is thc refraction of the laser 
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beams at  the interface boundaries. Beam refraction affects: 
a )  the position of intersection of each beam-pair (i.e of  each 

measuring volume - M.V.), 
b) the shape of each of the M.V’s and, consequently, the 

fringe spacing, 
c) the orientation of each M.V. and hence of the 

corresponding velocity component. 
d) the relative position in space of the three M.V’s. In the 

general case the three M.V’s may not cross any more 
afler successive refractions. This fact may have serious 
implication to the correct evaluation of the rms velocity 
of the components not measured directly and of shear 
stress values, as was previously discussed. 
It was therefore necessary to estimate the influence of 

refraction on the curved windows used for this study. The 
effects of beam refraction in a 3-D LDA for turbomachinery 
geometries has been studied in detail by Doukelis et al [1,3]. 
It was deduced that for the current case, where window 
thickness is quite small, refraction effects are generally kept 
minimal. The change in fringe spacing is less than 0.3%. 
whereas the directional change of a measured component is 
less than 0.1 deg. Therefore, the required corrections are of 
a small order of magnitude. 

3.3 Flowfield seeding 

An important factor of LDA measurements is the 
adequate seeding of the flow under investigation with light- 
scattering particles. The experimenter has to choose between 
global or localized injection of seeding in the test facility and, 
in the second case, detcrminc the optimhn position of seeding 
injection in order to achieve a number of particles leading to 
acceptablc data rates at the measuring location. Since sccding 
of the whole flowfield requires a very expensive sccdcr and 
enonnous amounts of seeding most expcrimcntcrs chose local 
injection of the seeding. This was also our choice for thc 
currcnt study. A TSI Modcl 9306 Six-Jet Atoinizcr I341 was 
choscn as the secding generator, because it met with all the 
rcquircmcnts set with regard to the size range of 
particlcs/droplcts and the flow rates. It offers a broad range 
of control over both the particle number concentration and 
over the total particle output. Thc mean diameter of the 
particles produccd by the atomizer is approximately 0.6 pm, 
whereas the size distribution is quite narrow. Using the 
equations for the frequency response of a particle moving 
through a fluid. it was proved that particles of this size can 
follow closely the fluid motion even at high speeds. 

Especially in thc backscattcr mode, where the intensity of 
the light reaching the receiving optics is one order of 
magnitude lower than in thc forward-scattcr modc. the quality 
of the seeding bccomcs a crucial factor for the measurements. 
Alter having tcstcd several seeding mcdiums a 1 :9 solution of 
paraffine oil and benzine was finally choscn. sincc it led to 
the optimum data rates observcd and it gavc a vcry good 
signal quality (high SNR). 

According to Raj and Lakshminarayana [?SI in flows of 
high degree of swirl, such as the one in consideration. the 
decay rate of the tangential velocity defcct is much faster than 
the other components, giving rise to appreciable curvature in 
the wake centcrline. Therefore. i f  a tube is inserted in the 
flowfield for thc injection of  seeding. thc position of injection 
has to lie at a distance far enough from tlic measuring 
location so that.tlw wake induced by the probc 1135 Jccaycd 
substantially and it produces a ncgligiblc disturbancc on the 
flowficld properties. 

Mcasurcmcnts with a 5-hok probc at tlic cascade 

’ 

indicated that. even for the more remote position of seeding 
injection upstream of the measuring location, which is almost 
50 cm from the measuring locations, the insertion of a seeding 
probe inside the annulus causes serious distuhances of the 
initial flowfield properties. Therefore, the only solution was 
the injection of the seeding at the inlet of the facility 
(bellmouth) using the one-inch hose of the &jet atomizer. The 
appropriate injection position of  the seeding from the 
bellmouth was determined by assuming h a t  the seeding 
particles follow very closely the streamlines of the flow and 
that each position on a diameter of the bellmouth can be 
correlated to a position of the circumference of the annulus at 
the measuring location (360”). A seeding injection position was 
first estimated and then the optimum position was determined 
experimentally. by moving the hose in small steps and by 
recording the obtained seeding rate. The position that was 
finally experimentally selected lay very close to the one 
calculated, at midspan. Small changes of injection positions 
were found necessary, in order to get maximum data rates for 
the measurements near the hub or the tip at the test section. 
This fact was expected, since the flow angle varies across the 
annulus height. A single position cannot give the best results 
from the point of view of seeding density at the measuring 
location. 

3.4 Window fouling 

Window fouling is another problem that has to be 
addressed when using a fluid as seeding medium. Window 
contamination has been less severe when the secding was 
injected from the inlet of the facility. Although, the mixture 
of paraffine oil and gasoline resulted in a milder window 
contamination than other fluids tested, the problem still 
existcd. The contaminating fluid seems to come from the 
upstrcam direction. where it has been deposited on the tip 
wall. It appears in the form of oil strcaks. starting from the 
upstrcam edge through the window. Within less than 5 
minutes of  opcration of the facility at nominal conditions with 
the sccding activatcd. the streaks appcar on the window 
causing fast,dctcrioration of the signal quality (low SNR). In 
order to climinatc the problems causcd by fouling of the 
windows special provisions wcrc takcn at the design of the 
windows. The windows wcrc dcsigncd so that oil flowing on 
the upstream outcr wall is prcvcntcd from rcaching thc 
window. by a thin slot which is kept in a slightly smaller 

SECTION AA  

! I ! 

2 m n  LASER VINDOW 

SECTION BB SECTION CC -E.- 
h o l e s  f o r  s o l v e n t  

In Jectlon 
h o l e s  

Figure 9 :  ConligurJtion for the elimination o i  window 
fo u I in g 
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pressure than the flow. This is ensured by connection to a 
point near the hub, where the smaller static pressure of the 
swirling flow occurs. On the other hand, a series of holes at 
the upstream edge of the window is used to inject a solvent 
which cleans the window when it has been contaminated. The 
fluid that was used for cleaning the window was methanol. 
The injection is done on-line during the execution of the 
experiments, with a remotely controlled electropneumatic 
arrangement. Figure 9 is a drawing of one of the two 
windows used for the LDA measurements, where the 
arrangements for the elimination of window fouling are 
shown. A fairly gratifying observation that was made during 
the current study should be pointed out: as the flow speed 
increases, the problem of window contamination becomes less 
intense. Oil formation on the window is more severe at lower 
rotational speeds. At higher rotational speeds the high velocity 
of the flow partially washes away the paraffine oil from the 
window. 

3.5 Traversing mechanism of laser probes assembly 

Thc two LDA-probe assembly is mountcd on a remotely 
controlled carriage which enables radial traversing of the 
cascadc. This, in its turn, is mountcd on a manually operated 
two-axis mechanical traversing mechanism, which enables to 
move the assembly to a given axial position, whereas the 
circumferential position is set so as the axis of the 2-D probe 
coincides with the radial direction. The displacement accuracy 
of the traversing mechanism is kO.05 mm for all three axes. 
With this arrangement the 2-D probe measures directly the 
axial and circumferential component of the flow, whcrcas the 
radial component is indirectly measured. Different 
circumferential positions with rcspcct to the bladcs can be set 
by rotating the cascade. while the probes are at a fixed axial 
and circumfcrcntial position. The accuracy in the angular 
positioning of the cascade is *O. 1 dcg. for a full rotation. At 
each axial location of interest the system is locked. and only 
the radial travcrsing is enabled. Thus, by rotating the cascadc 
at diffcrcnt circumfcrcntial positions and conducting radial 
traverscs, a measuring plane can be covered completely. The 
oricntation of the Laser probcs assembly on a plane 
perpcndicular to thc annulus axis  is shown in figurc IO.  
Orientation (a) is used for measurements near the pressure 
surface and (b)  ncar the suction surfacc of thc bladcs.,since 
thc topography of thc laser probcs docs not cnablc full 
covcragc of the plane with one oricntation. The covcragc of 
the passage in thc blade-to-blade plane at thc hub using the 

Figure 10: Oricntations of tlic probe assembly for covcragc 
of the passage 

two orientations is shown by the hatched areas in Figure 10. 
There exists an overlapping measuring region close to the 
midpitch even at the hub, a fact which enables crosschecking 
of the proper alignment of the system with respect to the 
facility. It should be noted that, when positioning the control 
volume near the hub, the incident beams come too close to the 
window edges, restricting the possibility to measure very near 
the hub wall. This can be overcome by tilting the probes 
assembly by a few degrees. 

4. CASCADE FLOW MEASUREMENT RESULTS 

Detailed velocity measurements at different axial locations 
were conducted during this study for two different values of 
the tip clearance gap. A sample of these measurements, 
conducted at 33.5% chord from the leading edge of the blades 
and for a tip clearance gap value of 4 mm (4% chord), will be 
presented here. It proved extremely difficult to measure at 
locations closer than 3 mm to the hub, since the SNR 
deteriorated rapidly as the hub was approached, leading to a 
very bad signal quality and unacceptably low data rates. The 
same applies for the region close the window (above 90% 
span). The proximity of the beams to the window produces 
very high noise which makes near-window measurements 
difficult. For all the laser measurements conducted inside the 
passage a sample size of 3000 was used. The statistical errors 
associated with this sample size were presented in detail 
previously, as well as the systematic angular and positioning 
errors. 

Figure I 1  shows the magnitude distributions of the 
measured vclocity components, whereas Figure 12 shows the 
measured local turbulence intensities of the axial and 
peripheral velocity components of the flow. No correction for 
velocity gradient effects has been applied to the measured 
velocity components presented in these figures. The gradients 
observed are mainly from the pressure to the suction side of 
the blades, while in the vicinity of the hub a viscous layer 
with strong radial gradients is developing, with a region of 
very low vclocities in the centre of the passage. These areas 
also appear in the turbulence distributions of the axial and 
periphcral velocity components as areas of high turbulcncc, a 
fact that can be attributed to thc energy dissipation inside the 
viscous layer. Thc radial velocity distribution indicatcs thc 
influence of the tip leakage flow which is already quite strong 
at this axial location. High valucs of radial flow arc obscrved 
insidc the core of thc leakagc flow, a fact which is consistcnt 
with mcasurcmcnts conductcd by other resurchcrs and can be 
attributcd to the presence of thc tip leakage vortcx. 

Figure 13 presents the vector plot of the measured 
vclocity insidc thc passage. whcrcas figure 14 prcscnts the 
vector plot of the vclocity dcfcct. that is the difference 
betwccn the measured velocity and the calculatcd 
circumfcrentially averaged velocity inside the passage. The 
initiation of the tip clcarancc Icakagc is best displayed hcrc. 



r 

(a): Measured axial velocity at 33.5% chord 
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(b): Measured peripheral velocity at 33.5% chord 

(c): Measured radial velacity at 33.5% chord 
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Figure 11: Measured velocity components distributions at 
33.5% chord 

(a): Measured axial turbulence intensity at 33.5% chord 

(b):Measured peripheral turbulencexnsity at 33.5 %chord 

Figure 12: Measured turbulence intensity distributions at 
33.5% chord 

F p r e  13: Vector plot of velocity at 33.5% chord 
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Fwre 14 Vector plot of velocity defect 

Measurements at different axial locations inside the 
passage were also conducted with a specially designed long- 
stem 5-hole probe, in order to ob& pressure distributions, 
since LDA measnrements do not provide this kind of 
information. In addition, these measurements have oNeed 
the ability to compare the flowfield quantities obtained by 
laser measurements inside the passage with those obtained 
by pneumatic measurements, which is a well-known and 
accepted measuring technique in turbomachinq 
applications. 

Figures 15-17 present a comparison between laser and 5- 
hole probe measurements of the measured total velocity, yaw 
angle and pitch of the flow inside the passage at 33.5% 
chord. The comparison of the measured flow angles is goad, 
whereas for the total velocity there is a ditTerence of the 
order of 3%. S i  this difference seems to be systematic it 
is highly probable that it is due to slightly different 
atmospheric conditions. 

Accofdmg to the calibration report of the probe [26] the 
expected mors of the measured quantities are: M.5 deg. for 
the yaw angle, +1.3 deg. for the pitoh angle, and +I% for the 
total velocity. Yet thae are several additional factors 
reducing the measuring accuracy of the probe. The great 
length of the stem intrduced inside the flow is probably 
creating a disturbance of the flowfield properties. On the 
other hand, the position of the sensing head is sensitive to 

slight bending of the head, leadmg to a measnring position 
different from the one anticipated from the positioning data. 
This may be the reason for which the velocity contours, 
Figure 15, have exactly the same form but are slightly shrfted 
with respect to each other. Therefore the results obtained by 
laser measurements can be regarded as mom trustworthy and 
any discrepancies observed between laser and five-hole 
pmbe measurements are probably due to the mors 
mentioned above. 

dl PlaCemd -S. A e m d h C  fore may mSdt 

-: 5-Hole Probe 

-: Laser 

Figure 15: Companson ofmeasured mean velocitv at 33 5% 
chord by laser and long-stem probe 

-:S-hole probe 

Figure 1 6  Comparison ofmcasured yaw angle at 33.5%" 
chord by laser and long-stem probe 

-:S-hole probe 

-:Laser 

Figure 17: Comparison ofmeasured pitch angle at 33 5% 
chord by laser and long-stem probe 
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3. CONCLUSIONS 

The 3-D LDA measurementtechnique has been described, 
as applied for the measurement of the flowfield in a high- 
speed annular cascade used to study tip clearance effects. The 
system layout, data acquisition and signal processing have 
been presented in detail. A full description of the annular 
cascade facility and all the aspects of execution of the 
measurements have been given, together with representative 
measurements, demonstrating the ability of LDA to measure 
accurately the three mean velocity components and the 
corresponding turbulence intensities inside the passage and in 
the tipclearance of the annular cascade facility. Ovcrall, the 
mean velocities measured with LDA agreed within expected 
accuracy limits with pneumatic measurements conducted in 
the same facility. 
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Q: Can you please comment on problems you could identify in'connection with the appearance of back ground 
flare? 

A: Background flare restricts the ability to measure close to the hub wall. In our case the hub wall was coated 
by anti-reflective paint and the minimum distance we could measure was 3mm from the hub wall, when the 2-D 
probe was introduced radially into the passage. It was found that closer to the wall points could be approached, 
by including the probe axis with respect to the vertical to the end-wall. 

Q : Benson 

Have you tried different seed materials ? 

A: During the initial testing phase on the free jet, we used. solid particles with very good results. All 
measurements on the annular cascade facility have, however, been performed using oil seeding, because of the 
risk of damage to the bearings if solid powder was used. 

4 . 
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7 
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SUMMARY 

The two phase flow in the nearfield of an airblast 
atomizer in a cylindrical confinement was investigated 
with a three component (3D) dual mode PDA. An 
algorithm for the calculation of the mass flux in a 
strongly swirling spray was derived. The algorithm 
makes use of all three velocity components. The im- 
proved performance relative to a 2D-algorithm is 
shown for an atmospheric spray. The error of the inte- 
grated mass flux is about +/-15% at a distance of more 
than lOmm behind the nozzle exit. 

The investigations were made in an attempt to get first 
information on the two phase flow under real pressure 
condition where the dense spray starts to modify the 
flow pattern and hence the fuel distribution. Similarity 
rules were derived for scaling the combustor idle 
condition with respect to the particle number concen- 
tration in the spray. The measurements were made 
under atmospheric and simulated pressure condition. 
The measured spray properties agreed well with the 
expected results calculated from the similarity rules. 
Several effects of the spray on the gasphase were 
identified under simulated pressure. A reduced turbu- 
lence of the gasphase, a decreased dispersion of the 
spray and a degradation of the effective swirl number 
were identified as dense spray effects. These pheno- 
mena are likely to occur under real pressure as well. 
Other effects identified were results of the particle 
inertia. 

For the correct interpretation of the results it was 
necessary to estimate the degree to which the particle 
behaviour is influenced by its inertia under simulated 
and real pressure. Together with this evaluation the 
simulation of real engine condition with respect to the 
particle number concentration was successful within 
certain limits. 

1. INTRODUCTION 

of the overall combustor fuel air ratio. The primary 
zones of common combustors can operate only in a 
specific range of fuel-air-ratios. At high load soot 
production and NOx-emissions due to the high tempe- 
rature increase. At low power settings the equivalence 
ratio reaches the lean stability limit. To  overcome 
these limits the recent development leads to staged 
combustors [2] with an overall lean fuel-air-ratio in 
the main zone. But if the fuel distribution produced by 
the main burners is not homogeneous enough, local 
stoichiometric or rich zones will be generated, which 
are big enough to start excessive NOx and eventually 
soot production [3]. For the development of fuel 
nozzles satisfying the needs of staged combustion, it is 
therefore necessary to get reliable information about 
the fuel placement and homogeneity within the com- 
bustor primary zone. 

Investigations under real engine conditions involve 
high costs and diagnostic risks. The need for the re- 
duction of the development cost leads to simplified 
test procedures wherever possible 141. In the case of 
the cold fuel spray, expensive tests under high pressu- 
re can be avoided to a certain degree. The possibilities 
and limitations of testing under atmospheric pressure 
are discussed in the following paragraphs with respect 
to the aim of the characterisation of the two phase 
flow in the burner nearfield. The success of the ap- 
proach is then highlighted with results from a specific 
airblast atomizer nozzle. But before that, the discussi- 
on starts with the description of the specific experi- 
mental rig and the set-up and modification of the 
principal diagnostic technique, the dual mode Phase 
Doppler Anemometer (PDA). 

2. EXPERIMENT 

2.1 Airblast atomizer with combustor primary zone 

The airblast atomizer with the combustor primary zone 
is shown in figure 1 .  

One possibility of improving the performance of air- 
craft engines is to increase the pressure-ratio. This 
normally entails a higher temperature rise in the com- 
bustion chamber [l]. The rise of the pressure ratio 
enlarges the range of the operation conditions in terms 

Paper presented at an AGARD PEP Symposium on “Advanced Non-Intrusive Instrumentation 
for Propulsion Engines”, held in Brussels, Belgium, 20-24 October 1997, and published in CP-598. 
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Figure 1 : Airblast atomizer in combustor primary zone 
(not to scale) 

The prefilming atomizer is equipped with an inner 
axial swirler and an outer radial swirler and is located 
in a plenum chamber. A pressure swirl atomizer is 
used to deposit the fuel on the prefilming lip. The 
plenum is placed in a tubular confinement to achieve 
the necessary flowfield similarity to the atomizer 
nearfield of a combustor primary q n e .  The nozzle 
exit diameter is 26 mm and the liner diameter is 
94 mm, producing a typical 'ratio of nozzle exit to 
combustor dome velocity. Additional air emerges 
through holes in the plenum upstream of the nozzle 
and is directed along the inner wall to simulate the 
airflow of the heatshield. The amount of this airflow is 
about 40% of the atomizer airflow. The laser beams of 
the PDA and the scattered light are directed through 
small holes in the confinement to avoid loss of signal 
to noise ratio caused by kerosene spread on the win- 
dows. On the outer side of the confinement purging 
airstreams are located at these holes to block the moti- 
on of any large droplets flying through the holes. Test 
measurements with an atomizer with a spray cone 
angle of more 'than 120" revealed the effectiveness of 
the purging air together with the simulated heatshield 
airflow in the liner. The measured flowfield was not 
significantly influenced by the holes. The detailed 
description of the test facility is given in [ 5 ] .  

2.2 Diagnostics 

A three component dual mode Phase Doppler Ane- 
mometer (PDA) is used for the investigations. The 
PDA has proved to be capable of measuring the two 
phase flow at atmospheric conditions with good accu- 
racy [6]. The specific instrument used was a dual PDA 
built by DANTEC [7]. The dual mode concept is an 
extension of the conventional (standard) PDA with the 
capability of rejecting incorrect size measurements 
caused by effects, which are probable to occur if the 
particle diameter is not small against the diameter of 
the measuring volume [ 8 ] .  The measured massflux 
distribution, as the primary measured quantity to judge 
the fuel placement of the nozzle, is very sensitive to 
erroneous size measurements of large particles becau- 
se of the third power dependency of the diameter. On 

the other hand a small measuring volume is necessary 
to avoid the presence of more than one particle in the 
measuring volume at a time, a condition, which spoils 
the measurement. 

The dual mode concept is realised by the implementa- 
tion of a second pair of detectors (planar PDA) to 
measure the phase difference of the scattered light 
from a second pair of beams. Since these detectors lie 
in a different scattering plane, the phase difference 
shows a different response to the above mentioned 
effects. With an adequate validation algorithm incor- 
rect size measurements can be recognised and re- 
jected. 

For measuring kerosene droplets with this method 
Mie-calculations of the scattered light had to be made 
to find the best possible optical set-up for transmitting 
and receiving optics. The only PDA delivers valid 
measurements, if one scattering mode is dominating. 
The scattered light of particles smaller than 30 pm was 
calculated with the Mie-theory [9]. On particles larger 
than 30 pm the laws of geometrical optics were 
applied. For the calculation the scattering angle, the 
wavelength of the beams and the beam expansion of 
the receiving optics were varied. The results were 
evaluated with respect to the linearity of the phase 
diameter relation of the standard PDA and the oscilla- 
tion of the phase diameter relation of the planar PDA. 
Table 1 contains the parameters of the configuration 
with the best results. 

514.5 nm 

Table 1: Set-up of the dual mode PDA 

Unfortunately the receiver cannot be positioned at an 
scattering angle of 69" to make use of the Brewster 
condition for suppression of reflected light. Further- 
more the diameter phase relation for Brewster's angle 
is quite insensitive against changes of the refractive 
index. The refractive index of kerosene decreases due 
to the heat-up of the droplets in a combusting spray 
[lo].  Moreover the resulting length of the measuring 
volume would be smaller. However at scattering an- 
gles above 50" the ratio between the phase factors of 
the planar and the standard PDA gets too large. The 
phase difference of the planar PDA is used to resolve 
the 2n-ambiguity of the standard PDA to enlarge the 
measuring range, see figure 2. 



fringe spacing [pn] 
Gaussian beam diameter [pn] 

U V W 

6.31 6.65 3.89 
72 76 140 
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aperture in the receiving probe, giving a length of 
1 9 5 ~ .  

C 300 - 
0 
a -  
n -  

0 

E -  
100 - 

a -  

D 

-25 0 25 50 75 100 

Table 2: Properties of measuring volume 

The resulting arrangement of the probes is shown in 
figure 4. 

Receiver Q. 
\ + "  

phase difference planar PDA p1 
I 1. Transmitter u,v 

488nm. 514.5nm / 
/ Figure 2: Relation between the calculated phase diffe- 

rences of the standard and the planar PDA 
for the selected configuration 

, 

Approximated shape of 
measuring volume 476.5nm 

2. Transmitter w 

If the ratio between the phase factors becomes too 
large, the 2n-ambiguity cannot be resolved because of 
the oscillations of the planar phase diameter relation at 
small particles, see figure 3. As the phase differences 
are measured with a certain error caused by the finite 
accuracy of the signal processor, the relation in figure 
3 represents the ,,best case". This deviation may cause 
the misinterpretation of a particle with a standard 
phase difference of 13" as a particle with a standard 
phase difference of 373", causing an error in the par- 
ticle diameter of about 60pn. 

v 

Figure 4: Optical set-up of the PDA 

2.3 Calculation of mass flux 

The mass flux fx into a specific direction x can be 
calculated from the measured PDA-data by a summa- 
tion of the mass flow referenced to the effective de- 
tection Ader area over all particles. 

/I f 300 The light intensity in the measuring volume has a 
Gaussian distribution. Therefore the size of the de- 
tection volume is different for each particle diameter. 
The size of the effective detection area is a function of 
the projected slit width, the particle diameter and the 
particle trajectory. The relation between particle dia- 
meter and measuring volume diameter has to be 
calculated from the measured data. The measuring 
volume diameter is calculated from the spatial burst 
lengths under the assumption of axial-symmetric in- 
tensity distribution in the measuring volume. The 
software of the PDA contains an algorithm to compute 
the massflux disiribution [7], which is based on the 
approach presented in [ l l ] .  The performance of the 
software was cross-checked with a patternator and 
other PDA instruments in [12]. The measurements 
were made 100 mm downstream of a pressure swirl 
atomizer and an airblast atomizer. The agreement of 
the measured data between the patternator and the 
calculated data from the PDA was good, especially for 
the pressure swirl atomizer. Nevertheless the used 
algorithm has two disadvantages: 

''O0L-& 0 

/ 

0 25 
phase difference planar PDA pl 

Figure 3: Relation between the calculated phase diffe- 
rences of the standard and the planar PDA 
for a scattering angle of 68.8" 

The PDA was powered by an Argon Ion laser running 
at approximately 1.5W. The light was sent to the 
transmitting probes by optical monomode fibres. The 
focal length of the transmitting and receiving optics 
was 310 mm. The properties of the resulting measu- 
ring volume are listed in table 2. The length of the 
measuring volume is limited by the projection of a slit 

Only two velocity components are used for the 
calculations. The strong three-dimensional cha- 
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racter of the swirling flowfield in the combustor 
primary zone has a significant influence on the 
calculation. 
It is difficult to calculate the massflux in a certain 
direction accurately if the axes of the measuring 
volume are not aligned to the desired direction. 

0 

This lead to the development of a different algorithm 
for the mass flux measurement in strongly swirling 
flows with a 3-D PDA, which makes use of all three 
velocity components to calculate the diameter of the 
detection volume. It is based on the approach propo- 
sed in [13]. The shape of the measuring volume is 
approximated to a cylinder as shown in figure 4. The 
droplet trajectory in the vertical X-Y plane through the 
measuring volume has an angle a=arctan(v/u), see 
figure 5. It passes the volume with a distance t to the 
optical axis of the 1st transmitter. 

Optical axis of 
L- 1st.transrnitter 

I \  X 

Laser 

7 1  

/ 3+ U 

/ 

Figure 5 :  Particle trajectory through measuring volu- 

/ 

me 

In figure 6 the measuring volume is shown in the plane 
defined by the optical axis of the 1st transmitter and a 
random particle trajectory. The angle /?=arctan(w/vel) 

with vel = J m d e s c r i b e s  the particle trajectory 
through the parallelogram. The measuring volume is 
cut into parallelograms by these particle trajectories, 
see figure 6.  The angle yof the parallelogram depends 
on the angle a. For a two-dimensional flow in the y-z- 
plane with u=O the angle y equals the scattering angle, 
see figure 4. For the three-dimensional flow the angle 
y is the projection of the scattering angle of the y-z- 
plane into the z-a-plane. The height b of the paralle- 
logram is a function of the location t in the detection 
volume where the slice is cut. 

Figure 6: Measuring volume in the plane of particle 
trajectory and optical axis of 1st transmitter 

For particles flying through the parallelogram in the 
section 12, the true burst length is measured. In the 
sections 1, the burst length is limited by the slit in the 
receiving optics. Here on the average only one half of 
the true burst length will be measured. The smallest 
measured burst length is defined by the minimum 
residence time of the particle in the measuring volume. 
This minimum residence time is needed by the 
electronics to detect the particle. The smallest burst 
length has to be taken into account in defining 1 / ,  if it 
is not negligibly small against the diameter of the 
measuring volume. The values of b, I/ and l2 depend 
on the location t in the measuring volume. An equation 
can be derived for the relation between the mean mea- 
sured burst length and the height b of the parallelo- 
gram. Integrating over all parallelograms by means of 
integrating over t from 0 to d,,J2 will lead to an ex- 
pression of the diameter d,,, of the measuring volume 
as a function of the mean measured burst length. The- 
se calculations have to be applied on every size class. 

Poor statistics may cause calculations of wrong dianie- 
ters d,,,. To suppress these errors, the calculated dia- 
meters d,,, are fitted to the particle diameters d/, with 
the following formula using a least squares approach.: 

died =A*lnd, ,+B (2) 
,It is based on the assumption that the scattered light 
intensity is proportional to the square of the particle 
diameter [7],[ 141. 

For the calculation of the massflux or concentration a 
reference area or effective detection area must be 
defined normal to the desired direction of the flux. 
The size of this reference area depends on the angle 
between the particle trajectory and the direction of the 
flux to be calculated as well as on the size of the de- 
tection volume. Figure 7 shows how the reference area 
normal to the x-axis is approximated for a two dimen- 
sional particle trajectory. 

. 
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+ -+ A' 
(4) A =- 

Der + + 
e .  epux 

This approach has the advantage that the effective 
detection area is calculated correctly for any particle 
trajectory and for any desired flux direction. 

I / 

In dense sprays, especially near the atomizer, the pro- 
bability of the presence of two or more particles in the 
measuring volume normally leading to the rejection of 
the particles can cause large errors in the flux measu- 
rement. In [ 151 the relation between this probability 
and the number density [16] and mean residence time 
of the particles based on Poisson statistics is presen- 
ted. A correction of the mass flux is applied according 
to the calculated rejection probability. 

- - 
d d s i n a  

Approximation of effective detection area 
for two dimensional particle trajectory 

- - 
d d s i n a  

Approximation of effective detection area 
for two dimensional particle trajectory 

Figure 7: 

This approximation becomes invalid, if the size of the 
elliptical area cut through the measuring volume by 
the projected slit is too large to be neglected, see figu- 
re 4 and 8. This gets important if the off-axis angle of 
the PDA is small (20 "... 40") and if the angle a of the 
particle trajectory is small. The calculation of the 
reference area becomes even more difficult, if the 
particle has a three dimensional trajectory. To over- 
come this problem the surfaces of the measuring vo- 
lume and the particle trajectory are treated as vectors, 
see figure 8. 

Measurements were made to evaluate the performance 
of this new algorithm. The spray of the atomizer was 
investigated without a confinement for the validation. 
In that case it is possible to balance the PDA- 
measured mass flow with the real mass flow, because 
no kerosene is spread on the wall of the confinement. 
The mass flow is calculated by integrating the measu- 
red mass flux over the radius in each measuring plane. 
The kerosene flow was 1.2g/s giving an AFR of 20. 
The pressure drop across the atomizer was 2.3%. 
Figure 9 shows a plot of the mass flux in axial directi- 
on and table 3 contains the error between the measu- 
red and the real value. 

Radius r [mm] 
o f  , , I ,1;, , , , 2;, , , , " P I  I , ,4; I , , [M 

5 

Figure 8: Surfaces of measuring volume 

45 40L , I  

. . .-. . . . 
The length 1 of the measuring volume is corrected with 
the particle diameter similar to a proposal in [ 141. The 
size of the effective detection area is calculated in two 
steps: First the cross sectional area A ' of the detection 
volume normal to the unit vector of the particle trajec- 

tory e is calculated: 
+ 

+ +  + +  
A' = e .  A,,+ e .  A e,, (3) I + /  

Next the effective detection area Ade,  can be calculated 
with the unit vectors of the particle trajectory and the 

desired flux direction eflU . 
+ 

Figure 9: Measured mass flux 

I 7 S m m  I -20% I 
-17% 
-7.7% 

20 mm -3.3% 

I 50 mm I -9.4% 
Table 3: Errors between measured mass flow and real 

mass flow 
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The error of +/-15% at minimum distance of lOmm 
behind the nozzle exit must be seen as a good value, 
even for a non-swirling flow, see [12]. Nevertheless it 
must be underlined, that this is only an integrated 
error. The larger deviations in the planes closer than 
lOmm to the nozzle are caused mainly by non- 
spherical particles which are rejected by the PDA. The 
acceleration causes large particles to become ellipti- 
cal. The Bond-number, eq. ( 5 ) ,  is a measure for non- 
sphericity of a droplet due to the acceleration a.  

d 2  *a*p, 
Bo = 

(3 

In [ 171 value of 0.4 for the Bond-number is given as a 
threshold for non-sphericity. The Bond-numbers of the 
larger droplets were much higher than 0.4 in this spray 
region. 

The influence of the third velocity component on the 
accuracy of the mass flux calculation is shown in figu- 
re 10. Comparative calculations between the presented 
3D-algorithm and the algorithm of the PDA-supplier 
DANTEC were conducted with the same data set. The 
measurements were made 15mm behind the nozzle 
exit. The integrated error of the 3D-algorithm in this 
plane is listed in table 3. The PDA was set up in a way 
that the third velocity component, which is not used by 
the DANTEC-algorithm, is the component with the 
lowest magnitude, thus giving the minimum error for 
the 2D-DANTEC-algorithm. In this case it was the 
radial velocity of the swirling spray. 

- - radial veloaty - 3D-algorithm 
--+- DAMEC 

I 
I 

I 
P 

I 
d 

I 
I 

I 
P 

- a d  

0 0 ;  0 5 10 15 

Radius r [mm] 

Figure 10: Comparison between results of 3D- 
algorithm and DANTEC-algorithm 

The third velocity component is about 5 to 10 times 
smaller than the amount of the other two velocities. 
Even though the third velocity has a significant influ- 
ence on the calculation of the mass flux. The mass flux 
computed by the DANTEC-algorithm is up to 25% too 
low. 

2.4 Simulation of pressure conditions 

The simulation of the pressure conditions is an attempt 
to get an idea of the behaviour of the dense two phase 
flow under real engine conditions. Such simulations 

are to reproduce a specific aspect of the spray, e.g. the 
atomization or the resulting spray density while ne- 
glecting other aspects, like fuel placement or dispersi- 
on. The assumptions made in the derivation of the 
similarity laws naturally limit the validity of the simu- 
lation. If e.g. the atomization is scaled with respect to 
the similarity rules of a specific atomization mecha- 
nism, the simulation will break down, if a different 
atomization mechanism is dominating, when changing 
to the pressure condition. In consequence the simulati- 
on cannot replace the investigations under real pressu- 
re conditions. But it can offer quick information about 
the probable consequences of modifications in the 
atomizer design. One can get information on the be- 
haviour of the dense spray from parameter variations 
in an early stage of the development of the fuel nozzle. 
Furthermore it has the advantage, that investigations 
can be made under atmospheric conditions, where the 
costs are low. Moreover, optical access might be Idif- 
ficult or even impossible in a realistic combustor, then 
making this approach the only way to investigate the 
two phase flow in the atomizer nearfield. 

In the literature different approaches exist on scaling 
the real engine conditions or investigating the inter- 
action between a dense spray and the gas-phase, which 
shall be briefly reported here. 

Wang et al. [ 181 used a three times the size model of a 
practical fuel nozzle. As the mass flow increases with 
the square of the scaling factor and the loading of the 
atomization lip increases with the first power of the 
scale, the local spray density near the lip is increased 
by the scaling factor 3. The air fuel ratio was 15.4 and 
the pressure drop was set to 7.5%. The observed inter- 
action between gas-phase and spray was small. This is 
probably caused by the high air fuel ratio and by the 
comparatively small particle concentrations of water 
sprays. As the surface tension of water is three times 
larger than that of kerosene water sprays have larger 
and fewer particles. 

The investigations of McVey et al. [19] were made to 
provide information of the flowfield behind the injec- 
tor under real engine conditions. The air pressure drop 
was selected to achieve the same velocity as in the 
engine operating condition. The injectant flow was 
scaled to preserve the momentum ratio between air 
and injectant. Water was used for the experiments. 
The measured data were used for the evaluation #of 
computational results. The drop sizes were measured, 
but the authors did not comment on the validity of the 
simulation with respect to atomization quality. On the 
other hand the particle drag was mentioned as a major 
effect in the two-phase flow. If prompt atomization i iS 

described by Lefebvre [20] is the dominating ato- 
mization process, the scaling of the air velocity would 
reproduce the atomization provided the original fuel is 
used. 

In a recent investigation [21] it was attempted to simu- 
late the pre-evaporation of the spray at idle condition. 
Air assist atomization was used to compensate the 

A 
4 



poor atomization under atmospheric pressure. The air 
assist pressure had to be determined experimentally by 
comparing the droplet diameters with a reference 
spray under real engine condition. The scaling of the 
air flow was accomplished by preserving the air-fuel- 
ratio for the evaporated fuel and the fuel mass con- 
tained in small particles at the specific air temperature 
of the simulation. The fuel flow results from the con- 
stancy of the air fuel ratio. This leads to a thin spray, 
where consequently no dense. spray effects can be 
observed. The use of water as the injectant must bias 
the evaporation rate, due to the lower boiling point in 
comparison to kerosene. 

The scaling of the engine conditions presented in this 
contribution is aimed to reproduce the interaction 
between the dense spray and the gas phase. To achieve 
the high spray density the pressure drop across the 
atomizer is increased, the air fuel ratio (AFR) is redu- 
ced and the original IET-A1 fuel is used. 

The considerations behind this scaling are described in 
the following section. Experiments reported in [22] 
revealed that the dominating atomization regime for 
this type of atomizer is the wavy sheet break-up. A 
correlation from 1201 for the Sauter mean diameter 
(SMD) in dependence of air and liquid properties is 
used. Its most significant quantity is the dynamic pres- 
sure of the atomizing air. 

1 l+- 
AFR 

sMDK JZ' 
- 

P A  
(7) 

As kerosene is injected in the simulation the liquid 
properties can be omitted. The resulting number con- 
centration conc can be estimated from the following 
equation. 

With these equations the scaled operation conditions 
of the atomizer can be calculated. Only one characte- 
ristic of the spray - mean diameter or number concen- 
tration - can be correctly simulated at one time. The 
engine conditions corresponding to the simulation are 
listed in table 4. In this example the fuel nozzle is 
operated in the real combustor at the following opera- 
ting point: 

Ap/p=3% 
AFR=25 

0 P in simulation I SMD 1 Concentration 
Ao/o=IO% I P=3.3bar I P = 6bar 

Table 4 Real engine conditions corresponding to 
simulation 

According to the correlation, the air temperature has 
no influence on the Sauter mean diameter. This ex- 
ample shows bow a number concentration similar to 
the concentration at real idle condition can be produ- 
ced. The mean diameter of the droplets is larger, but 
here a compromise must be made. The deviation in the 
mean diameter is not too big because of the square 
root dependency of the pressure on the atomization 
quality, sec eq. (6). 

The Stokes-number Stk is an important criterion for 
the description of particle dispersion 1171. If the Sto- 
kes-number is small (Stkccl)  the particles will follow 
the flowfield very quickly. If the Stokes-number is 
large ( S t b > l )  the particle trajectory will be domina- 
ted by its inertia and its initial conditions. The Stokes- 
number is defined: 

, h i  
Stk = - (9) r, 

The particle relaxation time 'T,, is the time in which 
the relative velocity between the particle and the gas- 
phase is decreased to 37% of its initial value. 

4pp d Z  
3 p.4 c, *Re,*yA 

2 ,  = -- (10) 

The particle drag coefficient CD is taken from [23]. 

24 
c, =-(1+0.15*ReYm) (11) 

Re, 

The term Ts is a characteristic time for the mean flo- 
wfield. Here the reciprocal value of the spatial change 
of the gas velocity is used: 

Al T-- 
- AlJ _ _  

The velocity of the measured particles with a diameter 
smaller than lpm is treated as the gas velocity. Hence 
the characteristic time Ts can be calculated from the 
PDA-data. 

Since the ratio of the liquid and gas density enters the 
particle relaxation time of eq. (13). inertia effects will 
be bigger in the simulation than in the reality. For the 
understanding of the particle dispezsion under simula- 
ted pressure condition it is therefore necessary to 
evaluate the similarity of the Stokes-numbers between 
the simulated and the real engine condition, to have a 
chance to separate the effects of the spray density from 
those of the particle inertia. 
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All experiments were made under atmospheric pressu- 
re and ambient temperature. The atomizer was opera- 
ted in the confinement at two different conditions, 
which are listed in table 5: 

fuel lean, atmospheric 
simulated pressure 

1 simulated I atmospheric I 
ressure 

fuel flow 

Table 5 :  Operating conditions 

The Sauter mean diameter (SMD) for both test cases is 
shown in figure 11 and 12 respectively. The strong 
radial separation of the droplets caused by the particle 
inertia under simulated pressure can be seen clearly. 
The integral mass flux weighted SMD of the whole 
spray is 40.77pm for the atmospheric condition and 
21.75~111 for simulated pressure. The ratio of both 
diameters agrees very well with eq. (6). especially 
with respect to the error range for simulated pressure 
described in the following paragraphs. An explanation 
of the comparatively high SMD near the centreline of 
the spray under simulated pressure is given in the next 
paragraphs. 
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Figure 11: Sauter mean diameter for atmospheric 
condition 

6k 

Figure 12: Sauter mean diameter for simulated pressu- 
re condition 

The measured mass flux in axial direction for the 
atmospheric and the simulated pressure condition is 
shown in figure 13 and 14 respectively. 
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Figure 13: Axial mass flux, atmospheric condition 
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Figure 1 4  Axial mass flux, simulated pressure condi- 
tion 
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The difference in the amount of the mass flux between 
both operating conditions is well reproduced by the 
PDA-data. The integrated errors of the kerosene mass 
flow for simulated pressure condition are listed in 
table 6 

l0mm -45% 
mmm 
30mm I -25% 
5omm -17% I 

Table 6 Integrated errors between measured and real 
mass flow under simulated pressure 

In this dense spray the errors are higher than under 
atmospheric conditions but st i l l  have moderate values. 
This is even more noticeable considering that the 
spray density is similar to the spray at actual idle 
condition in the combustor. So this dual PDA has 
proven its capability of making measurements under 
pressure conditions with reasonable accuracy. Al- 
though the particle number concentration is about one 
order of magnitude higher than for the atmospheric 
case the value of the errors only doubled. The error 
values of the mass flux can be seen as the upper limit, 
as this is one of the spray properties which is most 
error sensitive and most difficult to measure. In the 
measuring planes close to the nozzle the outer recircu- 
lation was not taken into account in the mass flow 
balance. The same calculation algorithm as for the 
atmospheric condition was used with no further modi- 
fications. The error sources are non-spherical particles 
near the nozzle exit and the extremely high spray 
density in this region. The spray density has two ef- 
fects: 

The particle concentration in the measuring volu- 
me is too bigh to be corrected by the correction al- 
gorithm based on the Poisson statistic. Additional- 
ly the arrival time statistic may possibly not follow 
the Poisson statistic. 
The high spray density ,,in front of' the measuring 
volume leads to a distortion of the beam intersecti- 
on causing a lower signal-to-noise ratio. 

In the atmospheric case (figure 13) the dispersion of 
the particles can be identified by the broadening of the 
mass flux distribution with increasing distance to the 
nozzle exit (7mm<=x<=30mm). Under simulated 
pressure conditions (figure 14) the kerosene near the 
nozzle exit (x=7mm, 1=14mm) is driven slightly 
further outwards. Further downstream the angle of the 
spray cone has decreased. In figure 15 and 16 the axial 
and radial velocities of the particles with d<=lpm are 
shown. The particles with d<=lpm are assumed to 
follow the gas flow without any slip. 

RBdlus r mm] 
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Figure 15: Axial and radial gas velocities, atmospheric 
condition 
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Figure 1 6  Axial and radial gas velocities under simu- 
lated pressure 

The iso-lines of the axial massflux follow approxi- 
mately the streamlines in both cases. So the different 
spreading of the spray is not caused by different rela- 
tive motion of the particles; the spreading of the whole 
two-phase-flow has changed. The reason for this 
change will be given later 

The second peak of the mass flux in figure 14 in the 
centre of the spray cone (r=Omm 7mm<=x<=15mm) 
can be explained by processes inside the fuel nozzle. 
The given explanation also holds for the higher S M D  
described above. The axial momentum of the air is 
large enough to redirect a fraction of the spray from 
the pressure swirl atomizer. These droplets are not 
placed on the prefilming tip but fly directly through 
the nozzle exit into the combustion chamber near the 
axis of symmetry. This phenomenon is likely to occur 
under real pressure conditions as well, because there 
the momentum of the atomizing air is even larger due 
to the higher air density. 

- ,/ 
I 

J 
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Another possible explanation of the second peak and 
the reason for the changed spray cone angle can be 
found in the figures 17 and 18. The axial and tangen- 
tial gas velocities of both operating conditions at the 
axial position x=2Omm are plotted. For ease of com- 
parison the velocities are normalized with the ratio of 
the characteristic velocities corresponding to the pres- 
sure drops. 

, , , , ,  
0 10 20 50 40 

Radius I [mml 

Figure 17: Normalized axial gas velocities at x=2Omm 

Figure 18: Normalized tangential gas velocities at 
x=ZOmm 

The axial gas velocities of both test cases are very 
similar except of the centre region of the spray. In 
contrast the tangential gas velocities differ strongly. 
The peak of the tangential velocity is much smaller 
and is shifted outwards for the highly loaded two pha- 
se flow. The different behaviour of the tangential 
velocity results in a degradation of the swirl. It seems 
as if preferably the tangential momentum is exchanged 
between the gas phase and the panicles. Here an effect 
of the dense spray can clearly be identified. This pbe- 
nomenon has been reported in [24] as well, but still 
there has been found no explanation for this. Together 
with the droplets emerging the fuel nozzle at the centre 
line the reduced swirl leads to a weakening of the 
inner recirculation, see figure, 15, 16. 

Profiles of the axial mass fluxes at the location 
x=3Omm are shown for both operating conditions in 
figure 19. The mass fluxes are normalized with the 
ratio of the integrated measured mass flows in this 
plane. 

- urn.pIeKAn 

Radlua rImm] 

Figure 1 9  Normalized axial mass flux at x=3Omm 

The main difference can be found in the width of the 
distribution. The full width at half-maximum for at- 
mospheric condition is 23mm and 13.5 mm for the 
dense spray. Unfortunately this phenomenon could not 
be. found closer to the nozzle exit. Here the dispersion 
of the spray characterised by the broadening of the 
mass flux distribution is interfered by the mass flux of 
the particles leaving the nozzle near the centre line, 
see figure 14. 

The low dispersion described above results in an en- 
richment of the local fuel concentration under simula- 
ted pressure condition. The volumetric fuel concentra- 
tion for both test cases is shown in figures 20 and 21. 
Again the volume concentration is normalized by the 
integrated measured mass flow in each measuring 
plane. The larger fuel concentration in the simulated 
pressure condition is evident. 
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Figure 20: Normalized volumetric fuel concentration, 
atmospheric condition 
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Figure 21: Normalized volumetic fuel concentration, 
simulated pressure condition 

This reduced dispersion of the dense spray can be 
explained by the turbulence of the gas phase. The 
phenomenon can be classified as a dense spray effect. 
The high particle concentration damps the turbulence 
of the continuous phase leading to a suppression of the 
particle dispersion. The reduced turbulence of the 
gasphase under simulated pressure condition at 
x=ZOmm can be seen in figure 22. The turbulence 
grade Tu is defined by the ratio of the local radial 
turbulence energy to the axial kinetic energy, see eq. 
(14): 

( m s  radial vel. 
L\p 

(14) Tu = 
2*-*R*T 

P 
This quantity describes the turbulent dispersion per- 
pendicular to the main flow direction. 
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Figure 22: Turbulence grade of radial velocity of the 
gasphase at x=ZOmm 

The reduced turbulence in the dense spray has been 
reported by other authors as well [181, [19], [241. It is 
likely to appear under real pressure condition too. The 
increased fuel concentration probably leads to higher 

flame temperatures and higher soot production in the 
combusting case. From this point of view the simulati- 
on of pressure conditions can give first information of 
the spray properties under real engine condition in an 
early stage of the development of fuel nozzles. 

For the interpretation of the measurements made under 
simulated pressure condition it is necessary to evaluate 
the similarity of the stokes-number between simulated 
and real engine condition. A measure for the similarity 
is the global ratio of the stokes-number for both cases. 
This ratio can be estimated from the equations given 
in the previous section. Assuming similarity of the 
single-phase gas flow for both conditions the cha- 
racteristic time T, only depends on the velocity com- 
sponding to the pressure drop. The Reynolds-numbers 
of the single-phase. gas flow for simulated and real idle 
condition are 222800 and 288700 respectively. The 
different atomizing quality under real idle condition 
has to be taken into account. The estimated global 
ratio between the Stokes-numbers is: 

As the Stokes-numbers of the particles under simula- 
ted pressure condition are about 4 times larger than 
under real engine condition. the behaviour of the par- 
ticles is more dominated by their inertia and initial 
conditions. This means, that the phenomena observed 
under simulated pressure, which are caused by 
,,Stokes-effects", are exaggerated to a certain degree. 
These phenomena represent the upper limit of what 
can be expected under real pressure. 

4. CONCLUSIONS 

A new algorithm, which makes use of all three. veloci- 
ty components, for the calculation of the mass flux 
was derived. A comparison with a 2D-algorithm revea- 
led the improved performance. The error of the inte- 
grated mass flux is about +/-15% in measuring planes 
more than lOmm behind the nozzle exit. Even in a 
spray with a density similar to real engine idle conditi- 
ons the used PDA was capable to measure the mass 
flux with moderate mors. 

The simulation of real engine conditions is possible 
within certain limitations. One can get first informati- 
on on the behaviour of the spray under pressure. Simi- 
larity d e s  were derived with respect to the particle 
number concentration. By increasing the pressure 
drop, reducing the air-fuel-ratio and by using original 
JET-AI kerosene a number concentration similar to 
real idle condition was achieved. For the understan- 
ding of the results it is essential to distinguish between 
effects caused by the particle inertia (,,Stokes-effects") 
and effects caused by the spray density. The dense 
spray effects. which are likely to occur under real 
engine condition too, are reproduced by the simulati- 
on. An local enrichment of the spray due to the redu- 
ced dispersion can be identified, which may influence 
the NOx-emissions and soot production under real 
engine condition. The modifications caused by Stokes- 
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effects are exaggerated in the simulation. Furthermore 
one has to keep in mind, that in the real engine the 
spray combusts. The modifications induced by the 
combustion are not covered by this simulation. 

Another application of this simulation is the code 
validation for numerical models. The results of the 
simulation can be used in the development of a nume- 
rical model for the calculation of dense sprays. After 
validation with this , ,cold dense spray, the model can 
be implemented in a program for the simulation of the 
reacting flowfield in a combustion chamber. 

Currently efforts are made at the DLR to combine 
PDA and kerosene LIF to overcome the limitations of 
the PDA in the atomizer nearfield. 
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Paper 5 
Authors: T. Behrendt, A. Hassa 

Q: Weigand 

Referring to Table 3 in your paper :what causes the increase of error in mass-flux measurements when the 
distance of the measurement place is increased beyond 30mm? Can the kind of thresholding you have given as 
the reason also explain the positive deviation of + 14.5%? 

A: The increase in error beyond 30mm is caused by the criterion of at which radial location the measurements 
were stopped. Due to the large area of the ring corresponding to the large radial position even a low massflux 
has a slight influence on the integrated massflow. 
The calculation algorithm is based on a few assumptions. If these assumptions are not fulfilled completely, the 
calculations can have a positive deviation as well. 
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Laser Two Focus Anemometry (L2F-3D) for 
Three-Dimensional Flow Analysis in an Axial Compressor 

A. Vouillarmet & S .  Charpenel 
Laboratoire de Mkanique des Fluides et dAcoustique 

UMR CNRS 5509ECUUCB Lyon I 
Ecole Centrale de Lyon 

BP 163 - 69131 - Ecully Cedex - France 

1. SUMMARY 

In order to improve the accuracy of numerical 
simulations applied to the new generation of high- 
loaded, high-speed turbomachines, a thorough 

. understanding of the 3D phenomena is needed. For that 
purpose, the use of 3D experimental techniques, like 
3D-L2F anemometry initiated by Schodl, is now 
absolutely necessary. This paper deals with a statistical 
method for processing the data. The point is that. during 
the acquisition procedure, marginal and conditionnal 
probability density fonctions @.d.f.) are obtained, but 
they are already integrated quantities. Hence, it 
becomes impossible to derive analytical relations 
between the p.d.f. and the 3D first and second order 
momenta. However, an issue can be found using an 
isotropic tubulence hypothesis. This method has been, 
first of all, tested in an axisymmetrical free jet. 
Futhermore, an experimental investigation of the three- 
dimensional flow field within the tip area of a high- 
loaded, low-speed axial compressor was performed. 

2. INTRODUCTION 

Due to the increasing demand for improved 
performances and efficiency of the rotating machines, 
there is a growing need for methods to study and 
analyse the detailed flow behaviour. In this context, 
experimental systems allowing accurate measurement 
of the three-dimensional flow field in the rotating 
environment are needed. 
The 2D-L2F technique, improved for fifteen years at 
Ecole Centrale de Lyon, was first developed and 
extended by Schodl [l] for three-dimensional 
measurements in turbomachinery. Schodl along with his 
co-authors are the only ones, at the present time, who 
have carried out measurements with the 3D-L2F device. 
First of all, they have made a critical test around a 
sphere located in the potential core of an 
axisymmetrical jet to check the system performances 
[2], and they have presented some results at the exit of a 
propfan test rig [31. In all these works, three 
components of the mean velocity vector and only two 
standard deviations have been presented but the way 
they were calculated has not been described. 
In this paper, a statistical calculation method for one 
and second order momenta with the 3D-L2F 
anemometer is presented. The results of a critical test 
carried out in an axisymmetrical free jet are used to 
understand the method limitations, and to validate the 
statistical analysis. In order to show that this three- 
dimensional anemometer, associated with the previous 

data processing technique, is efficient for 
turbomachinery applications, the flow field within a 
high-loaded, low-speed compressor is investigated in 
the tip area which allows to intercept the leakage 
vortex. 

SYSTEM 

3.1. Measurement principle 

The 3D-system is basically composed of two 2D- 
L2F devices which are symmetrically located, with a 
slant y of 7.5 deg, on both sides of the rotation axis of 
the whole system. Each 2D-L2F system allows the 
measurement of the velocity vector projections - 
modulus Ui and direction a i  - in its own focal plane. Let 
us recall that, in fact, this measurement is only possible 
if the velocity vector lies within the plane of the two 
laser beams axes. In the case of figure 1, where the 
velocity vector is located in the symmetry plane of the 
3D-system, one could see that it is neither in the first 
nor in the second single 2D device beams plane. 
Therefore, the velocity vector cannot be measured with 
any of the devices at that orientation. This situation ever 
exists, except if the velocity vector has no 3D 
component, i.e. if it lies in a plane perpendicular to the 
system axis (named reference plane). On the other hand, 
a small turning of the whole system of 0 1  will bring the 
velocity vector in the beams plane of the first system 
and a counter rotation of in the beam plane of the 
second one. If we call a the velocity vector angle 
defined in the reference plane, two different angles a1 
and a2 could be obtained in orientating, one after 
another, the two systems. This means that they could 
never be measured simultaneously. Because of the 3D- 
system symmetry, @2 = - 0 1  and we get the same 
modulus U (= ul  = u2) with the two 2D-devices. Thus, 
we have the following relations : 

3. THREE-DIMENSIONAL LASER TWO FOCUS 

a, = a + @ ,  
a2 = a + 0 2  =a-@, 

Or : a= (a, +a2)/2 (3) 
@ , = - ~ ~ ~ = @ = ( a ~ - a ~ ) / 2  (4) 

From these measured values (U, a l ,  a2), it is 
possible to derive, from the geometrical situation, the 
three spherical components (V, a ,  p) of the total 
velocity : 

Paper presented at an AGARD PEP Symposium on “Advanced Non-Intrusive Instrumentation 
for Propulsion Engines”, held in Brussels, Belgium, 20-24 October 1997, and published in CP-598. 

t 



6-2 

a= (a, +az)/2 ( 5 )  
P =  arc..(fany) sin 0 

V =  cos 0 U cos p = U  [ 1+- :::I" (7) 

It should be noted that if p is equal to zero, then 
both of the devices detect the same angle al=a2. 

Figure 1 : 3D-L2F device 

3.2. Uncertainties on the estimation of the third 
component 

The laser anemometers (LDA or L2F) allowing the 
direct measurement of the three orthogonal velocity 
components in a Cartesian set are rarely encountered. 
The three orthogonal-component LDA measuring 
system used by Chesnakas and Simpson [4] to analyse 
the flow field behind a prolate spheroid, could be 
considered as an exception. Other LDA systems 
commonly used are non-orthogonal ones, which means 
that the optical axis of the third device is not 
perpendicular to the other two ones. Orloff and Snyder 
[ 5 ]  have shown that systematic errors occur in the 
converting process to restore the Cartesian components 
of the velocity vector, especially on the on-axis 
component, due to the fact that the third measured 
velocity component is coupled with the two other ones. 
Consequently, it would be advisable that the coupling 
angle should not stay below 30 deg. On the other hand, 
one must take into account the optical access restraints 
encountered in turbomachinery. The sight windows are 
rather narrow to ensure wall continuity and to minimize 
glass distorsions. Therefore, a compromise must be 
found, which leads, for most of the actual devices, to a 
15 deg angle. The same kind of geometrical limitations 
occurs with the 3D-L2F anemometry technique. 

Uncertainties on the measurement of a1 and a2 
(Aal and Aa2) induce uncertainties on the 
determination of a and p. This could be estimated by a 
first order Taylor development of formulae 5 and 6 : 

A a =  (Aal+Aa2)/2 (8) 

(9) 

chosen for the angle 2y, assuming Aal=Aa2, the 
magnitude of A a  equal the one of A a l  whereas the one 
of A p  is 5.7 to 7.6 times Aal (for P varying from 30 to 
0 deg). This shows that small uncertainties on the a1 
and a 2  mean values induce very large errors on the p 
one. Similar values have been found by Stauter [6] for a 
LDA device with a coupling angle of 16 deg. 

4. STATISTICAL ANALYSIS 

4.1. Two-dimensionaLL2F data processing 

The 3D-L2F technique is based on the 2D-L2F 
procedure, so that it is interesting to call up briefly the 
two-dimensional data processing used in 
turbomachinery applications. Because the investigated 
compressors require high power rotating facilities 
driving, which leads to high cost experimentation, the 
acquisition procedure, used more often than not, 
requires two steps. 
Firstly, a marginal angular probability density function 
(p.d.f.) Pa(a) is reached. This p.d.f. allows the 
calculation of the mean value velocity vector direction : 

With the associate standard deviation : 

02 = ( a  - E)2 Pa (a) d a  (1 1) 

Secondly, in orientating the probe volume parallel to 
the mean velocity direction E, a conditional p.d.f. of 
the velocity modulus P(u)lE could be obtained. 
Strictly, the total p.d.f. is given by : 

pa,,(a,U)=Pa(a)P(u)la (12) 

However, if a and U are held to be statistically 
independent variables : 

Pa,u (a,u)=Pa (a)P(u)l (13) 

Then, any statistical quantities could be determined 

Ti= jj u Pa," (a ,  U) dadu 

and especially : 

=jJuPa(a)P(u)lEdadu 

= jPa (a )da  .juP(u)IE du 

The validity of the hypothesis of statistically 
independent variables will be discuss below in the case 
of an isotropic turbulence. 

1 . It can be shown that the higher y is, the smaller the p 
uncertainties are, but they also depend on p values 
themselves. For our case, where a value of 15 deg was 
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4.2. Specific statistical problems dealing with the 3D 
technique 

Previously, we have shown that the values of U, a1 
and a2 can not be obtained simultaneously, so, do not 
correspond to a same particle. In fact, (U, ai) and 
(U, a2) are determined independently by the two 2D- 
L2F devices, one after another, so that we have no 
access to the three-dimensional p.d.f. 
Pu,al,a2 (u,a,,a2) . In this context, the only issue to 
calculate the mean and fluctuating values of the velocity 
vector components (V, a, P) is to derive relations from 
the first and second order momenta of U, a1 and a2. 
However, an exact calculation is not allowed because 
the integration process leading to the determination of 
the standard deviations generates information losses. 
For example, an a variation can be detected as a same 
direction variation of a1 and a2, where a p variation 
makes a1 and a2 varying in opposite ways. This 
information on direction variations is lost during the 
integration process and the knowledge of (Tal and Oa2 
values is not enough to determine oa and ap : it has 
become impossible to know which part of the variations 
of Gal and o d  corresponds to a oa or a op variation. 
More distinctly the following formula can be derived 
from relations (5) and (6) : 

a1 =a + arcsin(tan p t a ~ y )  

a2 =a - arcsin(tan p tan y) (16) 

Assuming that the value of tan y is small and tanp = p 
(with an error of 4 % for p values lower than 20 deg), 
these formulae can be simplified : 

(17) 

Considering a and p variables independence, averaging 
procedures lead to : 

[ E ~ ,  3 = [E+ p tan y ,E - p tan y] (1 8) 
and : 

It shows that only two independent quantities (Tal 
and ou are available to derive the three standard 
deviations ov, O a  and op. This is due to the fact that, 
even if a and p are independent variables, a1 and a2 
are strongly correlated quantities, so that correlation 
coefficient (R) is : 

Because of the small value of y (7.5 deg = 0.13 rad), 
R remains close to 1. Otherwise, G a l  and 0a2 are more 
sensible to the a fluctuations than to the'P ones. For 
example, for equal values of oa and op, the second 
term of the square root of the equation (19) represents 
only 1.7 '36 of the first one, and if op is three times 
larger than Oa, it is still lower than 15 %. 

4.3. Isotropic turbulence hypothesis 

Thus, to calculate the mean and fluctuating values of 
the velocity vector components (V, a, p) from the first 
and second order momenta of U, a1 and 012, we are 
obliged, on the one hand, to assume the independence 
of the variables V, a and p, and, on the other hand, to 
find an additional relation between these second order 
momenta. With this object, it is interesting to put 
ourselves in the context of an isotropic turbulence 
model, which is a useful model, not so far from real 
flow fields conditions except in boundary layer and 
other shear flows. 

A three-dimensional stationary homogeneous and 
isotropic turbulent flow field is described by the 
fluctuating Cartesian components ux, uy, uz which are 
considered as independent random variables following 
Gaussian distributions. The statistical field is defined by 
the p. d. f. : 

pu, ,uy,u,  (U, .uy ruz)= p u x  (U, 

o G e  202 *- o&Ke 2a2 o G e  202 .- 

(u,)+u, (U,) 

U: 1 -- 1 -- U: 1 -- - -- 

(21) 
It can be shown that this p. d. f. expressed with the 
spherical components (5, 8, cp) of the turbulent flow 
field becomes : 

-- 5 2  (22) t2 case 1 52 case -- =- 2k2 e 202 .-.-= e 202 

Now, let us convect this turbulent flow field by a 
uniform mean velocity. The resultant flow field (see 
figure 2) is : 

0 3  6 2 2n 03(271)3/2 

Then, the spherical components of this velocity vector 
are obtained, assuming a small fluctuation hypothesis 
and developing the previous formula at the first order : 

V/V' 1 +=cos 5 0 cos cp 
V 

- a-a= L c o s e s i n c p  v cos p 
p -p  - 5  = TsinO 

By means of these relations, it is possible to show 
that V, a ,  !3 are non correlated random variables 
following the Gaussian law : 
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A solution is to perform a Taylor development around 
the mean values of U, a1 and a 2 ,  restricted to the 
second order : 

Figure 2 : spherical coordinates 

So that the marginal p. d. f. can be calculated : 

Averaging this relation and assuming that U is 
independent of a1 and a2, it leads to : 

with : 
- 

Qv = v 'Qp = vcosp.oa =Q (29) 

In the same way and using the same hypothesis, it 
can be shown that, for a two-dimensional flow field, the 
polar components (U, a )  of the velocity vector are also 
Gaussian random variables with O a  equal to ou/ii. 
Experimentally, we verify that, in most cases, the 
velocity modulus and direction distributions actually 
look like Gaussian distributions and that 6, -- oU/i. 
This corroborates the validity of the previous 
hypothesis. 
In the following, we will assume the independence of 
the variables V, a and p, and we will use the isotropic 
turbulence model to find the additional relation required 
between the second order momenta. 

4.4. Mean value calculations 

As previously seen, V, a and p are non linear 
functions of a i ,  a 2  and U (formula (4) to (7)). 
Unfortunately, we have no experimentally access to the 
3D p.d.f. Pu,al,a2 (u,a,,a,) . Thus, it is not possible to 
calculate the mean values as follows : 

f(al ,a2,u) = JJJf(a,,a2,u) 

~Pal,a2,u(a~,a2,u).d~l.da2.d~ 
(30) 

* RQa, Gal + E(3) aal.aa2 --- I a, .a, .U 
+ 

. -  
(31) 

a. Calculation of the mean angle E 
The previous formulation applied to the angle a, 

given by eq. (5) ,  induces directly : 

b. Estimation of the mean angle p 
The formulation (31) applied to the angle p, given 

by eq. (6), leads to the p mean expression : 
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2 

Equations (19) et (20). assuming that tanp - p, give : 

O q 2  +OaZ2-2R(Ta,Ga, =4tan2y.o< (34) 

Then : 

-- sin 5 (1 + cos2 5 + tan2 v\.- op2 
tany \ ' I  2 

The second term of this relation is very small even for 
very penalising configurations. For example, if the P 
value is equal to 30 deg and op to 10 deg, its value is 
1 deg. Thus, a zero order Taylor development should be 
considered satisfactory. 

c. Estimation of the mean velocity v 
Using equation (7) and developing the same 

calculation as the P one, we get : 

sin2 y 

,with: E = %.[ 1 + 2 sin2 .( 1+ -)] tan2 5 (36) 
2cos2 y sin2 y 

3' sin2 y + sin2 5. cos2 y 
sin2 ye cos2 5 + sin2 5 

Here we could also limit the Taylor development to 
order zero, the second term of the relation being about 
0.015 for the previous conditions. 

4.5. Standard deviations estimations 

a. Angular fluctuations estimation 

In order to calculate the value of the standard deviation 
oa, from the equation (19), we have to estimate the 
value of o ~ .  For that, we will use the equation (29) 
resulting from the isotropic turbulence hypothesis. 
However, as above-mentioned, the approximated term 
tan2yop2 is much smaller than the main one oa2. 
Then, we put ourselves in the framework of a weak 
hypothesis. So that : 

=do; + tan2 y . cos2 p. 0; 
Hence, we get : 

b. Velocity fluctuations estimation 

7 

Applying equation (3 1) to (V - Of, we get : 

2 
i 2 t a n 2 5  [ sin2y+sin25.cos2y 

sin2 y cos2 y sin2 y cos2 5 + sin2 -1 0 082 

(39) 

5. CHECK OF THE MEASUREMENT 
TECHNIQUE IN A FREE JET 

A preliminary test of the statistical method 
efficiency has been carried out in an axisymmetrical 
free jet. This experimental set-up has been chosen due 
to many measuring problems present in this 
configuration : in the potential core boundary area due 
to the eddy pattern, the high gradients and the seeding 
difficulties, and in the developed flow region due to 
high turbulence levels (up to 50 96). Furthermore, 
various results are available in the literature 
(Wygnanski and Fiedler [7]). 

5.1. Experimental facility and instrumentation 

We use a 20 mm diameter (@) wind tunnel which 
allows a vertical development of the free jet. Because of 
stability problems, the velocity at the nozzle exit should 
stay between 40 and 65  m/s. Its value is given by a 
static pressure probe within an uncertainty band of 
0.5 %. 

The 3D-L2F anemometer consists of an Argon-laser 
operating in multi-colour mode, coupled with an optical 
head manufactured by Polytec. The four different 
distances existing between the start and the stop of the 
two 2D-devices permit the adjustment of the beam 
separation with the turbulence level in the flow field 
(Schodl [8]). Electronic and acquisition systems are 
identical to the 2D-ones previously developed in the 
L.M.F.A. at E.C.L [9]. All acquiring and processing 
procedures have been fitted to the 3D technique. 

Laser measurements have been compared to those 
obtained with conventional probes : a Pitot probe for 
the mean values and a crossed hot wire probe for the 
fluctuating ones. 

5.2. Some results 

Measurements have been carried out in three 
sections downstream the nozzle exit, perpendicular to 
the jet axis as shown in figure 3. 

Figure 3 : Measurement planes 
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The first plane is located in the potential core, 
whereas the second and the third ones are in the fully 
developed flow area. The free jet characteristics are 
presented in the following table : 

* Jet axis mean velocities and turbulence level. 

Furthermore, for each measurement plane, four radial 
traverses (; direction) were tested. The angle w, 
between the plane perpendicular to the jet axis and the 
optical axis of the 3D-device, was set to different values 
(0 ; 7.5 ; 15 and 30 deg) for each traverse, in order to 
simulate 3D flow effects. 

For comparing 3D-L2F measurements and Pitot 
tube or hot-wire ones, all the results are projected in a 
Cartesian set of coordinates associated with the jet 
longitudinal and radial directions for each measurement 
plane. We name 
and the radial and the azimuthal ones. UrmS , VrmS, 
wrms are the associated second order momenta. 

On figures 4a and 4b one could see that the restored 
mean longitudinal velocity ( U )  profiles are well 
determined, whatever the angle w. Concerning the mean 
radial velocity (v),  the obtained pattern (figures 5 a 
and 5 b) are very similar to those derived by Wygnanski 
and Fiedler [7] from the continuity equation. The 
influence of the angle w on the measurement accuracy 
seems quite negligible, except in the regions where the 
turbulent intensity is rather large (greater than 20 % in 
plane 3). 

An attempt to deduce the longitudinal and radial 
fluctuations (urms and vrms) from O a  and cv has been 
performed in order to compare with the obtained hot 
wire anemometer values. We observe a rather good 
agreement in plane 1 (figures 6 a and 6 b) except near 
the boundaries of the jet, where intermittency occurs. 
For plane 3 (figures 7 a and 7 b), the results are also 
satisfactory, though a larger dispersion can be observed, 
related to the high turbulence level exceeding 20 % in 
this developed flow area. 

Due to the fact that there is no azimuthal component 
of mean velocity in the jet, it is very easy to check the 
accuracy of the measured mean values of the 3D mean 
angle p : they must be exactly equal to the values of w. 
On figure 8, one observes measured uncertainties on p 
mean values, for different angles w, in the potential core 
of the jet where the turbulent level has a constant value 
of 1.75 %. Those uncertainties stay below 2.2 deg for 
a1 and E2 uncertainties about 0.5 deg, which shows a 
smaller factor between AE, (or AE2)  and AD than in 
the theoretical example of the paragraph 3.2. The 
observed results corroborate the fact that the higher the 
angle 8, the smaller the uncertainties on the mean value 
of B. On figure 9, for a w angle of 30 deg, a drastic 

the longitudinal mean velocity, 

- 

increase of the uncertainties together with the 
turbulence level can be observed. However, they remain 
below 4 deg, for fluctuations below 20 % of the mean 
velocity. 

Measurements in axisymmetrical free jet lead to 
conclude that in three-dimensional flow fields, with 
turbulence level up to 20 %, the accuracy reached for 
mean and fluctuating velocities, calculated with the 
statistical formulation developed in paragraph 4, seem 
to be quite good. 

But, this study do not really take care of the 
measurement problems encountered in turbomachinery . 
Consequently, we propose, in the following part, to 
analyse measurements carried out in an high-loaded 
low-speed compressor in order to calibrate the 
developed statistical analysis in a real configuration. 

SPEED COMPRESSOR ROTOR 

The strong influence of secondary flows on 
turbomachines performances is well known, so that the 
understanding of the local flow behaviour remains 
essential to improve 3D-viscous numerical codes used 
for design procedure. In particular, the tip clearance 
effect is detrimental for efficiency and stability in axial 
flow compressors and could generate up to 23 % of 
total losses for Trebinjac [lo] in a supersonic axial 
compressor and up to 40 % for Bindon [ 111 in a turbine 
cascade. However, the purpose of this section is not to 
develop a detailed analysis of the three-dimensional 
flow field in a high-loaded compressor, but to show that 
3D-L2F anemometry is an efficient technique to study 
and analyse complex flow configurations in rotating 
environment. In this context, we have decided to carry 
out measurements in the tip region at 50 % chord, 
where we expected the presence of a leakage vortex. 

6.1. Experimental set-up 

The investigated axial compressor is powered by a 
17 kW electric motor at 1500 rpm. It consists of a 12 
blade rotor with a 316 mm tip diameter and a 196 mm 
hub one. The blade profiles are NACA 65 series with 
9% chord thickness distributed on a circular mean line. 
The chord varies from 166.7 mm at the hub to 
151.5 mm at the tip. The tip clearance represents 1.1 % 
of the blade height, which means 1.3 mm. The nominal 
flow rate is 6.2 kg/s. However, the compressor is 
operated at a lower flow rate of 5.5 kg/s, which 
corresponds to a higher blade loading supposed to 
generate wider secondary flows and interactions 
between them (Nurzia, Puddu [12]). The flow in the 
blade row is measured at 50 % chord for various 
positions versus the blade height - 84 %, 86 %, 90 %, 
91.7 %, 93.3 %, 95 %, 97.6 % and 98 % - in order to 
intercept the leakage vortex. The blade pitch was split 
in 10 variable width intervals using the procedure 
developed for two-dimensional measurements 
(Trebinjac & Vouillarmet [ 131). At each interval, about 
500 data were collected. The radial velocity (Vr) is 
considered positive from the tip to the hub and the 
azimuthal one in the rotating direction. Vz is the axial 
component of the velocity. The inlet Mach number and 
the Reynolds number are respectively 0.08 and 5 lo5. 

6. MEASUREMENT IN A HIGH-LOADED LOW- 
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Optical access is obtained through a plane window. A 
seeding probe is located about two chords lengths 
upstream from the leading edge, which is far enough to 
avoid any probe wake effect in the measurement zone. 

6.2. Background theory for the study of tip leakage 
flow in an axial compressor 

Through the clearance existing between the tip of 
the blade and the shroud, a flow can take place because 
of the pressure gradient between the pressure side and 
the suction side. Two different kinds of flow field 
configurations may occur. The first one is common in 
compressor with sharp blades : the clearance flow 
separates from the blade tip and does not reattach over 
the main part of the chord generating a distinct jet of 
low loss fluid at the exit of the gap (Storer & al. [14]). 
The second one is more typical of the turbine blades, 
but could also be encountered in compressor (with thick 
blades). For those kinds of blades, the clearance flow 

, reattaches, generating much more losses due to the 
mixing phenomena in the reattachment area inside the 
gap. Kang and Hirsch [I have given a complete 
description of the multiple tip vortex smcture occuring 
for this configuration in a compressor cascade. Denton 
[15] has proposed a criterion : this second configuration 
happens only if the ratio between the blade thickness (e) 
and the clearance (7) stays above 4. Perrin [16] has 
analysed the two different configuratims, and has also 
shown that a leakage vortex constituted of fluid 
particles coming from the viscous zones is associated to 
the clearance flow. Storer & al. [14] have put the stress 
on the fact that, for axial compressors, this leakage 
vortex is emitted around the minimum static pressure 
location on the suction side, which should be located 
before 50 % chord in our blade row. From its emission 
position to the trailing edge, the leakage vortex is 
transported from the suction side to the pressure side. 
However, most of the studies in which those 
phenomena are presented have been carried out in blade 
cascade so that the blade skewing and the real influence 
of the relative motion of the shroud with regard to the 
blade were not taken into account. This relative motion 
is supposed, first, to make the leakage vortex to be 
generated nearer to the leading edge. Second, it induces 
its trajectory to sweep from the suction side to the 
pressure side of the following blade. Lastly, it increases 
the flow rate throughout the gap so that the vortex 
becomes stronger. 

6.3. Results 

All the results are presented on figures 10 to 13, 
versus the blade height and the azimuthal direction. The 
flow field is described from the suction side (0 % of the 
pitch) to the pressure side (90 % of the pitch), and from 
84 % to 98 % of blade height (100 % corresponds to the 
blade tip) which is the limit until measurements become 
impossible close to the window. Because measurement 
times are longer in the shroud boundary layer, 
especially for 98 % of blade height, the window 
becomes dirty during the acquisition process. This 
caused the angular histograms to become rather flat in 
strong turbulence areas, so that it is prejudicial for the 
estimation of the a1 and a 2  mean values (uncertainties 
up to 7 deg). This effect induced inaceptable B 

uncertainties of about 53 deg. Consequently, in the 
following, the radial velocity will only be presented up 
to 96.7 % (figure 13). 
From 84 % to 90 % of blade height, the axial velocity 
demonstrates an azimuthal gradient from the suction 
side to the pressure side (see figure 10). In the vicinity 
of the shroud from 92 % to 98 % of blade height, a low 
flow rate area appears, centered at 33 % of the pitch 
from the suction side and stretched from 15 % to 60 % 
of the pitch. It corresponds to a zone of maximum 
azimuthal velocity (see figure 11). Thus, in this area, 
the flow direction changes as much as 30 deg from the 
direction of the mean flow. Futhermore, we observe on 
figure 12 that a high level of turbulent kinetic energy is 
also present in this area which could be identified as the 
core of the tip leakage vortex. Indeed, this high 
turbulence level is characteristic of viscous zones, like 
suction side, pressure side and shroud boundary layers, 
from which the tip vortex fluid particles are coming. 
The 3D-anemometer allowed us to associate this zone 
with radial velocities, located close to the shroud, and 
which values reach 20 % of the blade velocity at the tip 
(see figure 13). That figure exhibits, near the shroud 
and from the suction side to 50 % of the pitch, a first 
kind of radial flow directed toward the shroud. This 
should correspond to fluid particles coming from the 
suction side boundary layer which are dragged by the 
jet at the exit of the gap. At about 95 % and down to 
93 % of blade heigh, the direction of the radial flow 
changes, so that it is directed toward the hub. Those 
radial velocities confirm the presence of the tip leakage 
vortex at that location. Its center is located at about 33 
% of the pitch from the suction side, and its radius is 
much larger in the azimuthal direction (from 15 % to 55 
% of the pitch), than in the radial one (it lies above 93 
% of blade height i.e. 6 times the clearance below the 
tip of the blade). This last observation disagrees with 
the common circular model for the tip leakage vortex. 
On the pressure side, measurements are not close 
enough to the blade surface to corroborate the presence 
of small negative radial velocities, demonstrating the 
fluid motion toward the blade tip at the gap inlet. In the 
rest of the flow, no radial velocity can be observed so 
that any interaction between the tip leakage vortex and 
the passage vortex could not be detected by the 3D-L2F 
device in this section. 

7. CONCLUSION 

This study has focused on the data processing for 
3D-L2F anemometry. It has shown that this measuring 
technique produces a lot of information losses due to 
the non-simultaneous measurement of the three velocity 
components. However, a statistical calculation method 
to restore the mean and the fluctuating flow fields has 
been developed assuming a velocity components 
independence model. Moreover, the measurement of op 
remains impossible, so that an additional relation 
should be found for op in order to estimate oV and oa. 
This statistical method has been tested in an 
axisymmetrical free jet. The obtained results agree with 
the fact that uncertainties for the 3D-angle B could 
increase drastically for small value of B (below 10 deg), 
and for high turbulence level (toward 20 %). It shows 
that the accuracy of the results, especially for the 
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on-axis velocity component, should be carefully 
established before to be taken into account. 
In the compressor, radial velocities are detected by the 
3D-L2F anemometer, which indicates a leakage vortex. 
Moreover, an intense shearing associated with a high 
turbulent kinetic energy level at the tip area was 
demonstrated. 
We can conclude by saying that the three dimensional 
acquisition procedure used for this study has shown its 
ability for measuring the three dimensional flow field 
within a high-loaded compressor rotor, even in large 
local gradients area and close to the end walls: 

REFERENCES 

R. Schodl, "Laser Two Focus Velocimetry", 
AGARD CP 399, Paper 7,1986. 

R. Schodl & W. Forster, "Design and 
Experimental Verification of the 3D 
Velocimeters Based on the L2F Technique", 5th 
Int. Symp. on Appl. of Laser Anemometry to 
Fluid Mechanics, Lisbonne, Portugal, 1990. 
Maass, Forster & Thiele, "Unsteady Flow 
Experiments in the Exit of a Ducted Propfan 
Rotor", 30th AI AAIAS ME/ S AEIAS EE Joint 
Propulsion Conference, Indianapolis, Indiana, 
1994. 

C. J. Chesnakas & P. L. Simpson, "Full 3D 
Measurements of the Cross Flow Separation 
Region of 6:l Prolate Spheroid, Experiment in 
Fluids, vol. 17, pp 68-74, 1994. 

P. K. Snyder & K. L. Orloff, "Reduction of the 
Flow Measurement Uncertainties in Laser 
Velocimeter with Non-Orthogonal Channels", 
AIAA Journal, Vol. 22, Nb 8, August 1994. 

R. C. Stauter, "Measurement of the Three 
Dimensional Tip Region Flow Field in an Axial 
Compressor", ASME-JT, vol. 115, pp 468-477, 
July 1993. 
LWygnanski & H.Fiedler, "Some Measurements 
in the Self-preserving Jet", J.F.M., vol 38, pp 

R. Schodl & W. Forster, "A New Multi-Colour 
Laser Two Focus Velocimeter for Three- 
dimensional Flow Analysis", ICIASF Record, pp 

1.Trebinjac & A.Vouillarmet, "A Laser 
Anemometry Technique for Measurements in a 
Single Stage Supersonic Compressor", 
Proceedings of the 9th Symposium on 
"Measuring Techniques for Transonic and 
Supersonic Flows in Cascades and 
Turbomachines", pp. 10.1 - 10.27, Oxford, March 
1988. 

LTrebinjac, A.Vouillarmet, G. Perrin, "A 
Contribution to the Understanding of the Flow 
Field in a Supersonic Compressor", 2 ISIAF, 
International Symposium on Experimental and 
Computational Aerothermodynamics in Internal 
Flows,.Prague, 1993. 
J.P. Bindon "The measurement and Formation of 
Tip Clearance Loss" ASME paper 88-GT-203, 
Amsterdam, 1988. 

577- 612,1969. 

142-151, 1989. 

F. Nurzia, P. Puddu, "Experimental Investigation 
of Secondary Flows in Low Hub-Tip Ratio Fan", 
ASME paper, 94-GT-377, The Hague, 1994. 

LTrebinjac & A.Vouillarmet, "Laser Two-Focus 
Anemometry Investigation of the Flow Field 
within a Supersonic Axial Compressor Rotor", 
ASME paper 90-GT-298, Brussels 1990. 

J. A. Storer, N. A.Cumpsty, "Tip Leakage Flow 
in Axial Compressors", ASME J. of 
Turbomachinery, vol. 113, pp 252 - 259, April 
1991. 
J.D. Denton, "Loss Mechanisms in 
Turbomachines", ASME paper,93-GT-435, 
Cincinnati, 1993. 

G. Perrin, "Experimentation Numdrique 
Tridimensionnelle en Vue de la Moddlisation et 
du Calcul des Ecoulements Secondaires dans les 
Turbomachines" Thbse &ole Centrale de Lyon, 
1994. 

i 
1 

d 

4 



......................... " ~.., 
Jo.OO 1.--- i .............. ; .............. : .............. ; .............. ; 

-2o.w 0.00 20.00 
r b m )  

Figure 4 a : Longitudinal velocity for plane 1 

> 

.a 

'e 
5 

- .............. 

0.00 1 1 I 1 

-100.00 0. w 100.00 
r(mm) 

Fignre 4 b : Longitudinal velocity for plane 3 

Figare 5 a : Radial velocity for plane 1 

r 
i 

-20.00 0.00 20.00 
r (m) 

Figure 5 b : Radial velocity for plane 3 

-20.00 0.00 20.00 
r (m) 

Figure 6 a : Longitudinal fluctuation for plane 1 Figore 6 b : Radial velocity for plane 1 



6-10 

0.301---- ..... 1 

0.00 4 I I 1 

-100.00 0.00 100.00 

Figure 7 a : Longitudinal fluctuation for plane 3 

-100.00 0.00 100.00 
r 

Figure 7 b : Radial velocity for plane 3 

Figure 8 : p uncertainties versus p 

am mm m.m r m  
T W -  W PI 

Figure 9 : p uncertainties versus the turbulence level 

.- E 961 

M a l  velocity (mls) 

Fraction of pitch (%) 

Figure 10 : Axial velocity at the tip for 50 % chord 



6-11 

18.0 

.. 4nn 
Azimuthal velocity (mk) 

Fraction of pitch (%) 

Figclre 11 : Azimuthal velocity at the tip for 50 % chord 

h 
6.4 Turbulent kinetic energy (J/kg) 6.2 
4.9 
*I 
4 4  
4.2 
4.0 

i5 

9.7 
as 
9.9 
ao 
2.0 
2.0 
2.3 
2.1 
1 .a 
1 .e 

LL 
Fraction of pitch (%) 

Figurn U : Turbuleat kkietic energy at the tip for 50 % chord 

n 

s 
4 

E Radial velocjty (mls) 
E 10 .. .- rn SUI 3 Dressureside T a: 

U 
Fraction of pitch (%) 

Figure 13 : Radial velocity at the tip for 50 % chord 





7-1 

Non-Intrusive Measurement Technique For Propulsion Engines 
M.F. Mulligan nod J.D. MacLwd 

National Research Council of Canada - ICPET 
Institute for Aerospace Research 

Combustion Research Group, Bldg. M-9 
Ottawa, Ontario. KIA OR6, Canada 

1. SUMMARY 
With fmancial contributions from the Canadian Department of 
National Defence, the Structures, Materials and Propulsion 
Laboratory of the National Research Council of Canada (NRC) 
establisbed a program for evaluating the effects of component 
deterioration on gas turbine engine performance. The effort was 
aimed at investigating the performance changes resulting from 
typical in-service faults. An imponant aspxt of the engine test 
program was the use of non-intrusive sensors to supplement 
conventional instrumentation. 

Combincd gas and metal thermal patterns in the infrared radiation 
specea. recorded using infrand thermogmphy. were used to 
evaluate gas path patterns to identify possible fault conditions. 
Exhaust plane thermal patterns can bc classified as "healthy" for 
no-fault conditiom, and "distressed where known faults are in 
existence. Several defEtive engine components, including fuel 
nozzles, combustor cans, turbine nozzles, and thermocouple 
probes were used to evaluate the effectiveness of this technique on 
an engine test bed. 

This paper covers the project objectives, the experimental 
installation, and the results of the tests. Descriptions of the 
i n W  thermography system the data reduction and analysis 
methodology are aka included. 

2. INTRODUCTION 
lhxiitional engine pdortnnnce monitoring tecbniques have relied 
on themeasuremt of specific gas path parameters (MacLeod. et 
al.. 1992). These measurements. typically temperature and 
pressure, are gathered from within a gas turbine using conventional 
methods such as thermocouples and pitot rakes. In some cases, 
these probes require cooling shrouds to provide protection from 
the harsh environmts within a gas turbine. These relatively large 
probes can disrupt the flow field in the vicinity of the probe and 
thus interfere with the true mnsmtnent. This interference cannot 
be d i l y  accounted for and is carried as some unknown bias in 
the data. 

Most gas turbine engines use single point themmcouple probes for 
making tempxature measurements that are used to contml the 
engine. In m m  locations within the engine as many as 18 
thamxauplea are used to measwe an average tempnature. As a 
result of non-uniform temperature distributions, some thermu- 
couples may be subjected to hot or cold regions, resulting in a 
meas-nt bias. In addition, changes in the twperature pauems 
resulting from component deterioration upstream could easily go 
undelecad by the engine operator. These changea in temperature 
patterns can have serious effects on the rate of damage 
accumulalion of the turbine components, resulting in higher 
overbaul costs due to increased parts replacement. 

An infrared thermography system, which is capable of making 
thousands of measurements simultaneously and unobtrusively, can 
be utilized to completely map the thermal pattms in the exhaust 
plane. If the thermal pattern present in the exhaust plane is 
analogous to a fingerprint, i.e. unique to each engine, then a 
change in the "healthy" pattern would indicate to the observer that 
a change in the condition of the hot section of that engine had 
occurred. The ability to detect this change unobtrusively at an 
early stage in its development is the goal of this infrared diagnostic 
tool. 

3. BACKGROUND 
Infrared thermography has been in existence for more than 25 
years (Gartenburg and Roberts, 1992). It is only in the last several 
years that research into the use of infrared technology for gas 
turbine applications has been carried out. Up to this point in time. 
the gas turbine applications have focussed on external casing 
temperature measurements (Burns, 1994, and Mahulikar, 1992) 
and plume observability detection (Balageas. 1992. and 
Breagelmans, 1993. 1994). Previous experience in the develop- 
ment of an infrared diagnostic system has been described by 
MacLeod et al., 1994 and by Mulligan et al.. 1996. 

Analysis of both metal and gas thermal spectra are considered 
important. Metal and gas thermal spectra can be separated by 
using infrared filters to obtain the individual components. 
However, for this investigation only images representing combined 
spectra were evaluated. 

4. EXPERIMENTAL INSTALLATION 
To as8css the capabilities of an infra& imaging system to mensure 
thermal patterns in theexhaust of a gas turbine engine a unique test 
setup with specialid instrumentation was required. The 
following demiption of the engine and instranentation illustrates 
the installation for this project. 

4.1 EnglncDeaeription 
'Ihe test vehicle for this prow wan an Allison TSdA14LF% single 
spool turboprop engine fmm a CP-140 A m  patml aircraft This 
engine was an excellent candidate for this study because it has no 
variable geometry or transient bleed valve operation that might 
affect the repatability of the operation of the engine. The T56 
engine has a fourteen-stage compressor. a six can-annular 
combustor and a four-stage turbine. A schematic diagram of the 
NRC test configuration is shown in Figure 1. 

4.2 l n f d  Ireboarotation 
The infrared imaging system selected for this project was the 
Hughes Model 7300 Thermal Video System consisting of an 
imager, an image processor, a p o r n  supply and a monitor. The 
imager converb iNi'ared radiation into electronic signals which are 
interpreted by the image processor and displayed on the monitor. 

Paper presented at an AGARD PEP Symposium on "Advanced Non-Intrusive Instrumentation 
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For the experiment, the imager was fitted with a telescopic lens 
and located approximately 6 metres downstream of the exhaust 
duct of the engine behind the exhaust augmentor tube (Figure I ) .  
The camera, focussed at the exit plane of the turbine, was protected 
from the hot exhaust gases by a silicon window located in the 
elbow section of the augmentor tube. The silicon window has a 
uniform absorption loss of approximately 1% in the 2-5 micron 
infrared band. 

Images created by the Thermal Video System were recorded by a 
SVHS video recorder and played back at a later time for analysis. 
An IBM compatible computer provided the platform for 
developing software required for analysing thermal images. Frame 
grabber boards within the computer were used for digitizing live 
or taped video images. The complete component configuration is 
shown in Figure 2. 

4.3 Image Analysis Software 
Software packages were written for acquiring, linearizing. 
smoothing, adjusting image brightness, producing statistical 
information and analysing infrared images. Images were digitized 
and then linearized before applying image smoothing and 
brightness adjustment techniques. Image smoothing was done to 
enhance the quality of the recorded images, while a brightness 
adjustment routine was used to correct for differences in the 
overall intensity of an image. The digital data were then processed 
through a routine designed to detect differences between images. 

The analysis was done by comparing images and detecting changes 
in the thermal pattern of an image relative to a reference. It was 
found that visual comparisons could not be done, as minute 
differences in thermal patterns were extremely difficult to detect by 
eye. As a result, software was developed to perform the 
comparisons on a pixel by pixel basis. n o s e  pixels of the test 
image that exceeded the specified tolerance of two standard 
deviations were flagged to indicate a change in the thermal pattern. 

4.4 Operational Considerations 
Generally, an infrared camera is used to obtain a temperature 
profile of an object. As the camera can only measure infrared 
radiation, an emissivity value is required to obtain temperatures. 
To obtain or estimate an emissivity value may be simple or, in 
some cases. very difficult as emissivity is a function of the surface 
condition of an object which may change dramatically under 
certain conditions. The angle of incidence also affects the 
measured value of emissivity and therefore curved surfaces are 
potentially problematic. 

For this investigation. the thermal energy pattern was of primary 
importance with secondary interest in the measurement of 
temperature. 

5. DESCRIPTION OF FAULTS 
This section will describe the faults that were investigated during 
the test program. The engine components selected for the tests 
were fuel nozzles, combustor cans, turbine inlet thermocouples and 
turbine inlet guide vanes. 

5.1 Fuel Nozzles 
Fuel nozzles (Figure 3) have been identified as high maintenance 
components that can promote damage lo other engine hardware. 

Fuel nozzle faults are most often caused by the formation of 
deposits on the end of the nozzle resulting in a "fouling" or 
"coking"condition. The deposits affect the fuel spray pattern and 
on the T56. result either in a "streaking" or "fanning" condition 
within the combustor of the engine. Nozzles that are categorized 
as "streaking" contain heavy concentrations of fuel within their 
spray pattern, whereas, "fanning" types exhibit a more uniform 
pattern but exceed the manufacturer's spray angle specification of 
I 10". n e s e  improper spray patterns can cause rapid deterioration 
of the combustor, turbine thermocouples and turbine inlet guide 
vanes. As malfunctioning fuel nozzles can have a significant 
impact on hot section life, tests were carried out to investigate this 
fault. 

Baseline tests were performed using a low time (<ZOO hrs) set of 
overhauled fuel nozzles. The engine was operated at three power 
settings covering turbine inlet temperatures of 735,875 and 1010 
degrees Celsius. Several test runs were performed for each engine 
configuration under varying ambient conditions. For the faulted 
tests "fanning" or "sneaking" nozzles were installed in the 
combustor at specific locations. Images and performance data 
were recorded for each configuration and at each power setting. 

5.2 Combustor Cans 
An increase in the combustor temperature can cause significant 
damage to the combustor liner (Figure 4). These higher 
temperatures can not only cause a burn-through condition, but can 
also cause significant deformation in the combustor can. This 
deformation can redirect the flow which may then cause severe 
damage to the turbine inlet guide vanes and alter engine 
performance. 

For reference purposes. the location of each combustor is 
described by its circumferential position as viewed from the rear 
of the engine. The combustor located at the top of the engine is 
referred to as combustor can 1. All other combustors, which are 
positioned every 60". are referenced clockwise to combustor can 
1 (i.e. combustor can 2 is located MI" clockwise from combustor 
can I). 

For this experiment, two combuslion liners, deformed near the 
outlet (indicated by dashed line in Figure 4). were installed in the 
engine at the 0" and 120" location (there are a total of six liners). 
The engine was operated at corrected turbine inlet temperatures of 
735, 875 and 1010" Celsius. Thermal profiles were obtained at 
each power setting. 

5.3 Turbine Inlet Guide Vanes 
The turbine inlet guide vanes (Figure 5 )  direct the hot gases from 
the combustor into the first stage of the turbine. These hot gases 
promote wear to the vanes and in some cases cause the vanes to 
crack and even disintegrate. Damaged vanes disrupt the flow 
entering the turbine producing large spatial temperature variations. 
These temperature variations result in performance changes in the 
turbine downstream of lhe damaged vane. For the tests, a new set 
of vanes was installed into the engine. Before the installation. the 
vanes were grouped in sets so that the total vane flow area 
downstream of the combustor was balanced with their 
neighbouring sets. Following the installation, tests were 
performed to obtain thermal profiles downstream of the turbine. 
To investigate the effect of a damaged vane component, a set of 



faulty turbine inlet vanes was installed in the engine at the 120" 
location. Tests were repeated to obtain thermal profiles of the 
turbine exhaust. 

SA Turbine Inlet Thermoeouplea 
The T56 engine is equipped with 18 thermocouple probes (Figure 
6) for measuring the temperature of the gas at the outlet of the 
combustor. Each probe contains two thmocouples, one which is 
parallelled with each of the other 17 probes and used to control the 
engine, and a second which is parallelled to provide an indication 
of the turbine inlet temperature on a cockpit indicator 

Immersion of the thermocouples into the hostile environment 
downstream of the combustor results in a high failure rate of 
thermocouple probes. Failed thermocouple probes upset the 
control of the engine which can cause the engine to operate off- 
design and promote hot end component damage. In addition, 
faulty thermocouples can produce erroneous temperature 
indications on the cockpit indicator. 

To simulate a shorted thermocouple within the engine control 
system hamess, the probes located in the combustors at 0' and 
120" were connected to ground through a set of manual switches. 
The switches were also employed to simulate an open 
thermocouple condition. 

6. TEST RESULTS 
The test results are based upon comparisons done with serviceable 
and faulty components. The components include fanning and 
streaking fuel nozzles. collapsed combustor can liners, damaged 
turbine inlet guide vanes. and open and shorted thermocouple 
probes. Correlations between the thermal images and the turbine 
inlet temperature thermocouples are also discussed. 

For the analysis. a ' I '  in the bargraph figures represents a 
successful detection while a '-1' represents a failure to detect the 
fault. In all bargraphs. the IR results are represented by the red 
bars, whereas the results obtained with the TIT probes are 
indicated by green bars. 

Some of the figures (e.g. Figure 7) contain temperature scales in 
the form of bargraphs which are used to indicate an approximate 
temperature change. The blue portion of the bargraph is used to 
indicate cooler areas, whereas, the red portion indicates hotter 
areas. The white portion of the bargraph, labelled as normal, 
indicates areas of no change. Those areas within an image where 
changes have been identified are circled in green. 

6.1 Faunlng Fuel Nozzle Fault 
Baseline engine tests were done with serviceable fuel nozzles 
obtained from the engine overhaul contractor. A serviceable fuel 
nozzle. with an included spray angle of 106'. was installed into 
combustor can 3 located at 120". The engine was operated at a 
turbine inlet temperature of 735. 875 and 1010" Celsius at a 
comted  turbine speed of 13820 RPM. Images downstream of the 
turbine were recorded at each power level. The fuel nozzle with 
an included spray angle of 106" was replaced with another 
serviceable nozzle that exhibited a spray angle of 109" and the 
tests repeated. Further tests were done using an unserviceable fuel 
nozzle (fanning) with a spray angle of 119". Upon completion, the 
images were then passed through analysis software to determine 

image differences. 
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was found that the 109" and the 119" 
nozzles produced a cold spot (blue area) appearing in the image 
(Figure 7) downstream of the combustor containing the fault. As 
shown in Figure 8, the infrared method was successful in detecting 
a cold spot in 3 out of 6 test conditions, whereas the TIT probes 
failed to detect any change for all test conditions. 

6.2 Streaking Fuel Nozzle Fault 
To further investigate the nozzle fault tests, additional tests were 
completed with nozzles that exhibited a "streaking" flow pattern 
condition. A "streaking" nozzle with a similar flow rate as the 
serviceable nozzle was installed into combustor can 3 located at 
120". The engine was operated at a corrected speed of 13820 
RPM and at corrected turbine inlet temperatures of 752, 894 and 
1024 degrees Celsius. Ihe  streaking nozzle was found to produce 
a hot spot in the thermal image (Figure 9). 

As shown in Figure IO. the infrared method was successful in 
detecting hot spots in 11 out of 12 streaking nozzle test cases, 
while the TIT probes failed to detect any change in all cases. 
Those cases, in Figure IO, where a successful detection is indicated 
for the TIT probes are results for nozzles with higher fuel flow 
rates. These higher flow rate nozzles. which appear to be faulty, 
are serviceable units which fall within the upper end of the fuel 
flow specification for the nozzle. The higher flows are 
approximately 2.7% above the median of 446 IbJhr. Furthermore. 
Figure 10 shows that the infrared system failed to detect a change 
in only one case. 

6.3 Combustor Fault 
A complete set of wiceable fuel nozzles and combustor cans was 
installed in the engine and a set of baseline tests was completed. 
Following the baseline tests. combustor can 1,  located at 0'. and 
can 4, located at 180". were removed and replaced with two faulty 
units. It was found that combustor can I produced a cold spot with 
a hook shaped tail extending towards the tailcone downstream of 
the turbine (Figure 1 I). Unfortunately. the flow from combustor 
can 4 was cut off from the view of the camera. The infrared 
system was successful (Figure 12) in detecting a change in three 
out of the six test cases. whereas, the TIT probes failed to detect 
any change. 

6.4 Turbine Inlet Guide Vane Fault 
A new set of turbine inlet guide vanes (IGV) was installed in the 
engine and a set of baseline runs was completed. Following the 
tests. a set of six faulty nozzle vanes was installed downstream of 
combustor can 3 located at 120". The results (Figure 13) show 
that neither the infrared system nor the TIT probes were capable of 
detecting the IGV fault in all test cases. This suggests that the 
change in the thermal pattern was within the sensitivity of both the 
1R and thermocouple measurement systems. 

6.5 Turbine Inlet Thermocouple Fault 
Turbine inlet thermocouple faults were simulated by shorting 
(grounding) or disconnecting (opening) the probes from the engine 
control thermocouple harness itself. However, the simulation 
produced an overall cooler or hotter image caused by an increase 
or decrease in fuel flow promoted by a change in the signal to the 
fuel control. As the current analysis software compensates for an 
overall change in image intensity, this fault was undetectable. 
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I. CONCLUSIONS 
I )  A method to diagnose the condition of hot section components. 
at a relatively early stage of deterioration, has been developed. 
The method has been used to sumssfully detect faulty fuel 
nozzles in 14 out of 18 cases and combustor faults in three out of 
six cam. W i m  and turbine inlet thmwcouple faults were not 
detectable with the current equipment and methods. 

2) Faulty fuel nozzles contribute to the Moration of hot section 
components. Replacement of fuel nozzles with similar flow rates 
may reduce the variation in the thermal pattern in the hot section, 
thus extending the life of hot section components. 

3) Fuel nodes d i c h  exhibited a streaking fuel flow pattern were 
found to produce hot s p t s  in a thermal image while those 
producing a fanning flow pattern were found to produce cold 
spots. 

4) Collapsed combustor cans prcduced cold spots in a thermal 
image with a distinctive hook towards the centre of the image. 

5) lbe Et system allowed the mapping of h e  entire thermal pattern 
at the exit of the turbine. while thermocouples provided single 
point measurements that may misrepresent the actual conditions. 

8.0 REFERENCES 
Bnlageas, D.. et al. "Quantitative Infrared Thermography CARAT 
92". Proceedings of the Eurotherm Seminar No. 27, July 7-9. 
1992 in Chatenay-Malabry. France. 

Breugelmans. F.A.E., editor. "Measurement Techniques". von 
Karman Institute for Fluid Dynamics. Lecture Series 1993-05. 
April 19-23, 1993. 

Breugelmans. F.A.E., editor. "Non-Inuusive Measurement 
Techniques". von Karman Institute for Fluid Dynamics, h t u r e  
Series 1993-09, February 7-11, 1994. 

Burns, M. "Temperature Measurement Using I n f r d  Imaging 
Systems During Turbine Engine Altitude Testing". NASA TM 
105871, NASA Lewis Resesreh Center, February 1994. 

Gartenburg, E. and R O W ,  S. "Twenty-Five Years of 
Aerodynamic Research with Infrared Imaging", Journal of Airaaft, 
Vol. 29. No. 2, March-April. 1992. 

MacLeod, J.D.. et al. "Implanted Component Faults and Their 
Effects on Gas Turbine Engine Performance", ASME Journal of 
Engineering for Gas Turbines and Power, Vol. 114, April 1992. 

MacLeod, J.D., et al. " I n f r d  Thermal Imaging as a Diagnostic 
Tool for Gas Turbine Engine Faults".ASME 94-GT-344.1994. 

Mahulikar, S. P. "Prediction of Engine Casing Temperature of 
Fighter Aircraft for Infrared Signature Studies". SAE 920961. 
1992 SAE Aemspace Atlantic, Dayton. OH, April 7-10, 1992. 

Mulligan. M.F.. et al. "Investigation of the Measurement 
Capabilities of an Infrared Thermal Imaging System". LTR-ST- 
2033, National Research Council of Canada, 1996. 



ALLISON T.W ENGINE 

Figure 1. EngineAmager Installation 

, . . . . . . 
D-m 



7.6 

W P  

B ... " * I 



i 

7-7 

1-16" 
-L 
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Figure 8. Fuel Nozzle Fault - Fanning Pattern 



I-a 

4 
A 
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Figure 10. Fuel Nozzle Fault - Streaking Pattern 
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Figure 11. Combustion Can Fault 

+ 

L 
Figure 12. Combustion Can Fault 



P:” 
Figure 13. Turbine Inlet Guide Vane Fault 



7-1 1 

Paper 7 
Author: M.F. Mulligan et a1 

. 

Q: K. Benson 

Are you going to deploy the system in the field? 

A: Yes, currently there is one system installed at an engine overhaul centre gathering data 

Q: A. Weigand 

1) 

2 )  

Did you encounter any problems with infrared emission of the exhaust plume? 

In fig. 10, you also have detected the streak pattern with traditional equipment. Did that help in 
clarifying the reason for not observing the failure with IR in all cases? 

A: 
1 )  Emissions from the exhaust plume did not present any problems with respect to the results. 

2) The success of detection of each system was treated individually. Moreover, it is 
anticipated that other techniques (traditional) could be used to complement the IR method. 

Q: P. Kotsiopoulos 

I observed that you have presented graphs referring to isolated healthy or distressed cases i.e. only nozzles or 
cans etc. Can you distinguish or quantify in the case of a combined fault i.e. a distressed pattern which resulted 
from the combined effect of a faulty nozzle and a faulty guide vane? 

A: At this point only isolated faults have been studied. Future tests may be done to establish if combined faults 
can be detected. 

Q: Lazalier 

For combustors operating near stoichiometric conditions a "streaking" nozzle may drive the local fuel: air ratio. 
above the stoichiometric value. In this case the "streaker" might produce a cooling effect. Two questions then 
arise: 

1) how does one know if the "cold" spot resulted from a streaking nozzle operating above stoichiometric 
conditions compared to "fanning" nozzle below stoichiometric conditions? 

how are absorption/radiation characteristics of the flow affected by the presence of unburned but 
perhaps cracked fuel? 

2 )  

A: 
1) Currently there is no data to support an answer to this question. 

2)  In addition, there is no data available to support an answer to this question. 

However, in a general sense, we are not really interested in what is causing the fault. What is important is the 
capability of the system in detecting the fault. 
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Application of FIlR spectrpscopy to measumment of 
gas tuhine engine exhaust emissions 

M. Hilton, A.H. Lettington 
J.J. Thomson Physical Laboratory 

University of Reading, Dept. of Physics 
Whiteknights, P.O. Box 220 

Reading ‘RG6 6AF 
United Kingdom 

1. SUMMARY 
Fourier Transform Infrared (FTIR) spectroscopy has been used 
to study the exhaust emissions from a static Rolls Royce Avon 
gas turbine engine. The thermal infrared emission from the 
hot exhaust gases was monitored non-intrusively from a 
distance of 5 meters using a high spectral resolution FTIR 
spectrometer fitted with a 16 cm aperture telescope. 

The gas temperatures were determined by comparing the 
intensity of the measured saturated CO, emission band with 
the radiance of a black body radiation source at known 
temperatures. CO and CO, gas concentrations were 
determined by comparison with modelled spectra taking into 
account instrument effects. 

The results were compared with earlier extractive gas analysis 
and non-intrusive measurements made on the same engine 
prior to its recent refurbishment. Improvements in the 
equipment used for non-intrusive measurements and in the 
analytical procedures have improved the sensitivity and the 
confidence with which such quantitative measurements may be 
made. 

2. INTRODUCTION 
There is considerable interest in non-intrusive techniques for 
monitoring propulsion engines. Advances in optical 
technology now permit the use of what used to be considered 
as laboratory based techniques in the hostile environment of 
gas turbine engine test beds and rigs. There are several 
advantages in using non-intrusive techniques for measuring 
exhaust emission from gas turbine engines. 

The conventional extractive sampling gas analysis techniques 
in current use require expensive probe systems which must be 
traversed from point to point. Residual chemistry can occur 
in transporting the sample to the gas analysis equipment. 
Optical non intrusive techniques, which could provide real 
time multicomponent gas analysis, with the possibility of in 
flight continuous monitoring of pollutant levels, are attractive. 
FTIR spectroscopy is one of the techniques being studied for 
exhaust gas monitoring. 

FTIR spectroscopic techniques have been used in a variety of 
configurations to study gases. Many atmospheric species have 
I.R. activity and can be monitored simultaneously and with 
high sensitivity. Extractive gas samples can be analyzed in an 
FTIR spectrometer using a long path cell( I). The cell contains 
mirrors to generate multiple reflections and increase the path 
length over which absorption can occur. This active technique 
probes the target gas with a beam of modulated I.R. radiation 

and then measures the spectral absorption. This technique can 
be adapted to non-intrusive investigations where the gas 
turbine exhaust plume is probed by an infrared beam which 
passes through it many times by reflection from opposing 
White cell mirrors on either side of the plume. Such a system 
is currently under investigation under the EU funded BRITE 
EURAM research project AEROJET to which our group at the 
University of Reading is contributing. 

There are many applications where FTIR spectroscopic 
techniques have been useful in studying gases remotely rather 
than by obtaining samples. Industrial sites and landfill tips can 
be continuously monitored for gaseous pollutants using active 
long path systems (2-5). Active double ended techniques 
require a source of modulated radiation to probe the target gas 
on the far side of which is an I.R. detector or retroreflector to 
return the beam to the detector in the spectrometer. 

Passive single ended techniques involve the measurement of 
I.R. emission and are generally less sensitive than active (probe ’ 
beam) systems by 1 or 2 orders of magnitude. However, there 
are some remote monitoring applications where positioning a 
double ended system would be impractical, e.g. effluent plumes 
from tall smoke stacks and refinery flares. Passive I.R. 
radiation measurements have been used to retrieve the 
concentrations of CO, N,O, NO, SO, and HCI in addition to 
CO, and H,O vapour from the smoke stack effluent of thermal 
power plants and municipal incinerators(6-8). The threshold 
detection limit of each species improves with increasing stack 
gas temperature. 

Passive remote emissions monitoring systems have been used 
to study jet engine exhaust plumes in Holland and Germany 
(9,lO). Heland (1 1) has measured H,O, CO,, CO, NO levels 
in the exhaust plumes of JT8 and CFM56-3 gas turbine 
engines. The exhaust gas temperatures varied with running 
conditions from 150 OC to 400 OC, the H,O and CO, content 
from 1% to 6%, CO from 10 to 1000 ppm and NO from 50 to 
150 ppm. Hilton et.al (12) have made multiple line of sight 
measurements of gas temperatures and concentrations in the 
exhaust from a Rolls Royce Spey engine at DRA Pyestock 
( 12). 

This paper describes our recent non-intrusive single ended 
passive measurements of gas temperature and concentration in 
the exhaust plume of a Rolls Royce Avon industrial gas 
turbine engine. Our first experiments with this technique were 
made using the same Avon engine some years ago and have 
been reported elsewhere (13,14). 

Paper presented at an AGARD PEP Symposium on “Advanced Non-Intrusive Instrumentation 
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3. FOURIER TRANSFORM INFRARED SPECTROSCOPY 
From quantum theory, gases which are infrared active absorb 
or emit radiation as their molecules undergo spontaneous or 
induced transitions between different energy levels. Photons 
are emitted or absorbed at characteristic wavelengths 
determined by the structure of the molecules. A molecular 
species may be identified from the observed intensity at these 
wavelengths. The relative population of the energy levels is 
determined by the temperature dependent Boltzmann 
distribution. The intensity of the absorption or emission is 
therefore determined by both the gas temperature and the 
number of molecules present. The net radiance detected by an 
FTIR spectrometer system depends on the relative 
temperatures of all the molecules in the field of view (FOV). 
The spectrometer observes emission lines when the gas 
temperature is higher than that of the background or 
absorption lines when this temperature differential is reversed. 

The instrument response function, its FOV and interferent 
species all affect the observed radiance of the target gas. In 
particular, the CO, and water vapour content of the 
atmosphere along the path absorbs extensive regions of the 
emission spectrum. The temperature of the plume gases can 
be determined from the radiance of the saturated part of the 
CO, band which approaches the radiance of a black body at 
certain wavelengths. When this thermodynamic gas 
temperature is known, the gas concentration can be obtained 
by matching the observed emission s p e h m  with modelled 
spectra (15,16). Where the spatial extent of the plume is well 
defined, as in the case of the Avon exhaust gases studied, the 
relative path lengths in air and the plume can be determined 
and average molecular concentrations in the plume calculated. 

The Unicam FTIR spectrometer is based on a Michelson 
interferometer. In passive remote monitoring mode, I.R. 
radiation from a external source ,(in this case the thermal 
emission from the Avon engine exhaust gases) is collected by 
a 16 cm aperture reflective telescope. The reduced size image 
-20 mm diameter enters the spectrometer via a salt window and 
the interferometer through a KBr window. The parallel beam 
of input radiation is split by a KBr beamsplitter into two 
beams one of which is reflected back to the beamsplitter by a 
static retroreflector and the other by a moving retrqreflector. 
The moving retroreflector introduces an optical path difference 
between the two beams recombining at the beamsplitter. As 
the optical path difference between the beams changes with 
the movement of one retroreflector the intensity of the output 
beam is modulated by constructive and destructive 
interference. 

The intensity of modulated output is recorded by a liquid 
nitrogen cooled InSb (Indium Antimonide) detector which has 
a higher sensitivity in the CO, and CO bands than the MCT 
(Mercury Cadmium Telluride) detector used previously. A 
Fast Fourier Transform chip inside the spectrometer converts 
the variation in intensity with optical path difference to 
produce a spectrum of the variation in intensity with spectral 
frequency. Data i s  collected over a time period of - 30 secs, 
in which time 20 or so scans of the moving mirror have 
occurred. Increasing the number of scans improves the signal 
to noise ratio (SNR) at the expense of time taken. The 
information is downloaded from the spectrometer via a serial 
data port to a laptop computer. 

4. ANALYTICAL METHODS 
While the wavelength of infrared spectral lines is specifically 
determined by the molecular structure of each species, the 
relative intensity of the spectral lines changes with the 
temperature of the molecules. The concentrations of hot CO, 
in gas turbine exhaust is usually sufficiently high for the gas 
to become optically thick in some spectral regions. In these 
circumstances, the transmission of the gas drops to zero and 
the radiance approaches that of a black body radiator. To 
determine the thermodynamic gas temperature, the radiance in 
these optically thick spectral regions (saturated bands) is 
compared with that of a black body calibration source at a 
number of temperatures. A calibration curve can be plotted so 
that the temperature of the gas can subsequently be calculated 
from the saturated band radiance. 

Molecular concentrations are determined from the observed 
emission spectra by comparison with modelled spectral lines, 
taking into account instrumental features which can degrade the 
spectral features. The HITRAN (1 7) database contains line by 
line information about 32 naturally occumng atmospheric 
species. From this database, the temperature sensitive absolute 
line intensities can be calculated for individual spectral lines. 
The effect of atmospheric absorption by CO, or H,O present 
in the path to the exhaust plume can be included in the model. 
Once the FTIR spectrometer has been calibrated for radiance 
measurements, the number of molecules of each species can be 
obtained by comparing the observed line intensity with the 
modelled absolute line intensity. 

Previously, emission spectra were taken with the spectrometer 
sighting on consecutive positions from the centreline to the 
outer edge of the exhaust plume, transverse to the gas flow. At 
each of these positions the radiance detected by the 
spectrometer is the sum of all the contributions from each 
volume element along the path. The distribution of exhaust 
gas species and temperature in the plume along the particular 
'line of sight for these tests was found to be homogeneous. 
Species concentrations averaged over the whole length of the 
plume are therefore appropriate in this case. 

5 .  EXPERIMENTAL SETUP 
The Avon engine studied at Rolls Royce IPG has been adapted 
to be used principally to supply compressed air for rig testing. 
This engine has been used for a number of experimental 
projects and its performance is not representative of other 
engines of the same type being used commercially. 

At the first trials some years ago, a conventional multihole 
extractive gas sampling rake was fitted immediately 
downstream of the final turbine stage. A single heated gas 
sampling tube transferred the combustion products to gas 
analysis equipment mounted in a mobile laboratory outside the 
test bed. The results from these extractive measurements were 
used to compare with the early non-intrusive measurements of 
gas concentrations. In the intervening time, the engine has 
been refurbished and should now run more efficiently although 
updated extractive gas analysis results are not available. 

After the last turbine stage an approximately 2 m long 60 cm 
diameter jet pipe nozzle extends towards the larger diameter 
opening of the exhaust detuner which vents outside the test 
bed. There was a gap of - 1 meter free space between the jet 
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pipe nozzle and the detuner entrance across which infrared 
emission measurements could be made transverse to the 
exhaust gas flow. 

The FTIR spectrometer contains optical components which 
must be critically aligned and free from vibration so it was not 
desirable to position the FTIR spectrometer too close to the 
Avon engine. A large amount of external air is entrained with 
the combustion gases into the detuner and considerable 
acoustic noise is generated. when the engine runs at high 
speed. 

The spectrometer was sited on a tripod some 5 meters 
horizontally away from the engine observing the plume 
through an open door way close to the jet pipe. The optical 
line of sight to the spectrometer was such that the plume was 
observed along the centreline and approximately transverse to 
the gas flow, slightly angled downstream. 

During the same engine runs, exhaust gas spectra were also 
obtained remotely with a K-300 FTIR spectrometer by Jorg 
Heland of Fraunhofer Institut fur Atmosphiirische 
Umweltforschung (FhG-IFU), Germany. In the near future a 
comparison will be made between the two sets of engine data 
from two different types of FTIR spectrometer. 

6. TEST RESULTS 
In previous tests, problems were experienced when the engine 
was running because the noise levels and acoustic vibration in 
the region of the spectrometer were very high resulting in 
resonances within the instrument optical components. 
Additional vibration isolation and increased distance away 
from the engine meant that this was no longer a problem. The 
provision of a telescope with its large collection aperture and 
a sensitive InSb detector meant that the SNR in these spectra 
was an order of magnitude or more greater in these engine 
tests than they had been before. The sensitivity to the gases 
and the confidence with which quantitative measurements can 
be made is much increased. Figure 1 shows a typical emission 
spectrum. 

Embslon ~pectrum, cnglne Idle 

CO2 I 

3000 2800 2600 2400 2200 2000 1800 

cm -1 

Figure 1 

The vertical scale is a measure of the radiance in arbitrary 
instrument units. The horizontal scale is reciprocal 
wavelengths or cm'l. The spectral lines centred on 2147 cm" 
are characteristic of CO and those around 2350 cm-I of CO,. 
The complex pattern of lines around 1800 cm-' is due to water 
vapour. These molecules are light and have sharp well spaced 

out spectral features. Unburnt hydrocarbons (UHC), since they 
are much heavier molecules, have very closely spaced spectral 
lines which are not resolved and can be seen as a broad low 
hump around 2900 cm". UHCs were only observed at low 
engine speeds i.e. where the engine was running inefficiently. 
When the engine was running efficiently, CO levels dropped 
significantly. 

Figure 2 shows an enlargement of Figure 1 highlighting the 
CO, and CO bands. The central portion of the CO, band 
exhibits the absorption by the cold atmospheric CO, in the - 5 
m optical path to the exhaust plume. Surrounding this 
absorption region are the emission lines due to hot CO,. The 
radiance of the saturated hot CO, band at around 2280 cm-' 
was used to calculate the thermodynamic gas temperatures. 
Once the temperature was known then other unsaturated 
spectral bands were chosen to calculate the average 
concentrations of the species in the exhaust plume. 

The CO band from 2044 to 2140 cm-' was chosen to be fitted 
to modelled spectra created from the HITRAN96 database. In 
earlier work, the first calculated results had given CO 

Emlsdan spectrum, engine Idle 

2400 2300 2200 2100 

em -1 

Figure 2 

concentrations which were considerably lower than the 
extractive gas analysis results would have suggested. Gas 
analysis measurements were taken from the sampling rake just 
downstream of the last turbine stage. The rake, which 
combines samples from different regions of the flow was - 2 m 
upstream of the FTIR spectroscopy target region so results are 
not necessarily directly comparable. However, a new analysis 
procedure has been developed which takes into account the 
apparent reduction in peak height associated with instrumental 
line shape effects. This has produced quantitative 
measurements of concentrations which compared much better 
with what might be anticipated on the basis of past gas 
analysis results for the engine prior to refurbishment. 

Table 1 shows the results obtained from these experiments. 
The calculated gas temperatures agreed well on a previous 
occasion with thermocouple measurements (to - f 2%), so 
these values have been used as the gas temperatures for the gas 
concentration determination. Somewhat surprisingly, the 
temperatures at idle are higher than at 100% engine speed. 
This is because the air flow is low at lower speeds so the gas 
retains its high temperature. Although the engine runs hotter 
at higher speeds, greater air flow then reduces the gas 
temperature at the measurement point where entrained air 
mixes with the core air flow before entering the detuner. 
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Table 1 

Engine 
speed I % 

idle 
idle 
50 

50 
75 
75 
100 
100 

100 f.0. 
100 f.0. 

Calculated 
Temp I K 

718 
719 
633 
63 6 
530 
53 1 

655 
656 
518 
52 1 

The table shows some extractive gas 

CO2 / % 
N-I 
2.14 
1.45 
1.09 
1.10 
1.27 
1.27 
1.17 
1.27 
3.08 
3.00 

CO I ppm 

986 
959 
919 
910 
693 
725 
37 
36 
31 

31 

N-I 
CO2 1 % CO/ppm 
extractive extractive 

1.79 1141 

1.52* 619* 

2.90 65 

3.47 73 

* interpolated results from 70% and 80% data. 
f.0. denotes flap opened to spill compressed air 

analysis measurements 
for the same engine prior to refurbishment and from sampling 
points closer to the turbine exit than the observation area for 
the non-intrusive measurements. The results show that in 
general, the non-intrusive measurements gave slightly lower 
values for the gas concentrations than the extractive 
measurements. However, the engine emission levels may have 
altered as a result of its refurbishment and also the entrained 
air may have diluted the exhaust gases in the region where the 
non-intrusive measurement was made. 

However, the main reason why the CO concentrations 
previously reported were considerably lower than the 
extractive gas analysis results is because the apparent intensity 
of the CO spectral lines is particularly sensitive to the 
instrument line shape (ILS) function of the spectrometer. 

The intrinsic spectral features of CO are very sharp, more so 
than the CO, lines, with a line width at half max height of less 
than 0.1 cm-l. The spectral resolution of the spectrometer is 
limited by its maximum optical path difference which for this 
instrument generates a maximum spectral resolution of 0.025 
cm'l. 

2078 2080 2082 2084 2086 2088 2090 

F i g m  3 Sharp CO lines degraded by the ILS 

The ILS function tends to flatten the spectral lines so that peak 
intensity values measured from the spectrum can be less 
(sometimes half the size) than those modelled without taking 
ILS into account. A correction for this is now incorporated 
into the analytical algorithm so that the ILS function is applied 
to modelled spectra reducing the peak heights of the modelled 
spectra and broadening the lines to match those observed in the 
experimental spectra, see Figure 3. 

7. CONCLUSIONS 
FTIR spectroscopy has been shown to provide useful 
information by non-intrusively monitoring the exhaust gas 
flow. In this instance the molecular species CO and CO, have 
been studied since their distinctive strong spectral lines can be 
easily identified and intensities measured. 

Thermodynamic gas temperatures have been calculated from 
saturated CO, band radiance. Previous good comparisons 
between' thermocouple measurements and non-intrusive 
temperature measurements have demonstrated the validity of 
the technique. 

The radiance calibration and instrument response factors of the 
FTIR spectrometer which previously limited the accuracy of 
the average concentration measurements through the plume 
have been significantly ameliorated. The greater radiation 
throughput by using the telescope and the higher sensitivity of 
the InSb detector have contributed to this improvement in 
performance. 

While it is relatively easy to obtain infrared spectra of exhaust 
plumes, the analytical procedures are complex and quantitative 
measurements of gas temperatures and concentrations can 
currently only be made off line. 

However, improvements in the analytical procedures continue 
to be made, the results become easier and quicker to obtain 
with greater quantitative accuracy. There is great potential for 
this technique with its advantages of non-interference in the 
exhaust gas stream, the elimination of expensive sampling 
probes and the simplicity of obtaining spectral data. 
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Paper 8 
Author: M. Hilton 

Q: J.D. Rogers 

. 
i 

Is it possible to rotate the IR system about the engine axis and with traversing, obtain data that could be used in 
a tomographic reconstruction of the whole cross-sectional area? 

A: I believe it is entirely feasible to do as Dr. Rogers suggests. In a way, we have already done it - see my 
references 12 13 and 14. By obtaining spectra along the different lines of sight with a 1-D optical traverse 
mechanism, together with an assumption of axial plume symmetry, we have performed an Abel inversion and 
attempted with some success to reconstruct spatial distributions. We currently have a student working on 
developing a 2-D scanning system to perform the tomographic reconstruction of the whole cross sectional area. 

Q: K. Benson 

Have you tried to use your system in a combustor exit characteristics? 

A: We have not yet tried to use the FTIR spectrometer to make non-intrusive measurements in a combustor rig. 
However, we have studied exhaust gas and flame emissions from a kerosene burner rig where it was possible to 
have an open path close to the rig exit. It would be very interesting to look at combustor exit characteristics 
using special windows if necessary. 

Q: E.G. Pink 

Have you used the technique to obtain results immediately downstream of a combustor? 

A: We have not yet tried to use the FTIR spectrometer to make non-intrusive measurements in a combustor rig. 
However, we have studied exhaust gas and flame emissions from a kerosene burner rig where it was possible to 
have an open path close to the rig exit. It would be very interesting to look at combustor exit characteristics 
using special windows if necessary. (Same answer as above) 

Q: H. Eisenlohr 

Can you elaborate on the influence of the path length on your signals, i.e. how "deep" does your system 
penetrate the plume? 

A: Absorption, emission and transmission of IR radiation is dependent on path length. Engine exhausts we have 
studied have plume diameters typically 60cm. 

The depth of penetration of the non-intrusive FTIR spectroscopy system is dependant on the intensity of the 
emitted or absorbed radiation. 

The penetration depth for unsaturated spectral bands will be greater (typically the entire plume diameter) than 
for saturated bands such as CO, where the penetration depth may only extend to the core. 

1 
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DIAL Measurements on a Gas Turbine Exhaust 

K D Brundish, C W Wilson 
DRA Propulsion Department 

170 Building, Pyestock 
Farnborough, Hants GU14 OLS 

United Kingdom 

1. Summary 
This paper summarises work undertaken by Defence 
Evaluation and Research Agency (DERA) and 
SPECTRASYNE, and examines the technique of 
DIAL as a measurement of gas turbine engine 
emissions. The work was jointly funded by the UK 
MOD and LJK DTI. 

The DIAL technique is based on LIDAR, which is a 
laser based range finding system, similar to RADAR. 
With the use of a tuneable laser it can be adapted for 
spectroscopic measurements of mass flux. 

This technique was used to measure NO, and unbumt 
hydrocarbon mass fluxes from the vertical engine 
detuner, for two engines at three running conditions. 
The NO, measurements were converted to vppm 
values at the engine exit plane to allow comparison 
with intrusive probe measurements. 

The DIAL measurements of NO, at idle and max. 
continuous were withiin 25% of the probe 
measurements. The DIAL measurements are 
performed at a plane downstream of the detuner exit, 
and rely on the wind to move the plume through this 
plane. Low windspeeds which are usually associated 
with variable wind directions, can result in increased 
uncertainty. However, minimum reheat values were 
considerably different, and cannot be explained by 
these uncertainties. This anomaly is as yet unresolved, 
although a possible solution may be from continued 
reactions in the detuner. 

The unbumt hydrocarbon (UHC) measurements from 
both DIAL and the probe exhibited the same trends, 
although a direct comparison was not possible due to 
the unknown composition of the hydrocarbons exiting 
the engine. This made it impossible to calculate 
concentration from the mass flux measurements. 

J T M Moncrieff, A G Wootton 
SPECTRASYNE 

3, The Ringway Centre, Edison Road 
Basingstoke, H a t s  RG21 6YH 

United Kingdom 

Further work on gas turbine engines should be 
performed under less arduous conditions for DIAL 
measurements than the reported tests. Measurements 
in open areas directly behind the engine with a 
horizontal plume, offers the best conditions. 

2. Introduction 
Nitrogen Oxide emissions are a leading driver in 
the development of aircraft gas turbine engines. 
Legislation is expected to be introduced which will 
lower the allowable output of NO. from civil aircraft. 
NOx emissions are also becoming of greater 
importance to military aircraft engines due to nitrogen 
dioxide (NO2), the visible (brown) component of NO.. 
Stealth properties of some aircraft are sufficient that 
the threat of detection at visible wavelengths is 
becoming greater than by other detection system. 
Previous work performed at DERA has shown that as 
smoke levels are reduced, the brown NO2 emitted from 
aircraft will become more dominant in plume visibility. 

NO, can be formed by three mechanisms: Fuel bound 
nitrogen, prompt NOx, and thermal NO,. Fuel bound 
nitrogen is low in aviation fuel and this mechanism 
does not contribute significantly to the NOx emissions 
of aircraft engines. Prompt NOx contributes little to 
the overall NOx emissions at the pressure ratios in gas 
turbine engine cycles. Thermal NO, is by far the 
greatest contributor to NOx formation at high power 
engine conditions (Bonturi et al). NOx levels 
calculated using this mechanism (Miller and Bowman) 
are proportional to combustor flame temperature and 
residence time. 

Engine trends towards higher thrust to weight ratios 
has lead to higher compressor ratios and more arduous 
operating air/fuel ratios (AFRs). These trends cause 
higher flame temperatures at the maximum power 
conditions, giving rise to high NOx emission levels. 
The majority of NO, at the exit of a gas turbine 

Paper presented ai M AGARI) PEP Symposium on “Advanced Non-Inirusivc Inshumeniaiion 
for Propulsion Engines”, held in Brussels, Belgium, 20-24 Ociober 1997, and published in CP-598. 
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combustor is in the form of nitric oxide (NO), a 
colourless gas. However, under certain conditions, the 
NO converts into NO2 further down the engine jet pipe 
(Foster and Wilson) and in the plume. This leads to 
visible plume emissions which degrades the aircraft's 
stealth properties. 

Measurements of NO and NO, concentrations in the 
plume are not easily achievable using traditional 
intrusive techniques, but are important for furthered 
understanding of the . conversion mechanisms 
occurring, and any subsequent NOx production that 
might exist in the plume. NO to NO2 conversion 
chemistry is poorly understood, and validation of 
chemical kinetics models is required to allow accurate 
prediction of plume visibility. In order to achieve 
these measurements it is necessary to use non intrusive 
techniques. DIAL offers the possibility to measure 
emissions at a range of hundreds of metres and greater 
with some species (Boden et al). 

This report examines the technique of DIAL 
(Differential Absorption LIDAR) as a non intrusive 
measurement of the emissions from a gas turbine 
engine. The measurements were performed with a 
view to establishing the applicability of the technique, 
with a future objective of engine plume measurements 
for validation of plume chemistry models. 

3. DIAL Technique 
Lighther  based technology systems for the remote 
monitoring of gaseous species in the atmosphere have 
been under development for the past two decades. The 
flagship of these developments is a Differential 
Absorption LIDAR or DIAL. DIAL is a development 
of LIDAR, a light based range finding system similar 
to RADAR. If a laser is used as the LIDAR light 
source, the collimated, coherent light emitted can be 
used to define the range of specific objects. A tuneable 
laser source can give LIDAR an additional 
spectroscopic capability as the source laser cpn 
alternately be tuned onto then off an absorption feature 
in the known 'spectral fmgerprint' of a specific gas. 

For a given target species, the laser signal is tuned to 
the specific wavelength. The laser is traversed across 
the target plume, and absorption occurs (Figure 1). A 
reference beam of similar wavelength and frequency to 
the tuned beam is also fired through the target plume. 
This beam should undergo similar attenuation and 
scattering through the plume, but will not be absorbed 
by the target species. The back scattered laser intensity 
is measured using a detector. With the comparison 
between the return signal intensities of the two beams, 
the number of molecules of the target species passing 
through the measurement plane can be determined 
(Killinger and Menyuk). 

DIAL Mearunmemt: A i r u d t  Emisions 

Figure I - DIAL Measurement Technique 

DIAL measurements have a wide variety of 
applications. In the US the technique has mainly been 
used for ozone and water measurements for 
atmospheric monitoring. NASA developed an 
airborne DIAL system for water measurements 
(Browell et al(1986), Higdon and Browell (1991)) and 
a system for aerosol measurements (Browell and 
Shipley (1985). Other organisations have performed 
similar work, such as the Environmental Protection 
Agency (Mcelroy (1992)). 

Throughout the 1980s and early 90s, at various critical 
development stages, validation and correlation work 
was carried out in the UK on DIAL concentrating 
mainly on the oil industry. The work ranged h m  
making measurements through gas cells which had 
been filled with gravimetric standard gas mixtures to 
correlation exercises between DIAL concentration 
measurements and stack gas analyses collected using 
conventional gas analysers and gas chromatography 
equipment. Concentration correlation's at 
ambientlenvironmental levels against accredited 
thermal absorption tube data were also undertaken. In 
all cases the DIAL measured concentrations were 
within 8-15% of the standard of the data generated by 
the more conventional technologies. 

However, since 1988, DIAL concentration data has 
been used with wind speed and direction to produce 
mass emission fluxes @gh) and some further 
validation work on the production of mass emission 
fluxes was undertaken. A number of mass emission 
correlation exercises between the SPECTRASYNE 
DIAL and other measurement techniques have been 
carried out during recent years. The other methods 
include calibrated releases of methane from a point 
source and marine tanker vent measurements. In all of 
these exercises the maximum divergence from the 
DIAL measurements recorded was 15%. 

One of the most recent of the correlation exercises was 
carried out in 1993 with personnel h m  the European 
oil industries association, CONCAWE (Decaluwe). 



The correlation exercise was carried out during one 
complete loading schedule of a river barge loading 
motor spirit, as this represented a discrete emission 
source. 

The CONCAWE team calculated the maSS 
hydrocarbon emission levels throughout the loading 
from the tank vent measurements and a knowledge of 
the loading rate and thus vapour displacement rate. The 
Spectrasyne DIAL measurements which were made 
some distance downwind of the barge. The sequential 
measurement data derived from the two methods were 
integrated over the loading period to provide total mass 
emission figures for each measurement technique. The 
resultant correlation was within 12%. 

4. DIAL Equipment 
The Speetrasyne DIAL is a mobile unit (Figure 2) 
based on two high energy (1.4l), loHz pulsed 
NdYAG pumped dye lasers (Figure 3). Tuneable 
ulhaviolet and visible radiation is generated in one of 
the laser sets by selective use of frequency doubling 
and tripling crystals. The second laser set, which has an 
injection seeded NdYAG, is used to generate tuneable 
i n k e d  radiation by means of the unique infrared 
source assembly. 

Figure 2 - Spectrasyne Mobile DIAL Measurement 
Unit 

DIAL is single ended and its output beam is directed 
by means of a mirror steering system which rotates in 
two planes. The back-sanered light, which returns 
along the same path, is collected in a cassegrain-type 
receiving telescope and delivered to the appropriate 
detector through a multi-dichroic, beam splitting, 
collimating and focusing system. 

Figure 3 - DIAL Laser System 

In order to collect, store, handle and process the DIAL 
signals a sophisticated, high speed data communication 
network has been developed in parallel with a unique 
sohare  package. Computers are also used to perform 
a number of ancillary control functions and to store 
essential spectroscopic and ancillary databases. 

The vehicle is also equipped with an extendible 
meteorological mast and a number of portable 
telemetric stations which are used along the DIAL scan 
l i e s  to measure wind speed and direction, temperature 
and humidity. These data are displayed in real time and 
digitally logged for subsequent use with DIAL 
concentration data to produce mass emission fluxes. A 
sophisticated 3D Computational Fluid Dynamics 
(CFD) model can also be connected to the processing 
system; this is used to provide interpolation between 
measured wind speed data points for flux calculation 
and to assist in the definition of suitable measurement 
positions where the wind fields are complex. Telephoto 
and wide angle TV cameras are used on the steering 
system to facilitate beam pointing. The wide angle 
image is recorded on a time-lapse video recorder to be 
used if necessary to identify problems visually during 
subsequent data analysis. 

5. DIAL Measurements 
Measurements of gas turbine engine emissions have 
traditionally been performed at the exit plane of the 
engine using intrusive probe techniques. Non intrusive 
measurements are becoming of greater importance due 
to the effect of the presence of intrusive probes, and 
due to the difficulty of probe access. LASER type 
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measurements have been performed in a number of 
applications to gas turbine engines, and are now more 
often used in engine measurements. 

DIAL measurements offer a good degree of accuracy 
over a substantial distance, the measurement range 
varying h m  a few hundred yards to several kilometres 
depending on the species measured and the 
atmospheric conditions. Due to this, it was possible to 
take measurements at the exit of a detuner from a gas 
turbine engine test cell. The detuner exit is some 20m 
downstream of the engine exit plane, however the 
plume was constrained withii the detuner and was not 
representative of a bee plume. The objective of the 
test programme was to establish the applicability of 
DIAL as a technique for plume emissions 
measurements. With this established, future 
measurements on free engine plumes may be used to 
walidate plume modelling. 

Two engines were operated at three conditions for the 
measurements; idle, maximum continuous and 
minimum reheat. Maximum reheat condition requires 
that cooling water is sprayed into the detuner and this 
increases the opacity of the plume, making the DIAL 
measurement at close range more difficult. 

For DIAL measurements, ideally an unrestricted line of 
site, downwind, through the target plume is required. 
The Test bed at DERA Pyestock presented a 
particularly difiicult challenge for plume 
measurements because, firstly, the detuner was 
completely surrounded by trees and buildings and, 
secondly, there was limited access in the area. The tall 
overhanging trees only provided a gap of a few metres, 
thus it was not possible to change the scan line in 
response to wind direction or engine condition. 

On this occasion wind direction remained sufiiciently 
stable not to present a problem but the large difference 
in the plume characteristics (gas concentration and 
particulate material) between idle and minimum reheat 
meant that the scan line was not optimal for either. 
Ideally measurements at idle would be done close to 
the detuner exit and the scan line moved progressively 
further away as the plume opacity increased at higher 
load conditions. 

The mass flux of NO, and hydrocarbons at the detuner 
exit, were measured at the three operating conditions. 
A series of DIAL scans were performed at each of the 
three operating conditions, to minimise error. The data 
for each condition were then averaged. 

Measurements were also taken using a gas analysis 
probe situated at the engine exit plane (Figure 4). The 
probe was designed to withstand the high loads at the 
engine exit. As well as the physical integrity design, 
the gas analysis probe was designed to conform with 
current EPA (Environmental Protection Agency) 

standards for probe designs for emissions 
measurements. 

Figure 4 - DERA intrusive probe 

The probe measurements were localised point by point 
measurements, and as such are subject to localised 
temperature fluctuations. This changes the density and 
measurement conditions from point to point. To obtain 
an overall average for the engine exit, density 
averaging must be performed. This is done by 
weighting the results to temperature (Tilston): 

E [ NOxi] * To I Ti 
E T o l T i  

[NOX] = 

where 
[NOx] is average concentration of NOx 
[NOxi] is local concentration of NOx 
Ti is localised temperature 

n 
E l l T i  

To is average temperature TO = 

6. Results 
In order to compare the data from the two methods, the 
detuner exit plane NO. mass fluxes were back- 
calculated to the engine exit plane. and converted into 
concentration (vppm) as follows: 

1. NO, + NO mass flux converted into volumetric 
flow using the density of NO, and NO. 
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The volumetric flow at engine exit was calculated It is likely that the difference between the readings at 
using the density of air (reasonable as the idle and max. continuous is a combination of the 
composition is mainly air at this plane). following sources of uncertainty: 
The vppm concentration was calculated by 
dividing the NO, volumetric flow by the total 1. Traditional chemiluminescence used with the 
engine exit volumetric flow. probe measurements have inherent inaccuracies. 

2. NO, production in the detuner. 
The degree of uncertainty in the translation from the 
detuner plane to the engine exit plane decreased the 
accuracy of the results but trend comparisons were 
expected to be reliable. 

Figure 5 illustrates the averaged non dimensionalised 
(against idle values) data at the engine exit planes from 
the probe, and the back-calculated DIAL 
measurements. 

Engine E I ~  NOx Emissions 

I 
O 

idle Max Con1 Min R”eal 

Figure 5 - NO, Emissions data 

Surprisingly, the DIAL measurements were higher than 
the intrusive probe measurements. Errors normally 
associated with DIAL, such as loss of detectability at 
the diffuse edges of the plume , and beam attenuation, 
normally result in low readings. Beam scattering 
errors are considered small due to the close proximity 
of wavelengths for the measurement and reference 
beam, although complete capture can never be 
resolved. 

The differences between the readings of the 
measurements methods were also higher than expected. 
Differences at idle were small, and max. continuous 
readings were within 25%. However, min reheat 
measurements showed a much larger disagreement. 

In the case for the idle and max. continuous 
measurements the divergence between the two 
techniques were acceptable. Generally low wind speed 
can result in directional instabilities can cause over 
recording due to localised recirculation zones around 
the measurement plane. This is minimised with the use 
of accurate wind speed measurements at differing 
heights, complemented with CFD calculations to 
interpolate between the measurement heights. 

3. Reaciions in the probe. 
4. Efflux velocity affecting DIAL. 
5. Low wind speeds resulting in eddies and 

recirculation thus measuring parts more than once. 
6 .  Conversion from DIAL measurement plane to 

Probe measurement plane. 

A continuous steady rise in NO, measured with the 
DIAL system was seen with increasing engine load. 
However, a decrease in NO, concentrations was 
measured with the traverse probe from max. cont. to 
min. reheat conditions, resulting in a divergence 
between the two techniques. 

Most of the uncertainties on the above list could not be 
responsible for such a large error, although they would 
contribution as with the idle and max. continuous 
cases. However, NO, formation in the detuner, and the 
possibility of probe reactions could account for the 
anomaly. 

Investigation into the possibility of probe reactions was 
performed using argon dilution to ‘stifle’ any reactions 
(Foster and Wilson - unpublished). The results proved 
that NO, conversion did occur, however the total NO, 
concentration remained constant thus ruling out NO, 
production in the probe. 

The possibility of NO, production from combustion 
beyond the exit plane was considered, but chemical 
modelling of kerosene is difficult due to the absence of 
a proven kerosene combustion scheme. Prompt NO, 
production, however, was possible but was considered 
as not sufficient for the measured increase. The 
average temperature was around 900K, below that 
necessary for thermal NO, production, however 
localised regions may be in excess of the temperature 
required. The inconsistency in trends is as yet 
unresolved. 

NO and NO, were measured separately, to examine 
conversion. Table 1 shows the conversion values at 
the detuner exit plane. The values show that in all 
cases, the conversion to NO2 was well above 80%. 
Thus, at plume distances of less than 80m from the 
engine exit, the plume visibility due to NO, had nearly 
reached maximum. 
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Condition 

Idle 

Table 1 - NO2/ NO, conversion ratios 

Methane at Detuner Exit 

0.1 
(kg/hr) 

Condition UHC 
DIAL 
(kg/hr) 

Idle Not Measured 
Max. Cont. 31.1 

Min. Reheat. 58 1.2 

UHC 
Engine Exit 

91.32 
4.9 

12191 

(VPPm) 

Table 2 - Methane Mass Fluxes at Detuner Exit Plane 

Only trends can be compared for hydrocarbon 
measurements due to the complexity of the chemical 
and physical properties of the fuel. The exact 
composition of the hydrocarbons exiting the engine, is 
unknown. This makes it impossible to calculate the 
density of the hydrocarbons, and thus conversion from 
mass flux to concentration is not possible. The trends 
between the DIAL and probe measurements were in 
good agreement (see Table 3). 

~~ ~~ ~ ~ 

Table 3 - Unburnt Hydrocarbon Measurements 

High unburnt hydrocarbon values were present at idle 
and min reheat, with virtually none at max. continuous. 

7. Conclusions 

NO, concentrations were measured using the DIAL 
technique and compared to probe measurements at the 
engine exit plane. 

Measurements of NO, using D i L  were within 25% 
of intrusive probe measurements for the power 
conditions of idle and m a .  continuous, showing that 
useful DIAL measurements can be performed on gas 
turbine exhausts. 

One possible source of uncertainty with DIAL 
measurements with non ideal test location and 
meteorological conditions, stems from wind 
measurement and plume shift during the scans. 

Tests under more favourable conditions would result in 
more accurate measurements for plume emissions at 
idle and max. continuous conditions. 

The difference in readings at min reheat are as yet 
unresolved. Probe reactions have been ruled out but 
NO, production in the detuner may offer an answer. 

Under the three engine operating conditions addressed, 
NO to NO2 conversions of greater than 80% were 
observed at the DIAL measurement plane. Most of the 
conversion was believed to have occurred in the 
detuner although there were some indications of differ- 
ences in ambient conversion depending mainly on 
wind speed and thus residence time to the scan plane. 

Conversion of mass fluxes to vppm for UHC cannot be 
performed due to the unknown density of the complex 
UHC structure. 

DIAL measurements UHC in the downwind plume at 
the three engine operating conditions showed high 
mass emissions at min reheat and virtually none at 
max. continuous, which agreed with intrusive probe 
measurements at the engine exit piane. 

This work has shown that DIAL is suitable for gas 
turbine engine emissions measurements. 

8. Recommendations 

Further work examining hydrocarbon speciation using 
other non intrusive techniques is required to allow 
more detailed comparison between DIAL and 
intrusive measurement systems. 

Further investigation of the disagreement in the trends 
of NO, from max. continuous to min reheat is required. 

Measurements under less difficult conditions for DIAL 
would allow better investigation into the applicability 
of the technique for measurement of gas turbine exit 
emissions. Ideally, these would be performed in open 
areas with the plume exiting horizontally to the 
horizon. 
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Paper 9 
Author: Brundish 

Q: Weigand 

Why did you not use LIDAR for exhaust measurements in the near field of the plume? 

A: The measurements were performed downstream in the plume so that the plume chemistry could be studied. 
Measurements of DIAL were compared to engine exit measurements to analyse NON02 conversion for plume 
visibility. DIAL was used (not LIDAR) due to the increased accuracy with the use of a reference beam. Hot 
plume measurements are prone to a large number of interferences which require a reference beam to make 
sensible measurements. 

Q: Prof Greenhalgh 

Why did you not make probe measurements after the detuner as well as at the (engine) exit? 

A: The exit of the detuner is some 20m from the ground making probe measurements of the plume after this 
difficult. In addition to this, the engine exit and detuner entry are not continuous, and entrained air dilates the 
plume. The entrainment is difficult to calculate and thus the mass flow at the detuner exit is unknown. Mass 
flow is required to compare the DIAL and probe measurements, so measurements at the detuner exit would be 
difficult to compare to either the DIAL or the engine exit measurements. 
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UV ABSORF’TION MEASUREMENTS OF NITRIC OXIDE COMPARED TO PROBE SAMPLING DATA FOR 
MEASUREMENTS IN A TURBINE ENGINE EXHAUST AT SIMULATED ALTITUDE CONDITIONS* 

R.P. Howard 
Sverdrup Technology Inc., AEDC Group 

Building 690, Second Street 
Arnold Engineering Development Center 

Arnold AFB, TN 37389-4300 
United States 

ABSTRACT 

Nitric oxide measurements were conducted in the exhaust 
of a turbofan engine at simulated altitude conditions in a 
ground-level test cell using both optical nonintrusive and con- 
ventional gas sampling techniques. NO-UV absorption mea- 
surements, using both resonance and continuum lamps, were 
made through several chords of the exhaust flow near the noz- 
zle exit plane as a part of a larger effort to characterize aircraft 
exhaust constituents over a wide range of steady-state engine 
operating conditions. This paper describes the NO-UV absorp- 
tion measurements and compares radial profiles of NO con- 
centrations and emission indices with measurements obtained 
using conventional gas sampling and tunable diode laser infra- 
red absorption. 

INTRODUCTION 

The NASA Atmospheric Effects of Aviation Program 
requires characterization of aircraft emissions including trace 
constituents to adequately assess and predict the impact of cur- 
rent and future fleets on atmospheric chemistry. The first of a 
series of NASA measurement programs’ in ground-based 
engine test cells was performed at the Arnold Engineering 
Development Center (AEDC) at simulated altitude conditions 
ranging from sea-level-static to 15.3 km. The test article 
engine design and operation parameters were representative of 
a commercial-type bypass engine with an annual combustor, 
operating with aviation fuel. The engine was operated over a 
range of combustor temperatures and pressures at each of sev- 
eral simulated altitudes shown in Fig. 1, to provide NASA with 
parametric data for insight into exhaust emission variations as 
a function of combustor parameters and altitude at standard- 
day conditions. Measurement systems applied directly to the 
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Fig. 1. Combustor pressure versus temperature for all test 
conditions. 

exhaust flow field are illustrated in Fig. 2. Techniques utilized 
for measurements of nitric oxide (NO) concentrations were 
conventional extractive sampling using a multipoint cruciform 
probe rake assembly, spectral UV resonance and continuum 
absorption applied over multiple lines of sight, and spectral 
infrared single line-of-sight absorption utilizing a tunable 
diode laser. This paper details the NO-UV absorption tech- 
niques, directly compares the results to probe-sampled data, 
and compares the resulting NO emission indices including the 
tunable diode laser results to show agreement within the 
respective error limits of each measurement technique. 

Spectral interrogation of nitric oxide (NO) resonance elec- 
tronic ( A t X )  transitions using ultraviolet (UV) absorption 
allows determination of NO density and, under appropriate 
conditions, thermodynamic state. NO-UV absorption tech- 
niques were developed in the 1 9 7 0 ’ ~ ~  for measurements of 
low NO concentrations in gas turbine combustors and engines. 
These techniques were later modified and enhanced in 
response to new requirements for nonintrusive quantitative 
measurements in high-enthalpy test facility  flow^,^.^ exhausts 
of liquid rockets (unpublished), and automobile  exhaust^.^ 
The hardware was made robust and more reliable using spec- 
trometer focal plane array detectors, fiber optics, and pulse- 
start power supplies for the resonance lamps. The line-by-line 
radiative transfer model, previously limited to the NO gamma 
(0.0) band, was extended to include the (0,l) band and thus 
allowed simultaneous determination of NO number density 
and ground electronic state-vibrational population distribution 
(reported as ground-state vibrational temperature) in many of 
the aforementioned applications. Renewed interest in the 
effects of turbine-powered aircraft on atmospheric chemistry 
has again prompted exhaust characterization studies and new 
requirements for quantitative measurements of NO concentra- 
tions in turbine engine exhaust. 

PROBE AND SAMPLING SYSTEMS 

Exhaust samples were extracted using a multipoint cruci- 
form rake assembly located near the engine nozzle exit plane 
with the versatility of single point and multiple probe average 
sampling. The rake illustrated schematically in Fig. 2 consists 
of two bars mounted perpendicularly (horizontally and verti- 
cally) with each completely spanning the exhaust flow field 
and beyond. Individual probe sampling allowed spatial map- 
ping of the exhaust core, bypass, and intermediate mixed flow 
regimes as well as the region surrounding the exhaust which 
was found to contain low amounts of recirculated exhaust con- 
stituents. The horizontal bar also contained alternating Mach 
number/flow angularity (MFA) and stagnation temperature 

* The research reported herein was performed by the Arnold Engineering Development Center (AEDC), Air Force Materiel Command. 
Work and analysis for this research were performed by personnel of Sverdrup Technology, Inc., AEDC Group, technical services contractor for 
AEDC. Further reproduction is authorized to satisfy needs of the U. S. Government. 

Paper presented at an AGARD PEP Symposium on “Advanced Non-Intrusive Instrumentation 
for Propulsion Engines”, held in Brussels, Belgium, 20-24 October 1997, and published in CP-598. 
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Fig. 2. Illustration of the turbine engine exhaust emissions measurement systems. 

probes for determination of static temperature, static pressure, 
and gas velocity distributions required for analysis of optical 
data to yield species concentrations and mass fluxes. Construc- 
tion and design details of each probe type are given in Ref. 1. 

Gas samples collected by the rake positioned 12 cm down- 
stream of the nozzle exit plane were passed through heated lines 
to a heated sample distribution system that allowed any combi- 
nation of probe samples to be directed to the gas analyzer sys- 
tems. As necessary during the test period, a stainless steel metal 
bellows pump was valved in line between the sample distribu- 
tion system and gas analyzers to raise the sample pressure 
slightly above atmospheric pressure, a requirement for gas ana- 
lyzer operation. 

A suite of analyzers were used to measure concentrations 
of gaseous constituents which are reported in parts per million 
by volume (ppmv). A chemiluminescence analyzer was used to 
measure concentrations of NO after the sample was passed 
through a gas sample dryer. The emission index (EI) for NO, 
defined as mass of constituent per 1,000 pounds of fuel, was 
calculated according to Ref. 6 and reported as the NOz 
equivalent. 

UV ABSORPTION INSTRUMENTATION 

The resonance and continuum absorption system compo- 
nents were similar except for radiation sources. The system and 
technique similarities make it convenient to describe system 
components, data acquisition, and data analysis for both sys- 
tems simultaneously while pointing out differences only as nec- 
essary. Primary components per measurement system, reso- 
nance or continuum, included a lamp, a lamp shutter with an 
electronic controller, two fiber-optic cables, collimating and 
focusing optics, a grating spectrometer, an optical multichannel 
analyzer (OMA@) detector system with a computerized control- 
ler, and a personal computer for data acquisition and storage. 

The systems shared stepper motor-driven slide tables for tra- 
versing the optical beams across the exhaust flow field. 

The resonance lamp, a source of NO resonant radiation, was 
a dc excited capillary discharge tube operated at 12 ma using a 
5.000-V power supply with a 220-kR ballast resistance. A gas- 
eous mixture of argon:nitrogen:oxygen, at a 12:3: 1 ratio by vol- 
ume, was flowed through the lamp tube while maintaining a 
static pressure of 10 torr. The capillary discharge tube was 
water cooled to tap water temperatures. Resonance lamp inten- 
sity characterization is discussed in the following section. The 
continuum system lamp was a constant voltage, 100 w, water- 
cooled deuterium lamp. 

Each detector system consisted of a 0.32-m Czerny Turner 
spectrometer with a variable-width entrance slit, a 2,400 groove/ 
mm grating (used in first order) and an EG&G Princeton 
Applied Research Model 1421-B silicon diode array detector. 
Each detector was UV enhanced and intensified over the full 
1,024 pixel elements. A detector and detector controller (Model 
1461) are referred to as the OMA. The spectral range for the res- 
onance absorption system was 214 to 245 nm with a 0.029-nm- 
per-detector-element spectral dispersion and 0.16-nm spectral 
resolution (full-width-half-maximum). Measured normalized 
instrument response functions representative of single array ele- 
ments for both the resonance absorption and continuum absorp- 
tion systems are presented in Fig. 3. Differences are due prima- 
rily to spectral resolution differences for the two systems. 

The configuration and reported spectral region for the UV 
continuum absorption measurement deserves explanation. This 
measurement system had been configured and installed with 
intentions of measuring OH resonance absorption near 300 nm. 
During an engine checkout run, this system failed to detect OH 
absorption. A spectrally scanned UV laser system, successfully 
installed for measurements of OH, freed this system to be recon- 
figured for measurements of NO using a spectral continuum 
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lamp. The optical fibers, excellent for measurements at 300 nm, 
had a steep attenuation gradient in the region of NO absorption 
near 226 nm. Lamp radiation saturated the detector in  the region 
of the (0,I) absorption band for detector integration times allow- 
ing a sufficient signal-to-noise ratio at the (0,O) band absorption 
region. Therefore, the less important (0,l) spectral region was 
moved off the detector to avoid detector damage. Also, the fiber 
attenuation was too great for meaningful measurements at 
wavelengths below the (0,O) band. Measurements were per- 
formed effectively from 222 to 228 nm with a 0.029-nm-per- 
detector-element spectral dispersion and 0.2 1 -nm spectral reso- 
lution (full-width-half-maximum). As mentioned earlier, mea- 
sured normalized instrument response functions representative 
of single array elements are presented in Fig. 3. 
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Fig. 3. Instrument response functions relative to the 
array element center wavelength. 

RADIATIVE TRANSFER MODEL AND RELATED 
PARAMETERS 

A computer model based on the theoretical line-by-line 
radiative transfer for the NO gamma (0,O) band was used to 
determine the NO number density from spectral absorption 
measurements. The theoretical physics of NO molecular 
absorption, details of the model, and extension of the model 
from earlier work can be found in the A brief 
overview is presented here to describe and document model 
parameters used for analysis of the present data. Basically, the 
fractional lamp radiation within the wavelength interval Ah 
transmitted through a medium of length, L, is given by the 
equation of radiative transfer, 

where 

g(k)  =spectral instrument response function, 

kki(h) =molecular absorption transition (line), 

I (h) =relative intensity of a resonance lamp transition, 

IC =Lamp radiation factor, modeled as continuum radiation. 

The interval Ah is limited by the spectral extent of g(h), the spec- 
tral response for an individual element of the linear array detec- 
tor given in Fig. 3 for the current measurements. Absorption in 

hp 

the test media is modeled by molecular absorption transitions, 
k&. which are described by Voigt line profiles that allow for 
pressure or collision broadening. The summation over i includes 
all transitions of the NO gamma (0.0) or (0.1) band contributing 
to absorption within Ah. The absorption coefecient is a function 
of the static temperature, static pressure, directed velocity line 
center shifts (Doppler shifts), line center pressure shift parame- 
ter, broadening parameter (discussed later), and NO number 
density along the measurement path, L. For a single homoge- 
neous path, the flow-field parameters are input to the model, and 
the NO number density is varied until the calculated [Eq. ( I ) ]  
and corresponding measured transmittances agree. Calculations 
were compared to maximum absorption at the second bandhead, 
226.23 nm or 236.3 nm, respectively, for the (0,O) and (0,l) 
bands using the resonance absorption technique and 226.18 nm 
for the (0,O) band using the continuum absorption technique. As 
discussed earlier, the (0,l) band was not measured with the con- 
tinuum absorption system. 

Absorption media line center shifts with respect to the fixed 
lamp radiation line positions are important to the NO densities 
derived from the model. Two shift mechanisms are modeled. 
However, Doppler shifts were negligible for these measure- 
ments due to small exhaust flow velocity components in the 
direction of the source beam. Collision-induced shifts were 
modeled according to the collisional shift parameter, 
6 = -0.1 8*(295/T)0.56, as quantified in Ref. 9. Here “P’ is static 
pressure in atmospheres and “1”’ is static temperature in Kelvin. 

The resonance lamp radiates several lines within, or con- 
tributing to, the spectral interval Ah of Eq. ( I ) .  Line intensities, 
Iko(h), are modeled by Doppler profiles broadened to 950 K. 
Thk relative lamp line intensities were measured and character- 
ized according the upper state population distribution shown in 
Fig. 4. Results for the (0.0) and (0.1) bands were similar as 
expected, since the upper states are common to both bands. The 
lamp emits low-level radiation (Ic) in addition to gamma band 
radiation. This radiation was not directly quantifiable from 
lamp characterization measurements, but was modeled as con- 
stant continuum radiation, IC, over the spectral range Ah, [Eq. 
(I)], with excellent results. 

10 I 

0.001 I 
45,000 46,000 47,000 48,000 49,000 50,000 51,000 

Upper-State Total Energy, cm-l 

Fig. 4. Reasonance lamp line intensity distribution. 

The lamp radiation for the continuum absorption technique 
was modeled as a simple spectral constant, achieved in Eq. ( I )  
by setting, I o ( h )  , to zero and IC to some arbitrary constant 
value. ‘i 

For the resonance technique, the molecular broadening 
parameter, a’ = C*P/T”, and IC have been treated as instrument- 
dependent calibration factors3 selected to minimize differences 
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in calculated and measured transmittances at controlled labora- 
tory conditions. Here, “C” is referred to as the broadening con- 
stant and “n” the temperature dependency exponent. The broad- 
ening parameter, a’ = 31800*Pm’.5, was reported in 19817 but 
did not include a low-level lamp radiation factor, IC. When this 
technique was reinstated in the late 1980’s using the intensified 
array detector and a modified electronic lamp power supply, the 
radiative transfer model required a factor IC = 22 (relative to the 
arbitrary scale used in Fig. 4) to accurately match laboratory- 
measured transmittances down to 0.2. Without IC, the model 
predicted transmittances accurately down to about 0.8 but 
underpredicted at lower transmittances with increasing devia- 
tion. Since IC had little effect on transmittance calculations 
above 0.8, a’ was determined from a wide range of laboratory 
conditions (P. T, and NO number density) approximately inde- 
pendent of IC. The results for a’ were consistent with the 1981 
reported value. Also, a two parameter nonlinear least-squares fit 
to all the laboratory data with the temperature exponent, n, 
fixed at 1.5 gave IC= 22 and, again, a’consistent with the 1981 
values. The study concluded that radiative transfer model calcu- 
lations and laboratory data were in excellent agreement over the 
full range of laboratory conditions for IC = 22 and a’ = 
3 1800*PrI“.5. In recent years, the broadening parameters for 
individual lines have been measured directly’ and reported as a’ 
= 6927*P/T1.25. It is both important and gratifying that this 
agrees extremely well with a’ = 31800*PiT’.5. Using the Ref. 9 
value in the model, IC = 22 was still the best fit value. Relative 
to the Fig. 4 lamp characterization values, IC and a’ were 
approximately equivalent for both the (O,O)\and (0,l) bands. 

The instrument-dependent code calibration parameter, a’, 
was determined independently for the continuum absorption 
system using continuum lamp transmittance measurements over 
a similar range of laboratory measurements. For the continuum 
absorption system, the broadening constant C = 23,250 pro- 
vided the best overall fi t  to laboratory data with the 
temperature‘-dependency exponent, n, fixed at 1.5. 

A radial inversion scheme, referred to as an onion peel tech- 
nique, coupled to the line-by-line radiative transfer model, was 
used to determine radial profiles of NO number density from a 
series of line-of-sight (LOS) measurements at several radial 
locations during a steady-state test condition, as illustrated in 
Fig. 5. The flow field was modeled as concentric “homoge- 
neous” zones, one for each LOS measurement. The NO density 
in the outer zone was determined using the outermost LOS mea- 
surement. Stepping inwardly, a new zone NO density was deter- 
mined for each successive measurement. The static temperature 

Receiver Optics Optics 
Source and Reflector 

L 

Fig. 5. Measurements through homogeneous zones. 

LOS #1 

LOS #2 

LOS #n 

and static pressure along the optical path were inferred from 
probe measurements as discussed in Ref. 1. Probe measure- 
ments at similar radial positions on opposite sides of the plume 
centerline were averaged and radial symmetry was assumed. 
Measurements of ambient test cell static temperature were 
assigned to positions beyond the lip of the diffuser and ambient 
pressure assigned to radial positions just beyond the nozzle exit 
radius, Re = 30 cm. Radial distance was normalized to the noz- 
zle exit radius so that the extent of the engine exhaust was R/Re 
= 1 .O or a little beyond, depending upon exhaust expansion for 
each test condition. The probe measurement grid was sparse; 
thus, interpolation was required to determine the path average 
static temperature, static pressure, and axial flow velocities for 
each homogeneous zone along each LOS measurement path. 
Averages were area weighted over the width of the optical beam 
within respective zones. Figure 6 shows representative plots of 
zone-averaged temperature, pressure, and the axial component 
of velocity for an LOS through the center of the exhaust. Values 
inferred from probe measurements used to determine the zone 
averages are superimposed on the plot. These data were 
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acquired for the steady-state engine test condition described by 
the combustor inlet temperature 733 K at 9.15 km altitude. The 
zone path segments are obvious in the plot with approximately 
2.54-cm (1.0-in.) lengths from the center to just outside the 
exhaust flow field and about 5.08 cm segment lengths in the test 
cell gas recirculation region. Zones beyond the nozzle exit 
radius represent measurements through the test cell air which 
contained small quantities of recirculated exhaust gases. 

TEST CELL INSTALLATION AND MEASUREMENTS 

The placement of the NO-UV instrumentation and optical 
beam paths relative to other measurement and facility compo- 
nents in the test cell are illustrated in Fig. 2. The lamp radiation 
was transmitted through a 400-pm-diam, 9-m-long, fused silica 
fiber to a collimating lens mounted onto a traversing table near 
the engine exhaust. The radiation was imaged through the 
exhaust to an aluminum-surfaced mirror mounted on a second 
traversing table and reflected back through the exhaust to a sec- 
ond lens-fiber combination also mounted on the first traversing 
table. The beam diameter was approximately 2 cm. The trans- 
mitted and reflected beams were within the first 12 cm down- 
stream of the nozzle exit plane. The resonance lamp beam was 
6.35 cm above that of the continuum lamp. The reflected radia- 
tion was transmitted to the entrance slit of the spectral detector 
system. All optical lenses and fibers were made of UV-grade 
fused silica. 

In addition to measurements through the exhaust, LOS mea- 
surements were made at several positions outside the exhaust 
flow field to quantify and account for the presence of NO in the 
test cell due to recirculated exhaust gases. Low levels of NO 
over rather long paths can have a significant effect on the optical 
measurements. A tube purged with dry nitrogen mounted at the 
top of the diffuser allowed measurements of reference spectra 
for each set of measurements across the exhaust flow field. For 
data analysis, cylindrical symmetry was assumed for recircu- 
lated gas components surrounding the exhaust flow field. 

The slide tables traversed the collimated beam across the 
flow field in a plane parallel to the nozzle exit plane, as illus- 
trated in Figs. 2 and 5. Each set of traversed data for the reso- 
nance absorption system consisted of measurements through the 
purged path at the top of the diffuser (with and without the shut- 
ter closed) and measurements at fixed radial positions from R = 
70  to 36 cm in 5.08-cm increments and from R = 36 to 0 cm in 
2.54-cm increments. The nozzle exit radius was 30 cm. The set 
of continuum absorption measurement positions were offset 
about 6.35 cm below the resonance absorption measurements, 
except for measurements through the purged tube. A traversing 
system output voltage (high during movement and low while 
stationary) was monitored by each OMA system for posttest 
determination of spectra acquired while the tables were in 
motion. 

During earlier engine checkout runs, measurements made 
while the lamp was shuttered were found to be indistinguishable 
from background signal levels. Therefore, acquisition time was 
significantly reduced by not shuttering the lamp except at the 
centerline position. These centerline data were used to verify 
that exhaust radiation levels were negligible for each engine 
condition. It is also significant that measurements were not 
affected by test cell lighting. Background levels, measured with 
the lamp shuttered, were almost entirely integrated detector 
noise as discussed in OMA operation manuals. 

DATA REDUCTION 

Spectral lamp transmission measurements, IT(hi), at a par- 
ticular LOS (radial) position were reduced to spectral transmit- 
tance according to the equation 

where hi denotes the spectral center of the ith element of the 
detector array. IO(&) and I&), respectively, are measurements 
of lamp reference and background at the purged path location. 
As mentioned earlier, measurement of lamp-shuttered signal 
levels at the exhaust, Ie(hi), were indistinguishable from back- 
ground, so Ie(hi) can be approximated by I&). Lamp and trans- 
mittance spectra (background subtracted) are presented in Figs. 
7 and 8 for the resonance and continuum absorption systems, 
respectively. Prominent NO gamma band regions are labeled in 
the figures. Absorption features at the (0,O) band are readily evi- 
dent, but further corrections were necessary to remove position- 
dependent lamp signal variations and attenuation effects of the 
exhaust and gas recirculation. These effects are exhibited as 
overall attenuation at spectral regions away from the (0,O) band 
absorption feature. A curve fit through spectral regions just 
above and below the (0,O) band feature served as the base line to 
quantify (0,O) absorption as illustrated by the "corrected" curve 
in Figs. 7b and 8b. Thus, the transmittance at the second band- 
head of the NO gamma (0,O) band can be read directly from the 
"corrected" curves. 

Previously, spectral bandhead transmittances were deter- 
mined using pretest lamp reference spectra acquired at each 
radial position and then corrected for test media attenuation 
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effects. Data were reduced both ways and gave equivalent 
results; i.e., differences in second bandhead transmittances from 
the two processes were far less than-the statistical uncertainties. 
The purged path allowed an independent measure of lamp refer- 
ence per data set and all the advantages that go with measuring 
lamp reference spectra within seconds of acquiring transmission 
measurements. Statistical uncertainty is discussed later. 

Resonance absorption system radial profiles of (0,O) second 
baudhead transmittance, acquired at the five steady-state engine 
power settings at 9.1-km altitude, are shown in Fig. 9a. These 
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Fig. 9. Radial profiles of (0,O) transmittance at 9.1-km altitude. 

profiles were smoothed using a linear 3-point smoothing algo- 
rithm before insertion into the radial inversion scheme. Repre- 
sentative effects of the smoothing algorithm are illustrated by 
the smoothed and unsmoothed transmittance profiles in the fig- 
ure for T3 = 808 K. Although random-like variations were 
reduced, changes in transmittance values were generally much 
smaller than statistical measurement uncertainty. Several sets of 
transmittance profiles acquired at the same steady-state engine 
condition were extremely repeatable, with smaller variations 
than statistical measurement uncertainty. The multiple transmit- 
tance profiles acquired during a steady-state test condition were 
averaged before application of the radial inversion scheme. 

Continuum absorption system radial profiles of second 
bandhead (0.0) transmittance, also acquired at the five engine 
power settings at 9.1-km altitude, are presented in Fig. 9b. 
Comparing these profiles with resonance absorption profiles of 
Fig. 9a, it is obvious that the continuum absorption system was 
less sensitive to equivalent NO densities at the same test condi- 
tions. Additionally, continuum absorption was not observed for 
several low-power engine settings which produced relatively 
low NO densities. Preliminary results on selected data sets indi- 
cate higher uncertainties than results obtained from the reso- 
nance absorption data. 

The higher-quality and more complete resonance absorp- 
tion data were analyzed and are reported herein. 

ANALYSIS AND RESULTS 

The radiative transfer model, [Eq. (l)], incorporated into 
the onion peel radial inversion scheme was applied to radial 
transmittance profiles for each steady-state engine test condi- 
tion. Static temperature and pressure profiles required for the 
radiative transfer model were inferred from probe and facility 
measurements and averaged along “homogenous” zones for 
each LOS optical path. The analysis provides radial NO number 
density (molecules per volume) profiles. For a more direct com- 
parison to probe sampling measurement profiles, radial NO-UV 
number density ( ~ m - ~ )  profiles were converted to volumetric 
fractions (ppmv) using the ideal gas law. Profile comparisons 
are presented in Figs. 10 - 12 for the same combustor tempera- 
ture setting, T3 = 733 K, at three different altitudes, 3.1, 9.1, 
and 12.2 km, respectively. The NO-UV densities tend to be 
similar in shape to the sampling measurements, but lower by I O  
percent for 9.1 and 12.2 km, and about 18 percent for SLS. The 
stronger deviation might be expected at higher engine power 
settings for the SLS condition because of the combined effects 
of greater quantities of NO recirculation in the test cell and pos- 
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Aj is the cross-sectional zone area at the measurement axial sta- 
tion. These EI(N0) values are presented in Figs. 14 - 18, and are 
compared to probe sampling and infrared tunable-diode laser 
'technique results. Measurements from all three measurement 
systems agree within respective uncertainty bands. 
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sible non-radial symmetries (especially top to centerline) in the 
recirculation region. Figure 13 shows NO density profiles for 
each engine power setting at the 9.14-km altitude. 
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Fig. 16. Comparisons of EI(N0) at 9.1-km altitude. Direct comparisons of density profiles were limited to the 
few test conditions for which spatial probe sampling profiles 
were measured. For comparisons over the full set of test condi- 
tions, emission indices were calculated from NO-UV resonance 
absorption density profiles, aerodynamic flow-field properties 
derived from the rake data, and fuel flow rates measured by the 
test facility. An NO emission index EI(N0) using the molecular 
weight of NO2 was determined for each engine condition 
according to 
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Fig. 17. Comparisons of EI(N0) at 12.2-km altitude. 

where N, is Avagadro's number, and MNo, is the gram molec- 
ular weight of NO2. The quantities "NO, and Vx, are zone aver- 
aged NO number density and exhaust velocity, respectively, and 
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UV EI(N0) measurements were in good agreement with 
probe sampling data, matching well within respective uncer- 
tainty bands. A contribution of uncertainty not addressed in 
these comparisons relates to aerodynamic flow-field properties 
determined from the rake probe data. As mentioned, total tem- 
perature and Mach flow-angularity probes were sparsely 
spaced, providing a coarse definition of property profile gradi- 
ents. The slow-varying nature of these properties across the 
exhaust flow field provides confidence in values reported, 
except near the edge of the.plume, where changes are more 
abrupt and the gradient steepens, espesially in velocity. The 
uncertainty in the position at which the velocity drops abruptly 
to the ambient static condition outside the plume may be a 
major contributor to differences in E1 reported by sampling and 
optical techniques. 

An engineering statistical analysis process described in Ref. 
IO was applied to steady-state test conditions for which several 
sets of measurements were obtained to establish confidence 
bands for the NO-UV resonance absorption results. Lamp refer- 
ence and position-wise lamp transmission spectra were treated 
as independent measurements with random statistical uncer- 
tainty. The variance-covariance matrix developed for a set of 
profile transmittances accounted for codependency on lamp ref- 
erence spectra, curve-fit' correction factors, and the linear 
smoothing algorithm. Measurement uncertainty and a matrix of 
partial derivatives of NO number density with respect to trans- 
mittance for each zone of each LOS measurement path produced 
one-sigma variances for NO number densities at each radial 
location per set of data. Independently, statistical analyses were 
performed on these multiple data sets acquired at steady-state 
engine conditions, treating each set of spatial transmittances as 
independent measurements with random uncertainty. The result- 
ing uncertainty in NO number density was similar. This tends to 
validate assumptions used for the lengthy and tedious engineer- 
ing statistical analysis process" required for single data sets 
obtained for many of the steady-state engine conditions. 

The position-wise NO number density uncertainties within 
the exhaust flow for several test conditions investigated ranged 
from f 6 to 18 percent, with the higher uncertainties relating to 
data at higher combustor temperatures for the simulated sea- 
level-static condition. Statistical uncertainty on position-wise 
NO densities determined for the recirculation flow region were 
on the order of f 15 to 25 percent. Statistical uncertainty for NO 
emission indices ranged from f 7 to 13 percent assuming accu- 
rate velocities from the rake data. 

For completeness, resonance absorption was also observed 
at the (0,l) band for a limited number of the higher combustor 
temperature conditions. NO densities determined from the (0.1) 
data are consistent with (0,O) results, but with larger uncertain- 
ties attributable to a greater sensitivity on static temperature. 

SUMMARY AND CONCLUSIONS 

NO-UV resonance absorption measurements were per- 
formed at all test conditions consisting of several engine power 
settings at simulated altitudes ranging from sea-level-static to 
15.2-km static. At an axial position within 12 cm of the nozzle 
exit plane, spectral transmission measurements at multiple 
radial stations across the exhaust plume flow field and sur- 
rounding region containing low-level recirculated exhaust gases 
were radially inverted to provide radial profiles of NO number 
density. Radial NO number density profiles in units of cubic 
centimeters were converted to radial profiles of NO concentra- 
tions in units of parts per million by volume and, subsequently, 
to NO emission indices. Radial profiles of static temperature, 
static pressure, and exhaust flow velocity inferred from probe 
rake data were utilized for analyses of the optical data. 

The NO-UV measurement system proved to be reliable and 
robust. Measurements were extremely repeatable during steady- 
state test conditions, also indicating temporal stability of engine 
steady-state operation and test facility parameters. NO-UV 
radial concentration profiles agreed well (within uncertainty 
limits) with probe sampling measurements, both within the 
exhaust flow field and the surrounding gas recirculation 
regions. The NO-UV concentrations tended to have lower peak 
levels within the exhaust plume region. Greater deviations were 
expected in comparisons of NO emission indices due to the lack 
of spatial detail defining the velocity gradient near the edge of 
the plume. However, NO emission indices determined from 
NO-UV profile concentrations deviated only a few percent from 
the probe sampling results. 

The NO-UV resonance absorption provided redundancy in 
NO concentration measurements with a technique independent 
of the extractive sampling system. Agreement among the two 
techniques gives confidence that the extracted sample reaching 
the analyzer was indeed representative of the exhaust gases, as 
well as validating the optical technique over this range of mea- 
surement conditions. 

Agreement with the single line-of-sight tunable diode laser 
technique results are gratifying, but analyses of those data relied 
upon normalized spatial distribution profiles of NO from either 
the probe sampling or NO resonance absorption profiles. Tra- 
versing the TDL beam or directly comparing the TDL NO mea- 
surement with a similar TDL CO2 along the same line of sight, 
as discussed in Ref. I ,  would greatly enhance the utilization of 
that technique and provide a more meaningful comparison. 
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Paper 10 
Author: Howard 

Your discussion referred to combustor inlet temperatures. It would be advantageous to report combustion exit 
temperatures for exhaust emission correlations and the modelling of emissions from combustor exit to engine 
exit. 

A: Data reported were acquired on a military engine. Combustor temperatures are not measured explicitly. 
Combustor exit temperatures must be determined from the engine cycle deck. Release would require Air Force 
approval, which would first require a formal request. 

You mentioned that the NO resonance lamp measurements are more sensitive to NO concentrations than the NO 
continuum lamp. Please explain further. 

A: N O - W  resonance absorption refers to a measurement technique deducing NO concentrations from the 
absorption of resonance lamp radiation emitted from NO molecules and thus corresponding to absorption line 
frequencies within the flow field. 

NO-UV continuum absorption refers to a measurement technique deducing NO concentrations from the 
absorption of spectral-continuum radiation emitted from a deuterium lamp. Since radiation from this lamp is 
not absorbed at frequencies between NO absorption lines, the integrated detector signal (= 1.5 A" resolution) 
contains much lamp radiation that cannot be absorbed by the flow field. Very high resolution (~0.05 A") 
detection would approach the sensitivity of the resonance technique, but would greatly complicate the 
measurement, in that it would measure rotational structure rather than the vibrational structure. 
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LASER-2-FOCUS MEASUREMENTS ON A TURBINE CASCADE 
WITH LEADING EDGE FILM COOLING 
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1 

In order to increase the understanding of the aerodynamic 
processes dominating the flow field of turbine bladings with 
leading edge film cooling, isothermal investigations were 
carried out on a large scale high pressure turbine cascade. 
Close to the stagnation point the turbine cascade has one row 
of film cooling holes on the suction side and another one on 
the pressure side. Blowing ratio, turbulence intensity, Mach 
number and Reynolds number are set to values typically 
found in modem gas turbines. Since a very sensitive flow 
pattern with high velocity gradients and reverse flow areas 
was to be expected near the blowing holes the Laser-2-Focus 
technique was selected for investigations in this area. 

Two independent systems were used: A standard two 
dimensional Laser-2-Focus system permanently installed in 
the wind tunnel and a temporarily set up three dimensional 
Laser-2-Focus system of the DLR-Institut fdr Antriebstechnik, 
K61n. 

The results of the two systems are in good agreement. They 
indicate vortices in the exit plane of the film cooling holes 
developing into a flow pattern with upwinds directly behind 
the holes and downwinds further downstream. In the wake of 
the pressure side holes a large recirculation zone can be 
observed located below the coolant jet. 

t 
NOMENCLATURE 
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area 
hole diameter 
magnitude of the velocity vector 
chord length 
hole length 
blowing ratio (= (pG),/(pG)l) 
Mach number 
pitch of the holes 
static pressure 
Reynolds number (Re = (G L)/v) 
coordinate along the blade surface 
temperature 
turbulence intensity 
velocity parallel to the surface (x) 
velocity normal to the surface (y) 
velocity in lateral direction (z) 
coordinate parallel to the blade surface 
coordinate normal to the blade surface 
coordinate in lateral direction 
flow angle in circumferential direction 
injection angle in streamwise direction 
difference 

K [-I ratio of specific heats 
V [m2/s] kinematic viscosity 
P [kg/m3] density 

Su bscrip& 

C 
H 
is 
K 
PI 
PS 
ss 
t 
1 
2 

cooling (secondary) air 
referenced to the cascade inlet conditions 
isentropic 
tank conditions 
plenum chamber conditions 
pressure side 
suction side 
total (stagnation) 
upstream of the cascade 
downstream of the cascade 

Abbreviations 

HGK 

L2F Laser-2-Focus 
2D two dimensional 
3D three dimensional 

High Speed Cascade Wind Tunnel 
(Bochgeschwindigkeits-Gitterwindkanal) 

1. INTRODUCTION 

The negative environmental effects caused by the exhaust gas 
of turbine engines can be diminished by reducing the specific 
fuel consumption. This requires to increase the cycle 
efficiency by better component-efficiencies, higher pressure 
ratios and raised turbine inlet temperatures. Currently turbine 
blades of high temperature material with internal cooling 
systems can stand up to about 1500 K. Beyond this limit 
additional film cooling by the ejection of air from inside the 
blade is necessary. Thermal and aerodynamic efficiency 
of film cooling must be balanced in order to optimize the 
over-all effectiveness. Special care has to be taken for the 
design of leading edge film cooling because the temperature 
reaches the stagnation level and the flow field shows high 
bending and velocity gradients. 

In order to better understand the aerodynamic effects 
occurring in the mixing zone of the coolant and the main 
stream flow different test set-ups are used ranging from simple 
geometries as flat plates and cylinders to complete test rigs. 
There is always a trade-of to be made in between having a 
good spatial resolution and meeting realistic engine 
conditions. 

All test set-ups share one problem: Introducing any. kind of 
probe into the crucial mixing area with its high gradients will 

Paper presented at an AGARD PEP Symposium on “Advanced Non-Intrusive Instrumentation 
for  Propulsion Engines”, held in Brussels, Belgium, 20-24 October 1997, and published in CP-598. 
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SJLSS = 0.02 

change the flow pattern. Depending on the probe size, its 
influence on the measured results can be severe. Therefore 
only non-intrusive measurement techniques may be used to 
determine the flow field in the immediate vicinity of the 
coolant ejection. 

s/Lps = -0.03 

height. They are fed by the 'plenum and inject the secondary 
air into the main stream flow of the cascade. This blowing 
configuration named B1 is shown in Fig. 1 and its data are 
given in Tab. 2. 

yss = 110" 

DIL = 0.012 

yps = 120" 

PID = 5 

DAH = 0.24 Ae.(SS+PS)/A, = 0.00722 

Chord Length: 250 mm Blade Height: 300 mm 

Pitchichord Ratio: 0.714 
~ ~~ 

Stagger Angle: 73" 

Observing the flow pattern of a leading edge film cooling 
configuration is even more difficult because coolant and main 
stream flow have about opposite directions. By mixing they 
create a turbulent flow field that is highly three dimensional 
and yields circumferential flow angles which may cover a full 
36OO-span. 

PS 

ss 

The above mentioned aims and problems can be met 
effectively by using the Laser-2-Focus (L2F) technique for 
measurements in the jet exit area of a leading edge film 
cooling configuration. Because a three dimensional flow 
pattern is expected the L2F system should preferably have 
3D capability. Nevertheless even two dimensional flow field 
data can help to understand the mixing process of coolant and 
main stream flow. 

------- 
3D Laser-2-Focus 

2D Loser-2-Focus 

The experimental investigations on a large scale turbine 
cascade with leading edge film cooling presented in this paper 
focus on the data measured with a 2D-L2F system and a 
3D-L2F system in the near hole region. Additional data on 
this cascade obtained by different measurement techniques 
can be found in a paper by Ardey and Fottner (1 997). 

2. EXPERIMENTAL SET-UP 

Turbine Cascade 

The experimental investigations were carried out on a large 
scale high pressure turbine cascade named AGTB. The 
cascade consists of three blades with a maximized chord 
length in order to reach a high spatial resolution while still 
maintaining periodicity. Solely the center blade was used for 
the measurements. The aerodynamic and geometric data of the 
cascade are listed in Tab. 1. 

Hiah Speed Cascade Wind Tunn el 

The experiments were carried out in the High Speed Cascade 
Wind Tunnel of the Universitiit der Bundeswehr, Munchen 
(Fig. 2). 

-Mach number : 0.2 5 Ma 5 1.05 
-Reynoldsnurnber : 10' 5 R d l  51.510' 
. degree of turbulence : 0.3% 5 Tu, 5 6% 
-upstreamnowangle : 25' d p1 5 155' .__.I   blade height : 300 mrn 

- a c. elect& motor : P = 1300 kW - axial w m p r e w r  (six stages): 
air now rate : v = 30 rn% (max.) 
lotal pressure ratio : n - 2.14 (rnax.) 
rotational sped : n - 6200 rprn (rnax.) 

Inlet: I I Exit: 

lMal = 0.37 IMa2is = 0.95 I 
lRe1 = 370000 lRe2is = 695000 I 
01 = 133" = 28.3' 

Design data of the turbine cascade AGTB 

I 
Table 1 : 1 Figure 2: High Speed Cascade Wind Tunnel 

This facility operates continuously in a large pressurized tank. 
The total temperature is kept constant and was set to 303 K 
for the AGTB-B1. Setting the compressor speed and the 
pressure level inside the tank allows for the independent 
variation of Mach number and Reynolds number. The 

In order to simulate film cooling the blades are manufactured 
to have a plenum chamber inside which can be connected to a 
secondary air supply. One row of film cooling holes is located 
on the suction side and one on the pressure side near the 
stagnation point. The holes are aligned along the whole blade 

. 
i 
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focal volume and scatter the laser light. The scattered light is 
received by two photo detectors, amplified and sent to the 
signal pmcessor (Fig. 4). 

turbulence intensity in the test seaion can be varied using 
different turbulence generators in front of the nozzle. In this 
case it was set to5 %. 

The secondary air is supplied by a sepanlte screw compressor 
which compresses air from the tank and is working in a closed 
circuit on the m e  pressure level as the test facility. A cooler 
adjusts the tempnature of the secondary air in order to 
maintain isothermal conditions. 

Figure 3 shows the test section of the wind tunnel with the 
AGTB-BI turbine cascade. Adjustable guide vanes were 
mounted at the upper and lower wind tunnel walls in order to 
achieve a constant inla pressure distribution. An orifice was 
set up in the duct of the secondary air for the determination of 
the mass flow rate. Quartz glass windows of 20 mm thickness 
were installed in the front part of the side walls in order to 
obtain optical access to the leading edge of the center blade. 

Figurc3: Test section of the wind tunnel with turbine 
cascade AGTB-BI 

The following data WBS w d  in order to monitor the flow 
conditions of the cascade main meam flow @hum and 
Fottner, 1985). the total tempemture in the settling chamber, 
the stahc pressure IO the tank (downstream conditions), the 
static pressure and the total pressure of the main stream flow 
upstream of the cascade (Fig. 3). 

For the setting of the secondary air mass flow rate, 
tempemlure. static pressure, and pressure drop at the orifice 
were measured. By observing the temperarure and total 
pressures inside the plena of the blades a homogeneous 
secondary air supply WBS ensured (Fig. 3). 

- CU8 sy&ll 

A standard two dimensional Laser-2-Focus system 
permanently installed in the High Speed Cascade Wind 
Tunnel was used for the detailed flow field investigations in 
the immediate vicinity of the film cooling holes. It operates 
with a water cooled Argon Ion Laser generating an output 
power of 1 WaU in the single line operational mode Two 
parallel laser beams are focused to a sizc of 8 pm in a distance 
of 168 pm forming a light barrier. Very small aerosol particles 
supplied by a pressurized spray generator pass through the 

Figure 4 Signal processing for the ZD-LZF system 

Figure 5: Traversing unit and optical head of the ZD-LZF 
system 
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The time in between the two signals is equivalent to the time- 
of-flight of the pruticles. Their velocity can be calculated from 
the known distance of the focal points. Because start and stop 
impulse can be triggered by two different particles the 
L2F-data has to be treated statistically. The flight direction of 
the particles is determined by turning the two focal points to 
different angular positions to fmd an over-all maximum of the 
statistical events (Schodl, 1989). 

In the High Speed Cascade Wind Tunnel the optical head of 
the 2D-L2F system has to operate in depressurized conditions. 
Therefore this LZF system was among the first to use fiber 
optics for the m s f e r  of the light from the laser located 
outside the pressure tank to the optical head inside (Beeck, 
1992). The optical head is positioned by means of a highly 
precise traversing unit with 4 axes (3 trsnslatory, 1 rotatory; 
Fig. 5). 

In addition to the 2D-LZF measurements the flow field 
investigations in the immediate vicinity of the film cooling 
holes were also performed by means of a three dimensional 
Laser-2-Focus system supplied and operated by the 
DLR-Institut Rlr Antriebstechnik, KOh (Schodl and Foster, 
1991). In one optical head this system combines two 2D-L2F 
systems which are inclined at about 7 .Y  to the rotating axis 
(Fig. 6). A detailed descnption of the 3D-LZF principle is 
given by Schodl(1989). 

-- 

U c 

Figure 6 Set-up of the 3D-LZF system in the High Speed 
Cascade Wind Tunnel 

The instsllation of the 30 L2F system in the High Speed 
Cascade Wind Tunnel required some modifications and 
adaptations. The t h m  axes traversing unit for the 3D-LZF 
which was also supplied by the DLR-Institot fUr 
htriebstechnik K6ln was mounted onto the rails that support 
the permanently installed ZD-LZF system when it is moved to 
its measuring position. The cables that were connected to the 
optical head and the traversing unit had to be inserted into the 
pressure tank by vacuum tight fixings. 

The two angled ZD-LZF systems in the optical head of the 3D- 
L2F system form a cone around the rotational axis when 
theoptical head turns. To avoid shutting off one system while 

measuring close to the blade surface the receiving cone has to 
be placed tangentially to the surface. Therefore the system 
axis has to be inclined normal to the blade surface. On the 
swngly curved leading edge geometry each measuring plane 
thus demands the optical head to be adjusted to individual 
horizontal and vertical angles. This was achieved by a 
specially designed tilting mechanism (Fig. 7). 

In the regular 3D-LZF arrangement the rotational axis of the 
optical head is oriented perpendicular to the window which 
provides optical access so that only one calibration is 
n e c e s q  to determine the sensitivity regarding the flow angle 
in the direction of the system axis. But if the receiving cone of 
the 3D-LZF system has to be positioned tangentially to the 
blade surfnce the rotational axis is inclined to the window. 
This implies that the laser light beams of the two systems nre 
refracted differently depending on the angular position of the 
optical head. Fig. 7b displays the position in which the 
maximum difference is reached because one beam penetrates 
the window almost perpendicularly experiencing nearly no 
refraction while the other beam having the maximum angle 
towards the window is refiacted to a full extent. The 
sensitivity of the 3D-LZF system towards the flow angle with 
respect to the optical axis depends on the inclination angle and 
on the thickness of the window, Consequently a calibration 
has to be performed at each inclination angle of the system for 
all flow angles i.e. rotational orientations of the optical head. 
This time consuming task is still in progress so that the 
3D-LZF measurements are not yet evaluated to their full 
extent. Accordingly the detailed results presented in this paper 
concentrate on the ZD-LZF data 

a) Hor izontal  T i l t  

T i l t  Mechanlsn 

I Unit Iu 
I I b) V e r t i c a l  T i l t  m 2D-L2F Rolls 

Figure 7: Optical head of the 3D-LZF. traversing unit and 
tilting mechanism as installed in the HGK 

A 
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3. TEST PROGRAM 

4.00 

3 D U F  YID 
3.00 - 

2.00 - 

1.00 - 

Since the cascade flow is transonic the flow conditions depend 
strongly on the mass flow rate of the woling injection. 
Uniform conditions at the leading edge can only be 
guaranteed for varying blowing ratios by adjusting the 
upstream conditions to the design values Mal = 0.37 and 
Re1 = 370000. Because the Lasn-2-Focus measurements are 
rather time consuming the detailed flow field investigations in 
the vicinity of the cooling holes were only performed for a 
blowingratioofM= 1.1. 

The radial depth of penetration of the 3D-LZF system was 
restricted to 32 mm by the aperture of the quartz glass 
windows in the side walls of the cascade because the laser 
beams form a 1 5 O  cone amund the optical axis itself that must 
be kept clear. Therefore the 3D-LZF measurements were 
carried out downstream of the film cooling holes located at a 
distance of 22.5 mm towards the side wall. In this area the 
side wall boundary layer can still influence the flow pattern so 
that it seemed necessary to measure along a whole hole pitch 
even though the flow field for the blowing wnfiguration was 
assumed to be symmetrical to the centerline of the hole 
(Ardey and Former, 1997). The measuring planes located 
1 and 2.5 hole diameters downstream of the suction and 
pressure side holes (Tab. 3) were oriented normal to the blade 
surface (Fig I) .  The location of the measuring points in one 
plane is depicted as a mesh in Fig. E. 

1 hole pitch 1 hole pitch 
EO points 80 p in t s  

1 hole pitch 1 hole pitch 
90 points 90 points 

mid span section of the cascade so that a symmetry of the flow 
field to the centerline of the holes could safely be assumed. 
This allowed to investigate only half a hole pitch while 
mirroring the other one which increased the density of the 
mesh immensely (Fig. 9). 

I AdL I -O%(hole) I  I %  1 2.5% 

% hole pitch K hole pitch I ss I 45points I 130points I 143pints  

% hole pitch % hole pitch I 45pints I 169points I 169points I ps 

Table 4 

In addition to the measuring planes located at A d  = 1 %and 
A S n  = 2.5 % downstream of the cooling holes ZD-LZF 
surface parallel measurements were also carried out in the 
coolant exit plane 0.25 mm above the holes. Relying on the 
centerline (dll = 0.0) symmetry 36 measuring points would 
have been sufficient to investigate the flow in the hole exit 
plane (Fig. 10). But to ascertain the exact location of the hole 
by the steep gradients of the velocity occurring at its borders 
measurements were also carried out at 9 additional locations 
situated in the second half of the hole so that only 27 
measuring points had to be mirrored to fill the mesh. 

Test program of the 2D-LZF system 

. . . . . . . . .  , , , , , , , , , .~...~ .... ~ . . ~ ~  ..., ...... ~. . . . . . . . . .  . . . . . . . . .  ........................... 

, , , , , , , , , . . . . . . . . .  ........................... , , , , , , , , , , , , , , , , , , .__.__.__._..__.._._ ....... . . . . . . . . .  
. . . . . . . . .  . . . . . . . . .  ........................... 

O.%.OO -2.00 -1.00 0.00 1.00 2.00 3.00 
ZID 

Figure 9: Mesh for a measuring plane of the ZD-LZF system 

0.75, . , . , . , . , . , . I 

si0 . 
0.50 - 

0.25 - 

0.00 - 

4.25 - 

4.50 - 

ZR) 

Figure I O  Mesh of the measuring plane above the film 
cwling holes (ZD-LZF) 
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4. EXPERIMENTAL RESULTS 

Due to the restricted optical access the 3D-LZF measurements 
had to be carried out close to the caseade side wall. The side 
wall boundary layer that could influence the film cooling flow 
was measured 30 mm in fmnt of the caseade inlet plane by 
means of the 3D-LZF. Fig. I I displays the mount of velocity 
near the side wall and its interpolation by the I/7-power-law 
for a turbulent boundary layer. In this figure the coordinate z 
was sct to 0.0 mm at the lateral location of the holes that 
served for the 3D-LZF measurements so that the side wall is 
located at z = -22.5 mm. As can be seen the side wall 
boundary layer thickness is about 18 mm affecting only one 
half of the hole pitch that was used for measuring purposes. 

7! 
t I I I 

25 m!i 
Figure I I : Side Wall Boundary Layer 30 mm in front of the 

cascade inlet plane 

The results of the 3D-LZF measurements and the ZD-LZF 
measurements agree quite well. The spatial extent and the 
amount of the tangential velocity (U) correspond nicely 
(Fig. 12). The influence of the side wall boundary layer on the 
3D-LZF measurements can be observed in the reduced 
tangential velocity component U at negative z values. Overall 
the vertical Velocities (V) of the two systems match well. 
No 3D-LZF measuring points were placed in the area of 
2.25 -z yiD 3.0 so that the positive V-velocities on top of the 
jet could not he as clearly resolved as in the ZD-LZF 
measurements. Some flow structures are also not as highly 
defined in the 3D-LZF measurements as in the 2D-LZF 
measurements because the number of data sets is almost four 
times higher for the ZD-L2F enhancing the resolution 
drastically. The distribution of the lateral velocity component 
(W) measured with the 3DLZF features a symmetry with 
opposite signs to the hole centerline that is found when 
looking at counter rotating vortices like for example the 
kidney vorticw typically associated with a coolant jet. 

Flow Field Dovm!mm of the Film C w  - 
The flow field downstream of the pressure side holes is 
displayed in Fig. 13 in the form of the tangential (U) and 
normal (V) velocity components and the turbulence intensity 
referenced to the inlet flow velocity of the cascade (Tu,). At 
As/L = 0.01 U large reverse flow area with tangential velocities 

of - 80 m/s and normal velocities of about 20 m/s can be 
observed in the wake of the hole at z/D = f 0.5 and up to 
y B  = 1. This zone being about the size of the film cooling 
hole itself belongs to the big recirculation vortex system 
underneath the film cooling air. At AsA. = 0.01 the center of 
the jet is being outlined hy the maximum of the normal 
velocities (y/D = 1.5) because the coolant is still moving away 
from the surface of the blade. The cascade main flow has to 
pass around this disturbed area creating slightly increased 
tangential velocities on top of the jet above yiD = 2.0 and very 
high flow speeds up to I80 m/s next to the reverse flow urea. 

Velocity gradients amount to shear forces and generate 
turbulence. At ASn = 0.01 three major mnes of increased 
turbulence intensity can be observed. The highest values of 
more than 30 % are found ut z/D = 0.5 and yiD < I where 
the main stream flow (U = 180 m/s) and reverse flow 
(U = - 80 m/s) converge. Up to 20 % turbulence intensity are 
generated at y B  = 2.0 where the coolant jet (V = 40 m / s )  and 
the main stream flow (V = 0 m / s )  merge. The third high 
turhulence zone is found in the shear area between the 
reverse flow area and the film cooling air at y B  = 1 and 
- 0.5 < I/D < 0.5. Inside the reverse flow area itself there is an 
astonishingly low turbulence level of about 10 % which 
indicates that the recirculation vortices are not only a strong 
hut also steady flow phenomenon. 

Further downstream at As/L = 0.025 the extent of the negative 
tangential velocities is reduced below yiD = 0.25. On top of 
the reverse flow area and helow the center of the coolant jet at 
yiD = 2.0 the flow turns towards the blade surface to fill the 
deficit of kinetic energy. The upper part of the coolant still has 
a tendency to move upwards creating turbulence in its shear 
mne with the main stream flow. The reverse flow area is 
again indicated by a low turbulence zone in its center 
surrounded hy a belt of high turbulence created through shear 
forces. - 
The flow field downstream of the suction side holes is 
displayed in Fig. 14 in the form of the tangential (U) and 
normal (V) velocity components and the turbulence intensity 
referenced to the inlet flow velocity of the cascade (TU"), 
Contrary to the pressure side cooling air ejection there are no 
negative tangential velocities at ASn = 0.01. As is known 
from oil-and-dye flow visualizations the recirculation vortices 
downstream of the suction side film cooling holes are much 
smaller than those on the pressure side. The coolant is located 
in the area of reduced kinetic energy close to the surface at 
I/D = f 0.5, ylD < 0.75. It is surrounded by main stream flow 
that has accelerated to pass the jet. The main stream flow on 
top of the coolant which is moving away from the blade 
surface is pushed upwards while the main stream flow aside 
from the jet turns towards the blade surface enhancing the 
development of the kidney vortex. Further downstream at 
ASn = 0.025 the extent of the suction side coolant jet has 
increased. The velocity differences between the film cooling 
air and the main stream flow are reduced resulting in lowered 
turbulence intensities. 
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Figure 12: Comparison uf velocities for 3D-LZF and 2D-LZF measurements on the pressure side, 
AsiD = 2.5 (3D-LZF) and A.dL = 2.5 % (2DL2F) 
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Figure 13: Flow field downstream of the pressure side holes; tangential velocity U, normal velocity V 
and turbulence intensity referenced to the inlet flow velocity of the cascade Tu, 
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Figure 14: Flow field downstream of the suction side holes; tangential velocity U. normal velocity V 
and Nrbulence intensity referenced to the inlet flow velocity of the cascade Tu, 
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Figure 15: Flow field measurements 0.25 mm above the film cooling holes; tangential velocity U, normal velocity V 
and turbulence intensity referenced to the inlet flow velocity of the cascade Tu, 
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Flow FieM in the &t&aBdd Exit Plane pf - 
The flow field measurements 0.25 mm above the film cooling 
holes are displayed in Fig. I5 in the form of the tangential (U) 
and normal (V) velocity components and the turbulence 
intensity referenced to the inlet flow velocity of the cascade 
(Tu,). Increased turbulence intensities clearly indicate the 
extension of the holes. The irregularity is caused by the 
orthogonal measuring grid which can not grasp the ring 
structure of the hole sufficiently. The upstream part of the 
holes (s/D < 0) is governed by turbulence levels up to 30 % 
which indicate the stagnation zone of the main stream flow 
that IS created by the film cooling ejection. The main body of 
the coolant jet characterized by low turbulence intensities is 
situated in the downstream part of the holes. There the normal 
velocity V reaches its highest values forming two maxima that 
are probably related to the centers of the kidney vortices. The 
extent of the reverse flow area downstream of the holes is 
indicated by the tangential velocity U. The width of the 
pressure side recirculation amounts to a full hole diameter 
(dD = f 0.5) while the suction side recirculation reaches only 
from z/D = - 0.125 to dD = 0.125. Inside the hole the pressure 
side jet is pushed further downstream than the suction side jet 
because the velocity of the main stream flow in front of the 
hole is about 45 d s  higher. 

5. CONCLUSIONS 

On a large scale turbine cascade the flow field in the 
immediate vicinity of film cooling holes was investigated 
using Laser-2-Focus Techniques. The most significant results 
can be summarized as follows: 

The flow phenomena in the immediate vicinity of the film 
cooling holes can only be observed with non intrusive 
measuring techniques to avoid influencing the flow field 
by a probe. 

With the Laser-2-Focus Technique it was possible to 
position a small measuring volume very close to the blade 
surface so that even reverse flow areas could be resolved. 

The results of the 2D-LZF system and 3D-LZF system 
showed a good agreement. 

Due to the geometric boundary conditions the rotational 
axis of the 3DLZF system was inclined towards the 
window which provided optical access. This requires a 
more complex calibration than for the standard 
configuration. 

The main stream flow is accelerated when passing next to 
the coolant. 

The pressure side coolant jet is detached from the blade 
surface while the suction side coolant jet remains close to 
the wall. 

e The extent of the recirculation zone in the wake of the 
hole is much bigger for the pressure side coolant ejection 
than for the suction side. 

The main body of the coolant jet exits in the downstream 
half of the film cooling hole. 

The maxima of the normal velocity in the hole exit plane 
indicate the formation of the kidney vortices. 

Missing the lateral velocity component W some questions 
concerning the flow field close to the film cooling holes are 
still unanswered. Especially observing the generation of the 
kidney vortices requires lateral velocity information. In some 
cases the interpretation of the 2D-LZF data was only possible 
because the flow field around the film cooled leading edge of 
the AGTB-BI caseade had also been investigated by means of 
other measuring techniques like 3D hot wire anemometry and 
oil-and-dye flow visualizations. 
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ABSTRACT 

The funher development of turbomachines is driven by 
the improved understanding of the three dimensional, 
secondary flow processes. Therefore experimental data 
are needed to analyse the 3D- flow in this machines and to 
provide data for computer code validation. In this context 
a 3D- L2F velocimeter was developed which enables 3D- 
flow vector measurements under the difficult conditions of 
turbomachines were the optical access is restricted. 
The new design of the 3D- L2F velocimeter includes also 
a special multicolour set-up with selectable beam 
separation that helps to reduce measurement time 
especially in turbulent flow regions, where conventional 
L2F systems are working rather time consuming. 
A special seeding probe which can be placed very close to 
the turbomachine inlet without generating flow distortions 
provides an increase of the particle concentration in the 
seeded streamline that passes the L2F probe volume, thus 
contributing also to a further measuring time reduction. 
Flow investigations in a transonic compressor are 
described and selected results of the secondary flow field 
obtained are presented. 

LIST OF SYMBOLS 

S 

d 

cp 

a 

B 
Y 

beam separation in the probe volume 

beam diameter in the probe volume 

rotation angle around the system axis 

flow angle with respect to reference plane 

angle between system axis and flow vectoi 

half intersection angle of system I and system 2 

e relative angle between system 1 and system 2 

U‘ velocity vector 

M v  measurement volume 

PS pressure side of blade 

ss suction side of blade 

1. INTRODUCTION 

In the field of non-intrusive experimental fluid flow 
analysis L2F- velocimetry has achieved importance 
particularly in the experimental investigation of 
turbomachinery flows. 
The detailed laser velocimetry data have contributed to an 
improved understanding of turbomachinery aerodynamics 
and the validation of numerical flow solvers. 
However, this data provided only 2D- flow information. 
The further development of 3D- computer codes 
demands 3D- experimental data. 
The typical way to conduct 3-dimensional flow 
measurements is an arrangement of two 2 D  anemometers 
looking at the same measurement location from different 
directions. The 3-dimensional velocity vector follows 
from the geometrical transformation of the 2-dimensional 
results. To obtain a reasonable measurement accuracy for 
all velocity components it is necessary to align the two 
systems at a coupling angle of more than 30”. However, in 
turbomachinery applications the optical access to the 
measurement locations is often limited by the window 
size, so that this kind of arrangement can not he used and 
new ideas and concepts are needed. 
At DLR different 3D- L2F designs have been developed 
and examined in turbomachinery experiments. All 
systems were operated under the conditions of limited 
optical access, corresponding to a f- number of 3 which is 

Paper presented ai an AGARLI PEP Symposium on “Advanced Non-Inirusive Insirurnentation 
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also typical for 2D- velocimeters, Ref.111. In comparison 
one design showed the best properties for stability, 
handling and reliability. This 3D- L2F system was 
selected for the measurements and will be described in the 
following. 

2. 3D - L2F VELOCIMETER 

2 1  L2Fprinciple 

The principle of the LZP, figure 1, is a time of flight 
measurement of small particles contained in the flow 
crossing two highly focused parallel laser beams. With the 
known separation s the flow velocity perpendicular to the 
optical axis can be determined. By turning the beam 
plane it is possible to detect the flow direction. The 
statistical sample of time of flight data will give mean 
values for flow velocity, flow angle and the turbulence 
intensities. This is described in detail in Ref. [l]. 

Figure 1: Principle of the laser-two-focus velocimete1 

22 3D- L2F based OII indined b- 

The 3D-system consists out of two 2D-L2F systems, 
further so-called system 1 and system 2, rotatable around 
a common axis (figure 2). 
The beams start 1, stop 1 and start 2, stop 2 intersect at 
the points A and B, respectively. These points and the 
system axis determine a reference plane which bisects the 
coupling angle 2y of system 1 and system 2. The two 
beam pairs and therefore the reference plane rotates 
around the system axis (angle @.Turning of system 1 and 
system 2 adjusts the reference plane to an angle ~1 that 
an arbitrarily chosen flow vector i lies just within this 
plane. The planes of the system 1 and system 2 beam 
pairs intersect in the line X. Turning of system 1 and 
system 2 adjusts the reference plane to an angle rpm that 
an arbitrarily chosen flow vector i lies just within this 
plane. The planes of the system 1 and system 2 beam 

plane. Therefore, Z cannot be measured at that orientation 
(pm of the reference plane even if we assume an infinite 
extension of the measurement volume. However, a slight 
clockwise turning to cpI will bring i into the plane of the 
system 1 beams and successful measurements occur 
within the system 1, but none within the system 2. A 
counter-clockwise rotation to rpl aligns the flow vector 
with the system 2 measuring plane and now this system 
recognises success€ul particle transits and the system 1 
does not, Ref. [ I] 

Figure 2 Principle of the 3D- L2F with inclined beams 

The following equation describes the relationship between 
the measured flow angle difference 'pl - rpl and the flow 
angle p which is a measure of the on-axis velocity 
component of i : 

pairs intersect in the line x. For the case shown in Fig. 1 
G is neither in the system 1 nor in the system 2 measuring Figure 3: 3D- L2F Optical Head 
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The present 3D- velocimeter shown in figure 3 has a 
coupling angle y of 7.5". For this case the theoretical 
sensitivity curve is shown in figure 4 . The detecting range 
for the angle p is about -45" to +45". The working 
distance is about 250 111111. The total transmitting and 
receiving aperture corresponds to a f- number of 3. 

window normal and the flow angle cp. In this situation a 
calibration arrangement within the free jet, that simulates 
the experiment (the same window, the same flow angle 
range and the same line of sight angle), is necessary to 
determine the factors 8 and y . 

40 -30 .20 -10 0 I O  20 30 40 
.&" 

Flowmgle Beta [Degree] 

Figure 4: Sensitivity curve of the 3D- L2F 

2.3 Multicolour L2F- System 

One remarkable property of the L2F technique is the 
excellent signal-to-noise ratio. This plays an important 
role when examining the flow in narrow blade channels 
and in boundary layers. However, high turbulence 
intensities characterise the boundary layer flows. Under 
such conditions the L2F-measuring process becomes 
rather time consuming, because the higher turbulence 
levels reduce the probability of a successful dual beam 
transit. This probability depends also from the probe 
volume dimensions, exactly from the ratio of beam 
diameter to beam separation. It can be shown, see Ref. 
[2], that the measuring time can be minimised without 
losing measurement accuracy if the probe volume 
dimensions are matched to the flow turbulence intensities. 
Small values of the beam diameter-to-separation ratio are 
required in flows of low turbulence intensities and high 
values can be tolerated for higher turbulence intensities. 

Generally, it is not necessary to calibrate the measurement 
system, but therefore the coupling angle y has to be known 
precisely and the adjustment of system 1 and system 2 
beam planes relative to each other has to be perfect. In 
practice it is more convenient to calibrate the system in a 
free jet nozzle which can be adjusted to certain flow 
angles j3 in a range, e.g. from -20" to +20°. For any angle 
p the corresponding angles cpl and cpz of both L2F- 
systems are measured. From this data the coupling angle y 
and the angle offset 8 (caused by an inaccuracy of both 
beam planes) can be determined by a linear regression. 

~ _ _ _ _  

4--&&+4-  
The measured flow angle Pmeas follows with: A 514 4 9 6  ~ 0 e  416 1 6 5  nm 

= arctan 

This calibration procedure is especially necessary if both, 
a window is placed in the beam path - this is usual in 
turbomachinerie applications- and the optical axis is not 
aligned perpendicular to the window surface. 
In the case of multicolour L2F systems as they were 
chosen for the 3D- L2F set-up (see part 2.3) the 
diffraction of the glass window causes a rotation of the 
beam planes which changes the offset angle 8 in 
dependence of both, the line of sight with regard to the 

Figure 5: Principle of the multicolour 2D-L2F velocimeter 

Since a system with variable beam separation is difficult 
to design and to keep in alignment a multicolour L2F 
system has been developed, Ref. [2]. This system figures 
several parallel beams of different colours, generated by 
an Argon- Laser, into the measurement volume MV (see 
figure 5). By selecting a pair of colours in the detection 
unit for the start and the stop detectors the corresponding 
beam separation is established for the measurement. In 
this way the beam separation can be matched stepwise to 
the flow turbulence and a measurement time reduction of 
a factor 5 can be achieved. 
This multicolour set-up was used for the 3D- L2Fdesign. 
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mass flow rate 
rotor tip speed 
meridional Mach-number 
(inledoutlet) 
inlet flow I outlet flow 
stage loading 
flow coefficient 

3. SEEDING PROBE DESIGN 

16.0 kg/s 
398 m / s  

0.5710.48 

axiallaxial 
0.407 
0.600 

L2F-measurements in turbomachines are often time 
consuming and therefore expensive, because a sufficient 
number of measurement events for accurately statistical 
analysis is necessary. 
Artificial flow seeding to achieve high particle rates in 
the probe volume is needed for measurement time 
reduction. 
Normally a seeding probe, for example a tube, is placed 
upstream to inject particles into the streamline which will 
pass through the probe volume. In order to minimise flow 
distortions at the measurement location, due to the wake 
generated by the probe, it is practical to place the probe 
upstream in the settling chamber. 
However, if the settling chamber is placed very far 
upstream, the seeded streamline expands in the turbulent 
tube flow considerably and the particle concentration 
becomes rather low at the measurement location. 
In order to increase the particle concentration the seeding 
probe has to be placed very close to the measurement 
location, but flow distortions must be considered. 
To analyse the amount of flow distortion induced by 
seeding probes, different designs have been investigated 
in a tube flow for a relevant Mach Number range at MTU. 
Three examples of investigated probe shapes are shown in 
figure 6. Probe 1 with a circular cross-section, Probe 2 
with a flattened, rectangular design and probe 3 with an 
elliptical cross-section. 
The elliptical probe turned out with the best results from 
this optimising process and showed negligible flow 
distortions up to Mach numbers of 0.6 and could be 
positioned 0.5 m upstream the measurement location. If 
the Mach number was lower than 0.2 the elliptical probe 
could be placed only 0.15 m upstream the measurement 
location. This probe was used for the compressor tests. 

rotor solidity (hub I mid / 
tip) 
stator solidity (hub I mid I 

l 0 m  127 5m 

0 Robel 

UAS" 

17mm I2mm 200 omm 

0 Probe2 

1.9l1.5l1.2 

211.611.3 

4. TEST COMPRESSOR 

Since the development of the 3D-L2F velocimeter several 
investigations in turbomachines have been carried out. 
However, the results are usually confidential and not 
accessible for the public. The single stage transonic 
compressor rig at the Darmstadt University of Technology 
does not have this restrictions. The rig is representative of 
the first stages of contemporary high pressure 
compressors. The rig was designed at MTU Munich 
GmbH as part of a gas turbine research program launched 
by the German Ministry of Education and Research 
(BMBF) . 

I Pressure ratio I 151) I 

stator) 

tip) I 
hub to tin ratio rotor 0.5 1 
aspect ratio rotor I 1.06 

Table 1 : Test Compressor Design Parameters 

Figure 6: Different Seeding Probes 

1 

Figure 7: Cross section of the rig 

. . 

1 
1 
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The task is to investigate transonic compressor flows and 
to provide an experimental data base to software 
developers for code validation. 
In addition to the modern aerodynamic attributes the rig is 
a demonstrator for new technologies regarding design and 
materials, figure 7. The rotor is a bladed disk assembly, a 
technology not yet firmly ,established in civil engines. The 
outlet guide vanes consist of composite material. 
The compressor design parameters are shown in table 1. 

5. RESULTS OF MEASUREMENTS 

Readings were taken at 12 positions in chordwise and at 5 
positions in spanwise direction corresponding to figure 8. 
At each position in circumference direction the blade 
pitch was resolved into 16 windows. A total of 
approximately 170 windows had successful measurements 
at each blade-to-blade plane, because the blade itself and 
the blade shadow have to be taken into account. The 
spanwise positions refer to 20%, 40%, 60%, 80% and 
95% relative span from hub. 

4w6 Span I 
- 0  

Rotor Blade 

was identified by numerical analysis using a 3D-Navier- 
Stokes solver, as an area of reversed flow due to tip vortex 
shock interaction ,Ref. [3]. 

65% Chord 

24% Chord 1 

Figure 9: S2-Plane 

Figure 8: Measurement positions in spanwise and ss PS 
V'" 7 = * 

chord wise direction 

The rectangular plane window in the compressor casing 
enabled the optical access to the rotor blades. 
The flow was seeded with dispersed paraffin oil using the 
optimised seeding probe. 
The flowfield of the rotor was examined in detail at 
different rotor speeds and varying operating points like 
near stall, peak efficiency and near choke conditions. For 
example some results at 100 % speed and peak efficiency 
are presented. 

- 
50mls - 

24% Chord 
In Figure 9 velocity vectors in the meridional plane at mid 
pitch are shown. Close to the casing at 24% chord the 
flow is displaced towards the hub and at 65% chord the 
flow moves radial outward again. This region of blockage 

Figure 10: 24% Chord 
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65% Chord 

Figure 11: 65% Chord 

ss PS 

1 ' 1  

- 
50mls - 

90% Chord 

Figures 10-12 show the secondary flow vectors at 24%, 
65% and 90% chord. The secondary flow direction in the 
meridional plane was found as the deviations of the 
measured flow direction to "quasi-streamlines" at the 
specified spanwise position, formed by lines of constant 
relative span. In the blade-to-blade plane the secondary 
flow direction is considered as the deviation to the 
direction of the blade section mean line at the specified 
meridional position. The figures show the displacement 
of the flow close to the casing at 24% chord and the 
"reattachment" at 65% chord. At 90% chord a fully 
developed secondary flow field is displayed. More 
detailed discussions of the results will be given in a next 
publication. 

6. CONCLUSION 

The multicolour 3D- L2F velocimeter has demonstrated 
successfully its capability to measure in turbulent 3- 
dimensional flows under the conditions of restricted 
optical access in'turbomachines. 
A seeding probe with an elliptical shape was found to be 
suitable for an application close to a compressor stage for 
increasing particle rates with negligible flow distortion. 
Secondary flow effects have been measured in transonic 

compressors as well as in turbines and will give detailed 
data bases for the validation of 3D- flow solvers. 
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Do you use a curved or a flat window? 

A: Flat windows of different width have been used: a large one to measure in the hub region and a smaller one 
to measure the tip flow. 

Q: K. Navarra 

How close to the tip can you obtain data with the DLR system? (Data only shown up to 95% span) 

A: The 3D-L2F system can obtain data up to 0.5 mm from the surface, but this depends on the surface itself. 
The 0.5 mm is relevant for a black surface. 
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1. SUMMARY 
Tcrnperature results of three measuring campaigns with the 
mobile CARS system of the DLR Stuttgart are presented. The 
experiments were performed on different combustion cham- 
bers: a thrust nozzle test facility, a RQL combustor, and a 
ramjet combustor. Single pulse CARS N2 thermometry was 
used to characterize the homogeneity of the flame at the exit 
plane of the combustion chamber, to address the quality of 
mixing of fuel-rich burnt gas of the primary zone with 
secondary air, to find an improved design for the H2 injection 
into a high speed air flow, and to measure the temperature and 
pressure variations in the shock controlled free jet flame. In 
the last case both the temperature and the pressure could be 
determined from the CARS spectrum. 

2. INTRODUCTION 
In general, for the characterization of the combustion process 
the temperature including the absolute mean value, the most 
probable temperature, and the fluctuations plays an important 
role. Temperature measurements in technical combustion 
devices are often performed using thermocouple probes, 
which suffer from a low temporal and spatial resolution, 
possible damage due to high temperatures and the turbulent 
flow field, and possible perturbation of the flame. The 
procedure to convert the measured voltage into temperature 
and to correct for effects like radiative heat loss contains many 
sources of error / I / .  In contrast, laser-based methods like 
Coherent Anti-Stokes Raman Scattering (CARS) work non- 
intrusively and time-resolving as single pulse techniques. 
CARS N2 thermometry offers the possibility for temperature 
measurements with high accuracy and good spatial resolution 
/2-4/. The temperature information is derived from the spectral 
shape of the N2 Q-branch spectrum, which displays the 
population of the rotational and vibrational states of the N2 
molecules which is correlated with the absolute temperature. 
As the CARS signal is coherently generated and emitted in a 
laserlike beam, this method is especially applicable for 
practical flames with limited optical access. With the com- 
monly used broadband CARS technique it is possible to detect 
an entire CARS spectrum with a single laser pulse lasting 
about I O  ns leading to instantaneous temperature values. 
These instantaneous temperature values measured at the same 
location in the flame with the lasers’ repetition rate of 10 Hz 
are represented in histograms from which the temperature 
fluctuation at this position can be read. 

. 

In this paper the results of the temperature measurements 
using the mobile CARS system of the DLR Stuttgart are 
presented from experiments in three different practical model 
combustors: 
(i) A combustion chamber of a thrust nozzle test facility 

operated with H2/air at atmospheric pressure, but without 

nozzle (DLR Koln): 
The temperature distributions measured in the exit plane 
of the combustion chamber were used to get informations 
about the fuel/air mixing and the entrance conditions 
(temperatures) for the thrust nozzle. 

(ii) A combustion chamber of a RQL (rich burn - quick 
quench - lean burn) combustor operated with kerosene/ 
air at atmospheric pressure (DLR Koln): 
Important informations on the quality of mixing of 
primary zone hot gases and secondary air were obtained 
from the distribution and the absolute value of the tem- 
perature within the mixing zone. 

(iii) A ramjet combustor operated with H2/air at 3 bar 
(University of Stuttgart): 
The efficiency of the combustion could be correlated with 
the design of the chamber (variation of H2 injection into 
the high speed air flow) by comparing temperature 
histograms measured for different burner configurations. 
Additionally, the temperature and pressure variations in 
the free jet flame were measured. 

3. EXPERIMENTAL 

3.1 Mobile CARS System 
The mobile CARS system was designed for single pulse N2 Q- 
branch thermometry in an industrial environment /5,6/. The 
equipment consists of compact, transportable units which are 
dust protected and partly temperature stabilized. The laser as 
well as the receiver optics container must be set up in 
immediate vicinity of the combustor. Therefore, they are 
thermally insulated and vibrationally damped. 

A Nd:YAG laser with a frequency doubler (pump laser beam) 
and a broadband dye laser (Stokes laser beam) are used to 
excite the CARS spectra in the USED CARS phase matching 
configuration /7/. In this configuration the Stokes laser beam 
is coaxial with and inside the annular pump laser beam which 
results from the unstable resonator geometry of the Nd:YAG 
laser. The two laser beams overlap only in the focal region, 
and the overlapping length depending on the focal length of 
the optics determines the spatial resolution in beam direction. 
The USED CARS arrangement is best suited for turbulent 
flames with fluctuating density gradients, because the Stokes 
laser beam is surrounded by the pump laser beam and 
therefore both beams overlap in any case near the focus. For 
the experiments presented in this paper the laser beams were 
focused with a lens with a focal length of 300 mm or 500 mm. 
In the receiver container, the CARS signal was separated from 
the two exciting laser beams by dichroic mirrors, fed into a 
20-m-long quartz fiber of 600 pm core diameter and then 
passed on to a spectrograph. The dispersed CARS signal was 
detected with a gated, image intensified diode array camera. 

Paper presented at an AGARD PEP Symposium on “Advanced Non-Intrusive Instrumentation 
f o r  Propulsion Engines”, held in Brussels, Belgium, 20-24 October 1997, and published in CP-598. 
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3.2 Thrust Nozzle Test Facility 
The H2/air combustion chamber of the thrust nozzle test 
facility was operated at atmospheric pressure, but without 
nozzle. The use of I O  g/s  H2 and 400 g/s air resulted in an 
oxygedfuel ratio of h = 1.16. The exit plane had a cross 
section of 250 x 125 mm2. The measuring positions were 
located outside the combustion chamber in a plane with a 
distance of x = 50 mm from the exit plane. In this paper the 
results from the measuring positions marked with the large 
dots in.Fig. 1 are shown. 

3.3 RQL Combustor 
The rectangular RQL combustor (MTU design) had three fuel 
injection nozzles arranged linearly on the backplate with a 
distance of 83 mm in between. The combustor was fueled with 
approx. 4 g / s  kerosene and 203 g / s  air (43 g/s  primary air and 
160 g / s  secondary air, preheated to Tat = 650 K) leading to 
oxygen/ fuel ratios of A.,,,,sl = 3.39, = 0.73, and h,, = 
2.68. The combustor was operated at atmospheric pressure. 
The measuring positions were inside the combustor in four 
different planes. The presented results belong to the two 
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Fig. 2: Schematic representation of the RQL combustor (top 
view) with the three fuel injection nozzles, the four 
rows of inlet holes for the secondary air, the windows 
for optical access, and the positions of the four planes 
where CARS measurements were performed. 

ramjet combustor 

Mach nodes 

A 

distance from burner exit 

Fig. 3: Schematic plot of the ramjet combustion chamber. The 
circles on the centerline outside the combustion cham- 
ber indicate the positions of CARS measurements. 

planes drawn with the thick lines in Fig. 2. The upper and 
lower walls of the combustor were located at y = +40 mm. 

3.4 Ramjet Combustor 
The ramjet combustor of the Institut f u r  Thermodynumik der 
Luff- und Raumfuhrt (ITLR) of the University of Stuttgart was 
a downscaled segment of a ramjet engine. The combustor was 
fueled with 3.7 g/s H2 and 129 g / s  air resulting in near 
stoichiometric combustion. The pressure inside the combus- 
tion chamber was approx. 3 bar. The combustion chamber had 
a length of 300 mm and a rectangular contoured exit of 32 x 
14 mm2. Because the emerging gas had sonic velocity at the 
chamber exit the gas flow showed a structure of Mach nodes 
as schematically shown in Fig. 3. The measuring positions 
outside the combustion chamber are indicated by open circles. 

4. DATA EVALUATION 
All CARS spectra were recorded as single pulse spectra, 
because averaging of CARS spectra in turbulent flow fields 
leads to erroneous temperatures due to the non-linear CARS 
process. For the accurate temperature determination several 
corrections of each single pulse spectrum have to be made: 
subtraction of the averaged value of the flame luminosity, 
corrections for the nonlinearity of the diode array detector, 
and normalization to the spectral intensity distribution of the 
dye laser /6/. The temperature was deduced from each single 
pulse N2 CARS spectrum by means of fitting theoretical 
spectra to the experimental data. To accelerate the data 
analysis a library of theoretical spectra was precalculated for 
the expected temperature range within 50 K steps. The 
resulting temperature was then determined by interpolation. 
The start temperature of the library based least squares fitting 
routine was given by a quick tit method (e.g. using the ratio of 
the integrated intensity of the fundamental and first excited 
vibrational band). The reliability of  thc data evaluation proce- 
dure has been tested in an electrically heated furnace. A more 
detailed description of thc data evaluation is given in Ref. 6. 

Due to the contoured exit of the ramjet combustion chamber, a 
shock-controlled flow field behind the burner exit is expected 
with varying temperature and pressure as shown schematically 
in Fig. 3. As the shape of the Nz Q-hranch CARS spectrum 
depends on both the temperature and pressure /8/ it is 
principally possible to deducc both values from the same 
spectrum. However, simultaneously fitting of the temperature 
and the pressure leads to unreliable results. Therefore, dif- 
ferent parts of the spectrum are used to deduce thc tempcraturc 

7 
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or the pressure. The region of Raman shifts below 2280 cm-' 
is mainly sensitive to the pressure due to the different 
dependence of the resonant and non-resonant susceptibilities 
on pressure. Minimizing the deviation between the experi- 
mental spectrum and the calculated one in this spectral range 
yields a fairly good estimate of the pressure. This average 
pressure value is then used as a fixed input parameter to 
deduce the temperature from the single pulse CARS spectra in 
the usual way, that means fitting the temperature sensitive part 
of the spectra to theoretical ones 181. The accuracy of the 
pressure is approx. +12% resulting in an additional uncertain- 
ty of the temperature of about k2%. 

ramjet 

Usually, at each position 1200 single pulse CARS spectra 
were measured from which the temperature distribution at this 
positiqn was deduced. In case of the ramjet experiment for 
some series only 600 single pulse spectra were recorded due to 
the limited time of operation of the combustor. The accuracy 
of the temperature measurements is typically in the range of 
+3 - 5% for single pulse CARS spectra. At all measuring 
positions of the three investigated combustors the signal-to- 
noise ratio of the recorded spectra was comparable to that of 
the test measurements in a high temperature furnace except at 
the positions y = -50 mm to - 100 mm for the thrust nozzle test 
facility. Here the accuracy is in the range of +5 - 7% due to a 
reduced signal-to-noise ratio. This can be explained by the 
inlluence of the strong gradients of the refractive index on the 
laser beams due to the longer traveling distance inside the 
tlarne u p  to the measuring volume compared to the other 
locations. This beam steering effect causes a decrease in 
quality of the overlap of the two laser beams in the focal 
region leading to a significant decrease in signal intensity. Due 
to the uncertainty of the determination of the pressure, in the 
ramjet experiment the temperature accuracy is approx. +5 - 
7%. 

pressure in 
combustor I bar 

5. RESULTS AND DISCUSSIONS 
In Table 1 the operation conditions of the three different com- 
bustors. some optical parameters, and the achieved accuracy of 
temperature and pressure have been summarized. The spatial 
rcsolution in beam direction is defined as the length in which 
95% of the CARS signal is generated. The diameter of the 
measuring volume is a few tenths of a millimeter. 

1 bar = 3 bar 

Table 1: Operation conditions and some experimental infor- 
mations of the three different combustors. 

f u  e I I I O  g/s H2 I 4 g/s kerosine I 3.7 g/s H2 I 
400 g/s 203 g I s  129 gls 

T,,ir = 650 K 
h,,,,,, = 3.39 
him. = 0.73 
.hsec, = 2.68 

ni r 

ox ygedfuel 
ratio 

Tilir = 300 K T. ir = 300 K 

h = 1. I6 

local length I 500mm I 500mm I 300mm I 
spatial 
resolution 

accuracy +5 - 7% 

< 5 m m  2.3 mm 3.2 mm 

+3 - 5% 

I approx. + 12% prcssurc 
~Lccuracy 
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Fig. 4: Successively recorded single pulse CARS spectra 
measured in the thrust nozzle test facility at the 
position y = 100 mm and z = 0 mm. 
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Fig. 5:  Temperature histogram of the thrust nozzle test facility 
at the position y = 100 mm and z = 0 mm. 

5.1 Thrust Nozzle Test Facility 
In Fig. 4, four typical, successively recorded N2 CARS spectra 
(dashed line) are shown, together with the best fit (solid line), 
the resulting difference curves between fit and experiment 
(dotted line), and the deduced temperatures. The spectra were 
recorded with the I O  Hz repetition rate of the excitation lasers. 
That means that the time between the instantaneous temper- 
ature values is 100 ms. The large fluctuations in temperature 
from pulse to pulse indicate the highly turbulent mixing of 
fuel and air at this location. The corresponding temperature 
histogram is shown in Fig. 5 with the following three charac- 
teristics: (i) the mean temperature T,,,,,, (open circle), (ii) the 
most probable temperature T,, (filled circle), and (iii) the 
range in which 90% of. all temperature values occurred 
(indicated by the bar). For such asymmetric temperature distri- 
hutions the standard deviation a is not a sufficient charac- 
terization of the temperature fluctuation. For this case, the 
most probable .temperature with the 90% interval of all 
temperatures is defined. 

2600 

Y 2200 
\ 

1800 
Y m 
L 
a, 

1400 
a, 
4- 

1000 

1 

z = O m m  
I ' I 5 I - I  

-100 -50 0 50 100 
horizontal axis ( y )  / rnm 

Fig. 6: Temperature profile of the thrust nozzle test facility 
near the exit plane of the combustion chamber 
(symbols as in Fig. 5). 

As an example, the temperature profile at z = 0 mm 
(horizontal central axis) is presented in Fig. 6. As in Fig. 5, the 
open circles represent the mean temperatures and the filled 
circles the most probable temperatures. The data points of the 
mean temperature are connected by a line. The bars at the 
individual data points indicate the range which comprises 90% 
of all temperature values. The length of these bars is a measure 
of the temperature fluctuations at this position and mirrors the 
width and symmetry of the temperature distributions (compare 
Fig. 5). 

The results reveal an asymmetry of the temperature profile 
with respect to the vertical central axis (similar results were 
found for z = e32.5 mm): on the average, for y < 0 mm the 
temperatures are lower than for y > 0 mm (up to 400 K, see 
Fig. 6). These differences are real although the accuracy is 
slightly reduced for y < 0 mm. The same asymmetry was also 
observed in the visible flame structure recorded with a video 
camera from the top. Under the condition of operation for this 
run, for positions y < Omm a shorter flame length than for 
y>Omm was observed. Apart from a decrease of the 
temperature at one side of the exit plane, the large fluctuations 
of the temperatures down to 1000 K indicate an incomplete 
fuelhir mixing. 

In Fig. 7, all evaluated single pulse temperatures were plotted 
versus time at the position y = l00mm (as in Fig. 5) and 
y=-lOOmm at z = Omm. The time interval of 120s 
corresponds to 1200 single pulse measurments. The dashed 
lines indicate the range which comprises 90% of all measured 
temperatures at this position. There i s  no systematic depend- 
ence of the temperature values on time, which means that the 
observed asymmetric temperature distribution is not caused by 
the start up procedure of the combustor. 

. .  y 2500 a l  
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0 40 80 120 
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Fig. 8: Temperature profiles in the RQL combustor in the 
plane z = -38 mm (symbols as in Fig. 5). The 
histograms correspond to the data points of the profile 
at y = 29 mm. 

5.2 RQL Combustor 
The temperature has been measured in several planes as 
indicated in Fig. 2. As an example, temperature profiles in the 
planes z = -38 mm (horizontal profile in  direction of the gas 
flow) and x = 121 mm (horizontal profile perpendicular to the 
gas flow) are plotted in Fig. 8 and 9, respectively. The used 
symbols have the same meaning as stated before. 

In  Fig. 8 two temperature profiles in the direction of the gas 
flow (compare Fig. 2) are presented. For the profile at the 
height y = 29 mm (1 1 mm below the upper wall) the insert 
near each data point shows the corresponding histogram. The 
position of the inlet holes for the secondary air are indicated 
by arrows in the upper part of the picture. The inlet holes 
arranged in the measuring plane are represented by dark 
arrows and the holes located behind it by light arrows. The 
first data point at a distance of x = 95.7 mm from the injecting 
nozzles is at the end of the fuel-rich primary zone. The 
temperature histogram at this position shows a high tem- 
perature of Tmp = 2304 K and a narrow distribution. The 
beginning of the mixing zone is characterized by asymmetric 
distributions with T,, above 2000 K, but also with some lower 
temperatures down to 1000 K. Further downstream the 
temperatures become lower and the distribution narrower. At 
the center of the combustor at y = 0 mm the temperature 
profile shows narrow temperature distributions for all 
measuring positions. The most probable temperatures are in 
the range of 2300 K. These high temperatures in the mixing 
zone indicate, that the streams of secondary air injected from 
the upper and lower wall do not reach the center of the 
combustor. 

Due to the spatial resolution of Lj5% = 2.3 mm the mixing 
behaviour of the secondary air could be characterized. This is 
demonstrated in Fig. 9, where the temperature profile meas- 
ured in the plane at x = 121 mm (perpendicular to the gas 
tlow) and at the height y = 29 mm is plotted. The profile 
shows a significant change of the fluctuations of the mean 
temperature as a function of the z position. Whereas in some 
part of the profile a temperature fluctuation of approx. 200 K 
is observed, which is correlated to the measuring position 
below an inlet hole of the secondary air or between, for 
z > -20 mm the temperature profile flattens. This may be 
caused by the interacting flow field of two neighbouring fuel 
injection nozzles. 

1600 1 Y 
\ 

Q 1 

-42 -33.5 -25 -16.5 -8 0 
z position / mm 

Fig. 9: Temperature profile in the RQL combustor in the 
plane x = 121 mm (symbols as in  Fig. 5). 

5.3 Ramjet Combustor 
The temperature histograms in Fig. I O  (measured 5.5 mm 
behind the chamber exit) represent different burner config- 
urations and indicate the dependence of the efficiency of the 
H 2 h r  mixing Oil the design of the chamber. The histograms in 
Fig. loah were recorded using a first version of the H2 
injection geometry. By increasing the turbulence of the air the 
probability of lower temperature values is reduced indicating 
an improvement of H2/air mixing. Additional changes of the 
injection geometry lead to improved mixing conditions. In this 
case, as shown in Fig. IOc/d the temperature histograms show 
no significant variations of the temperature distribution on 
turbulence strength, though also this configuration does not 
give a satisfying mixing of fuel and air, which is visible from 
the asymmetric distribution towards lower temperatures. 

With the optimized mixing configuration the temperature 
profile was measured along the flame axis from 5.5 mm to 
45.5 mm apart from the combustion chamber exit. This profile 
is shown in Fig. 1 1  together with the average pressure which 
was also determined from the CARS spectra. Both curves 
show the expected structure (see Fig. 3). The peak values of 

Version I Version II 
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low turbulence 
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1000 2000 1000 2000 
temperature / K 

Fig. 10: Temperature histograms for two different config- 
urations of the ramjet combustion chamber, both 
with low and high turbulence of the air. 
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average pressure in the outer flame of the ramjet 
combustor. 

the mean temperature and the average pressure coincide with 
the first Mach node at a distance of approx. 25 mm. 

6. CONCLUSIONS 
The application of CARS for temperature measurements in 
practical model combustors was demonstrated. With the 
mobile CARS system single pulse CARS N2 thermometry was 
performed in three different combustion devices with a spatial 
resolution in beam direction of 2.3 mm to. 5 mm. The accuracy 
of the single pulse temperatures was in the range of i 3  - 7%. 
The mean temperature, the most probable temperature and the 
temperature fluctuations were used to characterize the 
performance of the combustors, in particular the quality of 
fuel/air mixing. The symmetry of the temperature histograms 
gives valuable informations about the homogeneity of the 
combustion process, the temperature fluctuations about the 
state of the fuel/air mixing, and the temperature level about the 
efficiency of the combustion. In contrast to thermocouple 
measurements the temperatures could be measured with high 
spatial and temporal ‘resolution, high accuracy, and without 
disturbing the gas flow. 

In the first experiments on the combustion chamber of the 
thrust nozzle test facility an asymmetry in the temperature 
profiles across the exit plane was observed. The temperature 
difference was up to 400 K comparing the right and the left 
edge of the combustor. Moreover, an incomplete fuel/air 
mixing was indicated by the large width of the temperature 
distributions. This evident misfunction of the combustor could 
be eliminated by adjusting the fuel injection system. 

The temperature distributions measured in the RQL combustor 
demonstrated, that the penetration depth of the secondary air 
was not sufficient. At a distance of 1 1  mm from the injection 
holes of the secondary air a good mixing of the rich burned 
gas of the primary zone with the secondary air was found. But 
in the center of the combustor (40 mm apart from the injection 
holes) the high temperatures of the primary zone were 
observed also at the end of the mixing zone. This leads to 
undesired high NO emissions. 

In the case of the ramjet combustor, the measured temperature 
distributions allowed the distinction of the better design for 
the injection of the H2 into the high speed air flow. The 
improved design was characterized by the temperature dis- 
tribution that contained less low temperature values. In 
addition, the temperature distribution was not influenced if the 
turbulence of the air was increased. In the free jet flame 
temperature and pressure were measured along the flame axis. 
Both, the temperature and the pressure were evaluated from 
the same N2 CARS spectrum. The measured profiles of 
temperatures and pressure show the expected structure. The 
position of the first Mach node outside the combustor was 
identified. 
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Q: Voigt 

Do you take into account absorption effects when you analyse LIF images ? 

A: Of course, we checked the absorption in our experimental configuration. Due to the excitation of OH on a 
line with relatively small line strength (Q1(7)), absorption is negligible. 

Q: Black 

In your RQL measurements, did you use polarisation discrimination to eliminate non-resonant CARS 
background? The presence of vaporised kerosine would. give a large value of non-resonant CARS background. 

A: No, it was not necessary in our case. The measuring positions were located at the end of the primary zone 
and in the mixing zone. At these positions a concentration of unburned hydrocarbons which might lead to a 
marked increase of the non-resonant background were not expected and not observed in these experiments. 
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Rolls-Royce Apphed Science Laboratoq has been &ve ~ I L  
CARS thamanetry U1 aero gas turtnne related combustion 
ngs for over ten years a s  paper desglbes the mobde CARS 
system clllIFntly used for temperatnre measurements on 
r e d  rigs, the c m t  lm~~tahons of the technique, and 
Mme p l m  for Mprovements and Implementaton 

InhwlUctiw 

For a full review of the CARS proms see for example 
EckbRth, 1988. CARS is a lsser light scattering kcbnique in 

a Raman active molecular transitim, interact in thkr region of 
overlap to generate a laser-like signal at a higha frequency. If 
one of the generating lasas is broadband in fkqumcy, the 
signal will be lmadhid and can be dispused on to a 
multichannel daeaor. The spectrum of the CARS signal is 
related to the Raman spectrum of the molecules bang proad, 
and the form of this Raman spectnrm depends on the 
distribution of molecules in energy levels, i.e. static 
temperahue. Tempemtme is d y  obtained by fitting the 
spectral shspe. s i  CARS thamometry depends on the 
shape of a qmtnnn and not on a measurement of signal 
intensity, it is @cdarly suited to hostile environments such 
as liquid k m m  fuelled combustion rigs where retiactive 
index gradients, soot particles, and &I droplets may cause 
large variations in signal streqth. 

which hvo lasers, whose li-qtawes merby the frequency of 

Following initial d 3  ‘ons in atmosplenc preessure gas 
turbinecancomW(Eekbreth,1980andGreenhalghetal, 
l983), CARS (Coherent Anti-Stokes Raman Spectrosmpy) 
became reawnably well established as a non-inmive 
themmmehy technique in pactical engineering devices, 
especially rewxch in- combustion engines (for examples 
9 ~ e  Eckbreth, 1988 or a s s ,  1993). Although CARS has been 
applied on the exhaust of a reheated m w n g h e  (Eckbreth et 
al., l9%l), its use within gas turbine cnnbustion rigshas been 
relatively limited Measurements have been obtained in can 
type combust~~ and sector rigs hlled with liquid kaosene 
running at umditions close to gmund idle at SNECMA (by 
ONERA) (Magre et al. 1991). ONERA - LAERTE (Magre et 
al., 1996(a), and Rolls-Roy= (Black et al., 1996). 

The mainreason for CARS thamnnetry has been a desire to 
obtain data for the validation of CFD CodCS which model 
Mmbustion in rigs. Rolls-Royce has an in-house developed 
CFD oode (PACE) which has heen in use for the last 20 years 
and is now b5ng supaseded by a more modan &on 
(BOFFIN) developed in Conjmxtion with Imperial College, 
London. The mmmacial CFD packqes FLUENT and 
momcs are used 
G e n d y ,  PACE pmduces g d  agreemart with expaimental 
data in nmunnbusting flows, for example isothamal mi* 
rigs (Spamer, 1991) and labyrinth seals @mwnell et al., 
1989). However, the d t s  of CFD simnlaticms of 
combus!ion systems are much more dilXcnIt to validate. 
Usually the only data available are tempaatllre and emissions 
data obtained by a limited number of probes at rig exit. In 
addition, because the modelling of lealistic combustar 
omfigmntions is non-trivial, CFD simnlations tend to be 
CWiedOUt o n f i l l I ~ c o m b u s t M S a t h i g h p o ~ m n d i t i o n s  
wime combustor stress and emissions p m b h  are most 
likely to occur, but where it is most d i l l i d  to obtain idemal 
data for CFD validation. The only data at high power 
conditions available to RobRoyce has heen obtained using a 
gas sampling probe inmted601n the exhaust end of a sector 
rig by DERA, Pyestock (Bnllard et al., 1991). 

CARS has not been used on gas turbine Mmbustion rigs 
~ t i n g a t b i g b p o w e r u m d i t i o n s ~ a r o u n d 4 0  bar) 
because of difrmlties in optical Bcc*uI and pmblems with 

fm some speciatised applications. 

high densities of soot @des and retiactive indsc gnuhents. 
CARS spectra were obtained at 7 ba in small (0.5 Mw 
thermal power) can combustor pmvided by SNECMA WheR 

low(Black, 1991). However, g d  spstml data were ObtaLLed 
at many locations in a three seetor double mmulur combustion 
rig running at simulated ground idle mditions (3.2 bar) 
(Black et al., 19%). It is under these type of umditions that 

and averaged data for CFD validation.. The f& comparisons 
of PACE pred~cted twpaatures withCARS data w89 made in 
a single seetor atmoqhnc pmsure rig in 1995 ( B k k  et al., 
1996). 

optical Bccess WLlS via primsry air holes, bot the data ratc was 

CARS thamomehy can provide usdul tempnauy resolved 

Paper presented ai an A G M  PEP Symposium on “Advanced Non-Intrusive Innnunentation 
for Propulsion Engines”, held in Brussels. Belgiwn, 20-24 October 1997. and published in CP-598 
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Experimental Conridentions 

Nearly all practical CARS systems employ a frequency 
doubled Q-svntched NdlyAG laser as pump. The laser in the 
Rolls-Royce mobile CARS system prcduces 400 mJ per pulse 
of freqmcy douhled light at wavelength 532 nm (green) in IO 
os long pulsa at a repetition rate of IO pulses p~ wond. 
Wen the system is configured Io record nimgen vibrational 
spectra for thamometIy, plrt ofthe green light is used to 
pump a broadband dye lasa producing up to IO mJ in the 
range 605 - 610 mn (mange). The remaining p e a  beam is 
split into two parallel beams Mich are aligned &le1 with 
the dye laser beam. The Ihree beams are focused with a 
common lens sa that they overlap and generate a CARS signal 

in the region around their camnon focus. This ulree beam 
arrangemen& horn as folded BOXCARS (Fxkbreth, 1978). 
gives well defied spatial resolution (see below). The 
direction of the signal beam is defied by the physics of the 
CARS pmcess. The only practical folded BOXCARS 
wnfigurations involve near fonuard scattering with the centres 
of the three pump beams, *eh are typically around IO mm 
in diameter, separated by IO -25 nun. The signal beam, at a 
wavelengul around 473 mn (blue-gmn) emerges from the 
overlap region at a small angle to the generating beams. Thus 
it cadbe spatially separated from them. It is normally 
mllimated with a leas identical to the focusing lens d 
steeredto a grating spWmpph which disperses the signal on 
to a multichannel detector. 

Figure 1: Rous-Royce Mobile CARS System 
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Figure 2: Three-Axis Traverse Svstem on a Combustion Rig. 
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The dispased CARS spectra are rewrded on a thinned chip, 
back illumkted CCD (384 x 576 device maauhctured by 
EEV) in a Wright hhumats camera with Peltier eoolmg. 
The camerapsclGage measuring 100 x 100 x 85 mm bolts 
unveniently on the -. The ‘hot’ si& of the 
Peltier cooler is air mled and the nnit is eyBcuBted so that 
there are no extend rmta or dry gas ulymectioIls to the 
camera, making it very convenient to use in a mobile CARS 
system. The uuit is cnmeded by a 1 m ribbon Fable to an 
electronics box contained within the CARS rig which is 
UxmededtothePCwiich contmls the cameraand acquires 
data by a single E(HU( cable. Cable lengths up to 25 m have 
heen used Most CARS systems employ intensifled ddecton 
where the speckmm is amplied in a cmmercial image 
inten.&u coupled to a CCD or diode way. Hirrtorically, 
many problems in CARS thamometry have bxn  associated 
with the intensifier, e.g. reshicted dynamic rauge due to 
photaathoae saturation and perSiL3km.e of shong spectra 
from one laser pulse to the next (see for p;xample sneuing et 
al., 1989), alurough current interdim s u l k  less from these 
problems than older versions. The thinned chip CCD is 
exhunely sensitive (quanhlm e5ciea1cy -80% at 473 run) 
andno intensifier is requid The one disadvantage of the 
minterdied CCD is that it can not he electnmically gated 
~ ~ l y  With the laser pulse to discriminate againsl 
continuous tmkgmmd light The exposure time is controlled 
by 8 mechanical shutter. HQwver, geting bas not been 
I lecesq on any of the combustion rigs examinedby CARS 
at Ro&Royce. 

The data acquisition rate is limited by the laser repetition 
rate (10 Hz). A dispased hot nitrcgen spectrrrm covers 
mud 200 CCD pixels in the dispemim dimtiion with a 
height of mud 20 pixels. ’Ihe cenld320 of the 384 pixels 
inthesmallerdimemum . ofthethinnedc~showmaximum 
d t i v i t y ,  with reduced sensitivity near the edges. Sp&d 
rcsolntim depenas 00 the foeusing at tly spchometer 
enhauce slit and is typically annmd 0.8 cm- . The 20 pixel 
height is due tothe astigmstismofthe spcmmeb, which is 
actuallyan advantage beuwse it helps toreduce sahrration on 
individoal pixels near the pealr of shong spe47hq thw 
ioaeaSing the dynamic range of the dete&r. The 20 pixel 
high image of the speckmm is binned into a single liae 320 
pixels wide and read ont into the mBlloIy of the conbulhg 
mmplder. This is accomplished inwell under the 100 ms 
interval bdwen laser pulseS. Pmtid splaience bas 
shownuat tiles of MO sequential single pulse spectra are 
sutliciently large to debnine temperamre PDFs in most 
combdim rigs. At the end ofthe SO s acquisitimthere is an 
ovahead while the wmputer organim the data in m a w  
and writes it to hard disk. This storage time, to@k with an 
automated file nmning piwedme which u m m  that data 
cancat he sceidentally overwitten, takes d IO sperfile 
on the 486/33 Pc currently ussd with the systan. ARSeech 
file of MO spectra two hckgmnnds are REorded with the 
dye and pump blocked in tun. ‘Ihep backgrounds show if 
there is any stray Lsaa light reaching the debtor, or ifthere 
are any laser ioduced pmesses other than CARS, e.g. 
d i e l d c  breakdown or fluacscence, taking plaoe. Normally 
this is not the ease and t h m  is little pulse to pulse miation 

in the bacmunds. A smaller number of lxckground5, 
nnmally 100 &e pulses with each laser blocked , is 
recorded. The current minimum total acquisition time per 
point including backgrounds is 100 s. The 10 s file 
organisation could be shortened by using a fasta compnter, 
and there is pote3ltial to reduce the total rime to -75 S. 

The si@ detected at any &tor pixel h a smgle lasa 
pulse is :- 

(1) 
I S = KAIpIp Ifj + background 

where K is a pmport idty constant which depends on the 
CARS susceptibility of the medium under investigation at the 
wavelmgth correspwding to pixel and the number density of 
active molecules, Ip and Ip are the intensities of the rU0 
pump laser beams in the cmsing region, Is is the Stokes 
(dye laser) intensity, and A is a factor which accounts for 
phase mismatch between the various input beams. 

In the cmmt systanthetwopump beams are derived 6um a 
multi-longitudinal mode NdNAG laser and no attempt is 
made to match their path lengths. T k  dye laser is a 
completely separate oscillator. Therefore, there is no 
correlation between the phases of the b. A v&es 
randomly from pulse to pulse and ratioing the CARS signal 
sgainst the signal soln a r e f m  cell containing a non- 
remaut gap gives no improvement in signal to noise. In the 
near future the NdNAG laser will be converted to s@e 
mode operation by injection seeding. ONERA have a CARS 
systwbasedonasinglemodeNdNAG laserwherethq. 
employ a ref- leg which gives an improvement in signal 
to noise (Pealat et al, 1985) and the possibility of refxencing 
will be investigated. 

SpcetnlPmendng 

s* are ewently pm€sfd off-line UBiIlg the hbmy 
filting ronbne QUICK developfd by AEA Technology, 
” w l l  In QUICK, spectra are eompsred wth a hbmy of 
~datedspectr.produccdbyanothaHarwclldeveloped 
pmgrtml, c m  The best fit trmperaturr is intqdated 
behueen the libmy tempaatures to mmmuse the rarm of 
squaresofreslduals. 

More sp=zimi crm he presented to QUICK, any ncmcARs 
hnckpuad mm be subtracted and the spectra must he 
WneEted for the etTect of the frequency profile of the 
bmaabanddyelaser l l u s i sdoneusmgm-hcusepre  
pmcesslng code V m m  options are avdable for dealmg 
wth spectra wth W‘ levels of mterf- soln 
M SO(IIF~S, but all involve subtmt~on of takgmmd 
followed by d~nsion by a rum-resonant ‘ ‘spbn’’ to 
cmpmwte for the dye lasa protile nus dinsion also 
ccrmpensates for semit~v~ty vnnat~ons  cross the CCD 

follow3 .- 
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Nmresnmat "spectra" are d y  generated m propane 
which has a high nmesmnmt CARS susceptibility and w 
vibratous m the tiquency muge of the nitrogen vitnstiwal 
spstnnn.Nomrslly ncwransntspectraarereuadedas100 
pulse (10 s) integratiolls on the &kctor. The time averaged 
nonresonant spectmm mirmrs the a v q e  Eraluency profile 
of the brcadbmd dye laser subject to the same sensitivity 
variationsanossthe&kctorasthe testspozka.Thesingle 
pulse spectra ofbmdxmd dye lasas show a hpency 
stmctwe which V a i e s  hmpulsetopulse (Greenhalgh and 
WhitUey, 1985) which limits the ultimate BCMBC~ of single- 
pulse CARS meBsurements podncins tanperature PDFs 
with widthsoftypiesuy 80 K bc0I slnglepulse data bc0I au 

spectra have ban rexaded within I% of pyvmebx 
tempaahrns ova  the muge 1100 - 2600 K m QL isothermal 
heated filament device. In combustion rigs ohserved 
teaperah PDFs are always much WiQ than the inhacnt 
width detemined by the dye laser. 

isothamal funl&ce. Meantanpenrmrrs of MO single-pdse 

pigrue 3: Cmpariron of CARS Measured and PACE Predicted Temperature PDPI at Three Lmatlw~ h a SiagIe ,%tor 
Atmospheric Presrure Rlg 

B 

"d 
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At present data aquisition and prepmcessing is perimed 
onaa486/33 PC andprepmcessed spechn are transferred to a 
Pentium 133 PC which rum QUICK and CARP. Typical test 
prooedure is to acquire one day’s data on hard disk, 
preprocess and back up to tape at the end of the day. The 
preproceasiog d y  takes around 10 minutes. A 
maximum of 80 spatial IocatiOnS in a Mmbustion rig has 
beenaorminedin one day. MO spectra were recordedateach 
location togaha with associated bsckgrounds. Tape back up 
ofraw and prepmmd data takes armad I5 minutes. The 
tape is also used to transfer Preprocessed data to the PC 
which runs the Harwell programs. Tanpaature fitting time 
using QUICK is wriable depemhg on how far the best tit 
tanpaature is fmm the stsrting tempature which is input 
totheprogrsm TypicaUy 500 spectraarepmewdin abont 
5 min. praessing is usually canid out in bawl runs 
ovenlight. 

The QUICKprosram fits twpaature by minimising the sum 
of squares of residuals. This may not be the best prooedure to 
employ when dealing with noisy spectra w b  as those 
obtsined from combustion rigs. For example, Hmen the 
program is panted with a v a y  weak s p c h u ~ ~  thae is a 

tempwture close to the darting value because the a l & h  
is nnable to 6nd a well defined minimum. 

To avoid this situation spstra are always fitted with a 
stsrting tmpmhue of 2800 K, well above the adinhtic 
flame temperalure for k a o s m  burning in air of 2340 K. 
SpeetrareOming fittedtemperatures >24W K are rejected in 
the calculation of PDFs and mean tempemhues. The QUICK 
program has the option to set the maximum number of 
itmations and returns the due of m m  of squares of 
residuals. These factors can be used as acceptance criteria 
whichCSJlbesetWbitfdrbitrarily. 

S e  can be selected on signal to noise grounds before 
fitting, but there is then a risk that data will be mongly 
conditioned. High tempaature spectra are most likely to be 
reje3ed sincc the intensity of the spectral peak is 
approximately inversely pmpolt id  to temperature cubed. 
The RolbRoyce approach is to attempt to fit any spectrum 
which shows a maximum in the -t position, no matter 
how weak or noisy it appears. ?his undoubtedly leads to 
some amrs because the fitting mutine mistakes we& spectra 

bdt3lCy fM any l& Squares frttinB algorithm to ElUrIl a 

with M& baselines fM high tanpaatUre Spectra. 

F- 3 shows temperature PDFs owained f k n  CARS data 
at three locations in the central plane of a single &or, 
atmoaphaic prermrre, h p d  kerosene liaelled combdon rig 
together with PACE predictions of the m e  PDFs. Figure 
3(a) is a PDF from a location in an unmixed air jet where 
there is mmrkably goOa a g e m m t  between the 
-ts and the pred~ction. 3(c) is fmm a location 
slightly downstream of an air jet. The measured PDF is 
centred at higher temperature, but has almost the same shape 
and width as the pred~ction. The apmen t  khveen 
prediction and experknt  at these location gives some 
d ~ d e w e  in both the experimental and predictive m e t h d .  

3(b) is fmm a p i n t  on the rig centreline. Here, there is 
clearly dissgreement belween the pred~ction and the 
measurements. There is no allowance for radiation fmm soot 
in the PACE model; hence it is expected that it will 
overpredict mean temperature. The CARS PDF, which is 
extremely broad with tsnpastures ranging fmm just a b v e  
inlet air to adiabatic flame temperature, does not Bppearto 
be biased to high t e m p t u r e  which would be the case i f a  
large number of WeaL and noisy spectra were erroneously 
fitted 88 high temperatures. The impossibly hgh 
temperahum have been lefl in the PDFs to show their 
relative number. 

Spatial Resolution 

A umrmon problem in CARS is biasing to low temperature 
when there are regions of unmixed hot and wld gas in the 
measurement volume. Since the spectrum of cold nitrogen is 
much stronger than that ofhot, ‘mixed‘ spectra are fitted to 
t e m p h m s  which are lower than the true volume average 
over the beam overlap volume. k e  have been s e v d  
studies of this effect in laboratory flemes (Bradley et al., 
1992, Boqnillon et al. 1988). Estimates of the length of the 
beam overlap region were made in the lab by translating a 
0.7 mm diametR prqmne jet through the mamuem& 
volume and measuring the ratio of the nonresonant propaw 
si@ to the cold nitrogen signal. In the normal cdignmtion 
used for combustion rigs with 300 mm focal length focusing 
and reMLlimating lenses the overlap length was measured 88 

3.2 mm By v d m g  the beams before the focusing lens it 
was possible to reduce this to 0.8 mm whilemaintubing the 
300 nunthmwfmm the focusing lens. The peak temperahre 
measllred inasmallBuneaflamewiththe3.2 mmbeam 
overlap length was 1589 K. Reducing it to 0.8 nun increased 
the peak messuredtemperahue to 1908 K. In the slogle 
sector rig wke the PDFs of Figure 3 were obtained 127 mm 
focal length lenses were used so that the beam overlap length 
WBS -1 mm. The highest mean temptme8 maswed in this 
rig were >I800 K, suggesting that biasing because the 
measurement volume length was too large was not a severe 
problem. 

In larger combustion rigs 300 mm focal length lenses are 
n d y  used. In the hiple sector, double annular rig shown 
in Figure 4 mean templures  >IS00 K were measured with 
a 3.2 mm measurement volume length, again suggesting that 
the spatial resolutiou was sutficient. The only comparison of 
CARS with another technique within a combustion rig was 
carried out in Ilistriple seetor rig. A sapphire rod probe was 
used to obtain inbusive temperature measurements in two 
axial planes wke CARS meanuanents were also taken. In 
this probe the tip of a 1 nun diameter rod is mated with 
iridium to form a small blacktmdy cavity. 
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Figure 4 Trlple Sector Double Annular Combustion Rig 
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Rndiation from the cavity along the sapphire rod is coupled 
into an optical libre link to a conventional smgle colour 
pymneta. A colnparison of CARS temperatures from 
500 slngle pulse measurements with probe temperature is 
shown inFigure4. Measurement points were in the stream of 
the central o u t M  (plot) Itel injector separated by 10 mm 
horizontally and 5 mm vertically. The rig was running at 
simulated ground idle conditions (1.1 Kgs-' airflow, AFR 
90, 3.18 bar pressure, 30:70 fuel split behueen pilot and 
main injectors). In the downstream plane, well into the 
dilution zone, there is g d  agreanent between CARS and 
probe measurements Q.5% difference in most locations and 
40% everywhae. In the npsbzam plane, close to the end of 
the splitter, the CARS data show structllre associated with 
unmixed air jets and the splitter boundary laya (apparent in 
the lowest line of measurement points). The probe data 
shows little variation across the plane, ranging from 901 to 
970 K while CARS mea0 temperam range fiom 622 to 
1330 K. 

Cumut st . tus of CARS Tbermametry 

CARS themometq is the only non-intrusive technique 
which has provided temperature informa!ian fiom witbin 
liquid kmsare fuelled combustion rigs, and this information 
has been used for CFD validation and to indicate the 
direction which CFD m o d e m  must take. For example, 
droplet evapxation models must be included when 
modelling combustion in a!mosphetic pressure rigs (Black et 
al. 1996). 

The accuracy of the CARS data h practical combustors is 
diflicult to venfy, or even estimate, since there is o h  no 
other measurement for comparison, and, even when there is, 
the other technique may not provide information which is 
directly compable. However, the sapphire rod 
measurements in the triple sector rig and some comparisons 
of CARS and thermocouple measurements at the exit plane 
of a combustor by ONERA (Magre et al., 1991) and in a 
simple tubular propane fuelled combustor at Wright- 
Patterson AFL3 (Cater and Nejad, 1994) give some 
con&jence in CARS measurements in gas turbine related 
combustors. 

Another question is the sigoilicance of time averaged 
temperature measurement in lughly turbulent burrung rigs 
where temperature PDFs may be extremely broad (e.g. 
Figure 3(b)) or h i - m d .  CARS data in such rigs has always 
to be collected as smgle pulse data since a time integmted 
CARS specbum does not repment an average specbum. 
Though traditionally CFD has been used to predict time 
averaged temperature, it can be used to predict temperature 
PDFs which can be validated using CARS. 

CARS spatial resolution in practical combustion rigs is 
always likely to be a few millimetres, limited by the physical 
size of the rig and the need to cross beams at a small angle to 
obtain sufficient signal. Muumum turbulence length scales 
(Kolmogmv) are predicted to be 4 . 1  mm, but it is not clear 

how much effect very small scale turbulence has on the 
temperature field. The effect of spatial averaging o v a  a few 
mm is certainly not as dramatic as in small laboratory flames. 

In recent yeam, since cooled slow-scan CCD dektms have 
become available, most research in combustion dqnos t~cs  
has concentrated on techniqw with the potential for two 
dimensional imaging, e.g.  lax^ i n d d  fluorescence, laser 
indllcd incandesc%lce, Rayleigh/spontaneous Raman, and 
degenerate four wave mixing. At present CARS has only 
been used incombwtionrigs to measure ox point at a time, 
although some work on simultaneous CARS measulBnent 
along a line in flames has been reposed recently (Jonwheit 
et al., 1997). However, there, is no 2-D themometq 
technique wfiich is applicable over the whole range of 
temperam of interest in combustion and which can be 
applied in kerosene fuelled I+ 
Acqniring sutficient CARS data for CFD validation or to 
detamine, say, the extent of penetration of an air jet in a 
combustor takes a considerable mount of lime. F n  example 
Mnstructing a grid of I70 points with 500 spectra stored at 
each point in the smgle sector amosphenc pressure rig was 
achieved ova  5 days nmning. Although, by the end of the 
test 80 points were examined in aday. When compared to set 
up times, test rig nmning times are comparatively short, and 
the rigs examined to date have not cost much to nm. Hence, 
most of the current effort in Rolls-Royce is aimed at reducing 
set up and installation times and improving system 
reliability. The data acquisition rate is l i ted by the lasR 
rep. rate of IO Hz. 

A principal perceived disadvantage to CARS thmnometq 
hasbeen the time taken to extract temperam kium spechn 
At the time of the first demonstrations on combustion rigs 
around 1980 producing a temperature PDF took many 
months, aud this still inllmces p"Pti0ns of the teebnique 
today. ONERA have been able to process specb-a on-line 
since 1990 using conventional least squares l i l tkg to a 
libraty of precalculated spectra (Magre et al., 19%@)). With 
the current Rolls-Royce processing capability a M m  of 5 
increase in processing speed would be required for on-line 
display of temperature PDFs during testing. On-line 
processing menns that temperature PDFs can be dmplayd 
during test rum, for example while optics are kmg moved to 
examine the next point in a traverse. Real lime processing 
where temperatures are e x t r d  in the inmal between one 
specbum and the next kmg q u i d  is possible if 
~ o u n d s  are not requued at each location examined, but 
there is then the problem of how to present data to the 
opffator at this rate. AU raw spxtral data is stored. 

A neural network approach to temperature odraction has 
been examined at Rolls-Royce. In this method a library of 
precalculated spectra is used to p!min a neural nehuorL 
which then assigns temperatures to test spectra on the basis 
of how closely they resemble the examples used in mining. 
The neural network &od has the potential to be 
extremely fast (real time) using existing computer bardware. 
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Paper 15 
Author: J.D. Black 

Q: H. Weyer 

Which corrections did you apply to compare data of CARS and SAPPHIRE probes, which provide total 
temperatures from a physical point of view and which is an "arbitrary" average? 

A Gas velocities in the rig are 30 m / s .  Hence the difference between total and static temperature is 4 K .  More 
measurements with a better designed prohe, with improved spatial resolution would be required to investigate 
the issue of averaging. 

Q: D.A. Greenhalgh 

When comparing CARS and solid prohe (e.g. sapphire probes) temperatures it is important to note that CARS 
will be volume weighted but the probe will be FAVRE or density weighted. This can lead to differences of 
200K. For highly turbulent systems as shown previously normally the solid probe temperature will be lower. 

A: In our case the discrepancy hetween mean CARS and probe temperatures in the upstream plane varied from 
T CARS-PROBE = 363 to - 331 Kin a definate pattern. In the downsteam plane the average Tcars-Tprohe is 
- 22.83 K, contrary to the expectation from the FAVRE vs volume averaging argument. The reason for this is 
not understood. More measurements with a better designed probe area are required to clarify this issue. 
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Recent Developments in the Application of 
Laaer Doppler Anemometry to Compressor Rigs 

Jonathan D. JUmonds, David Harvey and Stephen, S. Wiseall 
Rolls-Royce Applied science Laboratory, 

ROUS-ROYCE plc 
pOBox31 

Derby DE24 8BJ 
U.K. 

tel. (44X0)1332-247508, fax. (44>(0)1332-247129 
e-mail msl.optics@ial.p.mnn 

Summary 

A 3D Laser Doppler Anemometry (LDA) system 
capableof-gcolnprebensl 'ye in rotor 
flOaaelds on high@ comaffsor rigs has been 
dweloped by the Rolls-Royce Applied science 
Labonmly. This paper describes the system and 
presents datahm a recent wmprworrigtest. 

Introduction 

LDA is non-intmive and can traverse at will 
(snbject only to the limitations ofblade shadowing) 
through both stationary and rotating blade TOWS. It 
has the ability to map turlutent threedimemional 
flows at a range of conditions and to provide 
quantitative flow fields for comparison with 
mmgwational predictions. 

comprasor &ciency, performance tends to 
converge to an asymptote. With this progress an 
ever-impming knowledge ofthe detailed flowfield 

A s i m ~ a r e m a d e  inaxial turbomachinery 

is essential both to determine the^ 
performarmeandtoimprove3-Dprediction~. 
The implementation of impwemmts such as 
aerofoil d b e n d s  and casing treatment will rely 
heavilyonaccnratediagnosticinstnunen tation. 

RoUkRoyce has applied anemometry to high speed 
axial flow turb- since its earlies 

has in the past mainly f d  on the use of 2D 
Laser Twin Focus (L2Q systems while a 2D LDA 

compreffors was developed More reoently the need 
has arisen to acquire 3D measurrments on fans anda 
system has been developedto meet this reqnimnent 
whilst still rnaintainingthecapabilitytomeasure on 
HP rigs. 

(d. 1-3). Rerious work 011 faa rigs 

system optimised for use on High pressure (w) 

The aim of the development program was to build 
and improve on the pexfonnance of the previm 
systems and to include the lessons learn from them. 
These ~~, lower weight, fewer bespoke 
component$ improved c~-wuection, flexiity of 
qplication, flexible time-gating and modular objea 
oriented soffware for easier lm ihbwm.  

The p m s m  of test schedules on test facilities 
capable of running high-speed hubomachines me811s 
that any measurement synem~ must be able to be 
quickly lransported and installed with the absolute 
minimm of time allowed for optical aligament and 
system &up. 

Due to the high running costs oftransonic flow rigs 
a high priority is given to data acquisition rate. As 
data collection typically involves operating non-stop 
for up to 10 hours ofrunning, the system minimises 
user input to reduce the opportunity for human mor .  
Additionaliy, to minimise the time cvllwmhg 
pmcesF ofaopping and restaning rigs to allow 
access to the LDA system, the system is operatd 
mnotely at up to 50 m range. 

This paper presents descriptions of the system 
bardware and sofware together with some 
expenmemal datatoil lustratetheiashume nl 
capabilities. 

System Description 

At Rolls-Royce a complter controlled 3-D Laser 
Doppler Anemometry system has ben  developed to 
meet these nquimmm. The system &alures a 
nanuw angle 3-D optical head, mounted on a high 
precision 5 axis remote controlled tranrse (figure 1). 
The optical probes feature a modular design to 
mtucimise v m t y  and scope for optimisatiO11 

Paper presented ai an AGAIW PEP Symposium on "Advanced Non-Inirrive Imirumemm'on 
for Propulsion Engines", held in Brussels, Belgium, 20-24 October 1997, and published in CP-598. 
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without major rework The control software was the ability to input a CFD grid for measurement 
developcl in h o w  and designed to allow maximm pOSitiOnS 

flexibility in its operation. ability to change optical head orientation 
remotely 
real time display and logging of mmr resolved 
time tagged veIocities in engineering units 

Some ofthe. key features ofthe system include: - 
fi~IIy integrated graphical user interface (GUI) 
comlled data acquisition 

Figure 1 LDA System Mounted on 5 axis Traverse 

. I '  . 

. . , i  .,.. 1~: 
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The architecture used in developing the system 
software follows an Object-orientated philosophy. 
This approach allows low level software objects that 
communicate with hadware to be developed and 
debugged independently. commercial GUI builders 
were then used for rapid pmtotyying and 
development of the GUI. The architecture allows the 
underlying hardware to be isolated from the GUI so 
that multiple hardware ~ b e s u p p J r t e d b y t h e ~  
GUI. For example the same. traverse GUI can control 
either a large 5 axis traverse or a simple 3 axis 
System. 

Optical Head 

The 3D optical head was designed to be robust, fibre 

Figure 2 Optical Head 
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delivered and based on commend . technology as far 
as was possible. It bad to have features to allow: - 

inrotorpssagemwsurements 
quick on-rig aliment 
operation in a hostile temperature and sound field 
environment with oil mist 

throw,andincludedangle 
0 easy re-mntiption of fringe spacing optical 

Figure 2 shows the optical head, it is a modular 
System based on two h t e c  fibre launched heads. 
Channel separation is achiwed using wavehgtb 
division multiplexing of three Argon ion 
wavelenglhs (476.5,488,514.5 nm). 

The two heads are mounted on an optical rail 
allowing any included angle (29) between the two 



optical axes from 15 to 45 degrees. off-axis 
collection is used to improve flare rejection and 
reduce the on& measurement volume length 

The system uses a 40 MIIZ Bragg shift to allow 
measuremeft of reversing flows. 

To reduce the predicted flare pmblem when 
measuring close to blade mots and ease the problem 
of photo Multiplier Tube 0 saturation due to 
reilections from the passing blades, two flare 
rejection schemes have been implemented. 

A circular polarisation flare rejection scheme 
operates on the principle that the dected  flare light 

the primarily refraaed Doppler light, i.e. the signal 
light arises mainly from a refraction phenomenon, 
whereas the flare originates by reilection. The 
technique uses a combined linear polariser and 
quarter wave-plate arrangement to produce circular 
polarised projection beams. In the back (or near- 
back) propagaton dinaion through the wave-plate, 
the flare is converted to the orthogonal linear 
polarised state and subsequeatly blocked by the 
polariser. 

In total two polariser cubes and two quarter-wave- 

ofthe quarter-wave-plate ale as follows: - 
OptieallY-qUartz 
Effeaive zeroth order remdamu ' plate (thus 

DeEignedtohavelesstban5%phaseretardation 

experiences anadditiollalnphase shin mmpared to 

plates are used and mounted in modules contpatible 
with the Dantec Fihetlow system. The specifications 

having negligible temperature sensitivity); 

ermr at all three wavelengths used (476.51~~ 
488nm and 514.51~11) 

Labbasedmperiments show that this flare rejection 
scheme gives approximately a k t o r  of four 
inqmmmt to the Doppler signal to flare ratio. 

The Second flare reduction scheme allows the laser 
beam to be switched off when the messuringvolume 
is inci&ntontoareildvesurface. The system uses 
a Bragg cell that allows the laser beams to be 
switckdwith a rise and fall time ofunder 100 ns. A 
compdercontrolleddelay -can be triggered 
from a once per blade si& the operatm can then 
intmaively adjust the o m  and duration of the. 
laser blanking to optimise M ~ T  blade data wllectim 
Iasatiagthe Bragg cell dcea reduce laser launch 
ef6ciency so the system is desigaed to allow rapid 
iasation or Rmwal without transmitter 
realignment. 

In transonic rigs the flare rejection performance of 
the polarisation scheme in cmss collection bas 
proved adeqate to allow measurement near blade 
surfaces without the overhead apsociated with 
operation of laser w n g .  

It is important that the optical head remains aligned 

than ten percent of the measurement volume 
diameter, by careid opto-mechanical design and the 

with up to fl5 degrees of traverse pitch and yaw 
applied The optical misalignment is held to less 

use of triangdation. 

The optical system is &signed to allow the 
alignment ofthe mx-singpointsofthethree pairs of 
projection beams to within ten percent of the 
meanuingvolume diameter, without lxpmiug any of 
the optical components to the rig ~~ 

Exterior collection fibre traaslation in one probe 
allows the two heads to be quickly aligned onto a 
common point, using laser back projection down the 
collection fibre. 

Thesucces3ulapplicationofLDAtotransonicflow 
r e q l t i m h i g h l a s e r ~ e r . ~ ~ h a v e b e e n  
testedchuingthedeveloprmentofthe' . t For 
good signal to noise pmfommm it is impoaant the 
lasermaintains g o o d T M m g a u s i a n o o t p l t ~  
f r o m a l l t h r e e w a ~ a t h i g h p o w e r s  

Traverse 

Ideally, an LDA traverse system should be capable of 
positioning the measorement volume at any squired 
location with any optical axis orientation. Ho7mevQ if 
rotation stages are addedto a traverse it becomes 
in- mcull to collvert traverse positions 
into compressor relative axial, radial and 
cimunferential coordinates. The system software 
has been designed to allow a Cm, grid to be 
imported and all measoremem positions to be 
pcitiedas Cm, grid pints, this then allows easy 
comparison ofthe data with CFD resolts. 

The traverse is requid to incline the herd due 

the high twist o f a  modern fan blade. This means 
that large areas ofthe in rotor blade passage ale 
ShaQWedforany single optical axis onentatim To 
obtainacompletesurveyofin-lotorflowdatafrom 
the suction surface to the pressure surface reqltim 
measure- to be collected at two separate 

p r i m a r i h l t o o p t i c a l a c c e s s ~  'tsintmducedby 

indinationq everywhere but at the tip ofthe blade. 
As outer d n s  curyatlllc prevem nat windows 
extending as far upstream as wouldbe dsind, the. 
yaw stage must be used to extend measuremetlt 
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T~ansform to measure and to validate the 
LDA signal at up to one hunQed thousand bursts per 
second The software allows real time display oftime 
resolved velocity information in the comprescor 
frame of reference, as the measwemalt progresses. 
This allows the operator to concentrate on the fluid 
parameter being measured rather than the LDA 
signal. The ability to see, in real time the blade 
relative shock position, and to visualise the variation 
against blade number has proved to be a valuable 
diagnostic feature. 

beyond the window extent. The best angular 
orientation ofthe m n d L D A  optical pmbe to avoid 
tipshadowingisd&lllUd ' primarilybytheblade 
tip stagger angle. To allow the widest range of 
turbo- applications a manual mU stage has 

head at any orientation around the primary optical 
axis. 

beeninoorporated tbat positions the Second optical 

Full ergonomic exploitation of the 5 degrees of 
k d o m  remote traverse quires the software to 
insulate the user h m  coorduutte ' systems.The 
system uses datuming feahues on the compressor to 
allowautomatic~teamversion.Thiseaables 
theusertoreada CFDgridintothe software andto 
qxciij-the memmmu grid in compress01 &tive 
coordinates. To detennure ' thetraversemotor 
positions the soffware then calculaies the Linear 
positioninthetraverseikuwofrefcrence, calculate8 
the deltas causedby the interposed glass, the casing 
mwement and the clumlt traverse angles. This 
enables the wgineerto plan measurement traverses 
with minimal diilidty. 

This full control of meawmmt Vomme position 
and orientation allows the traverse pitch and yaw 
angles to be altered at will, iffor example part ofthe 
WindoWiiContarmaated ' the yaw angle canbe altered 
and the software will calculate the linear traverse 
of3kastomrintninthemeasuffmentposition 

The coordinate conversion to compensate for any 
misalignmentofthetraverseandco~axes is 
calculated using 3 datum positions on the 
compressor casing whose position is known in the 
compressor reference frame, andcmbe measuredin 
the traverse frame of reference. The software also 
automates the trackingofthe datumfeatures, and the 
blade tip position, as the rig reaches its equiliium 
temperatore after a change of rig condition. 

To achieve the &sired aamacy on position it is 
important tbat the traverse in calibrate on all of its 
axes, to am-ect angle changes of up to +15 &gees 
t o w i t h i l l * l 0 0 p l l ~ a n g u l a r ~ o f ~  
than a.001 &gees. It is also important that the 
waverst is mounted on a stable base to prevent 
mechanical distortion as the optics are traversed, a 
lo00 kg granite block provide8 stability for the 
system. 

Signal Processing 

The signalproaessing uses Dantec Burst Speanun 

The BSA processors use a hardware Fast Fourier 
Analysm (BSAs) driven by the in-house software. 

The software is capable of continually transferring, 
aaalysing. displayingandloggingall of the bursts in 
real time without any loss of data at up to 6kH7, per 
Channelvalidatedburstrate. 

In the narrow angle 3D conliguration the on-axis 
component of velocity is measured by the vector 
difference of two near parallel components, the 
optical transformation matrix F can be said to be ill 
conditioned As the included angle (20) is redud 
below 90 degrees, the resolution of the on-axis 

components. The effect of any errors in measuringF 

a~ magnified In the configuration &for fan tests 
the. magnitude of this ermr multiplier is estimated to 
betentimes. 

Simultaneously measuring all three components of 
velocity does have many advantages. The data can be 
measured with the optics at any orientation to the 
flow, so removing a significant constraint on optical 
access.Signalfrecluenciecanbecoconvatedto3D 
velocities along the axes of interest in the 
compressor frame of ref- without any 
BsNmptions about the magnitude of the radial 
component. 

The bendit of 3D remains even with the inferior 
resolution and precision of the on-axis component 
due to the narrow angle allowed for by access 
constraints. The conhibution to the erro~ in the 
c i r c u m f d  axial plane velocities from the on- 
axis measurement error is small provided the on& 
velocities are small compared to the transverse 
Wmponenrs. 

In order to minimisethevelocity errors due to this ill 

velocity becomes inferor to the transverse 

on the acxwacy of the on-axis velocity component 

conditioned optical transformation matrix F much 
attention is given to its accurate measurement. Using 
the precision traverse the calibration can be most 

allows the conve~on from 3 signal frequencies to 
velocity in the optical head frame of reference and 
then to the compmmr reference frame. Two 

accurately measured in labomtory wnditions, this 
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methods are used to measure and verify the 
measurement of F. 

Them methcdcomplta Fby measuring the signal 
frecluencies J; generated at three positions off the 
surface ofa diskof spln at aprecise rotational speed. 
In order that the inverse is not ill conditioned one of 
the velocity measurements must have a significant 
velocity component along the optical axis. This on- 
axis velocity can be achieved by using the yaw stage 
ofthe traverse to align the optical head away from 
the disk surface normal. The velocity vectors U, for 
the tbree positions is the cross product ofthe disk 
rotationvectorandthethreepositionvectors 

Alternatively, F can be calculated by measuring the 
direction vectors of the 6 laser beams. A light 
detector behind a 2 0 p  pinhole locates each beam 
centre, scanning the laser head with the tnlverse 
allows the calculation of each beam direction vector 
in the t r a m  frame of reference. The sensitive 
vector of each beam pair is the unit vector 
orthogonal to the bisector of the beams in the plane 
of the beams. (R& 8) 

- 
Fig. 3 Sensitive vector direction S ,  

As this measurement of fiinge spacing p,, is only 
valid at the gausian beam waists, a beam profiler 
must be usedto ensure that all six laser beams waists 
overlap at the centre of the measuremeni volume 
(fig. 3). 

F is then the inverse of the vector combination of the 
sensitive vectors S, of the 3 Doppler beam pairs, 
multiplied by the reciprocal of their fringe spacing. 

The advantage of the fbt technique is that it gives a 
complete system calibration, and it can easily be used 
in situ to give confidence that any alignment of the 
optics has not altered the calibration. The second 
method can calibrate the system to within 0.3 % 
accumcy onvelocity and 0.2 degrees on angle for the 
transverse measwema. A combination of the two 
methods for cal-F is used before, during and 
after an experiment to give con6dence in the stability 
ofthe calibration. 

Application on Compressor Rigs 

LDA measurements have been talten on avariay of 
high speed axial mmprewr rigs. The tests include a 
multistage high presswe compressor rig. This rig 
utilised window cassettes mounted in rotating rings 
to enable multiple stator pitch circumfmntial 
traverses, the traverse had to be capable of pitching 
theopti*llheadfro111-15to+ 15degreeswithout 
loss ofpositional acclmcy. 

Data are premted from a transDnic fa0 ted This 
testdemoasaatestheadvanta~ofaiivedegree of 
freedom traversing arrangement. Blade shadowing 
would have limited a simple tmersing system to 
measuring a very constrained flowfield, in order to 
achieve best visibility on a single axial traverse up to 
ten different yaw and pitch combinations were used 

The flow field was measured upstream ofthe rotor, 
in the intra-blade region and Qwnstream after the 
d e t  guide vane. combinations of axial, radial and 
M e r e n t i a l  traverses were taken to characterise 
the flow field as completely as possible given the 
constraints of masummat time. A o m  per rev 
signal was used to time tag the data with a resolution 
ofmore than 14OOO time. bins per rev. This time tag 
is recorded along with the LDA signal frequencies 
from the 3 channels for every burst. This allows the 
data to be reanalysed to whatever time resolution 
gives the appropriate statistical propeaies. Data were 
recorded at more than 2000 positions at several 
running conditions. 

Optical access was provided using four 6mm thick 
flat glass w i n h m o n n t e d i n  metal cassettes. Two 
interchangeable windows mvering the axial extent of 
therotorwereused,oneofsmallcircumfmntial 
extent for near tip work and one large window for 
greater immemion. Windows were also provided 
dowmireamofthestatorandupstreamoftherotor. 

Mineral oil was atomised to produce 0.4 p seeding 
particles to seed the. flow. A far upstream remote 
controlled seeding input rake was used that enabled 



anysectoronathreebythreegridtobeselected The 
data rate could then be optimised by sector selectiou 
Earlier studies (d. 1-7) have demonstrated the 
effective. flow foUor+ing properties of sub micron 
seed in the transonic regime, the use of 0 . 4 ~  seed 
gives a reduced @cle inertia with acceptable 
visibility for this optical configuration. 

Various seeding solutions have been tested including 
polystyrene latex solutions in an atomiser, atomised 
mineral oil has proved to produce good results 
without -xmmmmm ' ' gtherigenvironment. 

DBta rates area maintained for laolongea periods of 
runningusinga system of mote controlled window 
washing, Solvent is flowed wer the window to 
removeseedingdepositsandairborne&.variou5 
schemes for intmducing the solvent have been tried, 
the use of holes rather than slots has proved more 
successful. The wer rotor window has proved 
diEcult to wash successfully, the -on in static 
pmsm due to the work done by the fan, 
necesdtating an internal weir system to eqdise the 
flow of solvent acmss the. window. 

Figure 4 Axial traverse data from Fan Test 

MeasuredrelativeMachnumber 
at 35% span normalisedby inlet 
Mach nwnber, 1Wh speed 

Data reduction 

At each spatial location, typicaUy 3oooO bursts were 

wmpted after the measured frecluencies have been 
transformed into burst velocities in the wmpmsor 
6ame of reference. The rotor resolved flow velocity 
and tmhlent intensity could then be ensemble 
averaged to any temporal resolution. As the blade to 
blade geometrical variation on this fan has been 
shown to be low, all ofthe blade passage data call be 
averaged to present the average blade passage data. 

The data presentation focuses on average blade 
passage contour map of mtor relative. Mach number. 
The data are normalised by the inlet mach number. 
The data is presented with minimal "enhancement". 
In order to present the whole flow field data taken 
with the optical axis angled towards the suction 
surface is mergedwitb data taken with a pmsm 
surface inclination. The data are then contonr plotted 
with any missing data interpolated from adjacent 
points to prevent spurious excm contours in the 

acquired for all three colours. Au flow statistics are 
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-1o 11% rn m. 020 
MeasuredrelativeMachnumber 
at Wh span normalidby inlet 
Mach number, 1Wh speed 



168 

plot, the contours are then masked where data are 
absent and the blade profile overlaid To aid 
visualisation the average passage data are repeated to 
form multiple blade passages. 

Figure 4a shows data fmm 35% blade span at 100% 
speed, this data demonstrates the ability of the 
system to acquire a near complete blade passage at 
deep immersions. 

axial%bvamhe ' traverse.Thedataarepresented 
Figure 4b shows a typical plot of a 38 spatial pint  

with a 64 time bins per blade passage temporal 
resolution. The data were mearured at 1Wh speed at 
90% blade span The data demoastrates the fine 
resolution OII shock geometry that the LDA wing 
sub micron seed paaides can achieve. 

Conclusion 

A computer controlleed LDA system has been 
developed by Roils-Royce, the system has been 
applied sum&Xly to high sped compmsor rigs in 
a development rig environment. The present aim in 
RoUs-Ruyce is to incorporate the already rugged and 
versatile system into an automated data acquisition 
system with automatic data transfer to customers. 
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Paper 16 
Author: Edmonds 

Q: Schodl 

Is your automation software universal, e.g independent of compressor test rig and blade geometry, and 
independent of the positioning of the optical head? 

A To make the software for co-ordinate conversion universal there are date files containing both rig specific 
geometry and traverseloptical head geometry. The combination of these data files allow a fully universal 
system for rigs. 

1 

1 

Q: Schodl 

When you align the inclination angle of both optical heads to the blade geometry and when you change from 
rotor to stator position, how do you realign the receiving optics to the probe volume ? 

A: It is our experience that with a 15 included angle optical head we must align with the glass normal to the 
bisector of the two heads. If this is done that head can be angled to the window by up to 15" with less than 10% 
of the 90 micrometres measurement diameter misalignment. 
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PSP - Intensity and lifetime Measurements 

for steady and nonsteady flow 

R.H. Engler, Chr. Klein 
DLR Gilttingen, Abteilung Windkanael 

Bunsenstr. IO, D-37073 GBningen 
OeIlIlany 

Abstract 

DLR stated at 1995 with there own PSP activities. A phase 
of extensive exploration of hard- and software components 
followed and internal measurements using the intensity and 
lifetime method which includes spectra, calibration curves, 
etc. were performed. A repeatability study was made on the 
DASA WTW( model, comparing the Inteco OPMS mea- 
surements from 39!32/94 with the now existing DLR PSP 
system. Therefore, different lamps and laser illumination 
systems were tested. This included several cameras (inten- 
sified CCD and non-intensified CCD) for comparison of 
different paint samples in an external calibration chamber. 
After these pre-tests in the calibration chamber, measure- 
ments were performed in the Transonic Wind Tunnel 
Goaingen (TWG). 

Introduction 

At the beginning of 1996, DLR started again with investi- 
gations of different cameras. light sources, data acquisition 
systems, image processing tools, signal controlling, paints, 
spectroxopy, etc. After consmction of a calibration cham- 
ber with a pressure and temperature conbol device, and an 
additional facility for fast pressure variation, several paints 
were investigated. It was decided mainly to use the L4 and 
FZ one component Optrod paint from TsAGI (Russia) in 
the exploration phase. 
To install the complete PSP system for all necessary com- 
ponents at the wind tunnel, a system was developed with 
short implementation times. This system has been opti- 
mized for the different wind tunnels but mainly for the 
Transonic Wind Tunnel Gliaingen (TWG). 
The same DASA HYTEX model from 1994 was taken 
again for comparisons between DLR PSP and OPMS re- 
sults. Therefore the intensity method in the same wind tun- 
nel (TWG) and under identical test cases was used. It was 
expected that this repeatability check gave an impression 
about the PSP accuracy under real wind tunnel conditions, 
including handling and management and software and data 

for different paints. Prior to real wind tunnel measurements 
various paints were investigated in view of pressure sensi- 
tivity, temperature influence, photodegradation. illumina- 
tion differences, etc. Also cameras and illumination 
sources were checked for the real situation (0.5m to I .Om 
distance from light source and camera positions) to the 
model surface of the TWG. 
Parallel lifetime measurements were performed to investi- 
gate this technique and the possibility to use it in the wind 
tunnel instead of the intensity method. 
Results of several wind tunnel tests as well as lifetime in- 
vestigations now can be presented including basic tests us- 
ing the external calibration chamber. 

DLR-PSP hardware and dtware components 

After testing different cameras of different distributors 
Princton CCD and ICCD cameras were used for the mea- 
surements. Two different types of water-cooled I6 bit CCD 
back-illuminatedcameras withan 512x512or 1024x 1024 
CCD chip were used. The ICCD is a frame transfer fiber- 
coupled 16bitsystem with512~512pixelsandagatetime 
minimum of 50 ns. 
After testing these cameras, a type with a vacuum chamber 
in the sensors front was selected. There was an option for 
using a multi component paint system. With the aid of a 
connector, a spectrometer can be installed on the cameras 
head. Different camera objectives are necessary for an op- 
timal solution of model sizes for wind tunnel tests. 
Numerous light sources were tested for the UV excitation 
range from 320 - 350 nm and the visible range. The main 
problem is the stability of the light source (intensity), and 
the output energy for the UV wavelength. 
After a series of tests, it was found that pulsed light sources 
should be chosen to have the possibility to realize time-re- 
solved and non-time-resolved PSP measurements. By using 
a cw-light source an external shutter is necessary to reduce 
the process of photo degradation. For the tests, two differ- 
ent illumination sources were used: 

Paper presented at M AGARD PEP Symposium on “Ahawed Non-lnmuive Insrrumnratwn 
for Propulsion Engines”, held in Bwsels. Belgium, 20-24 October 1997, and pubIished in CP-S98 
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Ext. Cal. Chamber 

Fig. 1: PSP system composition including data acquisition and control system 

Xenon flash lamp: 

Model : JML-DLR 
ext. trigger: max. 40 Hz 
single pulse time: 20 ms 
energy (all lines): 4.8 ml after a Im long 

optical fiber each 

This lamp is built by DLR and an industrial partner. The 
box of the lamp is designed with four light output ports for 
connection of four optical fibers. The transmission rate of 
the fiber is better than 60% at 300 - 600 nm wavelength. 
The length of each fiber is 15 m. and the angle of output di- 
vergence without any lenses is 15’. The filters in front of the 
optical fiber inputs can be exchanged. For the Optrod L4 
paint a DUG1 I filter was used. These fiber optics can be 
connected to a laser, to laser diodes and e.g. to Mercury and 
Xenon lamps. For the paints with 450 nm excitation wave 
length an Argon-Ion-laser was used for several tests. 
The laser can also be connected to another set of four 20 m 
long multi mode optical fibers. The lamp or laser can be 
triggered by the controller of the camera. 

Laser: 

Model : VSL nitrogen laser 
ext. trigger: max. 50 Hz 
single pulse time: 4 ns 
energylpulse: 250 mJ 

For different other measurements an ordinary Argon-Ion la- 

ser with 6 W output energy and coupled mono mode optical 
fibers were used. Here a prism can select special wave- 
lengths for visible paint excitations. Tests for different 
paints with different light sources were performed - here in 
the visible excitation and emission range. Using different 
light sources a recognizable phase shift is detectable in the 
emission spectra. Therefore, knowledge about the light 
source is important for later filter setting. The PSP data ac- 
quisition system is fully integrated in the wind tunnel con- 
trol and data acquisition system DeAs. 
DeAs is a managing system for the control of Mach num- 
ber, pressures and temperatures, etc., data acquisition and 
monitoring. It has been developed for wind tunnels and can 
be operated from workstations in the control room, or any 
other location. 
The PSP system is presently fully integrated in the DeAs 
system, with the advantage that all data from PSI (p). T, 
Ma, etc. can be written in the header of PSP images. Also 
an important advantage is the implementation of the optical 
angle of attack control system OW. This system deter- 
mines and controls the exact angle of attack, independent of 
wind-on or wind-off conditions. The necessary support an- 
gle is set and starts an automatic optimization with an accu- 
racy of 1/100 degree. After reaching this value the PSP 
measurement starts including IaserAamp trigger and shut- 
ters automatically. For the real wind tunnel measurements 
a typical camera exposure time is I -2s. For example, at 
constant Mach number, IO different angles of attack can be 
measured in 10 minutes, including all the imaging and ac- 
quisition of other necessary parameters. 
For periodic and unsteady flow field investigations, e.g. os- 
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cillating wings, propellers, rotor blades, short time intensity 
measurements were performed. Here measurements on the 
model shown in Fig.12 were realized. with a single flash il- 
lumination of 25 ps in the TWG. 
A pre-acquisition of data will be performed by the PC, fol- 
lowed by an evaluation on a SUN workstation. By this tech- 
nique, a quasi real time computation is possible. and 
therefore the interesting aerodynamic effects can be detect- 
ed and investigated in detail in a short time. 

Comparison of DLR-PSP and Inteco-OPMS 

First measurements using the DLR-PSP components were 
performed at the end of October 1996 under real wind tun- 
nel conditions. Different cameras, illumination systems, in- 
cluding lasers and lamps, were tested. 

-1 MM I- 

I 4 
t-2~-4 

Fig. 3: DASA HYTEX model 

For later comparisons the DASA HYTEX model, given in 
Fig. 3 was chosen for an assessment of results obtained by 
the Inteco OPMS video system, and the DLR slow scan 
camera system. Typical test cases were Mach numbers be- 
tween Ma = 0.5 and l. l at various angles of attack between 
a= -2" and +IS". The pressure distribution on the upper side 
of the model with the curve of absolute pressure Pabs along 
the c u m r  line is given in Fig. 4. The influence of the exist- 
ing well-known vortices is excellent visible. A qualitative 
comparison is shown in FigS. The smooth curve obtained 
by Inteco OPMS 1994 in white and the detailed peak curve 
obtained by the DLR system 1996 in grey are nearly identi- 
cal. The fuselage vortices influence is well visible and some 
details of the wing vortices. The DLR curves give more de- 
tails of the aerodynamic phenomena. It should be remarked 
that no special alignment program or smooth filters was 
used in the results presented here. 
Reference paint spots for a later intensity correction of the 
one component paint, and a number of markers for model 
alignment corrections and resection are visible in Fig.4. 
The distance between the camera and illumination position 
was 0.5 m as already mentioned. The optical fiber output 
was used without any lenses. m a t  means the divergence an- 

gle is near 75'. For a fast decision the pseudo color version 
Fig.4 was used to optimize the illumination. 

-- 
LR image 

LI I 1 

Fig. 4 Pressure distribution at the DASA HYTEX 
model with the curve of absolute pressure phs 
along the cursor line 

I 1  

rl, I $3 
hite curve (Inteco) 

ZUL 

Fig. Comparison of pressure distribution between 
Inteco and DLR measurements at the 
DASA-HYTEX model with the curve of 
absolute pressure psbs along the cursor line 

Luminescence reference paint markers art useful for inten- 
sity correction. For a first view, the intensity image was ob- 
tained to control the aerodynamic effect in a free run mode 
of the CCD camera. At the earlier measurements in April 
1994 Using the OPMS system and the DASA HYTEX mod- 
el the three vortex touches in the rear part of the models 
wing are clearly detectable by the DLR-PSP system again. 
To re-find these touches was the main criterion for the first 
test for identical cases - angle of attack and Mach number. 
As mentioned before two different illumination sources 
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were used for comparison of the final pressure results. Fig.6 
shows the image after dividing the wind-off and wind-on 
image with laser illumination. 

- 

' 

.. lamp 
- laser 
0 .  PSI ~ J P 9 ~ d  

curves along the 3 taps 

-: I' -7 

_ -  . .  

Fig. 6: Final pressure distribution image (divided 
images) using the laser illumination 

In comparison to Fig. 6 an impression of the lamp illumina- 
tion is given in Fig. 7. The three touches of the trailing edge 
vortex are in fact clearly visible independent of the light 
source. The short exposure time of 1 s gives sharp contours 
of the model and pressure taps in comparison to Fig.5 of the 
Inteco video image. 
To discuss the following PSP and PSI results it should be 
remembered that the test section with perforated 
walls of the Transonic Wind Tunnel Gottingen can be 

Fig. 7: Final pressure distribution image (divided 
images) using the lamp illumination 

pressurized and, therefore, the performance of calibrations 

of the pressure sensitive paint in the wind tunnel itself is 
possible. Tests were carried out with a constant location of 
the camera including large angle of attack changes of the in- 
vestigated model. Comparisons between the pixel by pixel 
calibration in the wind tunnel and the external calibration 
chamkr were made. 

1 .  I 

pixel in x direction 

Fig. 8: Cp distribution on the HYTEX model using 
a lamp and laser for illumination in compa- 
rison with PSI values 

Furthermore the diagrams of Fig.8 and Fig.9 show the in- 
fluence between the two illumination methods in compari- 
son to the conventional PSI pressure measurements. There 
is an excellent agreement between the two different meth- 
ods: laser and lamp illumination. The results have been cor- 
rected with respect of light intensity distribution. 

, curves along thg 5 taps 

pixel in x -direction 

-1 .o 
200 300 400 

Fig. 9: Cp distribution on the HYTEX model using 
a lamp and laser for illumination in compa- 
rison with PSI values 

For this part an own software package was developed for a 
fast correction calculation. 
A repeatability check of the PSI values with and without 
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paint as squares and circles is presented in addition. Espe- 
cially the three dips in the curve for the Mach number 
M a d 9  and a = lo' are clearly visible, also the fine smc- 
tures. For presentation and exploitation no smoothing filter 
techniques were used. Independent of the illumination sys- 
tem the same characteristics at same positions can be de- 
tected. 

Oseiating wing measurements 

For aerodynamic flutter tests measurements on a 2-d wing, 
a NLR 7301 profile, with 1.Om span and 0.3m chord were 
performed in the TWG. To produce aerodynamic effects 
the oscillation frequency was varied between 5 and 42 Hz 
with a &- k 0.6" for different constant angles of attack. 
For accuracy tests two different methods of pressure mea- 
surements for field investigations were used: 

accumulation 
single flash. 

For the accumulation technique the above desnibed Xenon 
flash lamp was triggered by the phase angle of the model 
oscillation driving system. After a number of tests, 20 trig- 
gered single flashes for accumulation gave a good signal to 
noise ratio and an excellent dynamic range of the CCD- 
camera and therefore this parameters were used for the fol- 
lowing 

Fig. 1 0  Profile of the NLR 7301 model 

measurements.The NLR 7301 profile design for the inves- 
tigated Mach numbers and angles of attack shows no sepa- 
rations or bubble generation for the investigated flow 
parameters. 
The output of two optical liquid fibers, connected to the 
flash lamp produced a homogeneous illumination for the 
observation area of 0.5x0.5m of the wing surface. In Fig. IO 
the contour of the NLR 7301 profile is presented. Fig. 1 1  
shows the PSP result for Ma4.7 at a= 3" and an oscillation 
frequency of Aef0 .6 '  for unsteady measurement with 20 
Hz wing oscillation frequency and light accumulation over 
20 flashes with 2 5 p  duration time of each flash. The noise 
of the 16bit slow scan camera gives for this values 600 
counts and 50 OM) counts for the signal. The identical con- 
figuration and flow parameters were used for a single flash 
measurement. The result is depicted in Fig. 12, hut the sig- 
nal is around 3OM) counts at the same 600 counts noise. 
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Fig. 1 I: 1 .-. -_... I .... wing for 
M ~ . 7 , a = 3 . 0 " a n d ~ ~ . 6 ° . ~ ~ 2 . 4 0 ,  
accumulation over 20 flashes with 2 5 p  pulse 
duration 

This is well to understand because the intensity of a single 
flash is lower then the accumulation of U) flashes. Fig. 12 
shows the same wing section as before and identical flow 
parameters but obtained only by a single flash with 2 5 p  
pulse duration time. 

Fig. 12: PSP result for the oscillating wing for 
Ma4.7, a= 3.0' and A u ~ f 0 . 6 ~ .  a&AO 
I flash with 2 5 p  pulse duration 

The plotted Cp values from the midsection (white cursor 
line), shown in Fig. 13 gives a good impression about the 
accuracy of this both techniques. There is no eminent dis- 
tortion detectahle between the single flash and accumula- 
tion technique. 
For comparison with the standard pressure tap technique a 
test under steady conditions without oscillation was ob- 
tained for Ma= 0.82, a= 0.24". Here the first 3deffects are 
visible in the PSP image. 
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Fig. 13: PSP obtained Cpdistribution for Ma a . 7 ,  a = 3.0" 
and Aa = M.bO. %p2.4" 

- 20 flash accumulation with 25ps pulse duration 
- 1 flash with 25p pulse duration 

lhese investigations were performed to detect and control 
stability effects. From the PSP images the full pressure- or 
Cp information in the region of M.25m of the midsection 
can be obtained but a lack of information using the pressure 
taps only placed in the midspan is given. As visible the flow 
is not symmetric because of any leakages at the wing ends. 

Fig. 13: PSP result for M A . 8 2 ,  a= 0.24O and accumula- 
tion over 20 flashes with 2Sp pulse duration 

The continuous line in Fig. 14 presents the PSP measured 
curve along the midsection and the black circles the pres- 
sure tap values. The= is a good agreement between this 
both simultaneously performed measurements. The pres- 
sure distribution in tbis case is locally constant indeed but 
not symmetric as visible by the complete PSP image. 

Fig. 1 4  Cpdistribution for Ma =0.82, a = 0.24" and 
20 flash accumulation with 2 5 ' ~ s  pulse duration 

Paint 

Different paints were investigated with the two basic exci- 
tation wave lengths in the range of 340 nm and 450 nm. The 
paints are differently sensitive to temperature and pressure 
at different excitation wave lengths. 
DLR started to contact paint distributors including Russian 
and American companies for spraying paints and paint foli- 
os. Various paints were investigated with CCD and PMT 
and also by a spectrometer connected to the slow scan cam- 
era. 
These investigations were made to gain our own informa- 
tion about temperature influence. There are different state- 
ments about the temperature sensitivity at room 
temperature in the emitted fluorescence bandwidth. As rec- 
ognizable in Fig.15 a shift in the emitted light using differ- . . . - 
ent light sources is detectable for the same kind of paint. 

t 
E 
% 
In 

c c .- 

520 560 600 640 680 720 
wavelength [nm] -b 

Fig. 15: Phase shift of emission spes using different 
light sources 



Alignment .nd ResertiOn 

As well known, an alignment between wind-on and wind- 
off images is necessary for accurate PSP results. To reduce 
the main influence of sting distortion, the self correcting an- 
gle of attack system O W  was installed. In fact, the model 
moves with an parallel shift closer to the CCD camera - 
mounted in the upper wall panel. This parallel image shift 
due to model displacement. has to be minimized by an im- 
age alignment procedure before dividing the two wind-on 
and wind-off images. In this case the shift was not automat- 
ically corrected. Fig.16 gives an impression of the result 
without the alignment procedure. 
For the alignment procedure a two dimensional transforma- 
tion was performed. using power series. This transforma- 
tion is expressed as: 

, I  

X =  EI(X,y) 
. .  . .  

Y = EZ(X.Y 1 

where E is a correction function and the unprimed cwrdi- 
nates (x.y) are used for the wind-off image and the primed 
coordinates (x'.y') for the wind-on image. 

'2 

'2 

I ,  '2 

'2 

, ,  
E I Y  (x.  ) = ao+alx +a2y +aIIx +a12xy +aZ2y +... 

, I  I ,  

E2(x.y) = b o + b l x + b Z y + b , l ~  +blZxy+bz2y +... 
-"--I 
caw. linear blquadratk 

a = 12.5" I 

I 
Fig. 1 6  Model surface without alignment procedure 

(flow parameter: a = 12.5'. p = 5'. Ma= 0.7) 

By the assumption that a few points (x,y) and (x',y') can be 
related together exactly, and that for the other points the 
transformation characteristics is identical, the following 
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equation can be written as in the equation before. The coef- 
ficients al. bl can be calculated with known pairs of points 
(x,y) and (x',y'). We get an linear equation system with 
(%al,a2, ..... )and (bbbl,bz, ..... )as unknown quantities.For 
the biquadratic formulation the location of a minimum of 
six points on the model surface (wind-on and wind-off im- 
age) must be known. Therefore markers, e.g. circles, must 
be placed on the model surface for the recognition of the re- 
lated points in both images. At last a two dimensional bicu- 
bic spline interpolation was used to obtain the intensity 
values at the nondistorted pixel location. 

a = 12.5' 
p =  5" 
Ma = 0.7 

Fig. 17: Model surface using alignment procedure 
(flow parameter: a = 12.5'. p = 5', Ma= 0.7) 

Using the same wind-on and wind-off images as before, the 
significant changing can be Seen in Fig.17. 
The typical error without angle of attack comction is in the 
range of 8-10 pixels. Using the O W  system -shown in 
Fig.18, the shift can be reduced to nearly 2-3 pixels. There- 
fore accurately obtained PSP images, optimized hy the 
O W  system, is the best start condition for the final align- 
ment and resection program. Our results showed a preesion 
of 0.5 pixel in shift. The numbers, form, sIructure and posi- 
tion of the markers is important for a later optimization of 
an exact detection and alignment. An alignment and marker 
recognition software was developed by DLR to minimize 
the image shift. In addition an automatically analysis sys- 
tem for markers and the real geometry of the model is under 
development. Finally a resection program is necessary for a 
real pixel transformation. 

r 
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1 

Fig. 18: Schematic sketch of the video-controlled 
support system OW1 

Lifetime Measurements 

Parallel to the intensity measurements lifetime tests were 
performed. Fig. 19 shows the test setup forthe fmt system. 
Tests were carried out by using a photomultiplier combined 
with a 800 MHz scope, a photon counter and a boxcar inte- 
grator. The main problem are intensity variations of the 
light source - in this case of the IO Hz pulsed excimer dye 
laser. For minimization of this laser instability the intensity 
was controlled by a photo diode. These preliminary inves- 
tigations were done to determine the value oft,, for vacuum 
conditions. 

Fig. 19: Lifetime - system composition 

The intensity variation is depicted in Fig. 20. A test with 
different paints shows a reasonable possibility to use this 
technique for wind tunnel measurements. 

- t 125 nddiv] 
Fig. 2 0  Influence of light stability 

- t [25 nddiv] 't, io 
Fig. 21: Result of the stabilized laser light 

After intensity stabilizing of the laser a curve as depicted in 
Fig. 21 can be obtained. To perform accurate measure- 
ments, different methods were checked: 

* twoflashmethod 
directmethod 
indirectmethod 
intensified camera 

The quenching coefficient k can be taken from the calibra- 
tion and detection of the Stem-Volmer-equation. The ad- 
vantage of the lifetime method is the fact that no reference 
image needs to be taken, and typical lifetimes in our case 
are shorter than 2oOns. Therefore, unsteady measurements 
are possible but temperature influences must be controlled 
accurately. The test setup for point wise PSP lifetime mea- 
surements is given in Fig. 22. 
After several tests with a number of light sources one result 
is given in Figure 23. The curve in the diagram shows the 
characteristics of the Optrud L4 paint.For a calibration in 
the external calibration chamber the typical exposure time 
of the CCD camera was in the range of I - 2 s for the DLR 
lamp (flash) and laser illumination.Using the intensified 
CCD camera under the same conditions, the grey curve 
with the exposure time (gate time) of 150 ns can be taken. 
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N2 Laser 
the calculations. Here each pixel gives an intensity, and the 
indirect lifetime in the interval to - t l  of Fig.21 can be ob- 
tained. However, to understand the mechanism of accuracy 
an analysis of the noise of the CCD and ICCD camera is 
necessary. The result of an global flat field correction of 
two pixel lines is given in Fig. 24. 
Here the typical error is < 0.01 % for the 16 bit slow scan 
camera. 
In comparison, the intensified CCD slow scan camera gives 
a typical error of 5% for an identical global flat field correc- 
tion of two pixel lines as depicted in Fig.25. Please notice 
the different VI0 scale. 

1.101 I I I I I 
Fig. 22: Test setup for direct point wise PSP-Lifetime 

measurements 

I 0.95 I 1 - 1  I 

"0 0.2 0.4 0.6 0.8 1.0 
P [bar1 - 

Fig. 23: Result of the calibration with an CCD and 
ICCD camera 

1.01 I I I I 

1 .oo 

0.9go \ 512 
CCD pixel 

Fig. 24: PSP intensity measurements using the CCD 
slow scan camera 

An area of 80x55 pixels from the total 5 12x5 12 pixels was 
selected. The intensity average of this area was the basis for 

51 2 ICCD pixel 

Fig. 25: PSP intensity measurements using the 
intensified CCD slow scan camera 

For accurate lifetime measurements by an ICCD camera the 
following steps are necessary: 

flat field correction 

lens correction 
stable light source 

The new generation of ICCD cameras have approximately 
the same characteristic as shown in Fig. 25. Therefore it can 
be stated that the lifetime method can be used to cover 
whole areas of PSP measurements (512x512 pixels) ac- 
cording to the intensity method. 

time and temperature stable amplifier 

knowledge of camera induced noise and paint 

Conclusion 

It was proven that the designed PSP system can be used for 
steady and unsteady flow measurements as well. After the 
exploration phase, real wind tunnel measurements using 
different models were performed. The results presented 
here for the intensity method in the transonic speed range 
shows a acceptable accuracy. 
DLR repeatability tests to the earlier OPMS system from 
the Inteco company from Italy using the DASA HYTEX 
model give much better results than before. The known vor- 

t 
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tex structures on this model are clearly visible and the pres- 
sure distributions in comparison with the measurements 
from I994 show a good ,,restart" with the DLR PSP system. 
A lot of industrial measurements have already been per- 
formed and evaluated. These measurements under real 
wind tunnel conditions gave experiences of great value. In 
combination with laboratory tests a PSP measuring system 
using the intensity method is now available at DLR. 
Additional equipment for tests using the lifetime method is 
under development, first measurements have already been 
performed. 

Steps of development for the DLR PSP system: 

Definition of a CCD and ICCD slow scan camera 

Development of an illumination system (sources and 
fiber optics) 

Development of a calibration chamber and a calibra- 
tion procedure 

Investigation of different paints (spectra, temperature 
dependence, photo-degradation, humidity, sensitivity, 
etc.) 

Assessment with the early OPMS measurements 

Lifetime measurement investigation. 
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1.0 SUMMARY 
A new pressure-measurement technique which employs the 
tools of molcular spectroscopy has recently received 
considerable attention in the aerospace community. 
Measurements are made via oxygen-sensitive molecules 
attached to the surface of interest as a coating, or paint. The 
pressure-sensitive-paint (PSP) technique is now commonly used 
in stationary wind-tunnel tests; this paper presents extension of 
the technique to advanced turbomachinery applications. New 
pressure- and temperature-sensitive paints (TSPs) have been 
developed for application to a state-of-the-art transonic 
compressor where pressures up to 2 atm and surface 
temperatures to 140°C are expected for the first-stage rotor. 
PSP and TSP data images have been acquired from the suction 
surface of the first-stage rotor at 85% of the correct design 
speed for the compressor peakefficiency condition. The shock 
structure is clearly visible in the pressure image, and visual 
comparison to the corresponding computer prediction shows 
quantitative pressures similar to the PSP data. The 
measurement error is estimated to range from 0.36 kPa in low- 
pressure regions to 4 kPa in high-pressure regions. The errors 
were significantly increased by a failure mode of the camera 
which will be described. 

2.0 INTRODUCTION 
The turbomachinery community is continually striving to 
improve the performance of gas turbine engines. The engine 
performance depends upon the compressor pressure ratio and 
efficiency where the stage pressure ratio is a function of the 
work, inlet total temperature, and stage efficiency. The turning 
of the flow which creates work is induced by the pressure 
profile over the suction and pressure surfaces of the blade. 
Because the pressure is rising through the rotor passage the 
amount of turning is limited by blade-surface and end-wall 
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boundary layer behavior. Boundary layers in an adverse 
pressure gradient tend to separate, which can cause a loss of 
efficiency and prevent any further increase in the pressure ratio. 
Currently, the stage pressure ratio and stage efficiency is 
determined experimentally by measuring the inlet and exit total 
pressure and temperature of the stage. Because of the complex 
flow interactions which occur in a rotor, it would be most 
beneficial to also know the pressure profile of the blade surface. 

Early surface pressure measurements of a subsonic rotor were 
made by Sexton, O’Brien, and Moses in 1973 where blade- 
mounted pressure transducers and a multichannel radio 
telemetry system were used’. Still today, blade-mounted 
pressure transducers are the only means to measure surface 
pressure on rotors. Unfortunately, such transducers cover a 
limited region (< 5%) of the blade surface, result in some 
compromise to the structural integrity of the blade and to the 
flow integrity, and have limited reliability in full-scale 
transonic turbomachinery environments. For these reasons, 
improved blade-surface pressure-measurement techniques are 
needed to aid the understanding of flow behavior in 
turbomachinery components. 

A relatively new technique that employs the tools of molecular 
spectroscopy to measure pressures by optical means is the 
subject of this paper. Measurements are made $a 
photoluminescent oxygen-sensitive molecules attached to the 
surface of interest as a coating, or paint; hence, the technology 
is referred to as pressure-sensitive paint (PSP). The objective of 
this research effort was to develop a PSP suitable for the harsh 
turbomachinery environment and to demonstrate the 
measurement technique for turbomachinery applications. 

Paper presented at an AGARD PEP Symposium on “Advanced Non-Intrusive Instrumentation 
for Propulsion Engines”, held in Brussels, Belgium, 20-24 October 1997, and published in CP-598. 
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3.0 MEASURMENT CONCEPT 
Table 3.1 summarizes the typical pressure-measurement 
concept. In this scheme, a photoluminescent species (A) 
absorbs light of appropriate energy (hu) and is promoted to an 
excited electronic state (A*). The excited-state molecules then 
return to the ground electronic state either by some radiative- 
decay process involving the emission of a photon (fluorescence 
or phosphorescence) or by a non-radiative pathway such as 
dynamic quenching. Dynamic quenching is the non-radiative 
phenomenon in which the excess energy is transferred to the 
motion of the quencher, which in this case is oxygen. Because 
of the effective competition between the luminescence and 
oxygen quenching, the luminescence can be used to quantify the 
local oxygen concentration. Oxygen quenching is usually 
modeled by some variation of the Stern-Volmer relation. In its 
simplest form, the relation is given by 

where I is the luminescence, I, the luminescence in the absence 
of oxygen, Po, the partial pressure of oxygen, and K.,. the Stern- 
Volmer constant. The Stern-Volmer constant is a product of the 
bimolecular quenching rate, k,, and the lifetime of the molecule 
at a vacuum, T,,. UnfoTnately, the pressure-sensitive probe 
molecules have other mechanisms by which they can return to 
the ground state which are manifested in a sensitivity to 
tem~erature'.~. As a result, development has begun on 
compatible temperature-sensitive paints'". As with pressure- 
sensitive coatings, the luminescence of temperature-sensitive 
coatings can be related to the surface temperature and can be 
measured with essentially the same instrumentation. For 
capitalizing on this compatibility, efforts are underway to 
combine both temperature and pressure probe molecules in the 
same layer of paint. 

Table 3.1 
quenching of photoluminescent probe molecules. 

Pressure-measurement concept based upon O2 

Photoluminescence and Quenching Process: 
A + hv 3 A' 
A" + A + hv' 
A' + O , +  A + 0,' 

Absorbtion 
Luminescence 
Quenching 

Temporal Behavior of Photoluminescence: 
d[A']/dt = -&[A'] 
k, = k, + kq[O*l 
IA"1CIA'lo= exP(-W 

To acquire surface pressure measurements in a wind tunnel test 
intensity fields are commonly measured because of the 
simplicity of the data acquisition procedure. To apply a Stern- 
Volmer model, the luminescence intensity at a reference 

pressure level, Iref, must be divided by the luminescence 
intensity at some test condition, I, over the area of interest. For 
this method, the ratio of luminescence intensities is calibrated to 
indicate the surface pressure. The 'intensities are generally 
sampled over the surface of interest by a detector array such as a 
charge-coupled device (CCD) camera. With today's CCD 
cameras having a million or more pixels, PSP can provide 
continuous surface pressure measurement at an unequaled 
spatial resolution. The output of the CCD array can be visually 
represented as a two-dimensional image, with the luminescence 
corresponding to a gray scale. 

4.0 PAINT DEVELOPMENT 
The basic pressure-sensitive paint is diagrammed in Fig. 4.1. A 
binder material which is oxygen-permeable (typically silicone- 
based) is used to suspend luminescent probe molecules whose 
emission is effectively quenched by a collision with molecular 
oxygen. The probe molecules can either be fluorescent (short 
lifetime c-300 ns) or phosphorescent (long lifetime >lo0 ps). 
The luminosity or lifetime of the excited paint is related to the 
oxygen concentration by the Stern-Volmer relations previously 
presented. 

'emission 

'excitation 

Oxygen- S ensi tive 
MoleculesBinder 

s 
+-- Surface 

I t  p l  

Figure 4.1 Basic PSP structure. 

Given an oxygen-sensitive molecule, there are three primary 
factors involved in fabricating a suitable PSP. First, the binding 
medium used to attach the probe to a surface must be oxygen 
permeable in order to permit oxygen quenching. Second, the 
binding medium must be compatible with the probe molecule. 
For example, if the polymer is highly polar and the probe 
molecule is non-polar, the resulting paint could be completely 
insensitive to pressure. Finally, the binding medium must 
provide a stable environment for the probe. Often, significant 
variations in paint performance over time results from continued 
reorganization of the polymer system. Thus, it is beneficial to 

. . 
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use a polymer which cures quickly near room temperature. The 
first two factors can effectively be satisfied through the 
appropriate selection of probes and polymers. The fmal factor 
is the most difficult to achieve, the primary obstacle being a 
result of temperature effects. 

+ I-pyreneacetic acid 
4 p y r e n e  

0 7 ,  I ,  I I 1  I ,  I I 

The sensitivity of pressure paints to temperature involves both 
the vibrational activity of the probe molecule itself and the 
binding medium. However, the temperature-sensitivity effects 
are currently dominated by the binder. The Stem-Volmer 
constant of the pressure paint can be expressed as a function of 
temperature and binder viscosity by 

KO = 8RT 130007 

where R is the gas constant, and q is the viscosity of the binder. 
Another effect of temperature on paint performance involves the 
solubility of oxygen in the paint binder. The solubility of 
oxygen in a silicone binder is given by Henry’s Law 

where AH is the enthalpy of solution (-3.0 kcal/mole for 
silicone). Therefore, the paint performance is inconsistent 
throughout the paint layer where temperature variations exist. 
As a result, care must be taken in designing the correct binder, 
both for homogeneous performance and compatibility with the 
probe molecule. 

4.1 Paint Performance 
After screening numerous molecular probeshinder 
combinations, one prototype paint was selected for 
demonstartion in a state-of-the-art transonic rotor. The selected 
paint utilized a derivative form of pyrene (I-pyreneacetic acid) 
in a white RTV (GE 734). While ordinary pyrene in RTV 
typically yeilds satisfactory surface pressure measurements’, the 
pyrene could not withstand the elevated temperatures of a 
transonic compressor9. For the rotor under study the suction 
surface blade temperatures and pressure were expected to 
approach 140 “C and 2 atm, respectively’. By using a derivative 
form of pyrene, which has a higher boiling point compared to 
pyrene, a paint which survived the extreme temperature was 
developed. The temperature surviability was, however, 
obtained at the expense of some pressure sensitivity. As 
presented in Figure 4.2, the Stem-Volmer calibration of the 1- 
pyreneacetic acid (PA) paint at room temperature shows a 
decrease in pressure sensitivity of - 15% as compared to 
pyrene. Pyrene, on the other hand, vaporizes at -80 OC’. The 
calibration of the PA paint over pressure and temperature is 
presented in Fig. 4.3. Figure 4.4 presents the calibration of five 

independently painted samples representing the sample to 
sample repeatability. 

Figure 4.1 Calibration comparison of pyrene and 1- 
pyreneacetic acid (room temperature). 

P =  A(T)+H(T)I ,+C(T) / , ’  

Temperature (C) A( T) = U ,  + u,T+ u,T’ + U, T’ 
O(T)= h, + h2T+ hJ’ + h4T’ 

c(T)= c,  + C ’ T + C > T l  + C l . / . ’  

0 50 100 150 200 

KPa 

Figure 4.3 Performance of PSP developed for 
turbomachinery. 
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Figure 4.4 Calibration variation of four independent PSP 
samples at room temperature. (final data will be of 5 data sets) 

As can be seen in Figure 4.3, despite efforts to minimize 
temperature sensitivity the PSP remains quite sensitive to 
temperature. In order to correct for the temperature-sensitivity 
of the PSP, a temperature-sensitive paint was also developed. 
Thus, in a rotor test, two blades would be painted and surface 
pressure and temperature measurements could be obtained 
sequentially. The design of a temperature sensitive paint is 
similar to that of a PSP with the exception that the selected 
binding medium was impermeable to oxygen. For the TSP a 
fluorescent laser dye (1,3-bis( 1 pyrene)propane) was 
suspendend in a marine caulk (Bostick). The Stem-Volmer 
Calibration for the TSP is presented in Fig. 4.5. 

0.5 f 
O J  

10 60 110 
Temperature (C)  

Figure 4.5 Performance of TSP developed for 
turbomachinery. 

4.2 Paint Photodegradation 
All luminescence-based paints display a common characteristic 
referred to as photodegradation, whereby the paint-intensity 
signal deteriorates as a function of time with continued exposure 
of the paint to visible light. Figures 4.6 and 4.7 show the 
photodegradation results of the PSP and TSP as a function of 
input energy. (These plots will later be combined into one) The 
paint photodegradation is expressed in terms of percent of the 
initial intensity. In general, the PSP displayed a higher rate of 
degradation than the TSP and absorbed a larger amount of input 
energy before the rate started to decline. At 30 mJ of total 
energy delivered to the paint the PSP degraded - 6.6% while the 
TSP degraded - 1.3%. The rate of photodegradation 
circumvents the advantage of using increased illumination 
power to improve signal levels. Hence, the effect of 
photodegradation must be considered when designing a PSP 
experiment. 

1 
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Figure 4.6 PSP rate of photodegradation as a function of total 
energy delivered to the paint. 
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Figure 4.7 TSP rate of photodegradation as a function of total 
energy delivered to the paint. 

4.3 Paint Pressure Sensitivity 
A PSP image of a jet impinging on a flat plate will be presented. 
Figure 4.8 will present an image of the pressure gradient created 
by the jet and Figure 4.9 will show a cross section comparing 
PSP data with transducer data. Examples of these figures are 
attached. Final figures will include error bars etc. 
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5.0 TEST ARTICLE DESCRIPTION 
For application demonstration, the selected pressure-sensitive 
paints were applied to a state-of-the-art transonic compressor. 
The compressor test was conducted from September 1996 to 
January 1997 at the Turbine Engine Research Center (TERC) 
located at Wright-Patterson Air Force Base. The primary 
objective of this test was to obtain quantitative pressure 
measurements from the suction surface of the first stage rotor. 
The following paragraphs describe the test article description, 
test set up, and data acquisition procedure. The two-stage test 
compressor is presented schematically in Figure 5. I .  The 
general airfoil geometry for this rotor is described in Table 5. I .  
At the aerodynamic design point, the relative Mach number was 
supersonic over 75% of the blade span. Table 5.2 presents the 
demonstrated baseline performance of this rotor at the design 
condition where the rotor speed is 13,288 rpm. 

v <  - 
i 

Figure 5.1. Profile Schematic of Test Compressor. 

Table 5.1. Airfoil Geometry Parameters for Rotor 1. 

Parameter Value 

Number of Blades 

Average Aspect Ratio 

Table 5.2 Rotor 1 Performance at 98.6% Speed, 
Design Pressure Ratio and Flow. 
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Total Temperature Ratio 

Corrected Tip Speed, m/s 

Corrected Mass Flow, kg/s 

Average Tip Clearance, mm 

Tip Clearance to Actual Chord, % 

Parameter Value 

Total Adiabatic Efficiency, YO 
Total Pressure Ratio 

1.3 

480.7 

71.8 

0.96 

0.46 

In this study, PSP and TSP data at peak efficiency (PE) 
operating point at 85% corrected speed were obtained. Peak 
efficiency at 85% speed was the overall peak efficiency of the 
compressor''. Therefore, the first stage rotor was at least 
moderately loaded for the peak efficiency condition used in this 
demonstration. 

S. 1 Tesf Setup 
The rotor test setup is shown in Fig. 5.2. A 305 x 25 mm 
window was placed -260 mm upstream of the rotor leading 
edge. A 16-bit Princeton Instruments intensified charge- 
coupled device (ICCD) camera (576 x 384-pixel Thompson 
chip), fitted with a 50-mm W1.2 lens, was located -0.5 m 
upstream of the rotor. The camera viewed the blades across the 
flow path and was angled -5 deg below the centerline to avoid 
viewing the bullet nose. A 2-mJ nitrogen pulsed laser beam 
(337 nm, I-ns pulse) was launched into a fiber which was 
mounted adjacent to the camera. The laser was used in the 
pulse-on-demand mode-the laser only fired when the 
command was given to the ICCD to' acquire an image. The 
beam (measured at 0.4 pJ at the exit of the fiber) was expanded 
to illuminate the visible suction surface of the first-stage rotor. 
With the presented viewing angle, the adjacent blade prevented 
viewing beyond 52% chord at the tip, and the image size 
restricted viewing inboard of 62% span. 

P Flag Switch - CONTROL ROOM 

7 Digital Delay Generator 

U- 
Camera / 
Cooling 
Unit - Flow 

U N 
U- 

\Rotor 
XST CHAMBER Plane 

Figure 5.2 PSP Test Set Up. 

The Princeton Instruments detection system included the ICCD, 
an ST-138 camera controller for image acquisition and readout 
via the personal computer, and an FG-100 pulse generator for 
triggering the camera. The camera system and laser were 
mounted on an optical table inside the test chamber. A Neslab 
cooling unit was used to maintain the ICCD chip at -20" C to 
minimize readout noise. The camera and nitrogen laser were 
remotely controlled from an adjacent room. As mentioned 
previously, TSP requires a blue filter on the detector while PSP 
does not. A filter arm (flag) was configured with a switch to 
allow remote positioning of the blue filter. When switched on, 
the current in the flag created a magnetic field which attracted 
the flag towards another magnet mounted on the optical table. 
Thus, the switch could be used to move the filter in and out of 
the camera path. 

The following procedure was used to image the blade and 
acquire data images. Once the operator sends the command to 
initiate image acquisition, the CCD camera was charged, and 
the once-per-revolution pulse (Urev) from the test article was 
used to initiate the timing sequence. The l/rev signal was 
delayed by the amount, Atdclay, required to rotate the desired 
painted blade into the image plane. A Stanford Research 
DG535 delay generator, triggered by the l/rev, was used to send 
out two pulses--the first to trigger the pulse generator, which in 
turn triggered the camera, and the second to trigger the laser. 
The second pulse trailed the fust by 13 ps to take into account 
the time required for the camera electronics to respond to the 
trigger. This allowed synchronization of the arrival of the laser 
light at the blade surface and the activation of the camera 
intensifier for collecting the resulting fluorescence emission. 
The period of operation of the intensifier (gate time) was 

, 

, 

. 
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determined by the laser pulse width and subsequent 
fluorescence emission of the paint. For this test a I-ns laser 
pulse was used, and the maximum fluorescence lifetime was 
determined from calibration to be 323.5 ns (at vacuum and 
room temperature). The gate time was selected to be IO ps to 
take into account laser jitter on the order of 1 ps. Therefore, the 
timing required to image the blade (< 2 ps) was achieved by the 
combination of the short laser pulse and the short-lived 
fluorescence of the paint--not by the gate of the intensifier. The 
camera “shutter,” or charge time, was preset to a minimum of 
one rotor revolution. After the shutter closed, the acquisition of 
another image could not be initiated until the CCD downloaded 
the data to the computer. The readout time of the 221,184-pixel 
CCD chip was 234 ms. This limits this particular camera to 
steady state measurements since another image can not be 
acquired until the readout is complete. 

5.2 Data Acquisition Procedure 
Four types of images were required in PSP and TSP 
measurements: a wind-off reference image, a wind-on test 
image, a black image, and a white image. The black images 
were taken with the lens cap on to define the thermal noise of 
the CCD array. The white image was taken of a uniformly 
illuminated surface of arbitrary intensity. This image provided 
a flat-field correction for the “honeycomb” pattern on each 
image which results from the “minifief’--the tapered fiber-optic . 
coupling between the photocathode and the CCD chip. Both the 
black and white images were only camera-dependent and could 
be taken either before or after the test. Thus, during a scheduled 
testing period, only the wind-off and wind-on images were 
acquired. 

Wind-off images were acquired both before and after each test; 
pre- and post-test wind-off images could be compared to 
determine whether oil might be present in the compressor and to 
check for paint photodegradation. For acquiring the wind-off 
images, the rotor rotated 150 rpm where the pressure gradient 
was well below the current resolving capability of the paints. 
This approach provided valid reference images while allowing 
the timing circuitry to be used for accurate positioning of the 
blade images. For acquiring the wind-off images, the camera 
shutter was set to 400 ms. Sequential images were acquired 
using various timing delays until the desired painted blade 
appeared in the image. Care was taken to determine the delays 
required to place the TSP and PSP blades in the same location. 
The locations were determined by the image pixel coordinates 
of the blade leading edge. The delay and coordinates of each 
blade were recorded. Fifty wind-off images were acquired for 
each paint for steady-state averaging. 

Once the wind-off images were acquired, the compressor was 
throttled to a desired test speed and condition. For the wind-on 
images, the camera shutter was reduced to 50 ms. To provide a 

constant background noise from image to image, the shutter 
value remained constant for all of the wind-on images, 
regardless of the rotational speed. From the coordinates 
previously recorded during the acquisition of the wind-off 
images, the delays required to superimpose the TSP and PSP 
blades were determined, and the corresponding wind-on images 
were acquired. Fifty wind-on images were acquired from each 
blade at each test condition for averaging. 

6.0 IMAGE PROCESSING 
The post-processing was carried out mainly using PAINTCP, a 
program developed for NASA Ames by Sterling Software, 
Inc”. This package is used in PSP image analysis for wind- 
tunnel aircraft model tests. For the purposes of this experiment, 
many of the functions within the code were not required; 
however, the program was used for its ability to register the 
alignment marks in each image and transform the wind-off 
image to align it ’with the wind-on image. A separate computer 
program was used to perform basic functions such as image 
averaging, subtraction, and division. 

Each image captured by the ICCD camera can be described as a 
product of ‘camera sensitivity, S(x,y), illumination power, 
P(x,y), and the paint emission, E(x,y), plus thermal background 
noise, B(x,y), as follows: 

(4) 

where each parameter varies spatially. As a result of equation 4, 
two corrections were required for the wind-off and wind-on 
images prior to division and conversion to quantitative 
temperature or pressure data: 1) a background correction to take 
into account the thermal noise on the ICCD chip, and 2) a flat- 
field correction to take into account the spatial variations in 
camera sensitivity and illumination (attenuation). The thermal 
noise was removed by subtracting the background image, which 
only contained B(x,y), from the wind-off and wind-on images. 
Removal of the camera attenuation was more difficult. A flat- 
field correction was used to remove the attenuation caused by 
the minifier-which results in a honeycomb pattern on the data 
image. This pattern--a mechanical effect of the camera--was 
fixed in all images; therefore, manipulation of the wind-on 
image to align it with the wind-off image would skew this 
pattern relative to the wind-on image, adding unnecessary 
pattern noise to the final image, as illustrated in Fig. 6. I .  
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Wind-off and wind-on objects 
aligned and ratioed 

Figure 6.1 Honeycomb-pattern noise caused by ICCD minifier. 

To remove the honeycomb pattern caused by the ICCD minifier 
prior to using PAINTCP, both the background-corrected wind- 
off and wind-on images were divided by a white image--which 
was also background corrected. The process is depicted by 
equation 5 :  

where x represents either the wind-off or wind-on condition and 
the white image records the sensitivity, illumination power, and 
a reference emission, E,(x,y). All of the images (white, wind- 
off, and wind-on) were corrected for thermal noise, B(x,y), by 
subtracting the background image, Iblack. Dividing the wind-off 
and wind-on images by a white image should effectively 
remove S(x,y) and P(x,y), leaving only the ratio of the paint 
emission, E(x,y), and the reference emission used to create the 
white image, E,(x,y). Therefore, the final images should be free 
of the thermal noise caused by the CCD and the honeycomb 
pattern caused by the fiber-optic coupler of the camera. The 
reference emission, E,(x,y), cancels later in post processing 

when the corrected wind-off image is divided by the corrected 
wind-on image. 
Once the wind-off and wind-on images were corrected, the 
PAINTCP program was used to locate the alignment marks on 
the corrected images and the program was used to “warp” the 
corrected wind-on image to match the pattern of alignment 
marks in the corrected wind-off image. The wind-off image 
was then divided by the properly aligned wind-on image, and 
the final-image ratio is written to an IEEE floating binary file. 
This procedure was performed twice for each test condition-- 
once for the TSP data and once for the PSP data. In order to 
temperature-correct the PSP data, the TSP image was also 
aligned with the PSP image. Therefore, all of the pressure and 
temperature images were aligned to the same wind-off PSP 
image. 

The output from the PAINTCP program was read into a 
software package which allowed simple matrix and image 
manipulation. The equation determined from the paint 
calibration for the TSP was applied to the temperature matrix to 
convert the intensity ratio to surface temperatures (in O C). 
These results were output to a new matrix. Because the 
temperature image was aligned with the pressure image using 
PAINTCP, the temperature image could be used to calibrate the 
pressure image directly. The surface-temperature information 
and the intensity-ratio data from the PSP image were input into 
the calibration equation for the PSP, and the resulting surface- 
pressure information was output to a second matrix. The final 
temperature image and temperature-corrected pressure image 
were scaled and plotted with false-color. 

7.0 TRANSONIC ROTOR RESULTS 
Figure 7.1 depicts the area of the blade where temperature and 
pressure data were acquired. The lines are used to outline the 
physical image region of the blade because the photograph of 
the blade was taken at a different point-of-view than the data 
acquired from the paints. The approximate dimensions of the 
viewable area of the blade where data were acquired are from 0- 
52% chord at the tip and from 62-100% span at the leading 
edge. Approximately 6 1,500 pixels were focused on the blade 
for P/TSP measurements. Accounting for pixel blur, the actual 
spatial resolution obtained was 1.2 mm in the direction of 
rotation and 0.4 mm radially. Therefore, the PSP offers a 
measurement point - 27% of the size of a 1.5-mm diameter 
transducer. While the spatial resolution was maintained in the 
radial direction, only 113 of the 

. .  
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Figure 7.2 Calibrated TSP image at 85% Nc, peak-efficiency 
operating condition. 

The average of fifteen TSP and 15 PSP images obtained at the 
85% Nc, peakefficiency condition were processed as described 
previously. Figures 7.2 presents the fmal TSP results. The 
surface temperatures at the leading edge ranged from 25' C at 
-62% span to 50' C at the tip. At -52% chord the tempxatwes 
ranged h m  0" C at - 62% span to 50' C at the tip. Figure 7.3 
shows the final PSP data corrected for temperature using the 
TSP data. The two chordwise streaks are the result of some oil 
present in the test article. The oil contamination was visible in 
the wind-off TSP image. Because the oil was present in only 
one image i t  was nof ratioed out. Furthermore, since the oil 
affected the TSP image, the skeaks were propagated into the 
PSP data when the data was corrected for temperature, Figure 
7.3 also shows the CFD prediction for 85% Ne for qualitative 
comparison. The CFD code used was developed by NASA 
Lewis'? The shock location in the PSP agrees with the 
prediction. 
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Figure 7.3 CFD prediction and temperaturGeomcted PSP 
image, 85% Nc, peakefficiency operating condition. 

9.0 DISCUSSION 
-protome paints successfully endured environment and 

adequately demonstrated the technology potential. 
-paints need to be improved. "Off-the-shelf" RTVs are not 

the binder of choice. It is very difficult to engineer crosslinked 
polymers (RTV's) to get desired binder performance (e.g. 
temperature stability, oxygen permeability). Paint development 
will continue using sol-gels and synthesized polymm. 
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Paper 18 
Author: Navarra 

Q: Voigt 

Since the honeycomb is a consistent pattern in the images that have been taken with an intensified CCD-camera, 
it should be possible to suppress the effect in the frequency domain; where the pattern will appear as a peak at a 
certain spatial frequency. Did you try this ? 

A: No, this was not attempted but, it is believed that this would not be sufficient to correct the data because of 
the noise. 

Q: Versluis 

Referring to the poor quality of the images (in your paper attributed to the ICCD camera). Are you sure these 
effects are not caused by pulse-to-pulse fluctuations of the pulsed N, - laser ? 

A: No, the pulse-to-pulse fluctuation of the laser is - 1% and therefore was not a concern. Again, the major 
noise source was from the intensified CCD camera. 

Q: 

Did you observe or have to correct for any self-illumination effects in your work within the confined spaces in 
turbomachinery ? 

A: No, the painted blades were not adjacent, they were sufficiently spaced such that self-illumination was not an 
issue. 
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Rotor Blade Pressure Measurement in a Rotating Machinery 
Using Pressure and Temperature Sensitive Paints 

Torgerson, S., Liu, T. and Sullivan, J. 
School of Aeronautics and Astronautics 

Purdue University, 3 Purdue mort 
West Lafayette, IN 47906-337 1, USA 

Summary 
Pressure and temperature sensitive paints have been 
utilized for the measurement of blade surface pressure 
and temperature distributions in a high speed axial 
compressor and an Allied Signal F109 gas turbine engine. 
Alternate blades were painted with temperature sensitive 
paints and then pressure sensitive paint. This 
combination allows temperature distributions to be 
accounted for when determining the blade suction surface 
pressure distribution. Measurements were taken and 
pressure maps on the suction surface of a blade were 
obtained over a range of rotational speeds. Pressure maps 
of the suction surface show strong shock waves at the 
higher speeds. 

Introduction 
Pressure and temperature sensitive pahts (PSP and TSP) 
offer a unique and inexpensive means of determining 
surface pressure and temperature distributions. 
Continuous surface pressure and temperature 
distributions, impossible to obtain using conventional 
measurement techniques, are critical for understanding 
complex flow mechanism and allow direct comparisons 
with results from computational fluid dynamic 
calculations (CFD). Not only is the cost of installing 
these conventional probes an issue, but the aerodynamics 
and structural dynamics of the model can be seriously 
altered by modifications to accommodate the transducers 
and static pressure taps. PSP measurements on rotating 
machinery were conducted by Bums and Sullivan [I] with 
a laser-PMT based system. They obtained pressure 
distributions on a small wooden propeller and a TRW 
Hartzell propeller. Their PSP-derived pressure 
distributions across the blades show reasonable trends. 
Bykov et a1[18] have shown extensive pressure 
measurements on propellers using a proprietary Russian 
pressure paint. Bencic [ 19lat NASA Lewis has recently 
completed a series of test using PSP for fan blade 
pressure measurements on a model high-by-pass ratio fan. 
Navarra and colleges [20]at Wright Patterson Air Force 
Laboratory are also developing PSPlTSP systems for 
large scale turbomachinery 

In this study, the PSP and TSP techniques are further used 
to measure pressure and temperature distributions on 

rotor blades in a high speed axial compressor and in an 
Allied Signal F109 gas turbine engine. 

PSP and TSP Theory and Measurement Techniques 
The physical processes involved in behavior of PSP and 
TSP have been thoroughly presented in literature [3-1 I], 
but will be covered briefly in this section for 
completeness. 
The paint layer is composed of luminescent molecules and 
a polymer binder material. The resulting ‘paint’ can be 
applied to a surface using a brush or sprayer. As the paint 
dries, the solvent evaporates and leaves behind a polymer 
matrix with luminescent molecules embedded in it. Light 
of the proper wavelength to excite the luminescent 
molecules in the paint is directed at the model and 
luminescent light of a longer wavelength is emitted by the 
molecules. Using the proper filters, the excitation light 
and luminescent emission light can be separated and the 
intensity of the luminescent light can be determined using 
a photodetector. Through the photo-physical processes 
known as thermal- and oxygen-quenching, the luminescent 
intensity of the paint emission is related to temperature or 
pressure. Hence, from the detected luminescent intensity, 
temperature and pressure can be determined. 
Pressure Sensitive Paint 
PSP operation is based on the principle that certain 
fluorescent molecules are quenched by the presence of 
oxygen. In the molecules of interest, oxygen interacts with 
the excited molecules and the excess energy is transferred 
to the oxygen in a collisional process, with no photons 
being emitted. This process, known as oxygen quenching, 
is the basis for the pressure sensitive paint method. 
According to Henry’s law, oxygen concentration is 
proportional to the partial pressure of oxygen, which is 
proportional to static pressure. The result is that if there is 
a locally high pressure area, the fluorescent molecules will 
be quenched by oxygen. 
The oxygen quenching process and can be modeled with 
the Stem-Volmer relation: 

P - -  Ire‘ - A(T) + B(T)- 
I P ref 

where A and B are the coefficients to be determined 
experimentally, I is the measured luminescent intensity, 
I, is a reference luminescent intensity, p is the pressure, 
and p,, is a reference pressure. In general, the coefficients 
A and B are temperature-dependent. The PSP used in this 
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study is Ru(ph,-phen) + silica gel particles in GE RTV 
118. Figure 1 shows the Stern-Volmer plots for this paint 
across a range of temperatures useful in rotating 
machinery. The temperature-dependent Stern-Volmer 
coefficients are : 

and 
B(T) = 4Jl+b,(T-T,)) 
where 
a, = 0.13, 
bo = 0.87, 
T is in Celsius, and 20 OC < T < 60 OC. 

a, = 2.82, 
b, = 4.32, 

The temperature dependence of A is due to the thermal 
quenching as in TSP. The temperature dependence of B is 
due to the temperature dependence of diffusivity of the 
polymer binder.( Torgerson [14], Schanze et a1.[21 I) 
Therefore, for accurate pressure measurements, surface 
temperature must be determined. In this study, TSP is 
used for temperature measurement. 
Temperature Sensitive Paint 
In TSP radiationless transitions in the molecule release 
energy through vibrational and rotational motions of the 
molecule. In certain molecules, these non-radiative 
transitions are dependent upon temperature 
For a TSP, it is assumed that the paint layer is not oxygen- 
permeable so that [OZ] = 0. Hence, the quantum yield is 
simply given by . 

I a=-= k L  =kLTO 
1, k L + k D  

The deactivation term kD may be decomposed into a 
temperature-independent part ko and a temperature- 
dependent part kl that is related to thermally activated 
intersystem crossing (i.e. ko = ko + kl). The rate kl can be 
assumed to have an Arrhenius form 
k, = C exp(-E/RT) 
where C is a constant, E is the Arrhenius activation 
energy, R is the universal gas constant and T is the 
thermodynamic temperature (in Kelvin). 
The temperature dependence of luminescent intensity can 
be approximated by the simple Arrhenius relation over a 
certain temperature range 

where I is the measured luminescent intensity, I,, is a 
reference luminescent intensity, T is the temperature in 
Kelvin, T,, is a reference temperature in Kelvin, E is the 
Arrhenius activation energy, and RI is the universal gas 
constant. The constant E/ RI can be determined 
experimentally. 
The TSP used is Ru(bpy) in Shellac. Figure 2 shows the 
Arrhenius plot of calibration data obtained over several 
days. The constant E/ RI is 1,070 for Ru(bpy)-Shellac 

paint. The PSP and TSP were coated on alternating 
blades by spraying or dipping the blades in the paint, 
resulting in a thickness of approximately 20 microns. 

In intensity-based PSP and TSP measurements, a 
reference signal (image for a CCD camera system) is 
taken prior to the experiment starting. This signal 
(image) of the luminescence is known as a “wind off’ or 
reference signal (image) and is ratioed with the signal 
(image) taken under test conditions. This ratio method 
acts to remove nonuniformities in illumination and 
luminescent intensity variations due to uneven paint 
thickness. 
Estimates of the error in the pressure and temperature 
measurements are: 

T = T + l ° C  
p = p+Spsi 

Details of the error estimates are given in Refs. 10,13 and 
14. In wind tunnel testing using PSP, several pressure taps 
are used to perform an in situ calibration to significantly 
reduce the pressure error. The pressure error in the 
present case is primarily due to the lack of a known 
pressure on the compressor blade with which to correct 
the PSP results. 

Axial Compressor Facility 
The Purdue Research Axial Fan Facility features a 30.48 
cm (12 in.) diameter, 2/3 hub-tip ratio compressor rotor 
which is integral with the shaft. The drive system 
consists of a 400 horsepower AC motor driving a 
magnetic clutch with a variable speed output that drives a 
gearbox, as shown in Figure 3. Eighteen inlet guide vanes 
are twisted to produce a free vortex whirl into a 19 blade 
axial flow rotor. Both the inlet guide vanes and the rotor 
blades are designed with NACA 65 series airfoil sections 
on circular arc meanlines. The aluminum rotor blades 
have 2 in. chord and 2 in. span from the hub to tip. 
Located downstream of the rotor are eight aerodynamic 
struts that support the rotor bearing housing. Axial 
spacing between the trailing edge of the rotor and the 
leading edge of one of the struts nondimensionalized by 
the rotor chord C, is L/C,= 3.47. For these experiments, 
axial IGV-to-rotor spacing to chord ratio is set at Z/C, = 
0.6 (loo IGV stagger angle). Note that the selection of 
rotor speeds is dictated by the vibrational level of the 
machine. The velocity measurements have been made 
using hot-film sensors between the IGV and rotors. A 
detailed discussion about hot-film measurements in the 
compressor is given by Johnston and Fleeter [2]. 
Laser Scanning System 
Instead of a CCD camera system commonly used for TSP 
and PSP measurements in wind tunnels, a laser scanning 
system was adopted for measurements in the compressor 
where optical access is very limited. Descriptions of the 
laser scanning system was given by Burns [ 11 and 
Hamner et al. [ 121. Recently, a two-dimensional laser 
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scanning system has been developed for TSPs and PSPs 
[13, 141. The laser scanning system used is shown in 
Figure 4. An air-cooled Argon laser with filtered output 
of 488 nm was used as an illumination source for both the 
PSP and TSP. It was mounted upstream of the inlet such 
that the beam passed between the upstream inlet guide 
vanes and arrived at the rotor blades. Using a computer- 
controlled scanning mirror, the 1 mm diameter laser spot 
was scanned across radial locations over each blade. As 
the rotor blades rotate, the laser illuminated the painted 
blades across the chord at each radial location. There was 
a minimum of 100 data points in the chordwise direction, 
depending on rotational speed. Luminescence was 
detected with a Hamamatsu PMT after the excitation light 
was filtered from the signal with a long-pass optical filter. 
Data were collected by a PC with a 12 bit A/D converter 
operating at a maximum of 500 KSamplesk. Pressure 
and temperature distributions were calculated from the 
calibration relations. 

Results - Axial Flow Compressor 
Typical raw intensity signals from the PSP and TSP on 
suction surface are shown in Figure 5 for several 
rotational speeds (1,000. 13,500 and 17,000 rpm). As the 
rotational speed increases, the luminescent intensity of 
the TSP decreases, indicating increase of surface 
temperature. The PSP depends on both pressure and 
temperature. The change in the distribution of the PSP 
intensity as the speed increases can been observed in 
Figure 5 .  The change in shape is mainly due to pressure 
variations on surface. In particular, an intensity drop at 
17,000 rpm occurs within a position range from the 90' to 
100' data point (0.6 to 0.67 chord), which corresponds to 
a large pressure jump produced by a shock. 
In order to calculate temperature and pressure, the signal 
at the lowest speed of 1,000 rpm was used as the "wind 
off' intensity and the signals at the larger speeds as the 
"wind on" intensity. Figure 6 shows radial surface 
temperature distributions at mid-chord at different 
rotational speeds The mean temperature on the blade 
surface was found to increase with rotational speed. This 
is attributed to friction heating on the rotating blade. The 
highest blade surface temperature is about 43'C at 17,800 
rpm.. Surface temperatures are higher at larger radial 
distances since the relative velocity is greater near the tip. 
Figure 7 shows measured temperatures at 50% span on 
Mylar and aluminum surfaces at several relative Mach 
numbers (several rotational speeds) along with stagnation 
temperatures. Obviously, the insulating properties of the 
surface affects surface temperatures. 
Surface pressure distributions were obtained using the 
Stem-Volmer relations with the temperature-dependent 
coefficients by taking the temperature effects into 
account. Figure 10 shows a surface pressure map at a 
rotational speed of 17,800 rpm. This two-dimensional 
maps clearly indicate the formation of a shock that 
produces a rapid pressure rise across it. The black patch 
at the right edge results from blade overlap near the root. 

A composite view of both the temperature blade and the 
pressure blade is given in Figure 12. 
A cascade analysis was performed at the 0.75 span of the 
rotor blade using Rotor Viscous Code Quasi-3D from R. 
Chima at NASA Lewis Research Center [15, 161. This is 
a Navier Stokes code that was used with a Baldwin- 
Lomax turbulence model. A body-fitted C grid (301x61) 
was generated by a companion code [17]. Figure 14 
shows comparison between CFD results and PSP data at 
75% span for different rotational speeds. The Pressures 
are normalized with the upstream stagnation, wich is 
atmospheric pressure for the experiment. The PSP- 
derived pressure distributions exhibit the same trend as 
those given by the CFD code. Quantitatively, the 
measured pressure data are lower than the CFD results. 

Allied Signal F109 Engine 
The laser scanning system demonstrated in a high speed 
axial compressor gave excellent results. In this section, 
the technique is adapted for use on a modem gas turbine 
engine. This test serves to iltustrate the capabilities of 
pressure sensitive paints using the laser scanning system 
in a more complex test environment. 
The F109 is a two-spool, contrarotating concentric shaft, 
non-augmented, fixed geometry turbofan engine with a 
bypass ratio of 5. It was designed to produce 1330 lbs. of 
thrust. The fan section is 18 inches in diameter and 
contains 30 compressor blades. The F109 was designed 
for use as the propulsion unit for a jet trainer aircraft, but 
was never put into production. The Department of 
Aviation Technology at Purdue acquired several of the 
engines from the Air Force and Allied Signal for 
instructional use. The engine used in these tests is 
mounted in an indoor test cell in the Aviation Technology 
building at the Purdue Airport. The engine had 30 hours 
of operation at the start of these tests. A schematic of the 
F109 is shown in Figure 14. 
Previous PSP experiments in the F109 [ l ]  used a hollow 
probe mounted in the bellmouth with a mirror attached at 
the end with a 45" angle to pass the laser into the fan 
section and also collect the fluorescence. Using this 
method, only one radial location may be tested at any 
moment due to the fixed angle of the mirror. Since the 
objective is to measure full two-dimensional pressure 
distributions, the laser and optics were mounted upstream 
of the bellmouth This is an arrangement similar to Figure 
4. In doing this, there are several factors that must be 
considered. Due to the large mass flow into the engine, 
the laser and optics must be placed far enough upstream to 
not interfere with the engine intake air. Also the flow 
velocities must be small around the optics so that 
movement due to turbulence in not a problem. Placing the 
optical setup far from the blades reduces the F number of 
the basic system, so that a large collection lens must be 
added to focus an acceptable amount of fluorescence on 
the PMT. Also, due to the laser beam's divergence, a long 
focal length lens system must be used to focus the laser 
onto the paint. 
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Paint Adhesion 
One of the challenging aspects of applying the PSP to the 
rotor blades is to make sure that the paint adheres at the 
highest rotational speeds. Ideally, the paint should be very 
thin, since the centrifugal force increases with thickness 
but the trade-off is that the fluorescence intensity 
decreases 
The initial paints chosen for this test were bathophen 
ruthenium chloride in G.E. RTV 118 for the pressure paint 
and Ru(bpy) in shellac for the temperature paint, as in the 
axial compressor tests. 
When scanning across several different paints, as in this 
test, it is important that the intensity levels of the paints be 
very similar. This allows the full range of the A/D to be 
utilized, maximizing sensitivity and accuracy. This 
process is done by making one paint and then adjusting the 
mixture and thickness of the other to result in similar 
fluorescence intensity levels as seen by the PMT with the 
appropriate long pass filter. This can be time consuming, 
but is very important for good results. 
Initially, four blades were painted, alternating between 
PSP and TSP. The tests were conducted at 3600,6000, 
8000,10000,12000,13000 and 14000 rpm, with the idle 
position, 3600 rpm, used as the reference condition. The 
pressure and temperature paints performed well at the 
lower rotational speeds. However, as the speed reached 
10,000 rpm, some of the paint began to come off. By 
14,000 rpm, all of the pressure paint as well as some of 
the temperature paint had been pulled off due to the large 
centrifugal forces. The shellac-based temperature paint, 
while not coming completely off of the blade became . 
very uneven due to shearing of the polymer. 
After researching the adhesion of various substances on 
the titanium blades, it was found that the RTV-based PSP 
produced a very strong and durable paint layer when 
applied directly to the blades. The main drawback to 
directly applying the paint directly to the blade is that the 
fluorescent intensity is reduced without the normal white 
undercoat. This did not present a large problem due to the 
effectiveness of the large collection lens in front of the 
PMT. A new binder for the temperature paint was used to 
solve the shearing problems. This consisted of DuPont 
Chroma Clear 7500s clear urethane paint. This paint 
withstood the high forces better than the shellac-based 
temperature paint. In subsequent tests both new paints 
adhered well at all speeds. 

1 

Data Acquisition 
A program written in Labview was used to move the laser 
beam and acquire the fluorescence from the paints. The 
program allows rapid setup of scanning and A/D 
parameters with the ability to monitor the effects of these 
changes immediately. 
Since there was no once per revolution trigger signal 
available to start the data acquisition, one of the blades 
was'painted with a temperature paint that had an 
excessive amount of Ru(bpy), resulting in an intensity that 
was several times higher than the other blades. The A/D 
board could trigger off of this blade as the number of 
counts went full scale. 

Results - F109 Engine 

In order to reduce the pressure data, the temperatures must 
first be calculated. The temperature distribution at 90% 
span is shown in Figure 15. As expected, the temperature 
rises considerably at the higher rotational speeds, with a 
maximum temperature increase of 30°C. The ambient 
temperature during the tests was 11°C. Previous 
temperature results [ l ]  on the F109 gave a temperature 
increase of about 27°C: 
Using the measured temperature distributions and the 
Stem Volmer equation, the pressure distributions can be 
calculated. Figure 16 shows the results 14,000 rpm. The 
compressor blade outline and the damper blade are 
outlined in the figure for reference. A shock waves is 
clearly visible at this high speed. 
Pressure distributions are plotted in Figure 17 at 10% of 
the span. Shock waves are located between 15% and 30% 
chord. As expected, the shock waves move aft as the 
speed is increased 

Conclusions 
Pressure and temperature sensitive paints have been used 
for the measurement of blade surface pressure and 
temperature distributions in a high speed axial 
compressor environment and an Allied Signal F109 
Engine. Measurements of the suction surface pressure 
were made from the hub to tip at several rotational 
speeds. The surface pressure maps clearly indicate the 
presence of a shock wave at higher rotational speeds and 
are in moderate agreement with CFD results.. 
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Figure1 1. Compressor blade suction surface pressure 
map at 17,800 rpm (scale in psia). 
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Figure 13. Comparison of PSP data and CFD results. 

Figure 12. Composite View of Temperature Blade and Pressure Blade 
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Q: Greenhalgh 

Is there any chemi-sorption effect which could result in a hysteresis for the absoptioddesorption processes for 
D, in PSP ? 

A: For a uniform polymer near standard temperature, the permeability of the polymer to oxygen dominates the 
time response of the PSP. If solid or porous silica particles are added to the polymer then absorption may be an 
issue, especially at low temperatures. 

Q: 

Is there a limitation across the blade chord where you can no longer measure the surface pressure due to the 
large angle between the surface normal and the angle of incidence of the illumination laser beam and detector 
location ? 

A: We have calibrated PSP and TSP up to an angle of 90 degrees from the normal. So for the measurements 
presented, we obtain data to within lmm of the leading edge of the blade before losing the signal. 

Q: Weyer 

Is the unusual radial position of the shock-wave within the transonic rotor related to shock boundary layer 
interaction ? The shock strength is much higher at tip than at hub. Thus, the pressure rise affects the boundary 
layer more intensely near the tip, forming most likely A-shoots ? 

A: The shock boundary layer interaction may propagate radially affecting the shock position. Also the thickness 
of the blades varies with radius, so the local Mach number depends not only on rotational Mach number but 
blade properties. 
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USE OF LIQUID CRYSTAL TECHNIQUES TO MEASURE FILM COOLING 

HEAT TRANSFER AND EFFECTIVENESS 

S.M. Guo, C.C. Lai, J.H. Jeong, T.V. Jones and M.L.G. Oldfield 
University of Oxford, Dept. of Engineering Science 

Parks Road, Oxford OX1 3PJ, UK 

G.D. Lock 
Department of Mechanical Engineering, University of Bath, England 

A.J. Rawlinson 
Rolls-Royce plc, Derby, England 

ABSTRACT 
The transient liquid crystal technique has been used to measure the heat transfer coefficient 
and cooling effectiveness over heavily film cooled nozzle guide vanes (NGVs). The 
measurements were performed in the complex environment of a transonic annular cascade 
which simulates the flow in the gas turbine jet engine. Engine-representative Mach and 
Reynolds numbers were created and the aerodynamic and thermodynamic characteristics of 
the coolant flow (momentum flux and density ratio between the coolant and mainstream) 
have been modelled by using heavy foreign gases (SF6 /Ar mixture). 

The Red-Green-Blue (RGB) components have been separated from the colour response of 
wide-band encapsulated liquid crystals which react to changes of the NGV surface 
temperature during the transient experiment. Optical access to the test NGV was 
problematic and the thermochromic response of the crystals was sensitive to both the 
lighting and the wide range of viewing angles subtended at the camera. An in situ 
calibration is used to translate the RGB histories to measurements of the surface 
temperature history, and hence local heat transfer coefficient and adiabatic wall 
temperatures were obtained. The colour data has been gathered using a miniature CCD 
camera and recorded directly to computer memory without the use of video tape recorder. 

The transient liquid crystal technique is shown to be capable of accurately gathering data 
over any portion of the NGV surface visible to the camera used. As the data is collected in 
an environment which models the engine, the data is of benefit for both CFD code 
validation and directly to the engine designer. 

* Present address: Advanced Research Group, Korea Atomic Energy Research Institute 

P.O. Box 105, Yusong, Taejon 350-600, KOREA 

Paper presented at an AGARD PEP Symposium on “Advanced Non-Intrusive Instrumentation 
for Propulsion Engines”, held in Brussels, Belgium, 20-24 October 1997, and published in CP-598. 
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NOTATION 

C 

h 
k 
4 
t 
T 

Specific heat at constant pressure 
Heat transfer coefficient 
Thermal conductivity 
Heat transfer rate 
Time 
Temper a tur e 

GREEK SYMBOLS 

P Density 
71 6 Film cooling effectiveness 
P Dimensionless time 
Y Ratio of specific heats 

SUBSCRIPTS 

aw Adiabatic wall 
C Coolant 
m Gas, mainstream 
r Recovery 
S Surface 

I INTRODUCTION 

The power output and level of efficiency of gas turbine engines improves with increased 
turbine entry temperatures. In the modern aeroengine, such temperatures can exceed the 
metallurgical limit of blade materials. To achieve acceptable durability, both temperature 
levels and temperature gradients can be controlled in the engine components exposed to the 
hot gas stream by using coolant which has been diverted, at cost, from the engine 
compressor. An efficient cooling system uses a minimum amount of coolant and the 
optimisation of such a system is one of the primary goals of the engine designer. 

There is a vast quantity of experimental and computational work on the topic of gas 
turbine film cooling, dating back to the 1940s (Kercher 1996; Goldstein 1971; Hartnett 
1985). The main quantities of interest in film cooling experiments are the convective heat 
transfer coefficient (h) and the film effectiveness (7). The former is the constant of 
proportionality between the local heat flux (4) and the difference between the surface 
temperature (T,) and convection driving temperature of the gas (Taw, or adiabatic wall 
temperature) at that point: 

The adiabatic wall temperature is chosen since it is desirable to define, and measure, a heat 
transfer coefficient which is independent of the temperature boundary conditions and a 
function of the aerodynamic character of the flowfield alone. This is not strictly possible as 
there are well known and predictable differences between an isothermal wall situation and 
a constant heat flux boundary condition (Eckert et al. 1957, Butler and Baughn 1996). 
However, for small streamwise gradients in temperature and constant fluid properties a 
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wall temperature variation has only a minor influence on local convective heat transfer. 
For two-temperature convection cases (i.e. without a separate coolant flow) T, is the local 
gas recovery temperature. In film cooling, with two flows present, Tu, is intermediate 
between the coolant (Tot) and mainstream (Tom) total temperatures, and depends upon the 
geometry and degree of mixing between these gases upstream of the point of interest on the 
surface. To eliminate the temperature dependence a conventional dimensionless adiabatic 
film effectiveness is defined for constant property compressible flow on an adiabatic 
surface: 

where T, is the local mainstream gas recovery temperature. An alternative defmition of 
cooling effectiveness, based on superposition (Jones 1991) and similar to the isoenergetic 
definition of Eckert (Goldstein 1971), is used here: 

where Tu, corresponds to the temperature of an isothermal wall which is adiabatic at the 
local point of interest. In practice there is only a small difference in the results using either 
defit ion.  

The cooling effectiveness and heat transfer coefficients are a function of the following: 
cooling geometry (the angles of inclination and orientation, the relative spacing of the 
coolant holes, the hole shape); the state of the oncoming boundary layer; the freestream 
turbulence intensity; the surface curvature; and the ratios of the coolant-to-mainstream 
density, mass and momentum fluxes, and specific heats. Most film cooling studies are 
conducted using a flat-plate geometry. There are very few film cooling studies where 
measurements are made in an engine-representative environment. 

This paper will demonstrate the application of the transient liquid crystal technique to 
measure heat transfer coefficient and film cooling effectiveness in a transient, short- 
duration tunnel which creates engine-representative conditions in a transonic annular 
cascade. The test section of the cascade is a scaled nozzle guide vane typical of that used 
in a modem aeroengine. Optical access to the test section is difficult and complex surface 
curvature makes the use of liquid crystal techniques difficult. The data demonstrate the 
capability of accurately gathering data over any portion of the NGV surface visibIe to the 
camera. As the data are collected in an environment which models the engine, the data are 
of benefit for both CFD code validation and directly to the engine designer. 

2 TRANSIENT EXPERIMENTAL TECHNIQUE 
Several different measurement techniques have been employed to obtain film cooling data. 
The heat-mass transfer analogy is used in the Swollen Polymer (Hay et al. 1984) and 
Naphthalene Sublimation (e.g., Cho and Goldstein 1995; Richter et al. 1996) techniques to 
determine heat transfer coefficient and effectiveness. Effectiveness alone may also be 
found using gas concentration techniques of which the Ammonia and Diazo (Friedrichs et 
al. 1995; Haslinger and Hennecke 1996) technique is an example. 
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The transient method determines the heat transfer coefficient and effectiveness by 
measuring the transient response of surface temperature to a change in fluid temperature. 
By assuming that uniform, semi-infinite flat plate boundary conditions apply, it is possible 
to express the instantaneous heat flux as an analytical function of this transient surface 
temperature (Schultz and Jones 1973; Jones et al. 1993). Effects of surface curvature can 
also be taken into account (Buttsworth and Jones 1997). Thin film gauges or 
thermochromic liquid crystals (TLC) can be employed to measure the surface temperature 
history. The TLC method has a great advantage over thin film gauges as it provides such 
temperature histories on the entire wetted surface visible to the camera, rather than an 
average over the gauge width at fixed locations. 

The application of thermochromic liquid crystals to heat transfer experiments is described 
in detail by Ireland et al. (1 993). TLC can be bought commercially in micro-encapsulated 
form and in the work reported here are spray-painted onto a acrylic (perspex) test piece. 
The crystals display colour from blue to green to red as the surface temperature cools from 
a temperature above the high threshold level (or in reverse if the surface is heated from 
below the lower threshold temperature.) Above this upper threshold and below the lower 
threshold level, the TLC is clear. They are air-sprayed onto the test piece which has 
previously been spray-painted black to create a contrasting background for the TLC colour 
changes. The thermal response of TLC has been measured to be of the order of 3 ms 
(Ireland and Jones 1987). 

Both narrow-band and wide-band TLC are available. Narrow-band crystals typically make 
the transition from red through green to blue over a change of about 1 C, and a single 
colour within that range can be used to determine the surface temperature to an accuracy 
of about 0.1 C. The use of such a crystal accurately identifies when the surface 
temperature reaches a particular value if the surface colour play has been monitored using 
a CCD camera, video recorder and image-processing system. The use of more than one 
narrow-band TLC on the surface identifies multiple moving isotherms as the test surface 
heats or cools. If the thermal transient is produced by a step-change in fluid temperature, 
measurements of the time taken for the surface to reach temperatures identified by two 
narrow-band crystals from a known initial temperature can lead to measurements of both h 
and Taw. Here the classical solution of the one-dimensional conduction equation with a 
semi-infinite boundary condition is solved (Schultz and Jones 1973): 

(4) 

where Jpck is the thermal product of substrate density, specific heat and thermal conductivity and t 
is the time. 

The two unknowns (h and Tow) can be obtained from the simultaneous solution of a pair of 
equations of the form above. If the coolant mainstream and recovery temperatures are 
known, equation (3) then yields the effectiveness. The conditions necessary for the valid 
application of this equation are as follows: lateral conduction is negligible; the gas 
temperature change can be represented by a step function; and the substrate is semi- 
infinite, i.e., the TLC colour response is short compared with the time taken for the 
transient thermal response to penetrate through the thickness of the acrylic model. 
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If the RGB response of the narrow-band TLC is used, rather than information at a single 
colour, then the solution of the transient heat equation is over-determined and regression 
analysis can be used to improve the accuracy of the data. The accuracy can be further 
improved if wide-band TLC is employed as the temperature history can be gathered over a 
greater range. 

3 EXPERIMENTAL APPARATUS 
3.1 FILM COOLING TEST FACILITY 

high pressure 

blade 

KEY : 
gate valve 

@ ball valve 
-++ calibrated 

metering 
orifice plate 

I 

Figure 1 : Schematic Diagram of the CHTT 

The measurements were conducted in the Oxford University Cold Heat Transfer Tunnel 
(CHTT). The test section of the tunnel is an annular cascade of 36 NGVs at 1.4 times 
larger than engine scale, and described in detail elsewhere (Martinez-Botas et al. 1993). 
The NGV instrumented with the liquid crystals and its four immediate neighbours can be 
either preheated or precooled before the test begins. The tunnel is part of a blowdown 
facility with the main reservoir at room temperature. The test duration is typically 3-5 
seconds. The tunnel allows an independent variation of Reynolds and Mach numbers, or 
equivalently the upstream and downstream pressures of the cascade can be independently 
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and continuously varied. All of the results presented here are at an engine design condition 
(Reynolds number and Mach number at exit of 2 x lo6 and 0.96, respectively) and with a 
freestream turbulence intensity and length scale of 13% and 21 mm at NGV inlet. Figure 1 
is a schematic view of the facility. One of the main features is a balanced upstream 
regulator which maintains a constant pressure within the tunnel while the main reservoir 
pressure falls. 

3.2 NGV COOLING GEOMETRY 
The NGV under investigation is from the first stage turbine (downstream of the combustor) 
of a modern Rolls-Royce aeroengine. The cooling configuration consists of fourteen rows 
with a total of approximately 350 cooling holes. The holes are fed from one of two internal 
cavities, as illustrated in figure 2. These cavities are independently supplied with coolant 
so as to maintain the engine coolant-to-mainstream total pressure ratios. This pressure 
ratio is fixed and determined by the loss in pressure between the compressor exit and vane 
compared with that lost for the flow which passes through the combustor. The forward 
cavity supplies twelve of the fourteen rows, a total of almost 300 cooling holes, positioned 
around the leading edge, the early regions of the pressure surface and suction surface. The 
rear cavity feeds two rows, a total of approximately 50 cooling holes, nearest the trailing 
edge on the pressure surface. 

I 

Figure 2 : Cross-Section of a CHTT NGV having the Full Film 

Cooling Geometry, Illustrating Row Positions 

The NGV was manufactured on a five-axis NC milling machine from engineering drawings 
supplied by Rolls-Royce. Two film cooling geometries are to be tested. The first is with all 
holes cylindrically shaped. The second was with rows 1-4 and 1 1-14 fanned. Only the 
former geometry has been used for the research presented here. 

3.3 COOLANT MODELLING 

The experiments were designed to model the engine situation where the coolant is at a 
lower temperature, and hence more dense, than the mainstream flow. It has been 
demonstrated (Teekaram et al. 1989) that this density ratio can be simulated using a heavy, 

1 

. 



foreign gas. A mixture of SFs (30.2% by weight) and AI (69.8% by weight) is used here 
which has the same ratio of specific heats (y = 1.4) but is 1.77 times more dense than air. 
By matching the total pressure ratio of coolant to mainstream, the velocity ratio and 
density ratio can be made to correspond to engine conditions. Thus mass flux ratio and 
momentum flux ratio are also identical. Table 1 compares operating conditions between the 
CHTT and engine. 

Coolant/ Main 
Stream Density Ratio 

Turbine Inlet 
Temperature 

Number 
*Exit Reynolds 

Table 1 Engineflunnel Comparison 

1.77 1.77 

1750-1800 K 290 K 

2.02x106 2.02x106 

Parameter Engine 

Inlet Total Pressure 32 bars 

CoolantMain Stream 
Pressure Ratio 

Exit Mach Nulhber 

Mass Flow Rate 

0.96 0.96 

120 kg/s 38 kg/s 

Based on axial chord and downstream flow conditions 

Coolant is supplied to the 36 NGVs through calibrated metering orifices as illustrated in 
figure 1. Thirty-three of the vanes have a simplified coolant geometry, while three test 
vanes have the full coolant geometry discussed below. Both air and foreign gas are 
available as coolant from high pressure reservoirs. The gas in these reservoirs can be 
preheated to satisfy thermal boundary conditions in the heat transfer experiments. Because 
the external heat transfer is the subject of the study, the coolant temperature was set equal 
to the initial temperature of the NGV to minimise internal heat transfer within the film 
cooling holes. The coolant total temperature varied by less than 2' C over the course of the 
experiment. The influence of such variation in the measurement of external heat transfer 
can be taken into account (Drost et al. 1997) but with such small variation the influence 
was ignored. 

3.4 HEAT TRANSFER CASSETTE 

Three NGVs with the full coolant configuration, and two guard vanes with the simplified 
coolant geometry, have been machined from perspex and form a cassette which can be 
removed from the test section. The NGVs are preheated before the experiment by isolating 
four passages of the annulus with a shutter mechanism. The shutters, upstream and 
downstream, are removed during the experiment once steady flow conditions have been 
achieved. The tunnel requires about 1.5 seconds for an initial start-up transient to end and 
steady freestream temperatures and pressures to exist through the transonic cascade. The 
shutters are used to create the boundary conditions for a step-change in gas temperature. 



Figure 3 is a photograph of the heat transfer cassette. Two independently driven shutters 
are used to isolate the five NGVs in the annulus. The upstream shutter seals against the 
leadmg edge of the two outside vanes and along the inlet contraction to the NGVs on the 
inner casing. The downstream shutter seals by registering along the inner casing behind the 
vanes and touching the trailing edges of the two outer vanes, creating a sealed volume. 
There is a difference between the outer and inner casing radii and a spring-loaded step has 
been designed so that the shutter plates are able to preserve the curvature of the outer 
casing when retrieved and seal against the inner casing when deployed. The springs are of 
sufficient stiffness to ensure the steps restore the inner casing curvature before the shutters 
arrive at the outer casing. 

The shutters are driven by two pistons. The heat transfer cassette is placed in the side of 
the CHTT test section (see figure 4) so that the motion of the shutters is horizontal. In 
order to absorb the momentum of the shutters efficiently and without mechanical damage, 
heavy-load oil dampers are coupled with the doubleended pistons. The shutter plates move 
on two heavy-duty bearing-rail assemblies capable of withstanding the large forces the 
shutters experience during normal operation. The large forces exist when they open during 
experiment where the pressure difference across them is about 1.5 bar. The position of the 
moving shutters are recorded using four miniature proximity switches. These yield 
measurements of the times when the shutters leave the inner casing and arrive at the outer 
casing. Thus travel times of the shutters are obtained and time markers are available to 
assess any disturbances of the flow caused by their motion. To create the step-change in 
gas temperature, the piston and shutter assembly was designed with the intention of 
opening as quickly as possible. During actual operation, with flow through the cascade, a 
travelling time of less than 100 ms was achieved. 

I' 

I 

Figure 3: The heat transfer cassette 



Figure 4: Photograph showing the shutters deployed in the CHTT 

As mentioned above, the enclosure is preheated. This is achieved by using a system of 
pipework which re-circulates hot air. There are four air inlets to the cassette through which 
the air passes into twelve internal passages within the shutter plates. By introducing the 
hot air into the enclosure in this manner the shutter plates themselves are preheated, 
eliminating the possibility of disturbing the temperature uniformity of the NGV surfaces by 
the proximity of a cold surface. 

The coolant is introduced into the cassette from a separate feed system which has itself 
been preheated. The coolant flow begins as the tunnel operation starts and passes through 
the NGV coolant holes with the shutters in place. The coolant operates at a constant total 
temperature equal to the initial temperature of the NGV, which eliminates any internal heat 
transfer and also helps maintain the surface uniformity prior to the shutters opening. 

4 EXPERIMENTAL PROCEDURE 
4.1 LIQUID CRYSTALS AND IMAGE PROCESSING 

As discussed above, the test NGV is preheated to a known initial temperature (at all 
depths) and the colour response viewed by cameras. Two wide-band crystals have been 
employed, active over a 40 C range. The RGB histories are translated into temperature 
histories via in situ calibration which is discussed in the next section. 

To observe the colour changes during the experiment, three. miniature CCD cameras are 
placed inside the tunnel. Two are located upstream to view the pressure surface and 
leading edge, and a third is located downstream and observes the suction surface via a 
mirror mounted on a sting designed to minimise aerodynamic disturbances. The head 
diameter of the cameras is 17.4 mm and each body is 60 mm long. The upstream cameras 
are staggered considerably to avoid shedding a wake into the passage under study. The 
lighting for the enclosure comes from both inside and outside of the cascade, the latter 
through the transparent perspex outer endwall. This lighting is supplied by a series of 50 
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W miniature Halogen lamps. Only data from one of the upstream cameras was used in the 
results presented in this paper. 

The RGB images are stored digitally, rather than the conventional method of recording the 
images onto video tapes which results in a loss of image quality. A frame-grabber card is 
used together with a PC holding 192 MBytes of RAM. This system is capable of recording 
images at 25 frames per second for 5 seconds. The RGB histories at any pixel location 
within view can then be extracted. 

A typical image of the pressure surface and shower-head region, recorded with the system 
during an experiment, is shown in figure 5. The outer and inner casings have been 
identified. The trailing edge of the NGV is not visible in this view. The cooling footprints 
downstream of many of the film cooling holes are clearly visible. The view from the 
camera monitoring the leading edge gives more detail in the shower-head region. Close-up 
lenses are available to gain more detail when required. 

The RGB history at a single pixel, converted to hue (Gonzalez and Woods, 1993), is 
shown in figure 6. Here the RGB has been scaled between 0 and 1 and the shutter 
operating times are marked. In this example only the first 20 C band crystal has been 
activated. As the camera view and lighting angles are identical to those during calibration, 
these RGB values can be converted to temperature. Any of the three colours can be used 
for this conversion and that which is located at its most sensitive colour-temperature 
response is usually chosen. It should be noted that the colour response can not be 
monitored during the first (approximately) 0.25 seconds as the shutters are opening and the 
camera iris takes a short time to react to the resultant change in lighting. Consequently 
part of the surface temperature history is not obtained. 

Figure 5: Liquid crystal colour image during the test 
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Figure 6: RGB and Hue versus time at a pixel 

4.2 IN SITU TLC CALIBRATION 

The thermal response of the RGB signals from wide-band crystals are sensitive to both the 
lighting and camera viewing angles, which makes calibration difficult. The calibration of 
narrow-band crystals is much more straightforward as the active thermal range is very 
small. Different parts of the NGV subtend a range of angles at the camera. An accurate 
calibration was only possible if it was conducted in situ and under identical lighting 
conditions to that which will occur during experiment. 
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Figure 7: Surface temperature versus Hue for a single pixel 
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Such a calibration was performed by heating the NGV within the heat transfer cassette 
enclosure to a uniform temperature, monitored by thermocouples around the surface. With 
the shutters open, images were recorded and the RGB matched carefully to these 
temperatures. As the TLC response is sensitive to viewing angle, each pixel (or area of 
pixels) requires its own individual calibration for the camera used. A calibration is 
performed before each experiment to eliminate any degradation of RGB response as the 
crystals age. A typical calibration of T, versus hue (for the location corresponding to the 
data for figure 6 is shown in figure 7. 

4.3 TEMPERATURE HISTORIES 

Surface temperature history measurements around the central NGV within the cassette, 
coolant temperatures within the forward and rear cavities of the NGV and the total 
temperature of the mainstream are shown in figure 8. These have been recorded using 
thermocouples. The following times are marked when the tunnel begins operation, when 
the coolant is introduced, and when the shutters begin and end their travel. The 
temperature on the NGV surface, up to the point where the shutters are opened, is seen to 
remain constant at its initial value near 55  C and is not influenced by the hot ‘coolant’ or 
cold mainstream air passing through the 32 passages outside the cassette. The total 
temperature of the mainstream has two initial peaks associated with compression heating 
of the gas upstream of the test section. The shutters are opened once this mainstream 
temperature has stabilised, and over the 3 seconds course of the experiment this total 
temperature decreases by less than 1 C. The NGV surface temperature is observed to fall 
rapidly once the shutters have opened. 

C 

0.0 2.0 4.0 6.0 8.0 10.0 12.0 

Figure 8: Coolant cavity and NGV surface temperature 



A typical temperature history obtained using the TLC is shown in figure 9. The initial 
temperature is accurately known but the fmst short segment of the data is missing as the 
iris of the camera requires a short time to adjust to the changes in lighting when the 
shutters open. A curve fit through the data of the form of equation (4), obtained by 
regression, is also shown. The heat transfer coefficient around the NGV was calculated 
from the fitted curve. The curve fits appropriate to a step-change response matched the 
data well. 

time (s) 30 
0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 

Figure 9: Temperature history from TLC and the fitted temperature curve 

5 EXPERIMENTAL RESULTS AND DISCUSSION 

Figure 10 illustrates the isentropic Mach number distribution measured around the 
midspan on the pressure and suction aerofoil surfaces with film cooling in operation. 
Similar data is available at 10 and 90% span, The local mainstream recovery temperature 
T, is calculated from an interpolation of these Mach numbers, the upstream total 
temperature and a recovery factor based on the Prandtl number to the third power. 

The cooling effectiveness is plotted against fraction of surface distance along the midspan 
streamline in figure 11. These measurements have been averaged over areas which cover 
the width of three film cooling holes and thus give a spanwise average effectiveness. The 
maximum resolution for the image processing system and from the camera position used in 
the experiment was over 50,000 points. The data in figure 11 has been averaged over a 
region of 120 square pixels. The vertical l i e s  in the figure (and in those figure following) 
are the positions of the film cooling holes. The effectiveness is seen to reach local peaks 
downstream of each film cooling row, though not necessarily immediately downstream, 
indicating that films may be lifting off the surface. Liquid crystal data is only presented on 
the pressure surface between rows 2 and 7 (see figure 2). In future, data will be available 
from the leading edge and downstream camera views and the entire surface will be covered. 
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Figure I O :  Isentropic Mach number around midspan 
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Figure 11: Pressure sutf&ce cooling effectiveness 

The heat transfer coefficient around midspan is shown in figure 12. Here the heat transfer 
coefficients for the solid blade (i.e., no film cooling) are plotted for comparison (Martinez- 
Botas et al. 1995). The ejection of coolant into the turbulent boundary layer generally 



increases the heat transfer coefficient with some sisnifcant local increases in regions 
downstream of the cooling rows, as would be expected. The heat transfer coefficient is 
seen to obtain maximum between the film cooling rows at positions which coincide with 
those of maximum effectiveness. Again this indicates that some of the films may be lifting 
off the surface and impinging downstream of the rows. Away from the influence of the film 
cooling, the heat transfer coefficients fall to those levels obtained without film cooling. 

To illustrate the detail available from the TLC data, figure 13 show the heat transfer 
coefficients and film cooling effectiveness span-wise across five holes, rather than the 
average across this area. The detailed area (50 pixels in width) is marked in the figure. 
Figures 13 show clearly the peaks along streamlines aligned with the centreline of the 
holes and the regions of low effectiveness and heat transfer coefficient between them. It is 
notable that the variations in peak height are similar in the plot. These spanwise variations 
in effectiveness are important to the engine designer since they provide information about 
the magnitude of local metal temperature gradients on the NGV, ultimately leading to 
calculations of thermal stresses. Further analysis will provide detailed data everywhere on 
the wetted surface in view of the camera 
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6 CONCLUSIONS 
The transient liquid crystal technique has been used to measure the heat transfer coefficient 
and cooling effectiveness over the midspan of a heavily film cooled nozzle guide vane. The 
measurements were performed in a transonic annular cascade at engine-representative 
Mach and Reynolds numbers. The RGB components of the temperature response of two 
wide-band crystals have been recorded directly onto computer without the use of video 
tape, and matched to a surface temperature from an in situ calibration at each pixel 
location on the NGV. A regression method, based on curve fits appropriate for a step- 
change boundary condition, has been used to obtain the data from the measured surface 
temperature histories. The data compares well with measurements made without film 
cooling present. Data is presented along the midspan of the pressure surface and some 
examples of the detailed data off the NGV midspan are presented, demonstrating the 
powerful advantage of this measurement technique over thin film gauges. 
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Paper 20 
Author: Guo et a1 

Q: Leboeuf 

The RGB calibration curve seems to give two values of temperature for one value of RGB. How do you 
distinguish between the two temperatures ? 

A: Two wide-band liquid crystals were used in the experiment. The first was active between 55 to 35C, and the 
second between 40 to 20C. In the experiments the test NGVs were preheated to a temperature at the top of the 
higher band. The gas temperature was always ambient and hence the NGV surface always cooled during the 
short duration of the experiment. This cooling was recorded at 25frames/second and hence the cooling could be 
followed and it was clear which liquid crystal band was active at any time. 

Q: Weigand 

How accurate is your temperature measurement using liquid crystals ? 

A: The double wide-band liquid crystals were calibrated in situ in the heat transfer cassette under identical 
lighting and camera viewing angles to those used during the experiment. The recorded hue at each pixel 
location was matched to the nearly uniform surface temperature (in steady state) which was obtained from 10 
surface mounted thermocouples around the NGV. The calibration was conducted immediately before and after 
the test. Such a calibration reduces uncertainty associated with variations in the recorded hue with viewing the 
lighting angles. Thus the error in temperature arises from the uncertainty in the calibration of hue versus 
temperature and also the accuracy with which the hue was determined in the test. The former was 
approximately +O. 1 C and the later +0.4C giving an estimated error of + O S  C. 
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Surface Temperature Measurement In Turbines 

C Bird, J E Mutton, R Shepherd, M D W Smith and H M L Watson 

Rolls-Royce Commercial Aero Engines Ltd, P 0 Box 31, Derby, DE24 8BJ, UK 

1 SUMMARY 

This paper reports on some of the turbine surface 
temperature measurement techniques and 
instrumentation currently in use and under 
development in Rolls-Royce. Firstly, thermal paints 
are reviewed highlighting the development of new 
computer aided analysis and interpretation techniques. 
Thin film thermocouples are described with their 
applicability to gas turbine engine components, 
especially those with thin skins. Finally, the novel 
technique of photoluminescence thermometry using so- 
called “thermographic phosphors” is described. 
Examples of measurements on static engine 
components and developments for measurements on 
rotating turbine blades are given. 

2 INTRODUCTION 

Future gas turbine engines will have hgher component 
and gas temperatures in order to increase their thermal 
efficiencies. In order to achieve this, new designs and 
materials including ceramics and thermal barrier 
coated components will be increasingly employed. 

Accurate temperature measurement of these 
components is needed in order to validate the computer 
models used for their design and to determine the 
expected life of these components during operation. 
Accurate models are a prerequisite for cost effective 
engine development programmes helping to ensure that 
new designs conform to the ever more stringent safety 
and environmental regulations. 

Currently, temperatures of components in gas turbine 
engines are measured in a variety of ways. Thermal 
paints give a “one shot” temperature map of most of 
the required engine components at one operating 
condition. However, at present the interpretation of the 
results can take a iong time. Conventional, surface 
mounted thermocouples are approaching their limit of 
serviceability at the higher operating temperatures, 
especially on high speed rotating components, and 
bonding to the new materials can prove problematic. 
Additionally, the signal lead-outs on rotating 
components can be unreliable and expensive to install. 
Radiation pyrometry can be used in gas turbine 
engines, but accuracy can be severely compromised, for 
instance by the lack of knowledge of the component 

emissitivity and reflected radiation, especially from the 
combustor. 

Novel instrumentation and analysis techniques are 
being developed in order to provide accurate and cost 
effective component temperatures. These techniques 
include: 

the automation of the analysis of thermal paints; 

the replacement of conventional surface mounted 
thermocouples with thin-film devices offering the 
potential for lower aerodynamic drag and high 
bonding reliability; and 

thermographic phosphors which have the potential 
to provide “noncontact”, accurate temperature 
measurement on the new materials in close 
proximity to the combustor without errors resulting 
from reflected radiation. 

THERMAL PAINTS 

3.1 Background 

Engine development at Rolls-Royce has, since the late 
1950’s, involved extensive use of thermal paints to 
establish temperature profiles of combustion and 
turbine components. 

Early techniques involved the use of proprietary paints 
obtained from Thermindex in Great Britain, Faber 
Castel in Germany and the Temple Corporation in 
America. However, most of the paints used only gave a 
single temperature indication. Therefore, 
combinations of paints had to be used to obtain 
temperature profiles e.g. five different temperature 
paints on five turbine blades of the same standard to 
yield a composite result with five temperatures. 

Meaningfit1 information could therefore be obtained 
from rotating components but a large sample was 
required to generate the results. Problems with paint 
adhesion to the pressure surfaces of blades were also 
experienced. However, this approach could not be used 
on static components such as combustor hardware or 
nozzle guide vanes where a multi-change thermal paint 
was required to provide full profile information. 

Paper presented at an AGARD PEP Symposium on “Advanced Non-lntrusive Instrumentation 
for Propulsion Engines”, held in Brussels, Belgium, 20-24 October 1997, and published in CP-598. 
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In the mid 1960's, Rolls-Royce commenced the 
development of a range of multi-change paints to meet 
the growing needs of the RI3211 development 
programme. All of the early HP nozzle guide vane and 
HP turbine blade cooling programmes relied heavily on 
the information gleaned from the first two multi- 
change high temperature thermal paints, TP5 and TP6. 
These early tests were often marred by the loss of paint 
due to erosion on the leading edges and pressure 
surfaces of vanes and blades; the blades being 
especially affected. 

USE LIMITATIONS PAMT 
TYPE 
TP5 
TP6 
TP 11 

TP12 

TP8 

None on a short 
dedicated test. 

Nozzle Guide Vanes, 
Turbine Blades, 
Combustor (Internal), 
Discharge Nozzles, 
Burners, Variable Area 
Nozzles. 
Combustor (Internal), 
Discharge Nozzles, 
Burners, Vanes and 
Blades and limited 
running conditions. 
Turbine Blades, 

Structures, Jet Pipes, 
Thrust Reverser Units 
Combustor (External), 
Discharge Nozzles, 
Discs, Blade Shanks, 
Gas Leakage Detection 

Casings, Support 

Prone to flaking 

Over the years, development has continuously taken 
place to improve the range, quality and strength of the 
paints. On a 3 minute thermal paint engine test, a 
100% paint coverage can now be confidently expected. 

Extended running 
leads to bleaching. 

3.2 Current Use 
Subject to 
detrimental effects 
from gas 
contamination, can 
cause ' metallurgical 
interactions (Ti 
specifically) 
Time consuming to 
interpret, less 
accurate in 
providing an overall 
pictorial result. 

TP9 
TPlO 

Single- 
Change 

Rolls-Royce uses several types of paint and the current 
standard range is shown in Table 3. The paints are 
normally calibrated for 3, 5 ,  10, 30 and 60 minutes 
using painted coupons at 10°C increments. A 
calibration is illustrated for paint TP8 in Table 1. 
Some examples of the use of the different thermal 
paints are given in Table 2. Casings, Supports, 

Discs, Tail Bearing 
Housing, Bolts, 
Accessories, Low 
Temperature Areas, 
Thrust Reverser Units 

I I Calibration Time (M 
Code I Colour 11 12 13 15 

- 
60 

I N I Light I440 I440 I430 I430 400 

480 
560 
720 
8 10 

- 
- 
- 
- 

I I Mauve I 

1 1 550 1 540 1 530 1 530 H I 640 620 610 610 
White 790 780 770 760 

Table 2 - Examples of Use of Temperature 
Indicating Paints 

I M I Midnight I 880 I 870 I 860 I850 NOaf Change 
Paint Type Range (3 mins) Blue 

Y Matt 940 920 910 900 840 
Black 
Black 950 930 930 920 510-1110°C 

550-1 180°C 
430-930°C 
470-1 170°C 
280-1050°C 
480-1020°C 
$30-1090°C 
130-580°C 

TP5 
TP6 
TP8 
TP9* 
TP10* 
TPll  
TP12 
Single Change 

870 

Table 1 - Calibration of Paint TP8 

(All calibration data are in "C. Temperatures quoted 
for 1 and 2 minutes duration are based on a computer 
curve fit from actual recorded values). 

* Not suitable for combustion gas environments. 

Table 3 - Current Range of Temperature Indicating 
Paints 
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INTERFACE 
REFLECTION 

INCIDENT 
LIGHT 9 /  

The main attraction of using thermal paints is the 
ability to obtain a global temperature profile of the 
component under test. Achieving this level of detail 
using more conventional techniques would be 
extremely difftcult. 

BODY 
REFLECTION The main limitation is associated with the effect of 

running times on the calibration accuracy and overall 
quality of the paints. To achieve good results a 
dedicated test must be camed out and the time at 
maximum condition be limited to 3 or 5 minutes. 

LOCAL SURFACE 
NORMAL 

Because of the high costs associated with an engine 
disassembly required for a dedicated thermal paint test, 
development of boroscope interpretation of thermal 
paints is currently being camed out. However, the 
quality of information obtained from a dedicated 
thermal paint test is such that it has always been a firm 
policy to continue with this dedicated testing in the 
authors’ Company. 

Figure 1 - Light reflection of pigmented dielectric 
materials 

In this model the pigment containing particles are 
embedded in the surrounding medium. These particles 
are the bodies responsible for the characteristic colour 
of the paint. The surrounding medium is considered 
colourless and only contributes to the appearance of the 
surface by dielectric reflection. This reflection is 
governed by the refractive indices of the air and the 
dielectric medium. In general, these refractive indices 
are not strongly dependant on the wavelength of the 
light. so the surface reflection will have the same 
colour as the incident light, generally white. The 
colorant particles do not contribute to this as they are 
evenly distributed in the media and not present on the 
surface in significant quantities. This surface 
reflection is unwanted as it contains no information on 
the paint colour. Indeed, for some incident angles 
when a paint glaze occurs, this reflection can become 
dominant for surface illumination and viewing angles 
that conform to the reflection laws. 

Increased engine temperatures and the use of non- 
metallic components have necessitated the 
development of paints with higher temperature ranges. 
The current development paints have a temperature 
capability of around 138OOC and high temperature 
paint development work continues. 

3.3 Digital And Automated Analysis Of 
Thermal Paints 

3.3.1 Background 

The widespread use of thermal paints in Rolls-Royce 
with large sections of the engine painted in dedicated 
engine runs leads to large transient workloads. 
Thermal paints provide data from large surface areas of 
the engine. This means that the analysis and 
interpretation process is very labour intensive with 
consequent long turn around times. In addition, the 
manually interpreted data is not in a form which is 
easy to transfer to the 3D temperature/structure 
analysis packages currently used. A system that 
automates part or all of the process would drastically 
reduce interpretation time and speed manipulation of 
the temperature data ready for input into thermal 
models. 

At present, analysis techniques rely on the manual 
interpretation of paint colour. This will be strongly 
influenced by the characteristics of the human eye and 
visual interpretation of the image by the brain. In 
general this is strongly biased towards edge detection 
and difference detection. This is because the human 
eye is capable of detecting subtle colour changes when 
the colours are in close proximity, but very bad at 
absolute colour perception. Thus thermal paints have 
“change points” where the coloudluminance value 
changes rapidly. This yields an isotherm which at 
present is marked out manually. 

L 
b 
L 

Paints appear coloured’.2 by selectively scattering 
different wavelengths of the light incident on the 
surface. This is illustrated in Figure 1. 
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The present work on automating the thermal paint 
analysis process relies on either: 

I. Reading in isotherms from components that have 
been marked out manually. 

11. The direct interpretation of thermal paint colours 
into temperatures. 

Method I. still requires the manual identification of 
each isotherm line with a temperature. Method 11. is 
more challenging, but has greater rewards. The current 
approaches to this problem of direct interpretation 
differ from the way the humadmanual interpretation 
method operates. These have relied on interpreting the 
absolute colour values of the surface and, for a specific 
camera, red (R), green (G) and blue (B) values are 
generated. To maintain consistency between images, 
control and compensation of the illumination are now 
required. 

It is interesting to note that thermal paints have 
developed to have sharp colour-value change points, 
which may not be necessary for automatic digital 
interpretation of thermal paints. The digital 
interpretation technique does not rely on sharp colour- 
value change points and so paints could be developed 
to exploit this. 

3.3.2 Illumination 

Both analysis methods require control or compensation 
of illumination and some examples are shown in 
Figure 2. Some methods rely on light boxes, in which 
the 3D component is located, to provide a uniform 
illumination ( Figure 2 (a)). Another approach 
involves viewing the surface at a normal angle with the 
light source illuminating this area at 45' (Figure 2 (b)). 
For cylindrical type components, for example turbine 
blades and combustors, the cross section is relatively 
constant. The imaging can be performed using a line 
scan camera. However, complex 3D shapes would 
require data to be recorded normal to every point on 
the components' surfaces. A further approach is to 
provide consistent known illumination which is not 
necessarily uniform. This should reduce shadows to a 
level where compensation can be applied (Figure 2 (c)). 

3.3.3 Direct Thermal Paint Colour Interpretation 

The 'digital' interpretation of 'thermal paints must 
contend with the above difficulties, but the image 
consistency is much more critical. Calibration cards 
with reference white and dark patches are required to 
normalise acquired images to a known standard and to 
correct for colour casts. 

a) light box illumination 

1 V 

b) 45 d e p e  illumination 
light 

c) normal illumination 

Schemes a) and c) are susceptible to surface reflections 
or 'highlight' type reflections. 

Figure 2 - Illumination Schemes 

0 500 ........ 600 700 800 900 1000 

Temperature (Celsius1 . 

Figure 3 - TP12 RGB Colour Values with 
temperature 

The colour curves of a thermal paint are shown in 
Figure 3. It can be seen that these curves are complex 
and multivalued which can lead to ambiguities. This 
poses difficulties in assigning temperatures to sections 
of those curves as more data must be obtained for each 
condition to provide a sufkiently accurate digital 
calibration of the paint. Note that thermal paints are 
affected by pressure and gas composition, especially 
combustion gases. 

4 
d 

4 

J 
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The Ro~Royff i  Thermal Paint Laboratory is plrsling 
a programme to develop this technology and has 
already developed a Thermal paint Analysis System 
which uses a 2D approximation and neglects 
illumination corrections. The capabilities ofthe system 
are: 

Normalisation and initial procesSing of 
images. 

e Colour data acquisition against temperature 
for: 
- room temperature (atmospheric) 

- engine m components with known 
calibration coupons 

temperature distributions 

The manipulation ofthis data to give colour 
verms temperature caliition files for 
each condition. 

The interpretation of normalised images 
with this calibration file to give a 
temperature amy/image. 

An example of a painted turbine blade heated in the 
laborato~ is shown in Figure 4. 

3.3.4 Future Work 

Future Work will extend this technique to produce a 
genuine 3D system that establishes a mapping between 
the ZD colour image and the 3D CADDS image. This 
mapping wdl allow for different views of the 
component and incorporate correction for the 
illumination. 

The relationship between pint  colours and 
pressurdatmosphere conditions will be investigated. 

To take advantage ofthe differences in analysis ofthis 
system over the manual methcd a “digital thermal 
paint” is also being developed using the lessons learnt 
fium the ZD work 

4 COMPONENT SURFACE TEMPERATURE 
MEASUREMENT USING THIN FILM SENSORS 

4.1 Background 

During engine testing it has been common practice to 
measure the component temperature using surface 
mounted thermocouples to validate advancd 
combustion and turbine cooling designs and thermal 
barrier coatings. 

Figure 4 - Digital Iaterpretea Engine Componeat. 
lP3 Digital Analysis 

I 

On air washed surfaces the conventional methcd would 
involve machining a groove in the component to tuty a 
small diameter NiCrNiAl (Type-K) mineral insulated 
thermocouple cable. The cable would be +0,3 mm and 
the slot 0,45 mm deep and wide. The slot would be 
filledwith a Ni based vacuum furaace braze if possible 
or with a NiAl aUoy flame spray. The excess would 
then be ground off to produce a smooth surface finish 
to cause minimum^ ce to the airflow. 

However, the grooves cause problems with the 
stressing of the component and alter the heat transfer 
through the component. This limits the number and 
locations where sensors could be installed The 
temperature measurement may be inaccurate Since the 
measuring point is below the component surface and 
surroun&dbyalargethermalmass.Severalresearch 
blade designs have also had thin d o n  walls where 
the application of thes thermocouples would be 
impossible. 

4.2 Thin Film Development 

An altematiw technique is to use a physical vapour 
deposited thin film sensor. previous work conducted 
for Rous-Royce has demonnrated thin film platinum 
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resistance grids up to 800°C. Also, a limited amount 
of work on Pt-FWPt thermocouples to l20O0C has been 
performed. This was on a thin skinned component 
where the use of conventional Win thermocouples was 
not possible. Figure 5 shows a thin film sensor a m y  
&posited on a thin skinned nozzle guide vane. 

A 

. .  <:.. 

. .. 

L 

Figure 5: PI wistance temperature wnsor array 
on thin skinned nozzle guide vane 

A further step was taken in a Brite Euram funded 
European Collaborative research programme3. This 
demonstrated thin film thermocouples of Platinum 
RhodiunuPlatinum and Platinel types on Ni based 
super alloys to IOOOT using a NiCoCrAIY plus 
thermally grown oxide insulation system. 

The intended technique would prepare the component 
surface by polishing prior to depositing an electrical 
insulating thin film layer over the whole component. 
The components would then be prepared for the 
formation of the sensor patterns using a "lift off 
patterning technique or a physical mask depending on 
the sue and definition of the panern required. For the 
"lift off' technique, a photoresist material would be 
applied to the component and then exposed to 
ultraviolet light through a contacting mask. On 
development of the photoresist the required pattern 
would be defined on the surface of the component, The 
first leg of the sensor would be deposited onto the 
component. When the photoresist is removed the 
excess material is lifted off leaving the required pattern 
on the component. The second leg would then be 
applied using the same method. 

The insulator and sensor material coatings would be 
applied using a vacuum deposition magnetron 
sputtering technique from 'targets' of the required 
materials. The ability to achieve gwd electrical 
insulation at the mcBsuring temperatures is one of the 
most challenging areas of this technology. 

Connection to the films have been made by a number 
of methods, including parallel gap welding of lead-out 
wires. 

Problems experienced have included the differences in 
EMF between flms and standard tables. due to 
differences between bulk and film properties, and 
adhesion of the sensor materials to the component. 
Annealing of the deposited thermocouples in a neutral 
gas allowed the achievement of sensitivities as high as 
97% of the bulk values. The difference between film 
and bulk properties may necessitate a 3, or perhaps a 4, 
lead output so that compensation can be made for the 
junction tmperature. 

In addition thermal ageing of the thermocouple due to 
inhornogenities result in changes in EMF versus 
temperature curves. This may include a change in 
composition by selective oxidisation or environmental 
contamination. This was found to be a problem with 
the Platinel thermocouples in particular. Thus it is 
necessary to protect the sensors in contact with the air 
from oxidation at high temperatures. 

Rolls-Royce has established an in-house facility to 
produce thin film sensors and has recently started its 
own development of thin film thermocouples of 
Platinum-RhodiunuPlatinum for turbine applications. 
Future developments may include the development of 
sensors for components with thermal banier coatings 
where the conventional method of buried mineral 
insulated cables produces a poor yield of satisfaaory 
sensors. 

5 REMOTE THERMOMETRY USING 
THERMOGRAPHIC PHOSPHORS 

5.1 Backgrnund 

Photoluminescence thermomey using socalled 
"thermographic phosphors" is an emerging optical 
nonantact surface temperature measurement 
technique which promises to overcome many of the 
traditional problems of radiation pyromeuy. The 
technique uses the optical properties of thermographic 
phosphors which consist of high temperature 
crystalline materials doped with rare earth metals. The 
resulting high temperature photoluminescent materials 
absorb light at one wavelength, usually ultraviolet 
0 and emit light at a longer wavelength, usually 
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visible. If the phosphor material is illuminated using a 
pulsed W light source at a suitable wavelength, the 
phosphor will emit a pulse of light which decays 
exponentially in time. Many phosphors exhibit a rapid 
variation (generally a decrease) of decay lifetime with 
temperature. Such materials may be suitable for 
accurate temperature determination of a phosphor 
coated surface by calibration of the luminescence decay 
lifetime with temperature. 

Fibre optic and optical non-contact methods have 
demonstrated numerous advantages of over existing 
instrumentation. Amongst these, immunity from 
electromagnetic interference, electrical isolation, non 
intrusiveness of the measurement, freedom from lead- 
outs and increased capability have lead to a rapid 
increase in the use of optical and laser based 
techniques. Luminescence decay time thermometry 
offers several potential advantages over existing 
surface temperature measurement techniques 
commonly applied to gas turbine engines. 

Bonded on and embedded thermocouples can achieve a 
good accuracy of around f l% at temperatures in excess 
of 1000°C and can measure temperatures in areas 
inaccessible to line of sight instruments. However, 
leadouts can be difficult and unreliable, especially on 
rotating components where slip rings or radio 
telemetry are required. Bonding to ceramic and 
composite surfaces can be problematic and many 
thermocouples may be required to provide the required 
coverage of measurements. 

Radiation pyrometry offers a much simpler installation, 
requiring only line of sight access. It can have a fast 
speed of response (less than Ips )  and a reasonable 
temperature resolution (of the order of a degree 
Celsius) and can produce measurements for all blades 
in a turbine stage from the single insuument. However, 
knowledge of the surface emissivity is required and 
variations in this can produce significant errors, 
particularly with ceramic surfaces where emissivity can 
be low and variable. Radiation from hot particulates in 
the gas stream produces very low signal to noise ratios 
and can cause problems in signal processing. Reflected 
radiation from nearby objects (such as the combustion 
chamber) and attenuation of radiation due to 
contamination of optics and atmospheric absorption 
can produce large errors which are difficult to quantify. 
The resulting measurement may therefore offer a high 
resolution but often a large uncertainty (possibly up to 
i 30°C). The technique is only suitable for 
measurement of high temperatures. having a lower 
limit of around 600°C when using a silicon detector. 

5.2 The Luminescence Technique 

The luminescence thermometry technique does not 
require measurement of absolute intensities as with 
radiation pyrometry. As such it should prove immune 
IO signal attenuation and spurious reflections as long as 
the shape of the decay curve can be resolved. The 
resulting technique therefore promises a relatively 
simple installation similar to radiation pyrometry but 
with a high unbiassed accuracy similar to 
thermmuples. 

A number of systems based on luminescence decay 
lifetime variation have been reported over the past 
several years  Several systems which utilise a sample 
of phosphor encapsulated onto the end of an optical 
fibre have been reported by Grattan et al 4.6. These 
have exhibited good sensitivity and repeatability up to 
SOOT, and systems are commercially available. Work 
on remote non-contact thermometry has been carried 
out by several groups7-" at Oak Ridge and Los Alamos 
National Laboratories, EG&G Energy Measurements, 
Allison Engine Company and the Ontario Hydro 
Research division. Most notably. measurements were 
performed at high temperatures on a Pran & Whitney 
first stage nozzle guide vane in an operating gas 
t u r b i ~ ~ e ~ . ~ ,  and on a coupon in an atmospheric burner 
riglo. Measurements have been performed at ambient 
temperatures on a turbine disk in a spin pit and an 
electrical power generator rotorll and signals were 
observed from coated turbine blades during non-fuelled 
windmilling of a gas turbinelz. 

The phosphor intensity generally becomes weaker at 
higher temperatures as well as having a faster decay 
time. For a particular system the maximum 
temperature capability is therefore reached when the 
luminescence signal becomes tw small compared with 
the collected blackbody radiation and other spurious 
signal sources. Decays have been measured in the 
laboratory9 up lo 160OoC and to around 1 100°C in gas 
turbine environment~'~.l~ and the technique is equally 
suitable for cryogenic temperatures. 

5.3 Luminescence Development 

A system is being developed at Rolls-Royce with the 
aim of accurately measuring turbine blade surface 
temperatures. The system uses a Nd:YAG laser 
operating at 266nm (Uv). It is coupled into a fibre- 
optic which transmits the excitation pulse to a probe 
similar in construction to that used in radiation 
pyrometry. The laser pulse is projected onto the 
turbine blade which is coated with the phosphor 
material. The visible luminescence signal emitted by 
the phosphor is collected by the probe and transmitted 
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by a fibreoptic to detection and data acquisition and 
analysis equipment. 

3000 I I I I I I I 

500 600 700 800 900 1000 1100 
Temperalure (“C) 

Figure 6: Decay lifetime variation with 
temperature of YAGTb phosphor. 

Figure 6 shows the decay lietimc variation with 
temperahur measured from YAG% phosphor up to 
1050°C using this instrumeat. Figure 7 show 
residuals from a fit to this data. Note that the laser 
stimulation in this case was 355 nm. The instrument 
has been demonstrated on a thermal banier coated 
nozzle guide vane shown in Figure 8 in an operating 
engine. The phosphor was applied using a chemical 
bonding technique and survived for long periods (a few 
hundred hours) on the guide vane. 

Application ofthe technique to a rotating turbine blade 
measurement requires the consideration of scveml 
additional factors. The optical probe must have an 
extended field of view to allow observation of a wide 
range of decay lifetimes in order to provide the 
instrument with sutiicient temperature range. The 
phosphor must be su&ciently bright and the decay 
lifetime must also be shorter than the transit time of 
the blade through the field of view. Work is 
continuing to address these issues and apply the 
technique U) a turbine blade in an operating gas 
turbine. 

20 
15 

-10 
E 5  
U1 

3 0  
2 -10 4 

-15 
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500 600 700 800 5’00 1000 1100 
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Figure ’I: Residuals from polynomial fit to YAG:Tb 
decay lifetime. 

Figure 8: Phosphor coated nozzle guide vane used in 
engine testing. 
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Q: Pink 

For thermally-painted combustors, how long would they typically be run in order to access colour changes ? 

A: Usually for a combustor tested in an engine, the standard run time of 3 minutes at condition would be used. 
Time calibration of the points, however, allows running for up to 20 minutes at condition for use in combustor 
rigs where it is necessary to run for longer to allow other measurements (e.g. emissions analysis) to be made. 
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Effective Spectral Emissivity Measurements of Superalloys and YSZ Thermal Barrier Coating at High Temperatures Using a 
1.6 pm Single Wavelength Pyrometer 

Sami Alaruri, Lisa Bianchini, and Andrew Brewington 
Allison Engine Company, Rolls-Royce Aerospace Group, 

Box 420, MIS W03A, Indianapolis, IN 46206-0420, U.S.A. 

1. SUMMARY 
A method employing an integrating sphere and a single 
wavelength (1.6 pm) pyrometer for measuring the spectral 
effective emissivities of superalloys in the temperature range 
(-650-1O5O0C) is described, The spectral effective emissivi- 
ties for five superalloys, namely, MARM-247, MARM-509, 
CMSX-4, Inconel-7 18, N-155, and two RenBN6 samples 
coated with YSZ thermal barrier coating were measured. Cor- 
recting the pyrometer measurements for the variations in the 
object emissivity would reduce the uncertainty in the tem- 
perature measurements to &I%. 

2. INTRODUCTION 
Single wavelength pyrometers are used extensively as a djag- 
nostic and health monitoring noncontact temperature meas- 
urement tool in the development and research of advanced 
high-temperature military and commercial gas turbine engines 
[ I ] .  In addition, these intensity-based IR sensors are widely 
used for gathering noncontact temperature measurements in 
petrochemical, material processing, and laser-machining in- 
dustries [ 1 ]. In contrast with the widely used temperature 
sensors, namely thermocouples, pyrometers have several ad- 
vantages over thermocouples. First, the absence of wires 
makes pyrometers attractive for noncontact surface tempera- 
ture measurements of rotating parts (i.e., blades). Second, the 
temperature measurements gathered usjng pyrometers are 
immune to the electromagnetic interference generated from 
the surrounding environment. Third, temperature measure- 
ments can be collected nonintrusively and without perprbing 
any of the system parameters (i.e., gas flow patterns). 

In spite of these advantages single wavelength radiation ther- 
mometry instruments (i.e. single wavelength pyrometers) 
suffer from three major problems: 

1. Inferring the gbject temperature from the spectral ra- 
diance measurements without knowing the emissivity 
of the object at different temperatures. 

Correcting temperature measurements for the extrane- 
ous reflectiorj and emission components (i.e., back- 
ground radiqce) that can be produced by flames, 
walls, or particles in  the field of view. 

correcting for the attenuatlpn of the optical signal due 
to the variable transmissivity of the ,optical path. 

2. 

3. 

To circumvent some of these problems multiwavelength [ 1.21 
and reflectance [ I ]  pyrometers were developed. Despite the 
several advances in the development of these instruments in 
recent years, measurements gathered using these instruments 
lack accuracy, especially when used in flame environments 
for viewing low emissivity (i.e., high reflectivity) components 

such as ceramics [I]. In view of these difficulties, the development 
of algorithms for correcting the measurements gathered using py- 
rometers for the emissivity variations and the contribution due to 
the reflected radiation components was deemed necessary. 

In the work herein, a practical method for determining experimen- 
tally the effective spectral emissivity of engine components at high 
temperature using a single wavelength pyrometer is described. 
Emissivity measurements pertaining to Ni, CO, Ni-Fe, and Ni%o- 
Fe based superalloys and yttria-stabilized zirconia (YSZ) thermal 
barrier coating (TBC) are discussed. In addition, an error analysis 
for the collected measurements is presented. 

3. EXPERIMENTAL 
The spectral effective emissivity for selected superalloys, namely 
MARM 347 [3], MARM 509 131, CMSX-4 [4], lnconel 718 [3], 
N155 [3], and YSZ TBC deposited on Ren&N6 superalloy (coated 
with a thin byer of platinum duminide [PtAl] bond-coat) was 
examined in aji gver the temperature range -650 to 1050°C. The 
TBC layer was applied to the PtAl bond-coat using an electron 
beam physical yapor deposition (EB-PVD) technique. As illus- 
trated in Figure !! a disc (-2 cm in diameter) made from the alloy 
under investigatjon was instrumented with two type K thermocou- 
ples (nickel-chromium versus nickel-aluminum alloy). The sensing 
ends of the two thermocouples were spot welded into the center of 
the disc. In the case of the YSZ TBC disc the sensing ends of the 
two thermocouples were adhered to the center of the sample using 
ceramic cement (Ceramabond 569, Aremco Products, Inc.). For 
commercial type K thermocouples a calibration tolerance of f0.4% 
is specified over the temperature range 0-1250°C by ASTM stan- 
dards. Furthermore, a block of metal was spot welded to the back 
of the disc to ensure the generation of. a quasi-isothermal surface 
area. The surface area of each superalloy disc was roughened be- 
fore instrumenting the disc with thermocouples using a fine sand 
blaster. To prevent the infrared radiation generated from the sur- 
rounding environment from interfering with the collected signals, 
the disc was mounted at one of the open-ends of a 30 cm long 
alumina tube (-4.6 mm wall thickness). The other open end of the 
alumina tube was coupled to the entrance port of an integrating 
sphere (Newport-PM 819-IS-2). The integrating sphere inner sur- 
face is coated with a Spectralon, which has a 0.991 reflectance (p) 
at 1.6 pm (8 deg hemispherical) [SI. 

I t  is worth noting that the integrating sphere was introduced to the 
measurement setup to ensure the nonlambertian radiant flux emit- 
ted from the surface area of the disc [6] is transformed into a cir- 
cular lambertian source at the exit port. During all experiments the 
monolithic thermoplastic integrating sphere was air cooled by 
blowing air at the surface area facing the furnace to maintain the 
thermal stability of the sphere. By placing the disc and the iso- 
thermal block inside a three-zone furnace (Lindberg. model 
55347). the photons emitted from the surface area of the coupon at 
different temperature settings were measured. The temperature of 

Paper presented at an AGARD PEP Symposium on “Advanced Non-Intrusive Instrumentation 
for Propulsion Engines”, held in Brussels, Belgium, 20-24 October 1997, and published in CP-598. 
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Figure 1. Schematic Diagram of the Experimental Setup Used for Measuring the Effective Spectral Emissivity of the Superalloys and 
the YSZ Samples Using a Single Wavelength (1.6 pm) Pyrometer. 

the three-zone furnace was controlled via a programmable 
temperature controller (Eurotherm model 8 18). Further, the 
analog output of the pyrometer amplifier-filter module and 
the readings of the two thermocouples were monitored using 
a data acquisition system (HP 75000 B) equipped with 16- 
channel thermocouple and high-voltage relay multiplexer 
cards (HP E1345-66201). During each data collection cycle 
the data acquisition system was programmed to calculate the 
average of ten readings for each channel. Additionally, the 
standard error was calculated for each measurement. 

A commercial pyrometer system (Land Turbine Sensors, Inc., 
Type 699.057) consisting of three major components, collec- 
tion optics, detector, and data acquisition electronics, was 
used to measure the throughput of the integrating sphere. All 
measurements were gathered with the pyrometer emissivity 
setting set at 1.0. Before any measurements were collected, 
the pyrometer system was calibrated with respect to a black- 
body cavity (Mikron-model 330). The blackbody cavity was 
heated with molybdenum disilicide elements and the tem- 
perature of the cavity was monitored using a platinum B-type 
thermocouple. The accuracy of the blackbody was rated at 
H.25% of the f l  digit for temperature readings above 6OO0C, 
whereas the emissivity of the cavity was rated at 0.99(H0.005. 
Figure 2 depicts the calibration curve of the instrument used 
in this work. 

As shown in Figure I ,  the radiant flux emitted from the 
heated disc was collected and coupled into a bundle of 200 p 
m core-diameter waveguides by means of a short focal length 
sapphire lens F 1 2 . 5  cm). Radiation emerging from the distal 
end of the waveguides was coupled into a InGaAs detector. 
By placing a band-pass filter in front of the detector, the out- 
put of which was fed into an amplifier-filter module for signal 
processing. the spectral response of the detector was restricted 
to a 75 nm spectral band centered at 1.6 pm. 

4. RESULTS AND DISCUSSION 
Using least-squares linear regression analysis, a functional rela- 
tionship expressing the temperature of the blackbody cavity as a 
function of the pyrometer spectral radiance temperature was cal- 
culated. The calculated functional form illustrated in Figure 2 is 
given by 

TBF( 1 .O 12M.OO5)Tk- 17.4oof2.462 (1) 

where TBB is the temperature indicated by the blackbody cavity 
and TI is the spectral radiance temperature indicated by the py- 
rometer. The calculated coefficient of determination (r2), the stan- 
dard deviation of the slope, and the standard deviation of the inter- 
cept were 0.999, i0.005, and f2.462, respectively. 

Next, the calibrated pyrometer was used to measure the spectral 
effective emissivities for each alloy over the temperature range - 
650-1 050°C. The relationship expressing the effective spectral 
emissivity in terms of the pyrometer spectral radiance temperature 
and the temperature of the alloy as indicated by the thermocouples 
(Equation 5 )  is deduced from the arguments that follow. 

The spectral radiance (sterance). L(h,T), of a blackbody radiator 
(i.e., emissivity = 1) at temperature T is described by Planck's 
equation 

where h is Planck's constant, c is the speed of light in vacuum, l. is 
the wavelength in meters, k is Boltzmann's constant, and T is the 
absolute temperature of the blackbody in degrees Kelvin. 

In the case of a greybody (i.e. emissivity cl) the output signal of 
the pyrometer system, I$ (l.,T), may be expressed, as a first order 
approximation, as [7] 
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Figure 2. Calibration Curve for the Pyrometer Used in this Work. The Solid Line Represents the Straight Line Calculated Using the 
Calibration Measurements. 

where Y is the instrument constant and ~(7c.T) is the effective 
spectral emissivity of the greybody at a given temperature and 
spectral band width. Further, the emissivity depends on sur- 
face quality and geometry of the object. The instrument con- 
stant, Y,  which appears in Equation 3 is generally evaluated 
in terms of the path transmittance (T 1, the detector detectivity 
(D*), the detector effective area (A$. the spectral band width 
of the system (AX). and the solid angle subtended by the de- 
tector (Os). 

Likewise, the output signal measured for a blackbody by a 
pyrometer may be represented as 

Q(h,T)=YL(X,T) (4) 

From Equations 2.3, and 4 the effective spectral emissivity of 
the greybody can be written as 

where the value of C2 is 14,388 pm K, the value of h is 1.6 p 
m, T is the temperature of the greybody as indicated by the 
thermocouples, and TA is the spectral radiance temperature 
indicated by the pyrometer. Consequently, the temperature of 
the greybody can written as 

It is worth noting that the derivation of Equation 5 implies the 
replacement of Planck‘s law (Equation 2) by Wien’s approxi- 

mation, which is valid for short wavelengths and low temperatures 
(i.e., C2 >> IT). Wien’s approximation introduces an error of the 
order of 0.1% and does not affect the correctness of the results 
significantly. 

By employing Equation 5 and utilizing the temperature measure- 
ments, the effective spectral emissivities for the alloys noted previ- 
ously were determined experimentally. The results are presented in 
Figures 3, 4, 5, 6, and 7. The solid line in each graph depicts the 
calculated empirical fit using the relationships listed in Table 1. 
The calculated coefficients of determination for these empirical fits 
ranged between 0.90 and 0.85. Table I also tabulates the elemental 
percentage weight composition, the calculated average effective 
spectral emissivity, and the standard error of the emissivity meas- 
urement for each alloy. Since the standard deviation of the emis- 
sivity measurements did not exceed f5%, i t  can be assumed as a 
first order approximation that the emissivity for each alloy was 
constant over the temperature range -650- 1O5O0C. 

By comparing the measured average effective spectral emissivities 
for CMSX-4 (~=0.806*0.003), MARM-247 (~=0.817f0.002), and 
Inconel-718 (~=0.853*.009) as a function of the percentage weight 
concentration of Ni, it  can be seen that the value of the spectral 
effective emissivity increased with the decrease in the alloy’s Ni 
concentration. As shown in Table I, the percentage concentration 
of Ni for CMSX-4, MARM-247, and Inconel-718 is 61.7%. 
59.0% and 52.5%, respectively. 
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Figure 6. Scatter Diagram Showing the Measured Effective Spectral Emissivity for Inconel-7 18 Over the Temperature 
Range -650-1050°C. 
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Alloy - % composition 
MARM-247 (Ni-based alloy) 
59.0 Ni- 10.0 CO-cO.5 Fe 
MARM-509 (CO-based alloy) 
10.0 Ni-54.5 CO 
CMSX-4 (Ni-based alloy) 
61.7 Ni-9.Ko 
Inconel-7 I8 (Ni-Fe based alloy) 
52.5 Ni-18.5 Fe 
N-155 (Ni-CO-Fe based alloy) 
20 Ni-20 CO-30 Fe 
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Figure 7. Scatter Diagram Showing the Measured Effective Spectral Emissivity for N-155 Over the Temperature 
Range -650-1050°C. 

To test whether the three mean emissivities (i.e., 
ECMSX.4. c M ~ R M - 2 4 7 ,  ~ l ~ ~ ~ ~ ~ l - 7 I 8 )  are significantly different or 
not, two hypotheses were tested by subjecting the emissivity 
means to a r-distribution test (i.e., HO [null hypothesis]: E ~ = E  

2 for critical region fcalculated c tcritical -accept hypothesis HO 
and reject H 1 ; H 1 : E l f ~ 2  for critical region rc,lculared > rcrirical 
-reject hypothesis HO and accept H1)[8]. As such, rc,lcu,ated 
was greater than fcrirical for the three possible emissivity mean 
combinations, that is E c ~ ~ x - 4  versus E ~ ~ ~ - ~ ~ ~ ;  E ~ ~ ~ ~ - ~  

EInconel-71S; and ‘MARM-247 EIncon&718. Thus* the 

null hypothesis was rejected and the alternative hypothesis was 
accepted for the three possible emissivity combinations. This re- 
sult, at 85% confidence level, implies that the emissivity values are 
indeed significantly different. Based upon this result, one may 
conclude a 14.9% decrease in the Ni concentration would result in 
a 5.5% increase in the value of the measured spectral effective 
emissivity. I t  is worth noting that throughout this work the hy- 
pothesis tests were carried out under the assumption the emissivity 
measurements were random samples drawn from a normal distri- 
bution. 

4 
4 
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Likewise, the emissivity measurements were examined as a 
function of the CO weight percentage concentration in three 
alloys, namely MARM-509 (54.5% CO), MARM-247 (10.0% 
CO), and CMSX-4 (9.0% CO). Clearly, a decrease in the per- 
centage weight concentration of CO resulted in a decrease in 
the measured spectral effective emissivity of the alloy. In a 
similar manner, the three mean emissivities were tested by 
assuming a null hypothesis (Hg: ~ 1 x 2 )  and an alternative 
hypothesis (HI: E1+E2). The results of the statistical inference 
indicated that EMmM.509 versus E ~ m M - 2 4 7  and E ~ ~ ~ - ~ ~  
versus E ~ ~ ~ ~ - ~  were significantly different and the null hy- 
pothesis was rejected for each combination. In the case of E 
MmM-509 versus Ec~sx.4 the null hypothesis was accepted at 
a 99.5% confidence level. Consequently, E ~ ~ - ~ ~ ~  and E 

CMSX-4 are not significantly different in value. As shown in 
Table I, it can be seen that a decrease of approximately 8 1.6% 
in the CO percentage concentration yields a decrease of 11 3% 
in the value of the spectral effective emissivity of the sample 
P I .  

over an 8-hour time period. As shown in Figure 8. and listed in 
Table 11, an average increase of approximately 45.3% in the meas- 
ured effective spectral emissivity values was observed after the 
first heat cycle. After run no. 1 (i.e.. 8-hour heat cycle) the effec- 
tive spectral emissivity values for both samples ranged between 
0.70 and 0.78. Such an increase in the measured emissivity values 
between the first run (i.e., run no. 1 for S1 and S2) and the later 
runs was attributed to the migration of aluminum and aluminum 
oxide from the PtAl bond-coat into the TBC layer. The migration 
of aluminum from the bond-coat into the surface area of the TBC 
structure was detected using a scanning electron microscope (JXA- 
35, JEOL). As illustrated in Figure 9, the elemental surface struc- 
ture measured for a fresh YSZ sample does not indicate the pres- 
ence of aluminum in the surface area. Whereas the presence of 
aluminum in the surface area of a sample heat cycled for 32 hours 
(S2 [run.no.4]) is evident (Figure 10). It was reported that the 
migration of aluminum and aluminum oxide from the bond-coat 
into the TBC leads to the spallation of TBC, thereby leading to 
temperature rise of the airfoil and premature failure of engine 
components [ 101. 

To test whether the three mean emissivities (i.e., E ~ , Z ,  €2.3, and €2.4, 

where q j  i = sample number [i = 1.21 and j = run number 
[ 1,2 . . .4]) are significantly different, two hypotheses were tested 
by subjecting the emissivity means to a r-distribution test 
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The effective spectral emissivities for two YSZ TBC coated 
samples were measured as a function of temperature using the 
apparatus shown in Figure 1. The obtained results are de- 
picted in Figure 8. Each set of data (i.e., run) was collected 
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Figure 8. Scatter Diagram Showing the Measured Effective Spectral Emissivity for the Two (Sl&S2) Heated YSZ Samples. 
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Sample Run 
no. no. 

Table 11. 
Calculated Average Effective Spectral Emissivities and Their 
Standard Errors for the Two YSZ Samoles After Each Heat 

cvcle, 

Duration of heat 
cycle -hours 

SI 1 8 

SI 

8 

s 2  1 24 
I 

2 24 

Average 
emissivity 

0.3582 f 
0.0 I89 

0.7248 f 
0.0136 

0.4399 f 
0.0766 

0.7576 f 
0.0089 

0.7038 f 
0.0075 

Figure 9. Relative K-Ratio Scanning Electron Microscope 
Output Showing the elemental Composition of a YSZ Sample 

Before Exposing the Sample to Heat (Zr = Zirconium; Hf = 
Hafnium: Y= Yttrium). 

(i.e., H,) [null hypothesis]: = for critical region fc,,culared 
c fcriticnl. accept hypothesis and reject HI;  HI: # for 
critical fcnlculared > fcrirical region. reject hypothesis Ho and 
accept HI). As such, f,alculared was greater than fcrilicp, for the 
three possible emissivity mean combinations, that is E,.? ver- 

hypothesis was rejected and the alternative hypothesis was 
accepted for the three possible emissivity combinations. This 
result, at 99.5% confidence level, implies the emissivity val- 
ues are indeed. significantly different and the surface area of 
the TBC layer did not reach stability after several heat cycles. 
For practical purposes an average emissivity value of 0.7287 
f 0.0128 (average for E~. :  E ~ . ~ .  and E:,,) can be used as the 
effective spectral emissivity for the YSZ layer at 1.6 pm. 
Based upon these findings one may conclude the optical char- 
acteristics for TBC change drastically due to the migration of 
aluminum from the bond-coat into the TBC layer. After a 
short heat cycle the emissivity values for the TBC layer 

SUS E2.3, El,? VerSUS E?.,, and E2.3 versus E?.,. Thus, the null 

Figure 10. Relative K-Ratio Scanning Electron Microscope Out- 
put Showing the Elemental Composition of a Heat Cycled YSZ 
Coupon (AI = Aluminum; Zr = Zirconium; Hf = Hafnium; Y= 

Yttrium). 

become comparable in value to that measured for superalloys over 
the same temperature range. Consequently, the transmittance of the 
YSZ layer, which is very high at long wavelengths (Figure I I ) ,  
will be reduced drastically. Such a result suggests that using long 
wavelength pyrometry measurements for monitoring the surface 
temperature of TBC coated engine parts does not offer a clear ad- 
vantage over short wavelength TBC pyrometry measurements. In 
an actual turbine engine environment the columnar structure of the 
TBC layer would allow particulate matter from the engine flow 
path to be deposited between the YSZ columns. As a result the 
optical properties of the TBC layer will be transformed into prop- 
erties similar to that obtained from metallic surfaces. I t  is also 
worth noting that due to the high thermal expansion coefficients of 
these particulate matters relative to the YSZ columns, they can 
contribute in a significant manner to the spallation of the TBC 
layer. 

Lastly, we examined the percentage relative errors that resulted 
from setting the pyrometer emissivity control at 1 (i.e., assuming E 
= I ) .  The relative errors were calculated by normalizing the differ- 
ence between the pyrometer and the thermocouple readings by the 
temperature measurements obtained using type K thermocouples. 
As illustrated in Figure 12, such an assumption as the data for N- 
155 alloy suggests can lead to +6.3% error (463°C at lO00"C) in 
the temperature measurements. The magnitude of such errors can 
be reduced to d l %  when the correct emissivity of the superalloy 
is selected. As shown in Figure 13, the percentage relative errors 
for the first two heat cycles of the two YSZ samples varied be- 
tween 10% and 16% over the 650 to -lOOO°C temperature range. 
The values of the percentage relative error dropped to an average 
value of 4.98f0.08% (average for run no. 2 [SI], run no. 3 [S2], 
and run no. 4 [S2]) after the first heat cycle. This result implies 
that a reduction in the magnitude of the percentage relative error 
can be achieved by heat cycling the TBC coated turbine engine 
components before gathering temperature measurements in an 
engine. However, the impact of the heat cycle on the lifetime of the 
engine part and the integrity of the TBC layer is not clear at this 
stage. 

i 
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5. CONCLUSIONS 6. ACKNOLEDGEMENTS 
Analysis of the emissivity measurements indicated that at 1.6 
pm a decrease in the Ni concentration (61% - 52% weight 
composition of the alloy) would result in an increase in the 
value of the measured emissivity. Whereas a decrease in the 
CO concentration (54.5% -9.0% of the weight composition of 
the alloy) would result in a decrease in the emissivity of the 
alloy. Further. the average effective spectral emissivity of 
YSZ thermal barrier coating increased from 0.3991 f 0.0289 
to 0.7287 ? 0.0128 after a short heat cycle. A significant re- 
duction in the contribution of the emissivity error component 
and consequently the reflection component can be achieved 
by heat cycling YSZ TBC coated engine parts prior to taking 
any temperature measurements using pyrometers. 

The authors wish to express their thanks to Mr. Pete Linko and his 
colleagues at General Electric Aircraft Engines for supplying the 
TBC coated samples. 

7. REFERENCES 
1. 

2. 

NASA Lewis Research Center, Remote Temperature Sensing 
Workshop, 1994. 
Hiernaut, J.. Beukers, R., Heinz. W., Selslag, R., Hoch. M., 
and Ohse, R., “Submillisecond Six-Wavelength Pyrometer for 
High-Temperature Measurements in the Range 2000 to 5000 
K,“ 10 ETPC Proceedings. Vol. 18, 1986, p. 617-625. 
J. R. Davis, ASM Materials Engineering Dictionary, 1992. 3. 



1 

0. 

- -  t t  
t .  

t t t  
t i 

. 
4 22-10 

B 
w 4  

rc 
A 

2 3 1 8  

A 

8 

A 

8 

A 

rn 

A 

8 

A 

8 

A 

8 
A 

8 

a 0 0  0 

t 

0 

t 

0 

t 
0 ot t 

t 
t 

650 700 750 8a) 050 pa) 950 loa3 1050 

Pyrometer Reading, ( C) 

8 MARM 247 MARM 509 A CMSX-4 e lnconel N 155 
TE97-629 

Figure 12. Relative Errors (% Relative Error = ([Pyrometer Reading-Thermocouple Reading]/Thermocouple Reading) * 100) Calcu- 
lated for Each Superalloy with the Pyrometer Emissivity Set at Unity. 

i 

1 0 1  

0 
0 

+ t) +m+eQ + U +  + + + + + + + 
0 0 0 Q 0 0 ’ 0  o o o o Q  B 

O O  O O 0  

Pyromeler Rsadlngr (OC) 

Figure 13. Relative Errors % Relative Error = ([Pyrometer Reading-Thermocouple Reading]/Thermocouple Reading) * 100) Calcu- 
lated for the Two YSZ Samples with the Pyrometer Emissivity Set at Unity. 



22-1 1 

i 
t 

4. Fullagar, K., Broomfield, R., Hulands, M., Harris. K., 
Erickson, G., and Sikkenga, S., "Aeroengine Test Expe- 
rience with CMSX-4 Alloy Single Crystal Turbine 
Blades," 39th ASMEIIGTI International Gas Turbine 
and Aeroengine Congress and Exposition, The Hague, 
Netherlands, June 13-16, 1994. 
Newport Corporation, Newport catalog, Irvine, Califor- 
nia, 1992, p. k-28-30. 
DeWitt, D. and Gene Nutter, D., "Theory and Practice 
of Radiation Thermometry, " John Wiley, USA, 1988, p. 

Wyatt, C., Radiometric System Design, Macmillan h b -  
lishing Company, New York, 1987. 

5 .  

6. 

91-187. 
7. 

Paper 22 
Author: Alaruri 

8.  Guenther, W., Concepts of Statistical Inference, 2nd 
Edition, McGraw-Hill Kogakusha, Ltd, Tokyo, Japan, 
1973. 
Alaruri, S., Bianchini, L.. Brewington, A., Jilg, T. and 
Belcher. B., "Integrating Sphere Method for Determining 
the Effective Spectral Emissivity of Superalloys at High 
Temperature Using a Single Wavelength Pyrometer," 
Opt. Eng. 35,9,2736, (1996). 

10. J. Daleo and D. Boone, "Failure Mechanisms of Coating 
Systems Applied to Advanced Turbine Engine Compo- 
nents," The 42nd ASME Gas Turbine and Aer0engin.e 
Congress, 97-GT-486, Orlando, Florida (June 2-5, 
1997). 

9. 

Q: E v e n  

Have you made tests in order to check the influence of the view angle on the spectral emissivity? What will the 
influences be? 

A: Unfortunately, I have not measured the spectral emissivity as a function of view angle. There should be a 
dependence between the view angle and the emissivity. 
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Development and application of laser induced incandescence (LII) 
as a diagnostic for soot particulate measurements 

D. R. Snelling, G. J. Smallwood, I. G. Campbell, J. E. Medlock and 0. L. Giilder 
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1. SUMMARY 
LII is a promising diagnostic for in-situ measurements of 
particulates. The LII signal is shown to be proportional 
to soot volume fraction. Due to the large dynamic range 
of the LII technique, we have been able to measure time- 
averaged soot concentrations in the part per billion range 
with a spatial resolution of -0 .5 mm in each dimension. 
The decay of the LII signal in the post evaporative region 
is shown to be a sensitive measure of primary particle 
size. A numerical model has been developed which 
accurately predicts post evaporative LII signal decay 
rates. The prediction of the excitation curve is 
unsatisfactory, with more work needed to correctly model 
the particle behaviour during the soot evaporation phase. 
Also, the model predicts that the prompt LII signal will 
vary as the 3.33 power of particle diameter. However, 
this predicted departure from strict proportionality 
between LII signal and soot volume fraction was not 
experimentally observed. 

2. INTRODUCTION 
Soot volume fraction measurements are important for 
studies of soot formation, radiation processes, and for 
monitoring post-flame particulates. Light extinction is a 
commonly used diagnostic technique for measuring soot 
volume fraction. However, it suffers from the drawback 
of measuring a line-of-sight average, and while 
tomographic reconstruction can be used to calculate soot 
profiles in radially symmetric flames, this is not possible 
in turbulent flames. Elastic scattering of light has been 
widely investigated for soot measurements but the fact 
that the signal is proportional to the square of the particle 
diameter means that the technique is more useful for 
particle sizing than volume fraction measurements. More 
importantly, for agglomerated soot particles (which are 
definitely not spherical), it has become increasingly clear 
in the last few years that the approach of applying Mie 
theory by assuming spherical soot particles results in large 
errors’“‘. 

Laser induced incandescence (LII) has emerged as a 
promising technique for measuring spatially and 
temporally resolved soot volume fraction in flame~5-r~. !IJ 

LII the soot is heated by a short duration laser pulse to 
produce incandescence. With sufficiently high laser 

energies, numerical models of the heat transfer indicate 
that the soot particles reach temperatures of 4000-4500 
K.5.6,~0,12.13 Th e resultant radiation, which is blue shifted 
relative to soot radiation at normal flame temperatures 
and is of short duration, can readily be detected. LII 
typically has a temporal resolution of 10 ns and can be 
used to perform both point measurements and 2-D planar 
visualization. 

In this paper we describe our development of the LII 
technique for point measurement in flames. Since LII 
provides only relative soot volume fraction 
measurements, an absolute calibration is necessary. This 
was performed in a simple laminar diffusion flame, where 
the radial soot volume fraction profiles were measured by 
Abel inversion of line-of-sight attenuation measurements. 
We have implemented a numerical model of the LII 
processes to aid in the interpretation of experimental 
results. Model predictions and their comparison to 
experiment are presented. Finally, the application of LII 
to a confined C3H,/air turbulent diffusion flame is 
investigated. 

3. EXPERIMENTAL 

3.1 Laser Induced Incandescence 
The schematic of the LII setup is shown in Fig. 1. A 
Continuum Surelitel Nd:YAG laser with Gaussian optics 
operating at its hdamental  wavelength of 1064 nm was 
used as the pulsed light source. The beam quality was 
improved by inserting an aperture in the laser cavity. This 
modification reduced the maximum energy to 40 mJ. 
Further .attenuation of the beam, by using a half wave 
plate to rotate the plane of polarisation in combination 
with a vertical polariser, was used to control the energy 
delivered to the flame. The aperture resulted in a laser 
beam whose near-field intensity distribution was 
Gaussian. 

The beam was then focussed through a beam expander 
and a cylindrical lens to form a sheet with Gaussian fit 
parameters (l/e2full width) of 3.62 mm (height) and 0.44 
p n  (width). The beam intensity profiles were near 
perfect fits to a Gaussian distribution as measured with a 
Coherent BeamView system. The LII signal from the 

Paper presented at an AGARD PEP Symposium on “Advanced Non-Intrusive Instrumentation 
for Propulsion Engines”, held in Brussels, Belgium, 20-24 October 1997, and published in CP-598. 
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onto a silicon photodiode detector (detector A) and the 
transmitted laser beam was measured with a second 
detector (B). Signals from both detectors were detected 
with gated integrators whose outputs were ratioed to give 
AA3 on a shot-by-shot basis. In this way we were able to 
correct for small changes in laser pulse energy, and the 
flame transmission could be measured to an accuracy of 
-0.25%. The transmission measurements were made 
every 0.1 mm across the flame, at heights of 30,35, and 
40 mm. 

Burner 

Figure 1. Top-view schematic of LII apparatus 

centre of the laser sheet was imaged at 2: 1 magnification 
with a 54 mm diameter lens of 190 mm focal length onto 
apertures of 1.06 mm diameter in front of the 
photomultipliers (PM's). Thus the sample volume in the 
flame was a cylinder of diameter 0.53 mm whose length 
was the width of the laser sheet (0.44 mm). 

The LII signal was split equally between two PM's each 
equipped with an interference filter centred at 455.5 nm 
with a bandwidth of 11.0 nm. One of the PM's was 
connected directly to a gated integrator whose gate width 
was set at 25 ns to measure the peak of the LII signal 
(subsequently referred to as the prompt signal). The other 
PM was connected to a charge-coupled amplifier which 
measured the total charge collected during the LII pulse 
and thus measured the time integrated LII signal. ' 

3.2 Calibration 

3.2.1 Flame 
The laminar diffusion flame used in these experiments 
was similar to that used by GulderIs except that the fuel 
tube was 13.9 mm in diameter. The C2H, flow rate was 
3.27 cm'/s and the surrounding air flow rate 170 SLPM. 
The visible flame height was 67 mm. 

3.2.2 Line-of-Sight Attenuation 
Both 532 and 1064 nm laser attenuation experiments were 
performed, with a 3 times beam expander followed by a 
1 m focal length lens used to reduce the beam diameter 
through the flame. At 1064 nm the focal beam diameter 
in the flame, U,, was 0.24 mm (Gaussian l/ez diameter); 
and the confocal parameter (total distance between the 
points at which the beam diameter had increased to 
J2-0,) is 160 mm. This ensured that there was little 
variation in beam size across the maximum flame 
diameter, which was 6 mm at the heights investigated. 

A beam splitter directed part of the pre-flame laser beam 

4. RESULTS AND ANALYSIS 

4.1 Attenuation Results 
In the Rayleigh limit the soot volume fraction, fv, is given 
bY 

where T is the flame transmission, A the wavelength and 
L the flame width. The complex refractive index is 
denoted by m=n+ik, and E(m) = -Im{(m2 -l)/(m' + 2)}, 
thus 

6nk 
(n2  -k2 +2)2 + 4n2k2 (2) E(m) = 

Using the dispersion relationship from Dalzell and 
Sarofml6 to calculate the refractive index we obtain: 
m=1.59+0.58i and E(m)=0.264 at 532 nm; and m=1.63 + 
0.7i and E(m)=0.303 at 1064 nm. 

The Abel inversion of the transmission measurements was 
performed using the 3 point Abel algorithm of Dasch" 
with a data spacing at the recommended 0.2 mm. The 
resultant curves are shown in Fig.2, where it can be seen 
that there is generally very good agreement between the 

4 
L 

t l " l ' l ' l ' l " . l  
1 . 2  

Radial Posltlon (mm) 

Figure 2. Comparison of radial profiles from Abel 
inversion of line-of-sight attenuation data acquired at 
532 nm and 1064 nm. Data was acquired at a height of 
40 mm in an ethylene/air flame. 
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532 nm and 1064 nm data. This agreement is not 
necessarily expected since the undesirable effect of 
scattering is enhanced with decreasing wavelength, 
increasing the laser attenuation beyond what would be 
expected from absorption, and can thus lead to an 
overestimate of the soot con~entration.’~’~.’~ For visible 
wavelengths, errors of 30- 100% in soot concentration are 
expected depending on the size and morphology of the 
soot agglomerates. The uncertainty in the rehctive index 
and its wavelength dependence can mask such effects. 

4.2 LII Calibration 
LII measurements were performed at the same locations 
in the laminar diffusion flame. As the energy of the 1064 
nm laser is increased (above the LII detection threshold) 
there is an initial sharp increase in LII signal. With a 
peak laser fluence (at the centre of the sheet) of 0.32 
J/cm’ a further increase in energy produces very little 
increase in LII signal as shown in Fig. 3. The LII 
detection is typically operated in this plateau 
regi~n.~***’~.”~’~ We have used a peak laser fluence of 0.48 
J/cm’ for our LII measurements, which are shown in Fig. 
4 with the 532 nm Abel inverted data for comparison. 

In Fig. 4 the LII data has been scaled to the Abel data so 
that the integrated soot volume fraction over the total 
flame width is the same for all the curves. In general it 
can be seen that there is good agreement between the soot 
profiles from LII and Abel inverted transmission 
measurements, with the prompt LII data following the 
Abel inverted data more closely. Thus in the soot 
concentration range 0.5-5.0 ppm the prompt LII and the 
extinction measurements are linearly related. This result 
is in agreement with other studies that have found a linear 
relationship over this concentration range.8~21-22 Vander 
Wal, using gravimetric sampling for calibration, has 

- imeprated~ii 
+ Prompt LII 

Abel lnvenlon - imeprated~ii 
+ Prompt LII 

.J ................................................................................................ 
-3 2 1 0 1 2 3 

Radial posHlon (mm) 

Figure 4. 
determined by LII to radial profiles from Abel inversion 
of line-of-sight attenuation data at 40 mm above the 
burner 

Comparison of soot volume fraction 

observed good linearity in the 0.035-1.5 ppm soot 
concentration range.23 

5. NUMERICAL MODEL 

5.1 Heat Transfer To and From Soot Particles 
The numerical modelling of the transient heating and 
subsequent radiation and cooling of soot particles 
exposed to short duration (10 nsec) laser pulses is briefly 
described below. The approach is similar to that used by 
several Our approach most closely 
follows that of Hofeldt” and only the differences between 
the two models will be emphasized. 
The previous LII numerical modeling has assumed the 
particles to be equivalent spheres and calculated the 
absorption from Mie the~ry . ’*~*’~-’~  In recent years it has 
become clear that Mie theory based on equivalent spheres 
introduces large errors in calculating the scattering and 
absorption of real soot partic1esI4 (and references 
contained therein), and that soot absorption is well 
described by Rayleigh theory, provided that the primary 
particle diameter is within the Rayleigh limit 
(significantly smaller than the light wavelength). 

The equations describing the soot heat transfer presented 
here are for a more realistic soot morphology in that we 
assume the soot particles to be agglomerates of N ,  just 
touching primary particles of diameter dpl This approach 
has also been recently adopted by Mewes et al.” 

The heat transfer energy balance equation is: 

Figure 3. Excitation curves indicating relative LII 
signal as a function of the peak laser fluence for both 
prompt and integrated signal detection. Measured and 
predicted values are shown for the region of maximum 
soot concentration (r = 2.1 mm) at a height of 40 mm in 
an ethylene/air flame. 

(3) 
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The first term, CA, is the absorbed laser energy, where, 
in the Rayleigh limit, the absorption cross section C, is 
given by: 

(4) 
TC' Npdj E(m) 

A 
c, = 

This will certainly be true in our experiments since we are 
clearly in the Rayleigh limit, having used 1064 nm laser 
excitation. 

The second term involves heat transfer to the surrounding 
medium for a particle in the transition regime between 
continuum and free molecule (Knudsen) heat transfer. 
Since the mean free path in the gas is typically much 
larger than the soot particle diameter, the particle is 
largely in the free molecule limit, and thus the heat 
transfer coefficient is independent of particle size. G is 
a geometry dependent heat transfer facto$6, equal to 
Sfl(a(y+l)) where f is the Eucken factor (5/2 for 
monatomic species), cl is the accommodation coefficient, 
and y=c$c, (= 1.40 for air). A value of cl-O.9 has 
generally been adopted in previous ~ork.~*'O*" 

The thud term is heat loss due to evaporation of the soot 
and is given by: 

Again the flux of carbon vapour is dominated by the free 
molecule regime (the fmt term in the denominator of Eq. 
5 )  and is independent of particle size. The soot vapour 
pressure has generally been calculated using fixed values 
of the heat of vaporisation H, and soot vapour molecular 
weight My. We have used the temperature dependent 
values of these quantities PAT), MAT) calculated using 
the empirical relationships of Leider et aL2' in solving the 
equations. 

The fourth term, representing radiative loss for a single 
primary particle, can be approximated as: 

qmdp = 4 TC' N p  dp' as, T4 ( F) (6) 
600 

where the expression in parentheses is evaluated at some 
average wavelength, 600 nm in this case. This 
approximation, including the selection of evaluation 
wavelength, is not limiting since soot particle heat loss 
due to radiation is insignificant compared to the other 
heat loss terms. 

The particle equivalent sphere diameter dependence (DES) 
in the denominator of Eqs. 3 and 5 is the equivalent 
sphere diameter given by D',=Np*dp and it reflects the 
dependence of heat transfer and the flux of evaporating 
soot on this soot size in the continuum limit. Since the 
soot particle diameter is very much less than the gas mean 
free path these continuum terms are not important and for 
soot evaporation have been neglected in much of the 
earlier m~del l ing.~- '~  In our approach, these equations 
constitute a coupled set of differential equations for D 
and T that have been solved numerically using a Runge- 
Kutta integration routine. From this solution we can 
calculate the time history of the LII signal using the 
relationship: 

hc 
2nc'h -- Z(A) = - [e ' I T  - 13-' n N p  dp' KJA)  dA (7) 

A' 
4 5c dp E(m) 

A 
where Kap = 

The LII signal I is a function of T, dp, Np, time (t), and 
laser fluence (F). To calculate values of I to compare 
with experiment we must integrate I over the range of 
laser fluence values encountered in the laser sheet. Since 
our probe volume only occupies a region of the sheet 0.53 
mm diameter the distribution of laser fluence is 
essentially constant in the plane of the sheet. However, 
there is a Gaussian distribution of fluence across the 
thickness of the sheet (i.e. along the LII viewing axis). 
This can be described by 

where the sheet half width wx=0.22 mm, and F, is the 
peak fluence at the centre of the sheet. Z(F,t) can then be 
integrated across these fluence values to give a signal Z&) 
that can be compared to our experiments. The prompt 
and integrated LII signal for a given laser fluence can be 
obtained by the appropriate time integration of IG(t). 

5.2 Comparison Of Model To Experiments 

5.2.1 LII Excitation 
To compare our experimental results to the predictions of 
the numerical model we need information on both the 
primary particle diameter and the agglomerate size in our 
burner. Megaridis and Dobbins2* have used 
thermophoretic sampling of an C2H,/air flame, coupled 
with electron microscopy, to measure the soot primary 
particle size in the regions of maximum soot 
concentration. Their burner is very similar to ours but 
because of small differences in flow rate and burner 
diameter our flame height (67.5 mm) lower than theirs (88 
mm). We have scaled their measurements accordingly to 



our flame heights to obtain the values shown in Table 1. 

We have used the method of solution outline above to 
calculate the expectcd dependence of the prompt and 
integrated LII signal as a fimction of laser energy. The 
theoretical curves are shown in Fig. 3 where the predicted 
LII signals are shown as a fimction of peak laser fluence. 
Since the Ln signal is in arbihary units, the experimental 
and theoretical curves have been scaled to a value of 1 at 
a peak fluence of 0.3 J/cmz. 

Althougb the model satisfactody predicts the onset of the 
sharp rise in LII signal, it does not predict the observed 
fall-off at higher fluence values. The shapes of the 
experimental excitation curyes reported in the literature 
vary widely. With the exception of Ni et al?', in no other 
study hes the excitation fluence been directly measured 
and reported. Ni et al?' used an aperture close to the 
flame to ensure. constant fluence. They observed an LII 
signal (measured with an 18 ns gate) that peaked at 0.35 
J/cm* and decreased a factor of 2 with a further twofold 
inmase in flmce. Vanda Wal et al." observed a similar 
quahtive behaviour with an imaging system that largely 
l i i t ed  the effective fluence variation to that of a 
presumably Gaussian distribution along the LII collection 
axis. Other w o r k a ~ ~ * ~  have generally observed a 
monotonically increasing LII signal with an abrupt 
decrease in slope at highex fluences. 

Our experiences in setting up our experiment was that it 
was quite difficult to obtain a simple Gaussian 
distribution of intensities in the LII excitation region. 
Lasa beams whose inteosay profiles wen markedly non- 
Gaussianinthcnearfieldproduccdfocalimageswithan 
intense central spot surrounded by more diffuse, weaker 
wings. This was particularly hue if screens or bard 
apertum were used to coniml the laser beam intensity 
prof&. With this type of excitation one would expect an 
excitation curye that does not satmate since, with 
increasig lasa energy, the weaker radiation in the wings 
will continue to product large increases inLII signal & 
the intense centre core sahmtes. This points to the 
necessity of carefully measuring the laser fluence in the 

Table 1. Primary particle sirc (d,). number of 
primary particles per agglomerate (N,), and the 
eqnivalent sphere diameter (Dm).= 

20 I 13 I 8 I 26 1; I 21; I :i I 96.5 

113.8 

40 32.5 60 127.2 

r -  

region of LII excitation if one is to compare LU saturation 
behaviour. 

The failure of the LII model to successfklly predict the 
saturation at high fluences is quite dramatic and remains 
to be explained. It should be remembered that the 
equations describing the evaporation of soot are only 
wrrect in the limit of low vaporization rates" which may 
not be hue at the largest excitation fluences used in this 
and other experiments. 

5.2.2 LIIDecay 
It is interesting to compare the experimental LII time 
decays with model predictions. The experimental decays 
m d  at Various radial positions at a 40 mm height in 
our bumex are shown in Fig. 5. The decay curves are, to 
a good approximation, logarithmic in the time range 300 
to IO00 ns. The time constant of these decays decreases 
dramatically as we go h m  the region of maximum soot 
to the centre of the burner. The results of the numeric 
modelling show that the decay of LII signal in thii time 
range is almost totally dominated by heat transfer to the 
surrounding gas. Evaporation of soot has ceased to be 
importaat with the large drop in particle temperature and 
radiation is unimportant in this time range. Thus the 
faster decays are expectcd since elastic scattering 
expaimem have shown a large denease in soot particle 
diameter between the flame centreline and the region of 
maximm soot. 

Using the data in Table 1 we have calculated theoretical 
decay curves for the region of maximum soot and for the 
Gaussian excitation used in our experiments. The 
theoretical curyes are shown in Fig. 5 for values of the 
accommodation coefficient of 0.26 and 0.9. The 0.9 
accommodation coefficient curve incomctly predicts a 
very fast decay whilst the 0.26 acumunodation coefficient 
curve is in quite good agreement with experiment. The 
value of 0.9 has been widely used in the l i m 6 ' 0 . ' 3 . ' 4  

Fwre 5. 
variation in time constant in post evaporation (>300 ns) 
r e g i o ~  Measured and predicted values are shown for a 
height of 40 mm in an ethylendair flame. 

LII signal decay curyes indicating 
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but recent measurements of the accommodation 
coefficient of nitrogen on solid graphite in the 
temperature range 300-1000 K give the value of 0.26”. 
Interestingly, a similar calculation assuming an quivalent 
sphere diameter for the particle and an accommodation 
coefficient of 0.9 also give good agreement with 
experiment. This results from a cancellation of mors in 
that the equivalent sphere model under predicts the heat 
transfer rate by almost a factor of 4 compared to the 
agglomerate model, but this is compensated for by the 
almost 4 times increase in accommodation coefficient. 

Will et al.“ have used LII imaging and ratioed images of 
LII signals taken at different times to obtain 2-D maps of 
particle size. The particle size estimation was based on a 
comparison of the measured decay rate with that 
calculated from numerical modellmg of the soot cooling 
assuming the particles to be single spheres. It is apparent 
from OUT modelmg that the size determined from these 
decays is much closer to that of the primary particle size 
rather than some average agglomerate size. This 
conclusion is also supported by the recent analysis of 
Mewes et al.’? 

We can use our decay data to estimate the primary 
particle size at the burner centreline. At a height of 40 
mm, the ratio of the time constant at FO mm (230 ns) to 
that intheregion of maximum soot at ~ 2 . 1  mm (375 ns) 
is 0.61. Since the decay is dominated by heat transfer to 
the m e d i i  where the heat loss scales as primary particle 
are& 

where T is the LU signal decay time constant. This result 
implies a primary particle size of 25.5 nm (0.61’~ 32.5 
nm) at bumer centre. 

6. APPLICATION 
To demonsbate the feasibility of eventually applying LIl 
in a gss turbine combustor, p r e l i i  experiments were 
made in a confined bluff-body stabilized turbulent 
diffusion flame. This burner was fuelled by propane 
burning in air at an overall quivalence ratio of 0.65. The 
flame was stabilized by a weak recirculation zone 
attached to the bluff-body, and reached a mean peak 
temperature of 1980 K (F”t-Rh thermocouple type S) 
along the centreline of the 100 mm diameter, 400 mm 
long chamber. The steel walls of the burner were 
blanketed by insulation to m i n i  heat transfer losses. 
A clever window design allowed LIl measurements to be 
made in a grid pattern over an axial range of 57 to 370 
mm, at approximately 25 mm steps, and radially at each 
axial station in 5 mm increments. A weak nitrogen purge 
rrrrmrmzed soot buildup on the windows. . .  . 

The incident beam (1064 nm) was una!tenuated while the 
scattered light signal detected at 440 nm suffered 
attenuation up to 40% in heavy sooting regions. At each 
grid location 5000 samples of prompt and integrated 
signals were collected. The mean of the soot volume 
fractions recorded at each location is reported, providmg 
a time-averaged result in this turbulent flame. Soot was 
observed to first form at the outer tip of the recirculation 
zone, approximately 100 mm fiom the nozzle. 
Downstream of the 100 mm point the soot levels 
increased with axial distauce along the centreline and the 
width of the sooting zone also increased with axial 
distance, as shown in Fig 6. The highest level of soot, 
averaging 4 ppb, was located on the centreline at the 
furthest axial location. From gas chromatography 
measurements, it is known that the bulk of the fuel and 
lighter hydrocarbon remained within the “recirculation” 
zone. However, some fuel penetrated the recirculation 
zone, to form soot in the slow moving high temperature 
zone. 

Over the measuring region a maximum of only 4% of the 
5000 samples produced a measurable LII signal. The 
probability of a single shot recording a signal significant 
enough to determine soot volume 6action is indicated in 
Fig. 7. Unlike the soot volume 6action measurements, 

400F 

E 
E 
Y - 
9 

?50 0 50 
Radial (mm) 

Figure 6. 
volume fraction (parts per billion) acquired by LII in a 
confmed turbulent diffusion flame. Data at each grid 
location is the mean of 5000 single-shot measurements. 

Distribution of time-averaged soot 
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Figure 7. Probability (in percent) that measurable 
quantities of soot are present in the probe volume on a 
single-shot basis. Data acquired in a propandair 
diffusion h e  by LII. 

this probability did not increase beyond 200 mm from the 
n o d e ,  although the width of the zone was observed to 
expand. 

7. CONCLUSIONS 
Sienificant progress has been made in the charaaerua ' tion 
of the LII process, and in development of LII for single- 
shot time-md-space resolved qmtitakhe measurement of 
particulate concentration in practical applications, such as 
turbulent combustion. 

1. The LII signal has been shown to be proportional to 
soot volume firaction over the range 0.5 - 5 ppm. 

Due to the large dynamic range of the LII technique 
we have been able to estimate soot concentrations in 
the 10 part per billion range while maintainiig a 
spatial resolution of 4.5 mm cubed. A further 
factor of ten increase in sensitivity could be obtained 
by relaxing the dimensions of the probe volume to a 
1.0 mm cube. 

2. 

3. 

4. 

5 .  

The rate of decay of the LII signal in the post 
evaporative region p300 ns after excitation) is 
shown to be a sensitive measure of particle size. For 
soot, the size measured appears to be the primary 
particle size rather that some average agglomerate 
size. While the numerical model was able to 
successllly predict post evaporative LII signal decay 
rates. 

More work needs to be done before the currently 
available LII models can correctly predict the soot 
particle behaviour during soot evaporation. 

The application of LII to measure soot volume 
fiaction in a turbulent diffusion h e  has been 
successfully demonstrated. 

8. FUTURE WORK 
It remains to be demoushted that the Ln signal is strictly 
proportional to soot volume fraction over several orders 
of magnitude change in soot concentration. Both OUT 
results andthe original modelling of Meltod predict that 
the prompt LII signal will vary as the 3.33 power of 
particle diameter (for LII detection at 450 nm). This 
predicted departure fiom strict proportionality between 
LII signal and soot volume fraction has not been 
experimentally observed in thii work or by others. 
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Nomenclature: 
C - speed of light 
c'7 
CP 

cs 
C" 

DM 

Dm 

-soot particle absorption cross section 
- specific heat at constant pressure 
- specific heat of carbon 
- specific heat at constant volume 
- interdiffusion coefficient for soot vapour into 
surrounding gas 
- diameter of soot equivalent sphere 
- diameter of soot primary particles 
- Eucken factor 
- geometry dependent heat transfer factor 

- thermal conductivity of ambient air 
- absorption efficiency (for primary particles) 
- Knudsen number (Kn=AMRp /Dm) 

7 
G 
H" -heat of vaporisation 
K. 
Kq 
K" 



-mass of carbon 
- molecular weight of carbon vapour 
-molecular weight of air 
-Avogadro’s number 
- number of primaty particles in agglomerate 

-laser fluence 
- soot surface and vapour temperature 
- gas tempcrature 
- accommodation coefficient 

-wavelength 
- mean free path 
- density of soot 

- LII decay signal time constant 
- light transmission through flame 

- pressure of soot vapour 

- cdc, 

- Stefsn-B~ltzmann Constant 
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Application de la Fluorescence de I’Iode Induite par Laser 
aux Mesures de Pression, Temphature et Vitesse. 

Lefebvre X., Leporcq B. 

Office National d’Etudes et de Recherches Atrospatiales, 

Institut de Mtcanique des Fluides de Lille, 

5, Boulevard Painleve, F- 59045. Lille - Cedex, France. 

1. SOMMAIRE 
La fluorescence induite de I’iode par laser notte F.I.I.L., est 
une methode optique non intrusive qui permet non seulement 
de visualiser u n  Ccoulement, mais aussi d’acctder aux 
grandeurs locales et instantanees telles que la pression, la 
temperature et la vitesse. Aprks validation dans ’une cellule 
statique ou les parametres P et T sont facilement mesurables, 
des mesures des trois paramktres ont t t t  rtalistes sur un jet 
supersonique et dans une boucle atraulique en utilisant un 
laser multimode gaussien et un laser B colorant monomode 
accordable. 

2. INTRODUCTION 
Le dtveloppement de la fluorescence de I’iode par laser a 
dtbute dans le cadre de la qualification des zones de mtlange 
des lasers chimiques [ I ,  2, 31. Le champ d’application de 
cette technique s’Ctend de la simple visualisation par 
tomoscopie, pennettant par exemple d’etudier le mtlange de 
jets [ 4  h 61 aux vtritables moyens d’investigation 
mttrologiques [7, 81. La fluorescence de I’iode induite par 
laser permet en effet d’effectuer des mesures locales et non 
intrusives de concentration [9], de vitesse [ I O ,  I I ] ,  de 
temperature [ 12, 131 et de pression [ 14 h 171. Ensemenct de 
facon homogtne avec des moltcules d’iode dont la 
concentration est de quelques parties par million, 
I’tcoulement est CclairC par un rayonnement laser absorb6 
par I’iode, le rayonnement fluorescent emis depend des 
grandeurs caracttristiques locales de I’tcoulement. 
L’ensemencement par un traceur gazeux permet un suivi 
parfait de I’tcoulement, m&me dans les zones de forts 
gradients de pression. Le volume de mesure peut Etre rtduit B 
10-3 mm3. Le dtcouplage entre les reflexions parasites du 
rayonnement excitateur e t  la fluorescence est rtalist 
facilement au moyen d’un filtre en verre colort. Des mesures 
sont possibles jusqu’i une distance d’environ 100 prn d’une 
paroi. 

3. PRINCIPE DE LA METHODE 
D’une manikre gtntrale, le phtnomtne de fluorescence 
correspond B la dtsactivation d’un ttat excitt d’un atome, ou 
d’une moltcule, par tmission lumineuse spontante. L’Ctat 
excitC peut Etre atteint par absorption d‘un rayonnement laser 
dont la longueur d’onde est accordte sur I’une des raies 
d’absorption de l’esptce fluorescente. Dans le cas de I’iode la 
fluorescence se produit dans une bande de frtquence comprise 
entre 520 nm et 1000 nm, le maximum de fluorescence se 
situant dans la partie jaune du spectre ClectromagnCtique. 

La rtaction de pompage de I’iode correspondant h 
I’absorption des photons, s’tcrit pour un rayonnement B la 
longueur d‘onde )i : 

I2X ( v ~ ~ ~  ; J” j”) + hv--->IzB ; J’ -j*) 

h 
oii v’ reprtsente le niveau vibrationnel et J’ le niveau 
rotationnel de I’ttat excitt 12B, I2X le niveau fondarnental, 
v” un de ses niveaux vibrationnels et J” un de ses niveaux 
rotationnels (figure 1). 

L’tmission lumineuse due B la fluorescence correspond B la 
rtaction : 

avec ro. probabilitt d’tmission spontante. 

La dtsactivation sur un niveau vibrationnel v’ de l’ttat X 
s’effectue suivant une probabilitt donnte par le facteur de 
Franc k-Condon. 

L’tmission fluorescente est limitte par la dtsactivation non 
radiative due aux collisions avec d’autres moltcules : 

I2B (,,*-i ; ~ * - j p )  + M ---> 12X(v**-k ; J” -r) + M 
1<4 

oii M est une moltcule de I’tcoulement et Kq la constante de 
dtsactivation dtpendant de  la temptrature [ 141. La 
competition entre I’tmission fluorescente des moltcules 
d’iode et leur dtsactivation collisionnelle, permet de rendre 
compte de I’tvolution de la pression statique dans un 
Ccoulement. La determination de la temp6rature s’appuye sur 
I’tvolution de la fraction de Boltzmann en fonction de la 
temptrature. 

Etat X (v’’,J”) - - - - - 

collisionnelle 

Etat excitk v Fluorescence 

Etat fondamental 

Figure 1 : M6canismes d‘absorption et d‘6mission 

La resolution des Cquations gouvernant la cinttique de 
l’absorption du rayonnement laser par un niveau 
d’absorption de I’iode, ainsi que la dtsactivation de I’ttat 

Paper presented at an AGARD PEP Symposium on “Advanced Non-Intrusive Instrumentation 
for  Propulsion Engines’’, held in Brussels, Belgium, 20-24 October 1997, and published in CP-598. 
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excitk conduit B la dttermination de la concentration en iode 
dans I’Ctat excitt [ I8  B 221. Le signal de fluorescence est 
directement proportionnel B la concentration en iode excitte 
[12B] qui dtpend de la pression et de la temptrature. 

Le rayonnement laser absorb6 depend de la nature de celui-ci, 
en particulier de sa frCquence, mais aussi de son caracttre 
monomode. 

L’iode est un traceur molCculaire indressant, sa pression de 
vapeur saturante est de I’ordre de quelques Pascals A la 
temptrature ambiante [23], ce qui permet un ensemencement 
de I’Ccoulement principal suffisant pour assurer la prtsence 
de quelques parties par million. Le spectre d’absorption de 
I’iode dans la partie visible du spectre tlectromagnttique est 
riche de plusieurs milliers de raies dont chacune a t t t  
parfaitement caracttriste par Luc et Gerstenkorn [24, 251. 
Chaque raie prtsente une sensibilitt B la pression et A la 
tempbture plus ou moins significative. 

3.1 Cas d’un rayonnement laser multimode 
Le moyen le plus simple de rtaliser des mesures par 
fluorescence de I’iode induite par laser est d’utiliser le 
rayonnement vert B )c-514,5 nm multimode B large bande 
spectrale du laser B argon ionist puisque I’tmission coincide 
fortuitement avec la double raie d’absorption P13-RI5 (43- 
0). La largeur de raie d’un laser 21 argon ionist multimode 
gaussien s’ttend sur une bande d’environ 10 GHz (0,33 cm-I), 
elle couvre un domaine spectral d’environ 0,165 cm-1 de part 
et d’autre du centre de la raie laser [26]. La raie d’tmission 
laser A A-5 14.5 nm est dtcalte de 2 GHz du centre de la double 
raie d’absorption P13-RI5 (43-0) du spectre d’absorption de 
I’iode. II peut donc y avoir transfert rtsonnant d’tnergie. 

Le rayonnement laser excitateur B large bande spectrale B 
c a r a c t h  multimode est susceptible d’&tre absorb6 par des 
raies adjacentes B la raie P13-R15 situtes dans le dornaine 
spectral dtfini par la largeur de la raie laser. Le signal total de 
fluorescence est tgal B la somrne des contributions pondtrtes 
par leur facteur de force de raie, apporttes par chaque raie 
compte tenu de sa position spectrale Avi. Le facteur de la 
force de raie est &gal au produit de I’intensitt et du facteur de 
Franck-Condon. Chaque raie etant indicte i, le signal de 
fluorescence total s’exprime par la relation : 

A,, P 

A,,+ Q I 

Sr = C, V, BIZ - 1 f1,V.J ”) FFC,P,,(P~ T, AV,) 

avec : 
A21, coefficient d’tmission spontante 
B 12, coefficient Einstein d’absorption 
Copt, constante lite B la chaine optique 
FFCi, facteur de Franck-Condon caracttrisant la raie i 
fli (T,J”), fraction de Boltzmann de la raie d’absorption i B la 
temperature T 
k, constante de Boltzmann 
P, pression 
P,ff, densitt spectrale du rayonnement incident 
Q, taux de dtsactivation collisionnelle 
Sf, signal de fluorescence 
T, temptrature 
Vc, volume de collection 
X12 , fraction molaire d’iode. 

A y ,  dtcalage spectral 
Le signal de fluorescence thtorique est calcult B I’aide des 35 
raies d’absorption contenues dans une bande spectrale de 2 
c m - 1  correspondant i3 la zone spectrale soumise B 
I’tlargissement collisionnel dont la manifestation est 
significative pour des pressions tlevtes. Cet Clargissement 
collisionnel diminue Cgalement I’intensitt de fluorescence. 
I1 a Ctt montrt que le signal de fluorescence induit par un 
rayonnement laser multimode gaussien est t k s  dtpendant de 
la temptrature avec la fraction de Boltzmann fl(T) et de la 
pression B travers le terme de dtsactivation collisionnelle Q. 

3.2 Cas d’un rayonnement laser monomode 
Lorsque le signal de fluorescence est le rtsultat de 
I’absorption par I’iode d’un rayonnement issu d’un laser 
monomode de largeur de raie faible (5OOkHz) exactement 
accord6 B une raie d’absorption de I’iode, I’expression de 
celui-ci est considtrablement simplifit puisqu’inversement 
proportionnel B la pression : 

i 

avec : Plaser, puissance laser. 
L’analyse de I’expression du signal de fluorescence montre 
une double dtpendance aux paramktres de pression et 
temptrature. L’exploitation de cette proprittt conduit B la 
possibilitt de mesure simultanee de ces deux grandeurs de 
l’tcoulement par dtcouplage paramttre. 

4. APPLICATION AUX MESURES DE PRESSION 
Le signal de fluorescence est le rtsultat de la compttition 
entre la fluorescence e t  la dtsactivation collisionnelle. 
L’exploitation de ce signal perrnet donc d’effectuer des 
mesures locales de pression. 

4.1 Mesure de la pression avec un rayonnement 
laser multimode 
Pour dtterminer la pression B partir du signal de fluorescence 
mesurt exptrimentalement, une connaissance de la 
temptrature locale est ntcessaire. Celle-ci peut Etre 
d t t e r m i n t e  soit par une mesure experimentale 
suppltmentaire, soit en effectuant une hypothtse sur 
I’tvolution de la temptrature [27], soit par fluorescence 
induite par laser en s’appuyant sur la rntthide dtcrite au 
chapitre 5. 

Dans le cas particulier d’un ecoulement supposk isentropique, 
le signal de fluorescence pourra s’exprimer sous la forme 
d’une fonction de la pression uniquement : 

S, = K.f(P, T) = K.f(P, Cte P(T ) 

Une approximation polynomiale de I’expression du signal de 
fluorescence a t t t  determinee en fonction de la pression et 
pour une temperature T=(cte P(U-IW), sur un domaine de 
pression encadrant celui de I’Ccoulernent. Cette 
approximation a ttt effectute B I’aide d‘un polyn6me de 
Tchebychev : 

La constante de proportionnalite K’ est dtterminte 1 I’aide 
d‘une mesure ii un point de rtftrence ou la pression est 
supposee connue : 

L’tquation Sf = K‘ g(P) est ensuite rksolue par une rnethode 
ittrative utilisant des dichotomies. 

r1 

Sf = K’ g (P) 

Sf ref K’ g Pref 7 Tref 1 

4 

1 
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4.2 Mesure de la pression avec un rayonnement 
laser monomode 
Pour effectuer des mesures de pression dans des tcoulements 
oh il n’existe pas de relation connue A priori entre la pression 
et la temptrature, il est ntcessaire de parvenir A dtcoupler 
I’influence de ces grandeurs. Pour minimiser la dtpendance en 
temperature du terme fl(T,J”) dans I’expression du signal de 
fluorescence afin d’en extraire uniquement la pression, il est 
ntcessaire d’ttudier I’tvolution de la fraction de Boltzmann 
fl(T,J”) en fonction de la temptrature e t  du nombre 
rotationnel fondamental J”. La fraction de la population des 
moltcules d’iode du niveau (v, J), est dtcrite par le produit de 
la fraction vibrationnelle f, des moltcules dans I’ttat 
vibrationnel v et de la fraction rotationnelle f, dans I’ttat 
rotationnel J” [20] : 

fl(T, J“)=FGH(J“).(2J11+1) 

avec : 
J”, niveau quantique rotationnel de la raie d’absorption 
v, niveau quantique vibrationnel de la raie d’absorption 
FGH(J”), constante caracttrisant la structure hyperfine de la 
raie d’absorption 
e r ,  temperature rotationnelle de la moltcule d’iode 

0, , temptrature vibrationnelle de la moltcule d’iode. 

La possibilitt de rendre minimale la dkpendance en 
tempkrature de la fraction de Boltzmann repose sur le choix 
d’un Ctat rotationnel dont la population est peu sensible A 
une variation de temperature dans le domaine de temptrature 
de I’exptrimentation (figure 2). Ceci est possible en 
analysant la dtrivte partielle de la fraction rotationnelle en 
fonction de la temptrature. Le niveau rotationnel optimal 
not6 J,,, est : 

0.014 

0.012 

O . O I l 1  

o.oon 

O.Oll6 

0.u114 

o.oo2 

11.11110 

P bO 127-0) 

r* 

r 76 129.01 

n 97 lino) 

T ( ’ ) o  

Figure 2 : Evolution de la fraction de Boltzmann en 
fonction de la temperature pour differentes raies 
d’absorption 

Le choix du niveau rotationnel optimal est trts important 
pour plusieurs raisons [28. 291 : 

- pour minimiser I’effet de la temptrature sur la 
fraction de Boltzmann ; 

- pour avoir une population dans I’ttat absorbant la 
plus forte possible et un facteur de Franck Condon [25] le 
plus t l e v t  possible, le signal de fluorescence ttant 
directement proportionnel A ces grandeurs ; 

- pour stlectionner une raie d’absorption la plus isolte 
possible des raies d’absorption voisines pour minimiser 
leurs contributions sur le comportement global du signal de 
fluorescence mesurt. En figure 2 les difftrentes raies 
d’absorption prtsentent un plateau dans I’tvolution de la 
fraction de Boltzmann pour un domaine de temperature 
donnt. L’utilisation d’un laser A colorant accordable 
s’impose. 

La mesure de la pression est ensuite dtduite du signal de 
fluorescence obtenu par excitation d’une raie d’absorption de 
I’iode prtsentant le niveau rotationnel J” optimal dans la 
gamme de temperature donnt. 

Ainsi le signal de fluorescence est exprimt comme un terme 
inversement proportionnel A la pression pour la raie 
d’absorption principale, et des termes suppltmentaires 
dtcrivant la contribution des raies d’absorption voisines A 
cette raie principale : 

Nb rajcl 1 NbrajclAdjaann 

sF,nKfI(V- + SF 
I ’  P I j 

La contribution des raies d’absorption voisines est connue. 
Le signal de fluorescence exptrimental est ensuite cornpan5 A 
la valeur du signal de fluorescence calcult [30 A 331. Deux 
techniques sont alors utilistes, d’une part celle utilisant une 
mesure de rtftrence suivie d’une rtsolution ittrative, d’autre 
part celle s’appuyant sur I’tvolution compltte du signal de 
fluorescence par corrtlation avec un signal thtorique A 
pression et  temptrature connues issu, d’une bibliothtque. 
Cette seconde technique prtsente I’avantage de determiner 
tgalement la temptrature; cette technique est dttaillte au 
paragraphe 5.2.. 

5. A P P L I C A T I O N  AUX MESURES D E  

II a t t t  montrt que la fraction de Boltzmann joue un rBle 
dkterminant dans la mesure de la tempkrature par fluorescence 
induite de I’iode par laser. 

TEMPERATURE 

5.1 Mesure d e  la temperature avec  un 
rayonnement laser multimode 
Pour des pressions supkrieures A 20000 Pa, A la temperature 
ambiante le taux de dtsactivation collisionnelle Q &ant trts 
suptrieur au taux d’tmission spontante A2 I ,  le terme 
A21/(Azl+Q) caracttrisant I’efficacitt dd la fluorescence se 
rtduit A A21/Q [34]. L’expression du taux de dtsactivation 
collisionnelle dtpend de la temperature et de la pression et 
d’une constante caracttrisant le mtlange air-iode prtsent 
dans I’tcoulement [35]: 

P 

G Q = Cq (Yr-toLLi 

A partir des approximations justifiCes telle que la faible 
influence en temperature du terme P,ffdans le cas de la double 
raie P13-RI5 et des expressions du taux de dtsactivation 
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collisionnelle et de la fraction de Boltzmann, I’expression du 
signal de fluorescence normalist par la puissance laser 
mesurte localement se rtsume A une expression B une seule 
variable, la temptrature : 

- 
T2 

avec 0,. la temptrature caracttristique vibrationnelle 

(0 ,-308,62K) e t  0 r r  la temptrature caracttristique 

rotationnelle (0,-0,0538K). C’. est une constante incluant 
les constantes physicochimiques de la moltcule, la fraction 
d’ensemencement, le volume de collection du signal, la 
chaine optique ainsi que les termes de degre 0 apparaissant 
dans I’expression de la fraction de Boltzmann en ne 
considtrant que les raies d’absorption du niveau fondamental 
v”- 0. La mesure de la temperature A partir du signal de 
fluorescence exptrimental est possible de faqon similaire aux 
mesures de pression, la constante C’ est tvalute B partir d’un 
point de I’tcoulement oh la pression et la temptrature sont 
connues. 

A partir de cette expression du signal de fluorescence i l  est 
donc possible de dtterminer I’tvolution de la temptrature 
dans I’tcoulement puis d’utiliser ces valeurs pour dtterminer 
I’tvolution de la pression. La pression est alors obtenue par 
rtsolution ittrative d’une tquation relativement complexe 
puisqu’il est ntcessaire d’tvaluer la fraction de Boltzmann de 
chacune des trente cinq raies d’absorption. Les Cvolutions de 
la pression et de la tempkrature dans un tcoulement peuvent 
Etre connues A partir d’une mesure unique du signal de 
fluorescence. 

5.2 M e s u r e  d e  la t e m p e r a t u r e  a v e c  un 
rayonnement  laser monomode et  couplage a u x  
mesures d e  pression 
La mesure de la temptrature locale d’un Ccoulement par 
fluorescence induite.de I’iode par laser ntcessite I’emploi 
d’un laser A colorant monomode accordable [36]. La 
tempkrature est obtenue A partir du rapport des signaux de 
fluorescence de deux lignes d’absorption moltculaire 
excittes au cours d’un m h e  balayage en longueur d’onde. 
Pour dtterminer la temptrature, il est ntcessaire de faire le 
rapport des maxima de deux signaux de fluorescence rtsultant 
de I’excitation de deux niveaux rotationnels issus d’un mCme 
niveau vibrationnel v” : 

T- B/ ln((SF2/SFl)/A) 

Oh A et B sont des constantes dtfinies par : 
(2J ,+ l )  
(2J ,+1)  

A- (FGH (J2).Cte2/FGH (J,).Cte,)- 

B = [J,(J,+I)-J2(J,+l)I 0, 

Dans le cas de mesures simultantes de pression et de 
temptrature, une raie d’kmission laser accordable est utiliste 
pour exciter stlectivement e t  successivement deux 
transitions de I’iode, la premitre correspondant B un niveau 
rotationnel J”opt, la seconde prtsentant une tvolution de la 
fraction de Boltzmann sensible dans le domaine de 
temptrature de I’tcoulement. Dans le cas choisi, le laser B 
colorant balaye un domaine de frtquence de 30 GHz dans la 
rtgion spectrale de I’iode contenant les deux transitions 

R97(28-0) et P60(27-0) proche de 543 nm. Ces deux raies 
d’absorption presentent respectivement une bonne 
sensibilitt B la tempkrature et 1 la pression, pour un domaine 
de temperature donnt. 

I -  

0 . 9  .- 
0 . 8  .- 
0.7 - -  
0 . 6  .- - 

i 
2 0.5  .- - n 

-P - 8oooo Pm a 

I 
i 

0 . 3  

0 .  I 

O ’ l  f 
0 I 

0 5 1 0  I S  2 0  2 9  3 0  

zone speclrale ( CHz ) 

Figure 3 : Evolution du signal de fluorescence B 
temperature constante 
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Figure 4 : Evolution du signal de fluorescence B pression 
constante 

Les figures 3 et 4 montrent I’tvolution du signal de 
fluorescence thtorique dans la bande d’absorption contenant 
les raies d’absorption R97 et P60 B pression constante pour 
difftrentes temptratures et inversement. Une bibliothtque de 
spectres de rtftrence a Ctt construite pour ces deux raies, pour 
des pressions comprises entre 10 000 Pa et 200 000 Pa par 
pas de 2 500 Pa et pour des temperatures comprises entre 100 
K et 400 K par pas de 5 K prenant en compte les raies 
d’absorption vois,ines dans une gamme spectrale de 60 GHz 
corespondant B I’tlargissement collisionnel autour de ces 
deux raies principales. 

Le signal de fluorescence exptrimental obtenu par excitation 
successive de ces deux raies d’absorption est ensuite compart 
B la bibliothtque de spectres thtoriques. La corrtlation des 
signaux thtoriques et exptrimentaux fournit directement les 
mesures de pression et de temptrature dans le volume de 
mesure, sans recours B une mesure de rtftrence en un point de 
I’tcoulement oh les paramttres P et T sont connus. 
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6. APPLICATION AUX MESURES DE VITESSE 
I1 a CtC montre que la technique de mesure de pression et de 
temperature par FIL pouvait ttre aisement couplte A des 
mesures de vitesse par velocimttrie laser interftrentielle ou 
bi-point [37, 381, le rayonnement laser ttant identique. 

Le dtcalage spectral Doppler d’une raie d’un traceur 
fluorescent en mouvement dans I’tcoulement est 
proportionnel 3 la composante de la vitesse dans la direction 
excitatrice du rayonnement laser monomode accordte sur 
cette raie d’absorption [IZ]. Le dtcalage Doppler est : 

U 
A V  = -  

D h  
avec : 
A VD dtcalage Doppler en frtquence, 
U module de la composante de la vitesse suivant la direction 
de propagation de la radiation, 
c vitesse de la lumitre, 
vo fkquence de la radiation laser. 
Deux mtthodes de mesure de vitesse par F.I.L. ont t t t  
estimtes. 

La premikre mtthode utilisant le balayage en frtquence est la 
plus prtcise, mais son emploi doit ttre rtservt des 
tcoulements stationnaires dont la . vitesse est limitte 
inftrieurement a 20 m/s.  Cette technique donne 
simultantment une mesure de la pression et une mesure d‘une 
composante de la vitesse. 

La mtthode utilisant une frtquence laser fixe prtsente une 
rtsolution temporelle bien suptrieure 1 la mtthode utilisant 
le balayage en frtquence. Cette deuxitme technique permet 
d’effectuer des mesures de vitesses instationnaires inftrieures 

1000 mls pour des tcoulements dont la pression est 
inferieure 1 50000 Pa. Son emploi peut ttre envisagt pour 
I’ttude d’tcoulements instationnaires. 

6.1 Mesure d u  decalage Doppler p a r  balayage de  
la raie laser 
Le faisceau laser est divist au moyen d’une lame stparatrice, 
puis dirigt par un jeu de miroirs vers le volume de mesure 
pour former un couple de deux faisceaux coaxiaux 3 
propagation opposte. La frtquence du laser accordable est 
calte au voisinage de la position spectrale d’une raie 
d’absorption connue, puis un balayage en frtquence est 
effectut sur un domaine spectral correspondant A la largeur de 
raie. 

Le signal de fluorescence relatif a chacun des deux faisceaux 
est obtenu de manitre indtpendante par l’alternance du 
passage du rayonnement vers le volume de mesure [39]. Deux 
spectres correspondant A chacun des sens de propagation du 
rayonnement laser sont obtenus et sont dtcalts en frtquence 
du double du dtcalage Doppler. Ce dtcalage temporel de 
I’excitation laser est rtalist au moyen d’un obturateur 
mtcanique plact juste aprks le dispositif de stparation en 
deux faisceaux. On en dtduit la composante cherchte de la 
vitesse, voire la pression et la temptrature par exploitation 
compltte du signal de fluorescence. 

Lorsque I’tcoulement est bidimensionnel, il est ntcessaire de 
dtterminer successivement les deux composantes du vecteur 
vitesse U I  et u2. Trois faisceaux laser A directions 
lintairement indtpendantes sont alors utilisCs afin de 

dtcomposer le vecteur vitesse sur la base formte par les 
faisceaux FI et F2 et au troisPme M, dont la direction est B 
45” de FI et F2 [ a ] .  

Cette mtthode de dttermination directe du dtcalage‘ Doppler 
prtsente l’avantage d’offrir une bonne prtcision et  de ne pas 
dtre limitte suptrieurement en vitesse. La prtcision sur la 
mesure du dtcalage Doppler ttant de 25 MHz, soit la limite du 
pas en frtquence de la raie laser, conduit A une incertitude sur 
la mesure de vitesse de I’ordre de 13 m/s. La rtsolution 
temporelle de cette technique est l i m b e  par le temps de 
balayage en longueur d’onde de la raie laser, qui peut etre 
rtduit au minimum 10.1 s pour une dtplacement de raie sur IO 
GHz dans le cadre d’une programmation interne du systtme 
AUTOSCAN [41, 421. Une programmation externe du 
fonctionnement de ce laser a t t t  dtveloppte perrnettant de 
rtduire l’acquisition. 

6.2 
Cette mtthode offre la possibilitk de rtduire le temps 
d’acquisition, donc de rtaliser des mesures instationnaires. 
puisque le temps de balayage n’intervient pas directement 
dans la dttermination du dtcalage Doppler [43, 441. La 
technique de mesure de vitesse repose sur les propritds du 
spectre d’absorption de la moltcule d’iode dont le profil est 
dtcrit par I’inttgrale de Voigt g12(v). Ce profil, dit de Voigt, , 

est une fonction de la pression et de la temptrature. II 
presente une partie lintaire situte au maximum de pente qui 
est trts sensible aux dtcalages fr6quentiels. La raie laser doit 
alors Etre positionnte dans cette zone spectrale perceptible 
en figures 3 et 4 afin de dtterminer le dtcalage Doppler. La 
fkquence laser est accordte au maximum de pente du profil 
d’absorption dans la partie lintaire. Afin de lever 
I’incertitude sur la valeur de la longueur d’onde. I’utilisation 
d’un couple de faisceaux coaxiaux alternts 21 propagation 
opposte de mdme source, indicts a et b, est tgalement 
faite.Chaque faisceau est absorb6 A des frtquences dtcaltes 
par effet Doppler d’une valeur respective de f AV, le signe 
dtpendant de la composante de la vitesse se trouvant dans la 
direition de propagation laser. Les valeurs de la fonction de 
Voigt aux frtquences dtcaltes par effet Doppler des faisceaux 
a et b sont rtftrenctes respectivement par g12 ,et g12 b . II est 

possible d’exprimer g12 a , g12 b et AV en fonction de la pente 

Mesure A frequence laser fixe 

locale du profil d’absorption - . ( 22 I. 
tg a = 

2 AV 

On en dtduit pour la composante de la’vitesse : 

Exptrimentalement le paramttre mesurable est le signal de 
fluorescence Sf qu’on exprime en fonction du profil 
d’absorption par la relation : 

Sf = K  I gI2 
avec : 
Sf, signal de fluorescence mesurt 
K, constante caracttrisant la chaine optique 
g12, fonction de Voigt, dtterminte 5 la frtquence d’excitation 

t 
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laser 
I. intensitt laser. 
Pour les faisceaux a et b, I’expression du signal de 
fluorescence se &surne B : 

Sfa = K Ia gI2 a 
Sfb = K Ib g12 b 

L’intensitt laser I est difftrente pour chacun des deux 
faisceaux : elle peut varier selon le trajet optique et n’est pas 
&partie uniformtment dans la section droite du faisceau. La 
constante K est identique puisqu’elle caracttrise la chaine 
optique. L’expression de la composante de la vitesse devient 
alors : 

s, sr, - _ -  
U=- 

vo - 
la 

0 

L’adaptation de  cette technique B un tcoulement 
bidimensionnel s’effectue de faGon similaire A celle tnoncte 
pour la mtthode B balayage frtquentiel. La gtntralisation de 
la mtthode dtcrite prtctdemment A la determination du 
vecteur vitesse s’effectue par I’utilisation d’une excitation 
laser B trois faisceaux afin de dtcomposer le vecteur-vitesse. 
La seule dttermination de I’intensitt optique de chaque 
faisceau permet ri partir du signal de fluorescence d’exprimer 
les composantes du vecteur-vitesse. 
La pente normaliste du profil d’absorption ne dtpend que de 
la pression et de la tempkrature locale. Si I’tcoulement est 
incompressible et adiabatique, il est possible de dtterminer 
la pente normaliste en utilisant un point oh la vitesse est 
connue. Pour un Ccoulement compressible la pente 
normaliste du profil d’absorption varie d’un point de mesure 
B un autre ; une dttermination exptrimentale est ntcessaire et 
elle peut &re rtaliste B partir d’une mesure avec un quatritme 
faisceau B frtquence connue, ltgtrement dtcalt par rapport 
aux trois autres faisceaux [45]. 
La frtquence du quatritme faisceau V, doit appartenir au 
domaine spectral correspondant B la partie lintaire du profil 
d’absorption. Un modulateur acousto-optique permettant 
d’obtenir un dtcalage Avs de 200 Mhz a td utilist. 

Signal de 
Ruorexenct (U.A.) t 

I I 

RAlE A RAlE B 
JZ Ji  

Figure 5 : Exploitation du signal de fluorescence 

7. MESURE SIMULTANBE DES PARAMBTRES 
PRESSION, TEMPBRATURE ET VITESSE 
La mesure simultante des pararnttres pression, temptrature 

et vitesse par F.I.L. est possible par une mtthode de balayage 
en frkquence dans un domaine d’tmission du laser monomode 
accordable couvrant au moins deux raies d’absorption de 
I’iode choisies en fonction des crittres prtctdemment Ctablis 
[46, 47, 481 telles que les deux raies d’absorption R97 et 
P60. La figure 5 prtsente le principe de dttermination des 
paramt tres . 
8. DISPOSITIF EXPERIMENTAL 
Le dispositif exptrimental (figure 6) comprend trois parties 
principales : la source laser, I’ensemencement de 
I’tcoulement en iode moltculaire, e t  le dispositif de 
collection et de traiternent du signal de fluorescence. 

Figure 6 : Dispositif expkrimental 

L’tmission laser est obtenue soit par un laser multimode 
gaussien i argon ionist Coherent Innova 100, soit par un 
laser A colorant Coherent 899-29 en anneau pompt par. ce 
mEme laser P argon ionist. Ce laser i colorant accordable 
est tquipt d’un ensemble de mesure de la fkquence d’tmission 
et d’un systtme de calage et de pilotage en frtquence dit 
Autoscan. En utilisant comme milieu actif le colorant 
Pyromtthtne 556, le laser peut Etre accord6 i une longueur 
d’onde comprise entre 520 nm et 560 nrn correspondant B une 
zone spectale du visible ou I’on recense de nombreuses raies 
d’absorption. La puissance du laser est suptrieure A 1 W pour 
une puissance de pompage du laser B argon ionist de 6W. Le 
laser B colorant 899-29 h e t  une frtquence monomode 
stabiliste de largeur de raie inftrieure B SOOkHz grlce a un 
systtme asservi qui cornprend des Ctalons intracavitt et une 
cavitt de rtftrence. La lame galvanomktrique de Brewster 
permet un balayage sur une bande de frtquence de 30 GHz. Le 
systtme est tquipe d’un lambdamttre haute rtsolution 
permettant un recalage en frtquence de prtcision inftrieur B 
200 MHz. En sortie du laser, le faisceau est ensuite guidt par 
un s y s t h e  ptriscopique, puis s tpar t  en deux faisceaux 
colineaires et de directions oppostes vers le volume de 
mesure. 

L’tcoulement est ensemenct par passage sur un tube 
thermostate contenant un manchon d’iode. Une faible 
fraction molaire d’iode (< 100 ppm) ensemence I’tcoulement 
d’air sec. 
Le systtme de detection est constitut par une lentille 
achromatique permettant de faire focaliser le signal de 

i 
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fluorescence sur un tube photomultiplicateur A comptage de 
photons AsGa refroidi ii -30°C par effet Peltier. La lumitre 
laser diffuste par les particules et par les parois est bloqute 
par un filtre optique passe-haut A 570 nm. Le nombre de 
photons r e p  par le photomultiplicateur est enregistrt. Le 
volume de dttection a comme dimensions en considtrant la 
focale de I’achromat et le diamttre du faisceau laser, l o o p  
de long et 150pm de diamttre. Celui-ci est positionnt ?i 

l’endroit souhaitt par des tables de dtplacement pilottes 
correspondant gtneralement A un maillage prtdtfini de 
I’tcoulement ttudit. Le signal de fluorescence est enregistrt 
pendant un temps constant. Le signal du photomultiplicateur 
est normalist par la mesure instantante de la puissance laser. 
Les deux mtthodes de mesures des paramttres pression et 
temptrature par fluorescence induite de l’iode avec un 
rayonnement laser multimode gaussien i 514,5nm et 
monomode accord6 A des raies sptcifiques de I’iode ont t t t  
testtes dans des conditions statiques puis dans des conditions 
d’tcoulement sur un jet supersonique issu d’une tuytre sous 
dttendue de petites dimensions. 

Une ttude exptrimentale a t t t  mente afin de vtrifier la 
validitt des principes thtoriques tnoncts et de tester la 
possibilitt d’obtenir des informations sur le champ de 
pression et de vitesse d’un Ccoulement ensemenct en iode 
moltculaire. 

9. APPLICATION AU CAS D’UN J E T  SOUS 
DETENDU 

9.1 Description akrodynamique de  la tuyere et  d u  
j e t  
L‘tcoulement choisi est un jet issu d‘une tuytre supersonique 
sous-dttendue. Ce jet qui prtsente d’importantes variations 
spatiales des proprittts du fluide, notamment de la pression 
locale et de la vitesse, est bien connu des atrodynamiciens. 
Des modtles de calcul existent, permettant la dttermination 
de ces proprittts. Dans le cas present, un calcul par 
rksolution des tquations d’Euler a ttt mis en oeuvre. 
Pour cela, une tuytre de rtvolution prtsentant un diamttre au 
col de 4 mm environ est apparue comme un bon compromis 
entre le dtbit d’air et la pression gkneratrice disponible, 
conditionnant I’intensitt des gradients de pression et de 
vitesse dans le jet et les difficultts mkcaniques lites a 
I’usinage de la tuytre. Dans ce type d’tcoulement, des 
mesures intrusives sont impossibles. 
Les paramttres de calcul suivants ont t t t  retenus : 

- pression gtntratrice : 5.5.105 Pa 
- temphature gtneratrice : 293 K 
- pression i la sortie : 1,5.105 Pa 
- nombre de Mach de sortie : 1,5 
- tjection des gaz i la pression atmosphtrique. 

Le calcul du profil de la tuytre est effectuC dans un premier 
temps en fluide non visqueux, l’aide de la mtthode des 
caracttristiques, puis un couplage avec un modtle de couche 
limite a CtC mis en aeuvre, permettant ainsi de corriger la 
geomttrie de la tuytre de I’tpaisseur de dtplacement. Le profil 
est peu divergent, puisque les diamttres calculCs au col et 
dans le plan de sortie sont respectivement : 

- diametre au col : 4,56 mm 
- diametre dans le plan de sortie : 5 mm. 

La gtomttrie de la tuytre est realiste avec une 
precision de 2 pm et le profil est rectifit jusqu’a obtention du 

minimum de dtfaut. Le mattriau choisi. devant rtsister au 
mieux A I’oxydation par l’iode est un acier sp6cial de type 316 
TI. Un calcul des caracttristiques atrodynamiques du jet a t t t  
rtalist sur une distance de huit fois le diamttre au col, afin 
d’obtenir une reprtsentation de la quasi ptriodicitt des 
tvolutions de pression et de vitesse. Le calcul est effectut en 
fluide non visqueux par une mtthode pseudo-instationnaire de 
rholution des tquations d’Euler. Le jet pdsente une structure 
alternte de detentes et de recompressi0,ns moyennement 
intenses en raison du taux de dttente modtrt de la tuytre. Le 
domaine de pression s’ttend de 2.104 Pa A 1.7.10s Pa. Les 
temptratures locales varient dans la gamme 120K ii 220K. 
Les vitesses calcultes sont comprises entre 400 et 600 m.s-1. 

9.2 M e s u r e  d e  pression s u r  I’axe d u  j e t  
supersonique p a r  fluorescence indui te  d e  I’iode 
p a r  un  rayonnement multimode e t  monomode 

Les figures 7 et 8 prtsentent I’tvolution de la pression 
dtterminte exptrimentalement par la mtthode multimode A 
large bande spectrale (figure 7) et la mtthode monomode 
(figure 8), sur I’axe du jet supersonique, compade aux valeurs 
issues du calcul d’Euler. Les deux mtthodes exp6rimentales 
rtvtlent les oscillations de pression prtvues par le calcul. 
Pour chacune des deux mtthodes, I’tvolution thtorique du 
signal de fluorescence montre que sa dynamique est plus 
faible que la dynamique en pression. Le phtnomtne est 
d’autant plus marqut en multimode, ce qui signifie que de 
petites variations de pression seront difficilement 
dttectables par cette technique. Dans le cas d’une excitation 
laser multimode, la pression est dtterminte A partir du signal 
de fluorescence soit au moyen d’une hypothtse d’tvolution 
de la tempkrature selon une loi d’tcoulement isentiopique P(T 
isenlropique), soit A partir d’une dttermination de temperature 
exploitant tgalement le signal de fluorescence P (T FIL). 
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Figure 7 : Evolution d e  la pression sur  I’axe du jet 

L’tvolution de P (T FIL) est plus prtcise que I’tvolution de P(T 
isenlropique,. Pour les mesures rtalistes A partir du 
rayonnement laser monomode (figure 8). les valeurs de 
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pression dttermintes par la corrtlation de spectres thtoriques 
correspondent aux points notts P (Biblio) ne ntcessitent aucun 
point de rtftrence dans I’tcoulement contrairement aux 
points de la courbe P(,f m o n o m ~ e ) .  L’tcart observk est db en 
partie aux imperfections de ces mtthodes et pour une autre 
partie A I’hypothtse de fluide non visqueux faite dans le code 
Euler. Pour les deux premitres structures de type dttente 
recompression, les minima et maxima de pression obtenus 
exptrimentalement coTncident avec ceux dttermints par le 
calcul Euler. L’incertitude en positionnement du faisceau 
laser est tvaluke A 0, lmm. Pour les deux mtthodes. 
I’amplitude de I’oscillation prtsente une dtcroissance 
rtgulitre de type dtcrtment logarithmique, bien que la 
pression Euler Cvolue sous forme d’oscillations 
quasipkricdiques et pratiquement de meme amplitude. 
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Figure 9 : Evolution de la temperature sur I’axe du jet 

Les valeurs des mesures de temptrature obtenues dans le cas 
d’un rayonnement laser monomode sont prtsenttes sur cette 
m&me figure pour une zone de I’tcoulement. Les valeurs des 
temptratures thtoriques du code Euler sont compartes aux 
valeurs exptrimentales obtenues ii partir du rapport des 
signaux de fluorescence enregistrts lors du balayage en 
frtquence de la raie laser sur deux raies d’absorption voisines. 
Les tcarts les plus importants observts correspondent aux 
maxima de pression engendrant un tlargissement 
collisionnel constquent. 
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Figure 8 : Evolution de la pression sur I’axe du jet 
9.4 Mesure de vitesse sur I’axe du jet 
supersonique par fluorescence induite de I’iode 
par un rayonnement monomode 
Les mesures de vitesses obtenues A partir d’un balayage en 
frtquence de la raie laser prtsenttes en figure I O  sont 
comparkes A la fois aux mesures de vitesses obtenues sur ce 
jet par vtlocimttrie laser Doppler (LDV) et par vtlocimttrie 
laser bipoint (LZF), ainsi qu’aux valeurs thtoriques du code 
Euler. LA, encore les effets visqueux et la taille du volume de 
mesure comparte aux dimensions du jet peuvent expliquer les 
difftrences. Les valeurs des vitesses obtenues par FIL sont 
intermtdiaires entre les valeurs exptrimentales L2F et LDV 
laissant supposer un suivi de I’kcoulement plus facile par les 
moltcules que par des particules. 

Expkrimentalement il est remarqut que I’atttnuation est plus 
importante pour les maxima que pour les minima. Cette 
attknuation des gradients de pression non prtdite par le calcul 
Euler, peut provenir du fait que les effets visqueux non pris en 
compte par le modtle le sont expkrimentalement. De plus il 
est rappelt que la couche limite se dtveloppant dans le 
divergent de la tuybre a pour effet de provoquer une 
&partition du premier faisceau de dttente sur I’tpaisseur de la 
couche limite. I1 en rtsulte un Ctalement de la zone du premier 
minimum de pression et une diminution de I’intensitt de la 
dbtente. L’tcart entre thtorie et exptrience est aussi 
imputable A la dimension trop importante du volume de 
mesure (150 p n ) 3  par rapport A I’tvolution locale de la 
pression, surtout dans la zone oil le gradient de pression 
s’inverse. 
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9.3 Mesure de temperature sur I’axe du jet 
supersonique par fluorescence induite de I’iode 
par un rayonnement multimode et monomode 
Les temptratures dttermintes exptrimentalement par 
fluorescence induite par laser dans le cas du rayonnement 
laser multimode sont en bon accord avec les valeurs 
thtoriques du code Euler (figure 9). L’tcoulement compte-tenu 
des valeurs de pression et de temptrature peut &tre considtrt 
comme pratiquement isentropique. 
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Figure 10 : Evolution de la pression sur I’axe du jet 
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9.5 Mesures  s imul tanees  d e  pression,  d e  
t e m p e r a t u r e  e t  d e  vitesse s u r  I’axe d u  j e t  
supersonique p a r  fluorescence induite de  I’iode 
p a r  balayage e n  frequence d’un rayonnement  
m o n o m o d e  
La mesure des trois principaux parametres d’un tcoulement a 
t t t  rtaliste B partir d’un spectre de fluorescence obtenu aux 
cours du balayage en frtquence des deux faisceaux colinkaires 
se propageant en sens contraire. La direction des faisceaux 
fait un angle de 30 degrts avec l’axe du jet. Le signal de 
fluorescence est simultantment normalist par I’intensitt 
laser. Une mesure de bruit correspondant au signal de 
fluorescence normalist par l’intensitt laser dans le cas d’un 
Ccoulement non ensemence en iode est rtaliste. Le bruit est 
retrancht du signal de fluorescence normalist par I’intensitt 
laser. La pression est obtenue par corrtlation avec la 
bibliothtque de spectres thkoriques, la temptrature par 
exploitation du rapport des signaux de fluorescence des deux 
raies d’absorption. 

10. CONCLUSION E T  PERSPECTIVES 
L’utilisation de la fluorescence de I’iode induite par laser 
comme outil en mttrologie optique des tcoulements a t t t  
dtmontrte. Aprts avoir fait I’objet d’une modtlisation et 
d’une validation dans des conditions statiques, la technique a 
Cte testte dans des conditions d’tcoulements externes et 
internes. Outre son excellente rtsolution spatio-temporelle 
et le parfait suivi de I’tcoulement rtalist au moyen d’un 
ensemencement moltculaire homogene, la technique 
prtsente I’avantage d’obtenir deux ou trois informations 
essentielles sur I’tcoulement Ctudit B savoir la pression, la 
temperature et la vitesse B partir d’une unique mesure 
exphimentale du signal de fluorescence [50]. 

Deux types d’excitation laser permettent la mesure couplte 
de la pression et de la temptrature. Le laser 1 argon 
ionise  m u l t i m o d e  prksente I’avantage d’tmettre 
intenstment B la longueur d’onde de 514.5 nm coi‘ncidant 
fortuitement avec la longueur d’onde de la double raie 
d’absorption de I’iode notte P13-RI5 (43-0). Ce type de 
rayonnement permet de rendre compte de I’tvolution de 
pression B partir de la prtconnaissance de I’tvolution de 
temperature soit par une loi d’tvolution, soit par une 
dttermination exptrimentale de la temptrature rtaliste par 
F.I.L.. L’utilisation de ce type d’excitation impose une 
mesure de rtftrence oG la pression et la temptrature sont 
connues; ce qui permet de s’affranchir de la connaissance de 
difftrentes constantes lites B la physico-chimie du 
phtnomtne et au type d’excitation laser. 
L’autre type de source laser utilisable est un laser  
monomode accordable  1 colorant  permettant de 
choisir une raie d’absorption de l’iode dont la dtpendance en 
temperature est nkgligeable; ce qui permet d’obtenir une 
expression du signal de fluorescence simplifite puisque celui- 
ci est inversement proportionnelle B la pression. La mesure 
de temptrature est possible A partir du rapport des signaux de 
fluorescence induit par deux raies voisines du spectre 
d’absorption de la molkcule d’iode. La dttermination de cette 
zone spectrale permet des mesures de temptrature sur une 
large gamme. L’autre avantage du choix de cette excitation 
laser rtside dans le fait qu’il n’est plus ntcessaire d’effectuer 
une mesure de rtftrence puisqu’une corrklation entre le 
spectre de fluorescence exptrimental et ceux inclus dans une 
bibliotheque de spectres thtoriques issus de la modtlisation 
est effectute permettant une determination directe de la 

pression. Enfin I’intensid laser tmise par le laser B colorant, 
quoique inftrieure A celle tmise par le laser A argon ionise, 
offre dtsormais un bon rendement avec I’emploi de colorants 
tels que les Pyrromtthtnes et Rhodamines. 
Cette mtthode peut tgalement Etre ttendue B la mesure de 
vitesse par comparaison du dtcalage frtquentiel Doppler 
entre le spectre de fluorescence et celui obtenu A partie d’une 
cellule statique B iode utiliste comme standard de fkquence. 

Le champ d’application de cette mtthode inttresse les 
tcoulements gazeux dont la pression Cvolue entre 0.2 et 5 
bars avec une prtcision de 5 % et dont la temerature demeure 
inftrieure B 600 K avec une pkcision inftrieure B 3 %. 
Des mesures dans le champ d’un plan laser des mEmes 
grandeurs caracttristiques peuvent Etre rtalistes assez 
facilement, mais, elles ntcessitent des moyens adaptts de 
visualisation par camera intensifite. 

L’inconvtnient majeur de cette technique rtside dans le fait 
que I’iode prtsente un caracdre corrosif sous forme d’acide en 
milieu humide ntcessitant I’emploi de mattriaux approprits 
tels que le ttflon. le PVC. I’acier 316TI ou plus simplement 
d’utiliser de I’air sec. 
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Paper 24 
Author: Leporcq 

Q: Schodl 

How does your technique perform when used at pressure levels exceeding lbar ? 

A: For pressure levels below 5 10 Pa measurements are possible. See the table. 

Q: Versluis 

With this iodine technique, do you have any problems with fluorescence trapping ? 

A: Nous sommes tres eloignes des conditions de saturation du milieu. 

Q: Roehle 

How do you achieve a homogenous and constant seeding of iodine ? 

A: Par passage de I’Ccoulement dans une chaudibre ii iode thermostatic, nous obtenons un ensemencement 
homogene et constant. 





25-1 

Development of Planar Laser Induced Fluorescence 
for Fuel: 

Application to Gas Turbine Combustion 

D. A. Greenhalgh, D. J. Bryce, R. D. Lockett, and S .  C. Harding. 
School of Mechanical Engineering, Cranfield University, 

Bedford, MK43 OAL. U.K. 

ABSTRACT 
Planar Laser Induced Fluorescence (PLIF) offers advantages over mechanical patternators, gas 
sampling and other laser diagnostics in providing high resolution instantaneous two-dimensional images 
of liquid and vapour fuel concentration in operating gas turbine combustors. The technique has been 
developed at Cranfield and successfully applied to three different situations. Firstly the power of the 
method for fundamental mixing studies is illustrated with respect to a simple jet mixing experiment. 
Secondly the practical application of the method to an atmospheric pressure LPP combustor and a high- 
pressure double annular combustor are presented. Radial and axial imaging of both the liquid and 
vapour phases has been performed with fuel markers that are capable of distinguishing between 
different boiling-point fractions. Such data allows investigation of the fuel-air mixing in the combustor, 
as well as the behaviour of the spray cone angle and patternation with varying fuel rate. 

INTRODUCTION 
In gas turbine combustion, new regulations 
demand greatly reduced levels of emissions of 
pollutants such as soot, oxides of nitrogen 
(NO,), unburnt hydrocarbons (WC)  and 
carbon monoxide (CO). Such emissions result 
from inadequate mixing of the fuel and air; a 
combination of the atomiser performance and 
the aerodynamics of the combustor. 
Two features of interest are the overall fuel 
placement and the spray dropsize distribution. 
A description of mechanical methods for 
measuring these features is given in Lefebvre 
(1989). Laser diagnostics generally offer 
advantages over physical measurement devices 
in that they measure a property directly without 
perturbing the system. In addition, the 
instruments can be remote from the system, 
allowing measurements to be made in harsh 
environments. Dropsize distributions can be 
routinely acquired using pointwise Phase 
Doppler Anemometry [Bachalo, 1980; Wigley, 
19941. As far as fuel placement is concerned, a 
mechanical patternator could not be used in a 
combusting system, since the fuel would be 
consumed; an optical diagnostic is necessary. 

Three-dimensional scalar measurement 
techniques [Long, 1993; Maas and Gruen, 
19951 are still some way from being applicable 
to operating gas turbine combustors. However, 
there are several two-dimensional fbel mapping 
techniques that can be applied to various planes 
within such a system. Typically, the 
measurement region is illuminated with a thin 
laser sheet, with orthogonally scattered light 
being captured onto a two-dimensional device. 
Photographic film can be used, offering 
simplicity and very high spatial resolution 
[Zheng et. al., 19961, but the response to 
incident light is non-linear, the quality of 
images cannot be determined interactively and 
image processing involves extensive manual 
effort. The use of a CCD camera, with its linear 
response, prompt display and digital processing 
techniques, overcomes these problems. Datasets 
of hundreds of instantaneous images can be 
captured, stored and processed electronically in 
a matter of minutes. 
The strongest scattering process is the elastic 
scatter of the laser light from the system - Mie 
scatter from structures larger than about 1 pm 
(liquid phase) and Rayleigh scatter from small 
particles (vapour phase). The signal strength 
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Figure 1 Schematic of general set-up for Planar LIF imaging experiment. 

from elastic scattering varies in different size 
regimes. For droplets larger than about 5 p, 
the dropsize dependence is d2 [Bohren and 
H u h ,  19831, indicating that Mie scatter 
imaging overemphasises smaller droplets. 
Laser Induced Fluorescence (LIF) [Eckbreth, 
1988; Seitzman and Hanson, 1993; 
Greenhalgh, 19941 can be used to image fuel 
placement in both the liquid [Serpengiizel et. 
al., 19921 and vapour phases [Tait and 
Greenhalgh, 19921. In an optically thin vapour 
phase, the non-saturated fluorescence signal 
will be proportional to the density of the excited 
species. In the liquid phase, in the limit of no 
laser absorption, the fluorescence signal is 
expected to be proportional to the local liquid 
volume fraction. 
For most applications of PLIF a key factor is 
the choice of fluorescent seed to mark the fuel 
is critical. For light fuels such as gasoline 
ketone type compounds have been widely 
shown to be suitable and to give very good 
PLIF data [Arnold 1990, Berckmiiller, 1994, 
1996 & 1997, Neij 19941. Their main 
advantages are that they are insensitive to 
oxygen quenching and have simple temperature 
dependence. 
The studies reported here applied PLIF to three 
different gas turbine combustors. One concerns 

a cold gas-gas mixing study whilst the second 
two experiments were performed under 
combusting conditions. The first at nominally 
atmospheric inlet pressure, the second at an 
intermediate inlet pressure of 3 bar. The ability 
to apply a measurement technique as closely as 
possible to the normal operating conditions is 
clearly advantageous in minimising the 
uncertainty of the effect of scaling between test 
flow conditions and those encountered in full 
gas turbine cycle. 

EXPERIMENTAL SET-UP 
The general set-up for a planar LIF imaging 
experiment is shown in Figure 1. The beam 
from the laser was formed into a thin collimated 
sheet using one spherical converging lens and a 
combination of one diverging and one 
converging cylindrical lens. In these 
experiments, a Lambda Physik EMG-150 MSC 
excimer laser was used in narrow band tunable 
mode at 308 nm, producing up to 165 rnJ of 
energy per 20 11s duration pulse. Since this 
emission is ultra-violet, fused silica sheet- 
forming lenses were used. For the enclosed 
combustors, the laser sheet was introduced to 
the measurement region and the signal was 
collected through windows. 
An intensified CCD camera positioned 
orthogonally to the laser sheet imaged the 
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Figure 2 (a) Raw PLIF image, (b) PLIF nodisat ion image (c) final mean PLIF image. 

fluorescence signal. Such cameras have a linear 
response to the fluorescence. signal and allow 
data sets of hundreds of single shot images to 
be rapidly acquired and stored. The cameras 
used in the two studies described had chip sizes 
of 600 x 400 and 578 x 384 pixels respectively 
and had 15 bit grey-scale resolution. Elastic 
(Me) scattering was discriminated out through 
the use of a long-pass filter in front of the CCD 
camera. 
The PLIF images obtained were corrected for 
background scatter, variations in the laser sheet 
intensity profile and variations of the intensifier 
gain function [Seitzman and Hanson, 19931. 
The laser sheet profile was obtained by flooding 
the combustor with homogeneous acetone 
vapour. For the jet experiments a large thin 
enclosure was filled with acetone vapour and 
used to record the laser sheet profile of the 
measured region. 

PLIF MEASUREMENTS ON AN 
ACETONE SEEDED JET 
A simple theory for the mixing in a simple jet 
into a stagnant fluid has been long established 

[Hinze, 19591. Theory predicts a Gaussian 
radial distribution and for gasses experimental 

[Dowling and Dimotakis, 19901. Recently 
PLIF of acetone seeded gases has been 
demonmated to be a sensitive method for 
detailed studies of mixing [Tait and Greenhalgh 
1992, 1993, Lozano 19921. The following 
experiment was designed to explore the 
application of PLIF to a fundamental study of 
gas-ga miXing [Bryce 19961. 
The expehent consisted of a 1.5 nun jet of 
ambient temperature, approximately 2% 
acetone in Ntmgem issuing into stagnant 
ambient air. Measurements were made for 
three jet Reynolds numbers (Re = 5,000, 
16,000 and 40,000). Each measurement 
consisted of betwee0 250 and 300 single pulse 
images. Figure 2 illustrates the approach to 
imaging and clearly demonstrates the essential 
requirement of normalisation of the measured 
image by an image including correction factors 
for the laser sheet profile and image transfer 
function (Figure 2b). 

evidence. from Rayleigh scattering supports this 
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Figure 3 Single pulse images: (a) Re-5000, (b) Re-16000, (c) Re-40000. 
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scale for mean images (fuel wncentdioa) 

scale for standard deviation images (fuel concentration) 

Figure 4 Corrected mean (left of each pair) and standard deviation (right of each pair) images. (a) 

Re=5000, @) Re=16000, (c) Re=40000. 



To establish the precision of the data the 
uncertainty was calculated for an ensemble 
slngle shot data set of calibration images. The 
uncertainty was found to be of order 5% which 
is higher than the 3% observed for studies of 
i.c. engines [Berckmiiller, 1997 where the 
small imaging area assures an order of 
magnitude higher laser fluence. This error does 
not contribute significantly when using the 
normalisation image to correction to the flow 
images because a mean image is used. The 
maximum error of the mean normalisation 
image was 1.2%. The laser power was found to 
be stable, with the fluctuation of order 3% 
during measurement with a powermeter and 
therefore the final single pulse images are 
accurate to of order 5%. 
Figure 3 illustrates some slngle pulse images 
for the three Reynolds numbers and provides an 
idea of mixture fluctuations. This data may 
them be processed to reveal the essential 
statistics of the mixing fluids, figure 4. 
Following Dowling (1990) self-similarity in the 
mixing predicts that radial concentration 
profiles should be identical in form when 
normalised and scaled by a cylindrical w- 
ordinate system. The mean fluid concentration 
of the jet fluid is then: 

X 

Eqn. .1 
Where CO is the concentration at the jet pipe 
exit, xo is a virtual origin, x the distance down 
stream, r is radial distance and d* is the 
momentum diameter of the jet given by: 

Eqn. 2. 
where mo is the nozzle mass flux, Jo the 
nozzle thrust and p.. the ambient density. For 
density matched fluids this reduces to the 
geometric nozzle diameter d with an assumed 
top hat exit velocity profile; this assumption 
was made in the following analysis. Equation 1 
defines the similarity co-ordinates x and qand 
predicts matched smooth profiles g(q) 

normalised by a constant K Note that and x0 
are experimntal parameters. Figure 5 
compares this model with the experimental data 
and gas sampllng data analysed by a mass 
spectrometer. The. gas sampling data shows 
general agreement bowever the data close to the 
jet exit is likely to be distorted by probe 
blockage effects. Equation 1 shows that along 
the jet centreline (FO) the umcatration is 
predicted to be inversely proportional to the 
axial distance. The plots were fitted and values 
ofthe virtual origin xoand the constant K were 
determined for each case. 
The values extracted from the curves were K = 
4.66, xo =-4.66d for Re=5000. This is 
compared with the results K = 5.11, xo =-3.7d 
of D o w l i  and Dmotakis (1990) (D&D). 
Results at Re = 16000 were Y = 3.64, xo = 
3.644 compared to Y = 4.73, x,, =+0.5d 
(D&D). At Re = 40000, Y = 2.49, xo ~ 2 . 4 9 4  
scarcity of measurements did not allow D&D to 
quote accurate values at this condition. 
The slgnal along the centreline departs from the 
l/x dependence near the nozzle exit. This 
departure is at least partially due to the spatial 
resolution achieved in these experiments. The 
images correspond to approximately 0.3 mm 
per pixel which, including intensifier cross-talk 
gives a resolution of about lmm. The plots of 
figure 5 are for a single strip of pixels along the 
centreline and hence spatial resolution is 
inadequate close to the 1.5 mm jet. Residual 
flare h m  the nozzle also compromises the 
signal at this point. Fine scale, small sheet 
imaging would be required to determine if there 
is a genuine departure from theory. The 
difference in experimental parameters 
compared to Dowling (1990) at Re=5000 are 
approximately 9%, this corresponds to the 
uncertainty in the parameters of the fit to 
centreline concentration. The fit was most 
sensitive to the choice of the virtual origin. The 
mean concentration profiles would come even 
more in line with those of Dowling (1990) when 
assigning the same values of x and xo. Dowhg 
(1990) discussed the difference in K and xo 
between Reynolds number conditions and 
suggested that the similarity variables are 
specific to the level of turbulence. This is 
confumed in this study by the approximate 
inverse proportionality between K and Re 
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Flgure 5 Signal and theory along the jet centreline, Re=SOOO (top), Re=16oM) (middle) and Re=40000 
(lowest). Gas sampling: diamonds Re5000, crases Re=16ooo, triangles Re=40000. 

Figure. 6 compares the scaled radial profiles for 
mean concentrations. Apart from small 
discrepancies at x/&80, which is at the end of 
the jet and close to the edge of the laser sheet 
where image normalisation errors are largest, 
all the profiles demonstrate a Gaussian self- 

In this study we find that the fluctuation 
profiles do not collapse to self-similarity as 
claimed by Dowling (1990). However the 

filtering of each time Series and this could have 
resulted in an overestimation of the fluctuation. 
Note that the fluctuation profiles flatten at 
higher Re. which is also seen in the fluctuation 
images. figure. 4. The. mean concentration 
profiles depart from similarity near the top of 
the jet and these differences inneases with Re. 

Similarity. 

fluctuations of m l i n g  mpired optimal 

The axial momentum in this region is low, and 
large vortices roll over towards the centreline 
probably resulting in the breakdown of the 
simple theory. ?his feature is seen in the mean 
images, where the distribution rounds off at the 
op of the jet. The effect may be more 
pronounced at hi- Re., possibly due to an 
inneased crossflow associated with the higher 
turbulence. 

PDFs were determined for various regions 
within the images. The PDF was normalised 
such that the integral was unity and the 
concentration was scaled by the mean 
concentration at that point. The. PDFs are 
shown in figure 8. The PDFs are symmetric at 
large x/d and bearme increasingly skewed at 

instantaneous concentration is normalised by 
the mean. The. squat PDFs at x/d=20 is partly 
due to the finite. size of the interrogation region. 
giving an average over a convoluted flowfield 
The similarity between PDFs scaled in this 
manner, over all Re, smngly suggests that the 
scaled concentration is a general similarity 
variable. 
Although them PDFs compare very well to 
those of Dowling (1990) there is one impcatant 
difference. At r/d=8 the PDFs of W l i n g  
intercepted the y-axis at values as high as 0.5 
and this intercept is used to estimate an 
intermittency. Then? is some uncertainty in 
Dowling's work due to a poor SNR associated 
with the low signal levels of the Rayleigh 
Scattering technique. By comparison the 
intrinsic noise level with F'LIF is much lower, 
however we believe that the PLIF spatial 
resolution is compromised by detector cross- 
talk background. 

lower d d .  The. PDFs are self-similar the local 



Figure 6 Scaled mean concentration (x?(x,q) I I() versus scaled radial co-ordinate (q = r I ( x  - x,))  for 
(a) Re=40(X), (b) Re=] 6000 and (E) Re=40000. Colour Key: blue x/d=20, green x/d=40, yellow x/d=60, 

red x/d=80. ?he additional (white) curve in (a) is that of Dowling (1990). 

Figure7 -M -10 Fluctuation (a) profiles for (a) Re4000, (b) R e 1 6 0 0 0  and (c) Re=40000. (C) Axes have been scaled 

by same parameters as for concentration profiles. Colour Key: blue x/d=20, green x/d=40, yellow 
x/d=60, red x/d=80. The (white) curve in (a) is that of Dowling (1990). 

At large distances From the an illuminated pixel 
the signal falls away in a Loremian fashion and 
therefore contributions to the background can 
arise from spatially well separated image 
segments. In Appendix 1 we show that this 
background could be easily of the order of 
0.01-0.1 times the average pixel intensity. This 
cross-talk background will primarily only affect 
PDF data for low concentrations, effectively 
resulting in a near zero probability of finding a 
zero signal. The effect on the mean and 
variance of concentration is likely to be very 
small. This is a detector specific issue and is 
particularly problematic for intensifiers with 
point spread functions, with Lorenzian like 

wing character. Unintensified CCDs give a 
significantly improved performance in this 
respect In principle the effect could be 
corrected for by pmcessing images to determine 
the cross-talk background using eqn. AI. 
Estimating the effect of cross talk background 
on the PDFs shown in figure. 8 suggests that at 
Re=5,000 (top right) the intermittency is 
probably 0.2, at Re16.000 (middle right) it 
will be close to 0.4 and at Re = 40,OOO (bottom 
right), it lies between 0.3 and 0.6. This a c c o ~  
with Dowling (1990). me problem will also be 
exacerbated by the finite spatial resolution of 
the PLIF technique (-1.Smm) particularly for 
the Re = 40,000 case where the mixing scales 



will be at there smallest. Hence the true end of the estimate given above. 
intermittency probably lies towards the upper 

Figure 8 Probability density versus scaled concentration for R e 5 0 0 0  (top row), Ke=16000 (middle 
row) and Ke=400(K) (bottom row). For each row, I.HS graph is along centreline (q=O), middle graph is 
3 off centreline (q=0.06) and KHS graph is 7"off centreline (q=O.12). Colour Key: blue x/d=20, grccn 
x/d=40, yellow x/d=hO, red x/d=80. 
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LIQUID STATE IMAGING IN A inlet pressure of 3 bar. Fused silica windows 
CONVENTIONAL COMBUSTOR allowed optical access for both axial and radial 
Planar fluorescence imaging of liquid fuel was imaging. In these experiments the PLIF was 
performed on the combusting spray from an used to obtain only qualitative data on the 
airblast atomiser in a conventional double structure of the !%el patternation from the 
annular coni iate injector. 

quid phase only) 

Figure 9b Mean of 200 LIF images of PPO seeded mineral spirits - liquid phase only 
molecular dissociation of the PPO [Hardiog, 
19961, In these experiments it should be noted 
tbat the temperature along the premixe.r duct 
does not change signilicantly and further that 
the fuel an air are already partidy mixed at 
inlet. Oxygen quenching undoubtedly will 
compromise the results, however Harding 
(1996) has shown that the estimated radially 
integrated fuel flux by PLIF along the duct is 

signiticant this above result is unlikely because 
the quenching should be more prevalent for the 
l l l y  mixed case where the oxygen 
concentration per mole of &el is, on average, 
higher. 

Kerosine (the standard fuel for gas turbine 
combustors) will fluoresce naturally, but the 
fluorescence efliciency varies between batches 
with the content of aromatics @dug, 19961. 
For consistent fluorescence yield, odourless 
mineral spirits (kerosine without any 
fluorescing compounds) was used, with a 
wntrolled concentration of a fluorescent 
aromatic. For liquid fuel imaging, the dopant 
was 2,5-Diphenyloxazol (PPO). This is an 
excimer dye which occurs naturally in kerosine. 
It is excited strongly at 308 nm, fluorescing in a 
broad spectrum up to 450 nm. PPO doped 
mineral spirita does not fluoresce in the vapour 
phase, due either to O W K ~  quenching or 

essentidy constant. If quenclung was 

Figure 1U Instantaneous LIF image of naphthalene seeded mineral spirits - liquid and vapour 
phases. 

..,.... . ... . . ... ... ......... .... ... .. . . ...... . . 

. .  

... 



Figure 9a shows an example instantaueous 
axial LIF image of the liquid firel spray. In the 

fluorescence signal is proportional to the liquid 
volume M o n .  Such axial images show the 
cone angle, and the distribution, including be derived. 
penettation, of the spray before evaporation. 

These parameters can be compared with the 
design assumptions. A data set of 200 such 
images was acquired, from which statistical 
i n f o d o n  about the spray, such as the mean 
distribution (Figure 9b); fluctuations etc. could 

limit of low absorption of the laser light, the 

I 

u r  w e  VI IOW mer uuw rare. 

I 
Figure l l b  Radial LIF image of high fuel flow rate. 

U 

Figure l l c  Ratio of Figures 4a and 4b (scale is in percent). 
Figure 10 shows an instantaneous PLIF image 10 shows fluorescence regions not present in 
with napbtbalene seeded mineral spirits as the Figure lob. These correspond to fuel vapour 
firel, which fluoresces in both the liquid and and can be seen downstream of the liquid spray 
vapour phases. Comparing Figure 10 with and also at the bottom of the image, where 
Figure 9% there is a common signal region vapour accumulated by a metal wall. In 
corresponding to liquid firel. In addition, Figure principle, vapour fluorescence images in this 
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combustor could be obtained by dual imaging 
M e  scatter and fluorescence firom mineral 
spirits doped with naphthalene. The M e  image 
would be dominated by the liquid phase and 
could be used to mask the fluorescence image, 
leaving a vapour fluorescence image. 
When the laser sheet was introduced parallel to 
the atomiser face, with the camera imaging 
from downmeam, radial liquid fuel LIF images 
were obtained, shown in Figure 11, where the 
measurement plane was 10 mm domstream of 
the injector. After correction for laser tight 
absorption, these images show the patternation 
of the spray from the injector. Figure l l a  is a 
mean of 200 images taken with a relatively low 
fuel flow rate. It shows a large asymmetry, with 
more fuel on the right of the image. Since the 
laser sheet was introduced from the left of the 
image, this is clearly not a spurious feature due 
to laser absorption. Figure l l b  is a mean of 
200 images taken at a higher fie1 flow rate and 
shows a reduced asymmetry in the fuel 
patternation. This is confirmed by Figure Ilc, 
which shows the ratio of Figures lla and l lb.  

On the right hand side, the ratio of fluorescence 
signal is close to the ratio of fuel flow rates, i.e. 
77 %. On the I& side, the ratio is lower, 
indicating that there is less fuel on that side in 
Figure lla than in Figure Ilb. This can be 
explained by the fuel galleries in the atomiser 
fiulnB more &ciently at higher fuel flow rates. 
Such radial images are a great aid to designers 
and developers and can help to explain 
asymmetries in emissions and temperature 
profiles at the exit of the combustor under 
different operating conditions. 

LIQUID AND VAPOUR PHASE 
IMAGING IN AN LPP RIG 
Lean, premixed, pnvaporisd (LPP) combustion 
is a recent development for producing very low 
emissions levels. Optical accas to the rig 

air mixing in the premixiag duct of the 
combustor. This rig was of realistic scale and 
ran under typical operating conditions, except 
that the inlet was at nominally atmospheric 
pressure mg, 19961, see figure. 12. 

allowed both axial and radial imaginS Of fuel- 

Figure 12 Photograph of an operating optical LPP combustor and a LE image of the fuel distribution 
as marked by naphthalene at the premixer exit. 

As in the previous study PPO was used as a 
dopant to mark the liquid phase. Figure 13 
illustrates three. images which show the strongly 
intermittent nature of droplet packets in the 
evaporating flow. 
For vapour phase measurements the rig was 
fuelled with doped mineral spirits. 4 % by mass 
of naphthalene (boiling point 491 K) was used 

to image mixing of lower bo- point 
fractions; while 0.4 % by mass of fluoranthene 
(boiling point 653 K) was used to image higher 
boiling point fractions. Both of these 
compounds occur in kerosine. 
Figure 14 shows three images of naphthalene 
fluorescence, each of which is a mean of 200 
instantanems radial LIF images at planes 30, 
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55 and 80 mm h m t h e  injector tip. At the start vapour mixes as it progresses dowastream, 
of the duct, there is fluorescing material shown by the increased homogeneity of Figwm 
throughout most of the cross-section. The 14b and 14c. 

I 

I 

Figue 13 .lBree instantaneous imagw of droplet fluorescence using PPO seeded kerosene. The vertical 
axis is on the centre line of the duct with the inlet beneath the bottom of each image. 

b) 55 mm downstream e) 80 mm dowastream 

Figure 14 Radial naphthalene fluorescence along the premixing duct. 
Figure 15 shows equivalent LIF images of fluoranthene fluorescence. Jn Figure 15% the vapour exists in 
an annulus at the outer edge of the duct, and whilst there is mixing along the length of the duct, the 
higher boiling point fractions of kerosine are still not well m i d  by the duct exit and the combustion 
zone (Figure 1%). 

1111- l m  

b) 55 mm downstream 
Figure 15 Radial fluoranthene fluorescence along the premixing duct. 

e) 80 mm downstream a) 30 mm dowmtream 
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Such images illustrate to the designer the 
occurrence of variations in AFR, which lead to 
Merent burning rates. Also, additives used in a 
fuel will tend to follow the fraction of similar 
boiig point and thus may not be present 
throughout the combustion mne. 

CONCLUSION 
Planar Laser Induced Fluorescence has been 
used to study both iimdarnental gas-gas mixing 
and to obtain images of fuel in both the liquid 
and vapour phase from operating gas turbine 
combustors. Measurements at both 
atmospheric and intermediate inlet pressures 
have been shown to be possible. 
Detailed measurements of gas-gas mixing from 
a jet support self-similarity and illustrate the 
low noise capability of the technique. Analysis 
of PDF data however, talung into acwunt 
cross-talk background clearly shows that 
intensified CCD cameras are limited in there 
capability to study intermittency in mixing. 
For quantitative imaging in a gas turbine 
combustor, a fuel of doped mineral spirits was 
used and the images were corrected for 
systematic experimental errors. 
Axial PLlF imaging of the liquid phase shows 
the overall spray geometry, includmg the cone 
angle. Radial imagiig at various downstream 
plane shows the liquid phase patternation and 
the vapour phase fuel-air mixing. The use of 
dierent dopants allowed the progress of 
different fuel fractions to be tracked. 
These experiments collectively demonstrak the 
ability of the method for, in particular, semi- 
quantitative patternation of fuel sprays in 
operating combustors. We believe this method 
has the potential for routine "in situ" fuel 
patteanation. 
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APPENDIX 1 - SPATIAL 
RESOLUTION AND CROSS-TALK 
BACKGROUND 

l l i s  appendix considas the different amounts 
of cross-talk background that can be proaUced 
for differing point spread functions or 
blooming. 
The thickness of the laser sheet and the 
resolution of detector equipment primarily 
determine the spatial resolution within a 
measurement volume. The CCD chips used in 
the study consisted of 600x400 pixels, each of 
size approximately 25pn. me i n t e a e r  
consists of bundles of about the same size. For 
an unitensified CCD pixel size would be the 
fundamental limit on spatial resolution for an 

aberration free optical system. An estimate for 
an upper limit, due to aberration and 
misalignment would be approximately double 
the fundamental limit. In t h m  experiments a 
lens coupled Gen. II Rinceton Inshuments 
Intensifier was used, this de- the spatial 
resolution (i.e. increases the point spread 
function width) due to increased cross talk (also 
termed blooming). The blooming is due to the 
effect of the phosphor and photomultiplication 
process. Images containing a series of signals 
from very small carbon particles were used to 
gauge the spread function. A typical point 
spread is Illustrated in figure 0.1. The second 
graph of the figure (b) also plots Gaussian and 
Lorenzian traces. 

Mn 

Figure A1 (a) 2D spread and 1D plot of a typical s p d  function. (b) graph showing a series of point 
spread and fits by Gaussian and Lorenzian functions on a logarithmic scale. 

The contribution to the cross-talk background. 
zb, at a given pixel, for a point spread function 
g(A) is given by: 

Eqn A1 
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where A,B are the polar coordinates of each 
pixel and I(A,8) is the intensity at each pixel. 
To estimate the likely background it is useful to 
assume all surrounding pixels have even 
illumination intensity I, Further if we also 
assume that the background rather than the 
signal arise blooming from pixels which are at 
least 5 times hrther away than the 
characteristic of the point spread function, eqn. 
A I  can be simplified to: 

AllliO 

Eqn. 2 

For the case of a Gaussian point spread 
function the normalised function is 

Eqn. A3 

where r is the l/e halfwidth. Eqn. A3 can be 
readily inserted into eqn. 2 and integrated to 
give: 

A- 

I b  = [ exp( -$)] AllliO 

Eqn. A4 

For A- = CO and choosing A- to be 5T where 
r is typically 2 pixels gives a value of Ib = 
1.4x1O”Iw The effect of a Gaussian 
blooming would therefore be undetectable given 
an error of at least +z counts from the CCD. 
For a Lorenzian point spread function of the 
general form, 

Eqn. A5 

which bas no delinite integral because it does 
not converge for large A. The 2D Lorenzian 
function can be evaluated i f A  is truncated at 
A- such that K is a normalisation constant 
specific to the. truncation limit. Thus K can be 
evaluated from: 

Eqn. A6 

and an estimate of can be obtained using: 

Eqn. A7 

As for the Gaussian case if r is of order 2 
pixels and then the h d o n  of I, contributing 
to the background can be determined. In figure. 
A2 eqn. A7 has been plotted for I, =I for a 
range of truncation limits A-. For values of 
A- > 5r or 10 pixels substantial background 
signals of order 0.1 I, are predicted. 

Clearly a 2D Lorenzian point spread function is 
not physically realistic, however a truncated 
form provides a suitable model function and is 
entirely consistent with point spread functions 
found and widely used in the analysis of data 
from Gen. II intensifiers coupled to diode 
arrays (Greenhalgh, 1988). Also the data of 
figure Alb strongly supports the notion of a 
Lorenzian like point spread function for 
intensified CCD systems. The key issue is the 
truncation limit, which cannot be determined 
with appropriate accuracy fiom the data in 
figure Alb. Lorenzian like point spread 
functions can generate a sigdicant background 
signal from both near and possible spatiaUy 
distant other image features. To estimate this 
background more precisely, for a given image, 
the image should be deconvoluted using equ. 
AI with an appropriate function g and by 
integrating for A greater than say 5T. 
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Contributions to the backgmd of this type are 
likely to be an important factor for any detector 
with large wings and a non-htmsiiied system 

would be preferable. This additional 
background we refer to as cross-talk 
background. 

1.2 

1 
3 
CI 
0 

0.8 

Lr 2 0.6 

Figure AZ Fraction of I ,  contributing to cross-talk background as a function of & in pixels for 
&Brent tnumtionradii forthelorezlq &for an assumed l- =2, seeeqn. Below. 

1 

Paper 25 
Author: Greenhalgh 

Q: Behrendt 

Could you comment on the possibilities of using your technique under elevated pressures? Do you have any 
problem with the penetration depth attenuation of the light sheet in dense sprays? 

A There are no major limitations for applying the technique at high pressure. The main problem so far is the 
cost of providing optical access to combustors operating at over 5 bar pressure. We have used these methcds 
successfully at high pressure in petrol and diesel engines with pressures of up to 100 bar. For ketone seeding the 
limit will be about 800 K - for naphthalene and similar the limit will be a higher temperature. However, at high 
pressure the naphthalene fluorescence will be reduced by quenchmg - this appears to be linear therefore the 
increased fuel concentration to maintain air fuel ratio Compensate. There is an outstanding need for quenching 
data for naphthalene for temperatures up to 9OOk and pressures up to 40 bar. 

We have found that commercial kerosene, supplied to a high specification, has considerable variation in 
fluorescence behaviour from batch to batch. Given the sensitivity of fuel placement to boiling point shown in 
this paper, it is better to use mineral spirit with an optimum concentration of a fluorescent seed. This type of 
system will have very low attenuation at the excitation wavelength of 308nm. Emission is around 43oRm where 
the system is transparent and therefore there is no radiation capture. 

1 
i 



Bigb-Temperahm Surface Mucuremcnts of Turbine Engine Components Using Thermographic phosphors 

Sand ALpruri and Andy Brewingtoa 
Allison Engine Company, Rolls Royce Aerospace Group. 
P.O. Box420. MIS W3A. Iodianapolis. IN 46206, U.S.A. 

1. SUMMARY 
A lam-based system for single point high-tempamre meas- 
uremcnts of turbine engine component surfaces coated with 
thnmographic phosphors is described. Decay lifetime calibra- 
tion measurements obtained for Y20,:Eu over the temperanue 
range -530- IWC are presented. Funher, the results obtained 
from a coupon plaad in the outlet gas flow of an atmosphmc- 
combustor are described. 

2. INTRODUCTION 
New designs of advanced turbine engines strive to increase the 
thermal efficiency of engine components, and thus performance. 
by introducing sophisticated nirfcil cwling schemes, new com- 
posite materials, and new design mthods. As a result, a new 
genecation of advanced engines with shorter combustion cham- 
bers, higher inle temperatures and pressures, lower specific fuel 
consumption, and reduced weight is emerging. The high- 
tcmpuature environments of t h e  advanced engines are mat -  
ing new challenges for the two widely uxd temperature meas- 
uring sensors, namely thermocouples and pyrometers [1-3]. 

Cumtly .  infrared pyrometers. which are u d  for engine diag- 
nostics, control. and general health monitoring purposes, are 
incorporated into several commercial and military engine tests 
for collecting surface temperature measurements [I-31. Despite 
several advaneer in the recent ycars in the areas of radiation 
detector technology and data acquisition systems. single wave- 
length intensity-based radiation thermometry instruments suffer 
from three major problems: 

1. Inferring the object surface temperature from the spectral 
radiance measurements without knowing the emissivity 
of the object at different temperaNres. 
Correcting temperature measurements for the extraneous 
reflection and emission components (i.e., background 
radiance) that can be produced by flames, walls, and 
particles in the field of view (in advanced engines the 
magnitude of the reflection component can constitute up 
to 70% of the measured signal [2]. 
Consting forthe attenuation of the optical signal due to 
the variable transmissivity of the optical path. 

2. 

3. 

The emissivity-temperature dependence can be a significant 
source of error in the case of single wavelength pyrometers 
f M l T  at looO°C 14.51. Algorithms for correcting pyrometer 
temperature d i n g s  for different uncenainty components have 
been treated in several publications [MI. Due to the complexity 
of these multicomponent radiation problems, data reduction 
algorithms were. developed around several assumptions and 
empirical approximations. Consequently. the confidence level in 
the precision and accuracy of the temperature measurements 
gathered using these instruments is low. especially when used 
for gathering surface temperature measurements from blades 

coated with thermal harrier coatings under extreme extranwus 
radiation conditions. 

In this paper, we describe a prototype laser-based system for 
remotely measuring the surface temperature of parts coated with 
thermographic phosphor (Y103:Eu-europium-activated yttrium 
oxide) over the temperature range -530-IWC. Unlike infrared 
pyrometry. temperature measurements collected utilizing the 
decay lifetimes of thermographic phosphors arc independent of 
the target emissivity. the specaal characteristics of the coated 
object, and the reflected radiation component. Furthemre. the 
absence of lead wires, as is the case in thermocouples, makes 
this technique immune to electromagnetic radiation interfacnce 
and very atwctive for measuring the surface temperature of 
rotating engine parts (i.e.. blades). Referenced to the output of 
K-type thermocouples. the accuracy of this technique was esti- 
mated to be approximately iZ%. Similar work reported thus far 
by groups at Oak Ridge National Laboratory. h s  Alamos Na- 
tional Laboratory, and EGBG [a-91 has demonstrated the feasi- 
bility of this noncontact temperature-sensing technique for Nr- 
bine engine. furnace. ambient-spin rig, and centrifuge applica- 
tions where high temperature and harsh environments are en- 
countered. 

This paper also presents Y201:Eu fluorescence decay lifetime 
versus temperature data and the measurements obtained from a 
pmf-of-principle test conducted on a stationaty target coated 
with Y201:Eu that was placed in the outlet gas flow of an at- 
mospheric pressure combustor. This new high-temperature 
measurement technique can provide engine designers with accu- 
rate and reliable temperature meaSurements and can aid them in 
evaluating the performance of new engine components and de- 
signs. 

3. EXPERIMENTAL 
The laser induced fluorescence (LIF) stationary target measure- 
ment system consists of four major components: lam system, 
fiber-optic probc, signal collection. and data acquisition system. 
The LIF system is schematically depicted in Figure I .  

As shown in Figure I ,  the laser beam (266 nm14-6 ns pulse 
width at FWHM) generated from an Nd YAG laser (Quanta 
Ray -4-30. Spectra Physics) was upled into a Zoo0 core 
diameter fused silica-on-fused silica optical fiber (Fibcrguide 
Industries, Superguide G )  using a short focal length fused silica 
lens. During each data collection cycle the flucNations in the 
laser beam energy were monitored using a pyroelectic jouleme- 
ter (Molectron-Model J50). The spot size of the launched laser 
beam was adjusted to overfill the numerical aperture of the de- 
livery optical fiber (i.e.. overfill the core diameter of the launch 
fiber). Generally, the input surface damage of the used high O H  
step-index fiber was measured around 3.5 Jlcm’ [IO]. Nine loo0 
pm core diameter optical fibers were used to collect the 

Paper prrsented at an AGARD PEP Symposiuni on ‘AdvMced Non-Intrusive Instrumentation 
for Propulsion Engines", held in Brussels, Belgiunh 20-24 October 1997. and published in CP-598. 
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fluorescence signal emanating from the phosphor coated air- 
cooled tqet. The maximum area inside the housing of the opti- 
cal probe was utilized by arranging the collection fibers cir- 
cumferentially around the launch fiber. An air-cooled probe was 
developed and fabricated [IO] to protect the collection and de- 
livery fibers against the engine harsh t h d  and dynamic envi- 
ronment. Other optical probes designed for Nrbine engine ther- 
mopphic phosphor measurements have been reported in Ref- 
erences 11 and 12. In comparison with these optical probes, 
Allison's fiber optic probe reduces the interference between the 
collected fluorescence pulses and the background pulses gener- 
ated by the energetic 266 nm laser beam by isolating the launch 
optical path from the collection optical path. Since generating 
microbends along the rigid ZO00 pm core-diameter launch fiber 
or mapping the fiber around a mandrel to achieve equilibrium 
mode distribution (EMD) was not feasible, the spot size and the 
spatial profile of the excitation beam were governed by the ini- 
tial launch conditions into the numerical apemre of the optical 
fiber [13.14]. Usually a surface area approximately I mm in 
diameter was covered by the excitation laxr  beam. 

The Y201:Eu-611 nm emission wavelength was selected by 
coupling the collection fibers into the entrance slit of a Czemy- 
Tumer configured programmable monochromator (V3.9. 0.275 
meter-Acton Rescarch Corporation-Spectra Pro 0.275). The 
gathered 61 I nm optical radiation was converted into an elecui- 
cal signal by the means of a 12-stage fast risetime (-2 ns) pho- 
tomultiplier tube (Philips-XP2233B) the output of which was 
amplified and fed into a 350 MHz oscilloscope (LeCroy-Model 
9450). During each measurement cycle, 300 fluorescence pulses 
were accumulated and averaged by the oscilloscope. The resul- 
tant averaged pulse was then transmitted to a PC for additional 
processing via IEEE-488 communication interface. 

wdc 
WrDl F u u d y 0 L . n  

PMT ........... . ........... -mohr \ o  

Because of the negligible contribution of the fiber's dispersive- 
pulse broadening mechanisms on the constant of the decay life- 
times (IO00 to 1 yeconds), employing a deconvolution tech- 
nique to c o r n  for the impulse response of the collection opti- 
cal f ibm was deemed U M ~ ~ C S J ~  at 611 nm [14]. 

4. RESULTS AM) DISCUSSION 
Utilizing the previously reponed LIF calibration system [IS], 
fluorescence decay lifnimes over the temperature range -530- 
IO00"C were collected for YzOl:Eu (4.52% Eu). The fluores- 
cence decay lifetimes were calculated by taking the n a N d  loga- 
rithm of the resulting averaged fluorescence pulse, AI). which 
can be expressed assuming a first-order sample approximation 
as 

4 

where L is the average fluorescence decay lifetime and Fo is the 
signal amplitude. 'Ihe best fit for the linear portion of the data 
(i.e., slope = -Ill) was computed using linear least-squares re- 
gression analysis. Figure 2 depias three sets of fluorescence 
decay lifetime measurements obtained for the 611.M0.2 nm- 
Y20,:Eu emission line. Clearly, the onset quenching tempera- 
ture for Y20,:Eu is approximately SIO.MO.6'C. No variation in 
the fluorescence decay lifetime was recorded beyond 1000°C. At 
IO00'C the measured average decay lifetime for the 61 I nm 
emission line was 0.48MO.005 y. The thermal quenching of 
rare-earth doped thermographic phosphors at the onset quench- 
ing temperature can be ascribcd to a charge-transfer phenome- 
non that is best described by Struck and Fonger [16,17]. Utiliz- 
ing Mathematican [l8], empirical regression fits were C ~ N -  
lated for the temperature response of YzOl:Eu as a function of 
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The standard mrs ~ a l ~ l a t c d  for the ulree temperature regions 
are shorn in Table U. Based upon the derived standard errors an 
average standard m r  of f z W  was calculated for the three em- 
pirical fits. 

Other phosphors such as YAGTb (terbium activated yttrium 
aluminum gallium oxide) may he used for obtaining high surface 
tempwature measurements from engine parts. Because YAGTb 
fluorescence lies in the p n  region of the electromagnetic 
specmm (544 nm). it is a particularly useful phosphor when 
used in engine locations where a large background signal eom- 
ponent would be detected. However. the quantum yield of 
YAG.Tb-544 nm emission line is smaller than the Y~03:Eu-61 1 
nm by roughly a factor of two, which makes Y20j:Eu the fa- 
voredphosphor for turbine engine applications [15]. 

4.1 Ne4d T a t  of LIF System 
Two experiments were conducted using the LIF system, to read 
the surface temperature of a superalloy single-aystal coupon 
coated with YIOj:Eu. During these experiments. the lienno- 
graphic phosphorcoated coupon was mounted in an open 
burner rig (Figure 3). The objectives of the field test were to 
examine the magnitude and the decay lifetimes of the fluores- 
cence and background signals in a combustion environment, and 

8 5 0 2 T 2 I W C  

decay lifetimes. The obtained functional f o m  are listed in Ta- 
ble 1. 

The solid line that appears in Figure 2 npresents the empirical 
fit calculated using the regression relationships given in Table I. 
The standard deviation for each temperature measurement is 
given by [19] 

o ; = ( ( a r / ~ ) ’ s : + ( a ) * S ~ ) l ~  (2) 

where x, y. and z = fix, y) are independent variables and S.. S, 
and S,are the standard deviations for theJe variables. In deriving 
Equation 2 the m r s  in x and y were assumed to be independent 
and uncomlated (i.e. S, = 0). Funher, for n measurements the 
standard e m r  can be written as 

c2 = -0.177 
r2=0.998 

(3) 

E 

B 
Figwe 2 Decay Lifetimes Venus Tempentnre Collected for 

the Y,O+Eu-611.0iO.2 nm EmLssion Line Using 266 nm 
Excitation 

Table I 
Regression Fits Calculated for 611 nm Y20j:Eu Over the 

Temperature Range 530-1WC 

I r2 = 0.999 
4 .03 2 I > 0.48 I T =  exp (cI + c2i) I CI = 7.033 

Table U 
The Calculated Standard Deviatinas lor Each Temperalure 

R a w  

Tempatwe range 
Standard deviation 

410>T>610 U = -3C,i’/(C +c if)’ ‘S’ In 

8502 T 2  loo0 o = C Ex (C+C t) ‘S’“‘ 

I 

Figure 3. Coupon Coated With Y&Eu Mounted in the 
Open Burner Rig. As This Photograph IUuspntes, the Cou- 

pon was Rotated with Respect to the Now Direction lo Allow 
Optical A- to the Front Surface 
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to estimate the survivability of a phosphor-chcmical bmda in an 
engine-likc ennronment. In this test the coupon was subjected 
to gas flow veloctties mg~ng between 407 and 245 mls and 
pressurea of - 14-7 psi. Typical pnssuns and gas velocities in a 
turbine e n w e  range between Mach 0.8-0.9 and -300 psi. n- 
spectively. 

The Y203:Eu was applied to the surface of the coupon usmg a 
proprietary chemical hindcr. An au brush was utilized in apply- 
ing the mixture of phosphor and chemical binder to the coupon 
fmnt surface. The avmge thickness of the deposited films was 
25s pm. The trmpaahlre of the phosphorsoated coupon was 
monitond usmg K-type thermocOuples embedded into the hack 
of the coupon 

Using an identical coupon made of the same material thickness 
and instrumented with s d  diamfer K-type thmnooouples at 
both surfaces (6 thermocouples embedded into the hackside and 
6 t h m m u p l e s  embedded into the fmnt side). the temperature 

tings was established for the open burner rig hst Ihe  collffited 
tempaahlrr readings for the fmnt and back surfam were uscd 
to compute an empirical relaionship correlating the hack sur- 
face to the fmnt surface temperature measurements at different 
temperature senings. A data acquisition syxtern (HP 75wOB) 
equipped with a thermocouple relay multiplexa card was used 
to read the thermocouple outputs. 

Figure 4 depicts the decay hfetlme vcrsus the comcted front 
surfacs temperature masurnnents obtained for a single-crystal 
coupon coated w~th Y2001:Eu. during the open humer rig test. 
The figure represents the measurements ohtamed for the same 
sample after two collxcutive periods. 7.5 and 14.7 hours. of 
t h d  exposure in the burner-rig. An e x d e n t  reproducibility 
between the calibration data and the two SNS of measurements 
(i.e. 7.5 and 14.7 how) was obtained, In this test, the chemical 
hmder coating staned to degrade after approximately 15 hours 
of contllluous thermal exposure in the burner-ng. Approxi- 
mately 50 to 60% of the coaung was lost sffa 15 hours. 

gradient between the two SUrfaEw at diffacnt trmpemture su- 

0 

TE97-617 

Figure 4. Plot of the Dewy Lifetime-Temperature Meas- 
urements Obtained From a m p o n  Coated with Y,O,:Eu 

Mer Two Consecutive Periods, 7.5 and 14.7 b, of Thermal 
bposure In the Open Burner Rig 

5. CONCLUSIONS 
Ran-eanh doped tkimopphic phosphors can be used for 
monitoring the Jurface temprmtun of turbine engine pans. ?he 
overall accuracy of the temperature mawrrments using the 
desuibcd n b o v C  tahniquc W M  eStbfed to be f 2%. 
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Have you explored the heat transfer characteristics of coating a large surface area with the Thermographic 
Phosphors ? Has there been any base material characteristics changes (cracking, embrittlement, etc) with the 
Phosphors coatings ? 

A: No, I have not. No cracks or degradation were observed on the surfaces we coated with Thermographic 
Phosphors. 
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OPTICAL INSTRUMENTATION FOR TEMPERATURE AND 
VELOCITY MEASUREMENTS IN RIG TURBINES 
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Gas Turbine Laboratory 

Massachusetts Institute of Technology, 77 Massachusetts Avenue 
31-266 Cambridge, MA 02139, USA 

P. J. Bryanston-Cross 
University of Warwick, Optical Engineering Dept. 
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ABSTRACT 
Non-intrusive optical measurement techniques have been 
examined in the context of developing robust instruments 
which can routinely yield data of engineering utility in 
high speed turbomachinery test rigs. The engineering re- 
quirements of such a measurement are presented. Of par- 
ticular interest were approaches that provide both veloc- 
ity and state-variable information in order to be able to 
completely characterize transonic flowfields. Consider- 
ation of all of the requirements lead to the selection of 
particle image velocimetry (PIV) for the approach to ve- 
locity measurement while laser induced fluorescence of 
oxygen (02 LIF) appeared to offer the most promise for 
gas temperature measurement. A PIV system was devel- 
oped and demonstrated on a transonic turbine stage in the 
MIT blowdown turbine facility. A comprehensive data 
set has been taken at one flow condition. Extensive cali- 
bration established the absolute accuracy of the velocity 
measurements to be 3-5 %. The 0 2  LIF proved less suc- 
cessful. Although accurate for low speed flows, vibra- 
tional freezing of O2 prevented useful measurements in 
the transonic, 300-600 K operating range of interest here. 

INTRODUCTION 
The advances in computational fluid mechanics achieved 
over 30 years of concerted effort have given us the capa- 
bility of calculating the three-dimensional, unsteady 
flowfields in multi-row turbomachinery. These calcula- 
tions yield hitherto unachievable levels of flow detail, fa- 
cilitating improved turbomachinery designs, problem di- 
agnosis, and reduced development time and cost. Our 
abilities to experimentally document such flowfields in 
rigs and engines have lagged far behind, however. Thus, 
we can now calculate turbine and compressor flows in 
great spatial and temporal detail but we can measure them 
at only a few locations and with limited temporal response. 

The work described herein was aimed at improving the 
spatial coverage, the spatial detail and the overall accu- 
racy of flow measurements within high speed compres- 
sors and turbines. Description of such an energetic, com- 
pressible flowfield requires spatially and temporally re- 
solved knowledge of both the velocity and a state vari- 
able (temperature, pressure, or density) in order to com- 
pletely characterize the flow. The primary application 

focus was the development of techniques which yield in -  
formation of engineering utility in high speed compres- 
sor and turbine research and development rigs which op- 
erate in the 300-600 K static gas temperature range. The 
applicability of these techniques to engines was a sec- 
ondary consideration. The approaches examined were lim- 
ited to non-intrusive optical techniques capable of yield- 
ing spatially and temporally resolved data within rotor 
blade passages, information which is otherwise unavail- 
able if the more common intrusive probes are used. The 
intent of this program was not to invent new optical 
schemes on a fundamental level, but to produce practical 
instruments that are robust in the large, high speed turbo- 
machinery rig environment and are capable of routinely 
yielding useful data. 

In the following sections we delineate the engineering 
requirements for these measurements, briefly review pre- 
vious work in this area, and then describe work performed 
at MIT on the development of two complementary opti- 
cal measurement instrumentation techniques, one of which 
proved successful, the other of which did not yield useful 
information. 

ENGINEERING REQUIREMENTS 
For measurements to be of engineering utility, require- 
ments for absolute accuracy precision, spatial resolution, 
and temporal resolution must be established so that the 
measurement process can be selected and the instrumen- 
tation .engineered so as to meet these requirements. The 
measurement requirements vary with the intended use (for 
example - heat transfer, Mach number deteimination, ef- 
ficiency) and the size and flow properties of the machine 
under test (inlet and outlet temperatures and pressures, 
velocity range, etc.). For example, gas temperature in a 
warm flow turbine rig may need to be measured to only 
10 K accuracy for heat transfer measurements, but to 2 K 
for Mach number determination, and 0.2 K for efficiency 
estimation. Similarly, the spatial resolution and time re- 
sponse needed for the measurements increase as the ma- 
chine size decreases for constant fractional resolution. 
None of the requirements for high speed turbomachinery 
are easy to achieve with current technology, but the diffi- 
culty increases as the turbomachine speed increases and 
its size goes down. Table 1 lists the requirements for sev- 
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TABLE 1 
ENGINEERING REQUIREMENTS FOR TYPICAL RIG COMPRESSORS AND COLD TURBINES 

Rig Spatial Temporal Pressure Temperature 
Resolution Resolution Range (atm) Range 

3-stage, small engine comp. 200 pm 0.74 ps 0.8-3.8 274-455°K 
Transonic fan stage, 0.5m dia 900 pm 3.4 ps 0.8- I .4 274-320°K 
Supersonic thruflow comp. 660 pm 1.9 ps 0.7- 1.7 265-345°K 
Cold flow 0.5m HPT, blowdown 900 pm 2 1s 1-6 300-500°K 

era1 high speed rig compressors and turbines. Another 
concern is that the data rate must be compatible with the 
facility capabilities. For steady-state facilities, operating 
time and cost is the major concern here. For transient (c1 
sec) facilities, the data rate is a dominant selection factor 
since detailed flow characterization may require several 
thousand data points per blade passage. 

The turbomachinery rig environment adds some additional 
constraints compared to wind tunnel-type applications: 
limited optical access (favoring “back-scatter” type tech- 
niques and approaches with high optical efficiencies), 
strongly reflective geometries (favoring frequency shift- 
ing techniques), difficult to clean and keep clean windows 
(complicating the problem of establishing light intensi- 
ties incident to the measurement volume), refractive gas 
paths (which tend to defocus and distort images), high 
ambient vibration levels, and often poorly-controlled 
ambient temperatures. Engineering an optical system ‘for 
robustness under these constraints has often proven to be 
as difficult as the invention of the underlying optical ap- 
proach. 

TECHNIQUE SELECTION 
Since the intent of this program was to take useful engi- 
neering data in high speed turbomachinery rather than 
develop new, innovative optical methods, emphasis was 
placed on identifying existing techniques which could be 
adapted to the turbomachinery rig environment. 

The one optical technique which has been well-proven to 
yield useful data in high speed turbomachinery is the 
measurement of velocity with laser anemometry. In most 
implementations, the flow is seeded with small (submi- 
cron diameter) particles and the instrument measures the 
particle velocity through any one of a variety of optical 
and electronic processing methods. Turbomachinery la- 
ser anemometry has been developed to a high degree of 
reliability by a number of groups, most notably Strazisar 
and his colleagues in the US [ 13 and Schodel in Germany 
[2]. The accuracy and spatial resolution of laser anemom- 
etry is quite satisfactory for most purposes (except for 
measurements near walls), but since systems measure only 
one point at a time, relatively long test times (many days) 
are required to map the flow in a single-stage machine. 
Thus, anemometry is a practical tool for steady-state rigs 
only, not for short duration facilities. 

Another particle-based technique is particle image 
velocimetry (PIV), which can yield velocity data at a 
higher rate than laser anemometry since data is taken over 
an entire plane at one time. Although widely uscd in low 
speed flows [3], PIV had not been demonstrated in high 
speed turbomachinery at the start of this project. 
Bryanston-Cross and Epstein [4] first quantitatively dem- 
onstrated PIV in transonic flowfields. There are now also 
a variety of spectroscopic-based gas velocity imaging tech- 
niques under development, many making use of very nar- 
row band filters to measure the Doppler shifts of excited 
molecular emission [5]. Since the spectroscopic techniques 
are much less developed than PIV and require a larger 
investment in equipment, PIV was selected as the approach 
to velocity measurement. 

State variable measurement techniques suitable lor use in 
high speed turbomachinery were and are much less dc- 
veloped than those for velocity measurement. In  this study 
, only gas species spectroscopic techniques wcre c x m -  
ined. Table 2 lists the principal species considered. cho- 
sen for their familiarity to spectroscopists. Spccics not 
present in air (NO, CO, CH20, CH,COCOCH?) wcrc rc- 
jected either because of toxicity problems (NO, CO, 
CH,O) or the difficulty and expense of seeding the large 
airflow rates characteristic of many turbomachinery tcst 
rigs (of order 50-100 kg/sec). N2 Ralyeigh scattering was 
rejected because there is no frequency shift between thc 
incident light and the return signal, complicating the prob- 
lem of scattered incident light rejection which is usually a 
serious constraint in turbomachinery geometries [ 161. N, 
Raman was considered as a possibility for density tilea- 
surement but it has relatively little sensitivity to tcmpcra- 
ture. Laser-induced tluorescence of oxygen (0, LIF) is 
sensitive to both temperature and density variation. Thus. 
the laser-induced fluorescence of oxygen (0, LIF). pcr- 
haps backed or normalized by N2 Raman, was selcctcd as  
the technique of choice, offering relatively high scnsitiv- 
ity, signal output, and reflection rejection (61. 

The use of laser-induced tluorescence of 0, lor gas dy- 
namic measurements had been described by scvctal in- 
vestigators. Massey and Lemon [7] used O2 LIF to nica- 
sure gas temperature and density, claiming a cnlculnted 
accuracy of 1 K, a spatial resolution of I mtii2. ancl ;I tciii- 
poral resolution of I microsecond. Laufcr ancl McKcnzic 
[8] measured temperature fluctuations in  ;I hypcrsonic 

I 
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TABLE 2 
TECHNIQUES CONSIDERED [6] 

Molecule Technique State Variable Sensitivity Preliminary Assessment 

NO LI”) Temp. & Density Possible 
LIF Temp. & Density Possible 

Low SIN CO LIF Temp. & Density 

CH2COCOCH2 LIF Density . Possible 
N2 Raman Scattering Density Possible 

0 2  

CH2O LIF Temp. & Density Toxic 

N2 Rayleigh Scattering Density Low S N ”  

( I )  LIF = Laser Induced Fluorescence 
(2) No frequency shift, cannot reject scattered light 

wind tunnel. Cohen er al. [9] published several 2-D im- 
ages taken across the slightly underexpanded supersonic 
freejet. More complete references on 0 2  LIF can be found 
in [ 101. 

Thus, the program at MIT selected PIV for velocity mea- 
surement and O2 LIF for gas temperature measurement. 
The instruments were developed separately but were de- 
signed to be first used on the MIT Blowdown Turbine 
Facility [ 113, a 0.5.meter diameter, short duration (0.3 sec 
test time), transonic turbine rig with an inlet temperature 
of about 500 K. Both instruments were first tested on a 
heated supersonic freejet as a proof of principle demon- 
stration. The following sections describe the PIV and LIF 
measurement principles, instrument realization, and test 
results. 

PARTICLE IMAGE VELOCIMETRY 
Particle Image Velocimetry (PIV) in a turbine can best be 
explained with the aid of Figure 1. In this embodiment, 
light planes are projected through the turbine stage from 
periscopic probes upstream and downstream of the blade 
rows. With the camera shutter open, the light sheet is pulsed 
twice so that the particle positions at two instants in time are 
recorded. The in-plane velocity vectors can then be deduced 
from measurement of the particle displacement given knowl- 
edge of the pulse separation period. 

There are several characteristics of the high speed 
turbomachine environment which are drivers for the de- 
sign of the PIV optical instrument. The high speed of the 
flow requires short light pulse times (a few nanoseconds) 
to prevent blurring. It also sets the light pulse separation 
period (a few hundred nanoseconds for transonic flows). 
The seed particle diameter must be sufficiently small to 
follow abrupt flow velocity changes, such as through 
shockwaves, and must withstand the thermal environment. 
The high level of unsteadiness in the fluid (both periodic 
and aperiodic) requires multiple images to fully define 
the flowfield. Also, optical access is highly restricted due 
to airfoil geometry and the need to keep the flow undis- 
turbed by the instrumentation. 

All PIV systems consist of four major elements - tlow 
seeding, an illumination subsystem, an image recording 
subsystem, and post-test data processing - whose interac- 
tion is an important design consideration. Optical access 
to the measurement volume is another limiting aspect of 
the engineering of the illumination and imaging sub- 
systems. We will discuss these elements in turn. 

The seed particles must be sufficiently small that viscous 
forces predominate over inertial effects so that the par- 
ticles follow sharp velocity changes. Transonic veloci- 
ties dictate particle sizes in the 0.3-0.5 micron diameter 
range. Smaller particles follow the tlow better but the 
intensity of the scattered light scales approximately with 
the fourth power of the particle diameter. 

/- 
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Figure 1 : Conceptual view of particle image 
velocimetry (PIV) in a single-stage turbine. 
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particles can be costly in terms of light budget. The MIT 
Blowdown Turbine Facility operates at an inlet tempera- 
ture of about 500 K to obtain complete physical similar- 
ity of both heat transfer and aerodynamics with full-scale 
engine turbines. This is too hot for the latex particles com- 
monly used for PIV and laser anemometry. The ash from 
incense (Gonish #2) has proven stable at high tempera- 
ture and has a diameter of about 0.35 microns [4]. How- 
ever, testing showed the intensity of the scattered light 
from these particles to be marginal by a factor of 2-4. So, 
0.5 micron diameter latex particles were used by reduc- 
ing the rig turbine inlet temperature to about 370 K. Un- 
der these conditions, the aerodynamics of the turbine was 
matched but the heat transfer was not during the flow vi- 
sualization testing. Prior to the start of a test, the particles 
were seeded into the supply tank from which the main 
turbine flow blows down. The particle density and size 
were checked before a test with a laser particle sizer. Par- 
ticle concentration in the measurement volume in the tur- 
bine rotor was approximately 1 per cubic millimeter dur- 
ing the test time. 

The illumination system tends to dominate the cost of high 
speed PIV systems. Large pulse energies (many tens of 
millijoules) are needed with small-sized particles. The 
high flow speed requires shortpulse separations (a few 
hundred nanoseconds). The short run time of the facility 
favors high pulse pair repetition rates to maximize the 
data per test. The wavelength of the light source is a free 
variable. Ultraviolet would yield more efficient scatter- 
ing (since the wavelength-to-particle-diameter ratio would 
be lower), but is more difficult to accommodate in terms 
of the practical considerations (optical material and sen- 
sor choices, and focusing ease) than are visible wave- 
lengths. These considerations suggested that a frequency- 
doubled YAG laser operating at 532 nm would be the best 
choice at that time. The laser cost is a function of total 
energy and power. The unit selected (Spectra Physics PIV- 
200) consists essential of two separate laser heads mounted 
on a common base with their output beams combined, 
fed by a common power supply. This arrangement gives 
wide flexibility in the separation period of the 10 ns pulses. 
As operated, the laser produced 100 mj per pulse, 15 pulse 
pairs per second. 

The laser output was split into two separate beams to feed 
the upstream and downstream periscopes. The planar 
beam-forming optics were mounted within the 6 mm di- 
ameter periscopes. The large transient facility shakes the 
building during operation, so accommodation of high vi- 
bration levels was a major concern. This was accom- 
plished by mounting the laser on a vibration isolation table 
and adjusting the beam diameters to overfill the input ap- 
ertures of the rig-mounted periscopes such that all rig 
motion remained within the beams. This approach proved 
superior to fiber optic coupling because the very high 
fluence levels damaged the fibers. A schematic of the 
layout is shown in Figure 2. 

Beam-Forming p- 
Periscopes. ! i i 

Coaled 
Mirrors 

Splitter 

Optical 
Table 

I -  - 
Acrylic 

Window 

Figure 2: PIV setup on blowdown turbine facility. 

Optical access to the blowdown turbine rig was cnhnnced 
in an unusual fashion. Due to the large turning angles 
characteristic of highly loaded turbine airfoils. thc airl'oils 
can obstruct much ofthe flow field, making i t  clifl'icult to 
uniformly illuminate the rotor passage. This problem was 
eliminated by fabricating nozzle guide vanes from a clear 
plastic and illuminating the upstream part of the rotor pas- 
sage through the vane, as indicated in  Figure I .  (This is 
feasible in a short duration rig since the run time is short 
enough that the airfoils do not heat up appreciably even 
though the gas temperature, 500 K, is well above the melt- 
ing point of the transparent material.). The radial posi- 
tion of the measurement plane can be changed by altering 
the immersion of the periscopes, as illustratcd i n  Figure 
3. The illuminated plane is viewed through a cylindrical 
glass window on the turbine outer endwall which main- 
tains the flowpath contour. The exterior surface of this 
window has a contour different from the flowpath, cho- 
sen so as to minimize the overall image distortion intro- 
duced by the window. An outer planar acrylic window 
serves as the rig pressure seal (the' pressure within the 
blowdown turbine varies from vacuum before the test to 
4-7 atm during the test time). Conceivably, data could be 
taken on a radially-oriented plane by bringing the light 
sheet through the cylindrical casing window and then 
viewing through a periscope, but this has not been at- 
tempted to date. 

The light scattered from the particles was collected with a 
90 mm macro lens stopped down to f/I 1 to minimize dis- 

I I 

Figure 3: Upstream and downstream periscopes are 
used to form and position the incident light plane. 
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tortions. Note that, since the particle diameter is no larger 
than the wavelength of the laser light, images of the par- 
ticles are not collected. Rather, a diffraction pattern re- 
sults and this pattern is readily apparent with an imaging 
system of sufficient resolution and freedom from distor- 
tion. Image recording was done with a high speed 35 mm 
photographic sequence camera using Kodak TMAX 3200 
film, push-processed'. A previous study [4] had shown this 
film to yield the best resolution-speed tradeoff for PIV 
applications. The negatives were scanned into a com- 
puter after the test for processing and analysis. The laser 
was synchronized to the camera. The turbine angular 
position and velocity at each measurement time were re- 
corded separately. A video system was considered for 
this application since such an approach offers consider- 
able benefit in terms of run and data turnaround times. At 
that time, however, film offered better spatial resolution 
(and thus velocity accuracy) than commercially available 
video equipment at 15 frames per second. (Also, the pho- 
tographic camera was available.) The magnification of 
the imaging system was established by photographing 
grids of known geometry positioned in the turbine along 
the laser light plane. 

Once recorded, the images must be processed to yield the 
in-plane velocity vectors. There are many processing 
options available, as described extensively in the litera- 
ture. The technique employed here was to fit a Gaussian 
profile to each gray scale particle image and then mea- 
sure the distance between image pairs. This approach can 
yield high velocity accuracy when the seeding density is 
sufficiently low that particle pairs can be readily identi- 
fied [ 121. Correlation techniques have also been used ef- 
fectively. Accuracy increases with increasing number of 
gray scales (permitting more accurate determination of 
the particle position) and increases with distance in pix- 
els between particle pairs. Thus it may vary from particle 
to particle over the 100-500 particle pairs in a typical im- 
age. The net overall accuracy of these measurements was 
estimated at 3-5% of the absolute velocity. 

Figure 4: Instantaneous snapshot of rotor velocity 
deduced from a PIV image at midspan. 

Once images are reduced to absolute frame velocity vec- 
tors (the quantity directly measured), the blade relative 
velocity (the quantity generally desired) is calculated us- 
ing the rotor speed measured at the image recording time. 
At this point, images may be grouped by their angular 
position relative to the turbine nozzle guide vanes (NGVs) 
and then added to yield the time-averaged velocity field 
at particular NGV positions. Also, all of the ima, ocs can 
be added to produce the "average" turbine flow field. 

An instantaneous image of the rotor relative velocity at 
midspan is illustrated in Figures 4 and 5 i n  terms of  vec- 
tors. The tail of the vector is the measurement position, 
the length the velocity. Figure 5 shows a magnified view 
of the trailing edge region, illustrating the information 
density obtained. Note that little data is obtained close to 
the blade surfaces. This is due to obstruction from reflec- 
tions from the blade surface and from shadowing by the 
blade tips. 

A complete data set consisting of some 60 images has 
been obtained and processed at one turbine operating point 
at the rotor midspan. This data is now being analyzed and 
compared with analytical and numerical flow predictions. 

LASER-INDUCED FLUORESCENCE OF OXYGEN 
Laser induced fluorescence of oxygen ( 0 2  LIF) was se- 
lected as the most promising technique identified lor statc 
variable measurement in high speed turbomachinery. In  
the following sections, we briefly describe the spectro- 
scopic processes involved, describe the instrument built 
to exploit these techniques, and present experimental re- 
sults. During this discussion, it is important to keep in 
mind that the final instrument/technique must be suffi- 
ciently accurate and stable to yield results of engineering 
interest. For the turbomachines of interest here, this trans- 
lates to a temperature absolute accuracy ( i .e.  traceable to 
international standards) of about I O  K for heat transfer 
data, 2 K for Mach number determination (given the ve- 
locity field), and 0.2 K for stage efficiency measurement. 

Figure 5: Blowup of rotor exit region from Figure 4. 
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Figure 6: O2 absorption spectrum at 300 K (after [ 141). 

In O2 LIF, the gas is illuminated by a laser in the ultravio- 
let and fluoresces at longer ultraviolet wavelengths. The 
details of the internal photo-processes which result in this 
absorption and emission have been studied experimen- 
tally and theoretically in a detail which is beyond the scope 
of this paper (more details may be found in [IO] and [ 131). 
In general, the wavelength-dependent amplitude of the 
induced emission is a nonlinear function of gas tempera- 
ture, density, and incident wavelength distribution and 
intensity. The emission involves both rotational and vi- 
brational transitions, the type and number depending upon 
the temperature range and exciting frequencies. 

An argon fluoride excimer laser (ArF) is a convenient 
light source for this work since its light output is at a wave- 
length (about 193 nm) which matches 0 2  absorption and 
it can deliver high powers (hundreds of watts average 
power) and high pulse repetition rates (hundreds of hertz). 
The emission spectrum of an ArF laser is shown superim- 
posed over the room temperature absorption spectrum of 
O2 in Figure 6 [ 141. It is possible to operate an ArF laser 
in two manners, narrow band and broad band. Narrow 
band operation results in emission line widths of about 
0.005 nm, narrower than an 0 2  absorption line, thus per- 
mitting excitation of particular transitions within the mol- 
ecule. This narrow band process is more readily modeled 
than wide band processes and thus has been studied ex- 
tensively. Wide band operation spreads the laser emis- 
sion over about 1 nm, exciting many transitions. Narrow 
band operation reduces the net laser power output by about 
a factor of at least2 compared to that of wide band. The 
laser chosen for these experiments, a Lamda-Physik 
EMGl60MSC, which outputs 10-20 watts average power 
at 250 Hz broadband, was the only laser commercially 
available at the time which would also operate narrow 
band (by mode locking). The narrow band operating fre- 
quency did not prove stable over the long term, however. 
Thus, while bench top experiments could be performed 
in which the laser was tuned daily (with some difficulty), 

this level of robustness was judged insufficient for rou- 
tine operation in a turbomachinery test cell type environ- 
ment. Therefore, the instrument development was focused 
on broadband techniques. 

In addition to a light source, a LIF instrument requires a 
detector subsystem. In this application, only a single point 
is measured at a time (rather than a line or 2-D image) so 
it is sufficient to use a spectrometer equipped with a lin- 
ear CCD detector array, commonly known as an optical 
channel analyzer (OMA). The unit chosen (a 275 mm 
focal length spectrometer, ARC model Spectrapro 275, 
equipped with a Princeton Instruments IPDA- 1024 cooled 
detector array and digitizer) yielded 16 bit amplitude reso- 
lution and a spectral resolution of 1 part in 1024 of the 
spectral range. For most of these experiments, a 1200 
line/mm grating was used in the spectrometer, set to pro- 
duce a spectral range of200-270 nm, thus yielding a spcc- 
tral resolution of 0.68 nm (FWHM). The detector and 
digitizer could be operated at the full 250 Hz rcpetition 
rate of the laser, permitting a complete spectrum to be 
taken on every laser pulse. A conceptual layout of the 
instrument is shown in  Figure 7. Oxygen must be re- 
moved from the entire instrument light path exterior to 
the turbomachine window to avoid influencing the read- 
ings. This is done with an N2 purge. 

Excited with a broadband ArF laser, the O2 LIF emission 
spectra of air measured in a flowing gas calibration cell at 
atmospheric pressure is shown at three different tempera- 
tures in Figure 8. All of these emission lines are a result 
of O2 LIF processes with the exception of the lowest wave- 
length peak, which results from Raman scattering from 
N2. Note that the N2 Raman signal is relatively insensi- 
tive to temperature ( i t  does scale with gas density how- 
ever). 

The measured 0 2  LIF signal is a function of several other 
variables in addition to temperature: incident laser beam 
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Figure 7: Conceptual layout of 0, LIF tempcraturc 
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Figure 8: 0 2  LIF at atmospheric pressure. (The N 2  
Raman peak is truncated by the KBr filter used to reject 

reflected laser light.) 

intensity, gas density, measurement geometry (volume and 
collection solid angle), and detector efficiency. The ef- 
fect of these variables on the signal can be of the same 
order as that of temperature. Also, since these fluores- 
cence signals are very weak compared to the incident la- 
ser intensity, noise from many sources plays an important 
role. The statistical noise in the emission and detection 
processes can be reduced by increasing the incident laser 
intensity (until limited by nonlinear effects and damage 
to the windows), maximizing the light collection geom- 
etry (constrained by the turbine geometry), and adding 
the output from multiple laser pulses (limited by rig sta- 
bility and measurement time permitted). Other photo-pro- 
cesses can contribute unwanted signals. Hydrocarbons 
present in turbomachinery rigs (such as lubricants) and 
surface coatings fluoresce in the 0 2  LIF region. At very 
high laser intensities, 0 2  LIF is strongly influenced by 
nonlinear processes, notably emission from O i ,  which 
underlies the 0 2  spectrum, the presence of which signifi- 
cantly complicates data interpretation. The onset of the 
nonlinear processes sets a practical limit to the incident 
laser intensity, a limit which can be an order of magni- 
tude below the maximum laser power. All of these effects 
must be considered in the instrument design and data re- 
duction process. 

The effects of gas density and laser intensity can be ac- 
counted for by normalizing the temperature-sensitive 
emission lines (such as those between 204 and 234 nm) to 
those spectral features which are relatively insensitive to 
temperature such as the N 2  Raman signal. The optimal 
selection of the signal and normalizing spectral features 
is a function of the temperature range of interest. These 
was established through careful measurements and exten- 
sive analysis [ 101. Also, there is a tradeoff between sta- 
tistical noise (which favors high laser intensities) and non- 
linear effects (which favor low intensities) which results 
in an optimal value for the incident laser intensity. The 

net measurement uncertainty in gas temperature in a 
slowly flowing gas, accounting for all known sources of 
uncertainty, is illustrated in Figure 9, as a function of the 
number of laser pulses averaged over versus the intensity 
of each pulse. A more complete description of thc appa- 
ratus and data reduction procedure may be found in [ 101. 

After calibration on a variable pressure and temperature 
flowing (4 d s )  gas cell, the O2 LIF instrument was moved 
to a heated supersonic axisymmetric freejet rig and thc 
measurement point traversed down rhe jet centerline 
through the Mach disk formed at a jet pressure ratio 5.5. 
Rather than the 140 K temperature rise expected through 
the shock wave (as predicted by a CFD code), the instru- 
ment indicated ajump of less than 5 K. Alter expcrinien- 
tal error was ruled out through re-calibration, cross-check- 
ing, etc., the spectroscopic theory of 0 2  LIF was re-ex- 
amined. The discrepancy was traced to the vibrational 
relaxation time of 0 2 ,  which is unusually long ( I  0-3 sec), 
while the rotational relaxation time is very fast ( 1  0-9 sec). 
At temperatures below 300 K, the dominant photo-pro- 
cesses in broadband excited O2 are rotational, while be- 
tween 300-600 K vibrational transitions are responsible 
for most emission. Since transonic.flow velocities are on 
the order of 300-500 m/s, the flow is vibrationally frozen 
for the millimeter resolution of interest here, frozen 
through the few centimeter long blade row, frozen through 
the entire compressor or turbine! This freezing is con- 
ceptually illustrated in Figure IO,  which shows the static 
and vibrational gas temperatures across the centerline of: 
the supersonic jet as a shock wave is crossed. The con- 
clusion is that while techniques based on the vibrational 
processes in  O2 may be appropriate for low speed I'lows, 
they cannot work in  high speed turbomachinery. 

This problem with O2 LIF was pointed out by Grinstead 
and Laufer in 1991 [ 151, but was not widely appreciated 
by the engineering community who have published pa- 
pers interpreting 0 2  LIF measurements in high speed flows 
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Figure 10: Illustration of the time lag in vibrational 
temperature (as would be measured by O2 LIF) com- 
pared to static gas temperature in a supersonic freejet. 

as temperature fields ([9] for example). Can this problem 
be avoided? Conceptually yes,.by using narrow band la- 
ser excitation and tuning the excitation to a particular ro- 
tational transition. To implement this in a practical fash- 
ion would require a robust, very stable, narrow band ArF 
laser with a locking efficiency near 100% (to avoid broad- 
band energy output which would excite vibrational tran- 
sitions at the temperatures of interest). The authors know 
of no such laser available commercially or, indeed, of one 
demonstrated in the laboratory at this time. 

SUMMARY AND CONCLUSIONS 
Non-intrusive optical measurement techniques have been 
examined in the context of developing robust instruments 
which can routinely yield data of engineering utility in 
high speed turbomachinery test rigs. Of particular inter- 
est were approaches that provide both velocity and state- 
variable information in order to be able to completely char- 
acterize transonic flowfields. Particle image velocimetry 
(PIV) was selected as the approach to velocity measure- 
ment while laser induced fluorescence of oxygen (02 LIF) 
appeared to offer the most promise for gas temperature 
measurement. 

A PIV system was developed and demonstrated on a tran- 
sonic turbine stage in the MIT blowdown turbine facility. 
A comprehensive data set has been taken at one flow con- 
dition. Extensive calibration established thc absolute ac- 
curacy of the velocity measurements to be 3-5 %. This 
establishes PIV as a practical technique for high spccd 
turbomachinery. The continuing rapid development of 
PIV by many investigators implies its value as a tool may 
increase with time. The 0 2  LIF approach proved less suc- 
cessful. Although accurate for low speed flows, vibra- 
tional freezing of 0 2  prevents useful measurements in thc 
transonic, 300-600 K operating range of interest here. 
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Paper 27 
Author: Epstein 

Q: Black 

Do the windows fluoresce after a high temperature run even when they have not been subjected to the laser? We 
(Rolls-Royce) have found windows on a combustion rig fluoresce when excited at 22.6mm after the rig has 
been run, even when they have not been subjected to the Laser. We do not know what temperature the windows 
reach during a run. 

A : No, the windows do not fluoresce. The gas temperatures in our rigs never exceed 500°K. The short run 
times (less than 15 sec) result in the windows remaining at close to room temperature. 
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i 



28-1 
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ABSTRACT 

Combustion exhausts present a challenging problem for 
researchers due to the extremely harsh environment, and non- 
intrusive diagnostics are often sought to provide flow property 
information. Laser-induced fluorescence (LIF) is one tech- 
nique in which a chosen flow molecule or marker is probed to 
yield gross flow properties, such as static temperature and 
flow velocities. The work presented herein describes the appli- 
cation of LIF to the combustion exhausts of several full-scale 
liquid-propellant rocket engines spanning a wide range of 
operational parameters. The method is based upon the use of 
cw ring-dye lasers which scan in frequency over either the Na 
D, or D2 line at 5896 and 5890 A. Na is used as a basis for this 
approach since it occurs as a trace element in both hydrogen 
and amine rocket fuels. The generic apparatus is described, 
including a discussion of the collection and interpretation of 
the LIF signal to yield radial and temporal profiles of radial 
flow velocity, static temperature, and fuel distribution. It was 
found that the LIF technique provides quality data in most 
cases. Certain stressing situations were also found in which 
data on the flow properties were not obtainable. Also, compu- 
tational fluid dyanamics (CFD) modeling of the plumes was 
used to provide baseline estimates of the exhaust flow proper- 
ties. The model reasonably predicted the gross behavior of the 
flow as determined by the LIF technique, although some items 
of fine spatial structure were not reproduced very well. 

INTRODUCTION 

The ever-present need to monitor rocket engine health and 
performance has been a continual driver for the development 
of nonintrusive diagnostic tools. Much of the work is b,ased 
upon the premise that information obtained from the exhaust 
flow at the nozzle exit plane can be directly related to combus- 
tion and operational characteristics of the engine itself. The 
introduction of laser-induced fluorescence (LIF) to the arena of 
full-scale rocket engine testing has greatly improved the 
knowledge of exit plane properties. For the past several years, 
Arnold Engineering Development Center has been modifying 
the standard LIF techniques to fit the specific requirements of 
rocket engine testing, at both sea-level stands and simulated 
high-altitude chambers. To date, three key performance param- 
eters have been determined. These are spatial and temporal res- 
olutions of gas static temperature, radial gas flow velocity, and 
relative fuel distribution in the exhaust plume flow field. These 
measurements can be analyzed to provide experimental evalu- 
ation of both rocket engine performance and injector mixing/ 
vaporization and overall combustion efficiency. 

The key feature of these measurements is that they exploit 
the inherent sodium impurity present in both amine and hydro- 

gen fuels as a flow probe. The trace amounts of sodium, typi- 
cally at the parts-per-billion level, are made to fluoresce using 
a continuous-wave, frequency-scanned dye laser when the 
excitation source is tuned to 589.0 nm, the absorption fre- 
quency of the sodium atom. The fluorescence detection system 
consists of a set of optically tuned filters and a remote control 
lensing system placed in front of gain-controlled CCD arrays. 
The images are recorded at standard video rates on digital tape 
(D2) recording devices. The images are then digitized using a 
large-scale video digitizer and placed in a format suitable for 
computer analysis. Since the sodium atoms serve as a “tag” for 
the fuel species, radial sodium fluorescence intensity measure- 
ments made in the vicinity of the nozzle exit plane can be 
directly correlated to the radial fuel distribution in the flow. 
This serves as an indicator of the internal injector mixing effi- 
ciency of the oxidizer and fuel streams. The radial velocity of 
the gaseous exhaust can be determined by the Doppler shift of 
the sodium absorption frequency. The gas static temperature is 
provided in a straightforward manner by the Doppler- 
broadened absorption profile. For altitude testing, the profile is 
predominantly Gaussian due to the low pressure while at 
atmospheric pressure, a Voigt spectral line profile is more 
appropriate. In either case, the temperature is obtained from 
numerical fitting of the spectral line profile to obtain the line 
width, and, hence, translational temperature. 

The evolution of the LIF technique to full-scale rocket 
motors can be summarized by reviewing the four measure- 
ment programs of Table I .  The engines were the Stennis Space 
Center Diagnostic Test Facility (DTF) motor, the Space Shut- 
tle Orbital Maneuvering System (OMS), the Space Shuttle 
Main Engine (SSME), and the Titan IV Second Stage (LR91) 
engine.’ The propellants, test conditions, and other details are 
indicated in Table 1, in which the considerable variation of test 
parameters and configurations can be seen. 

. 

In the following, results from recent measurement efforts 
at AEDC and several NASA sites will be discussed. Compari- 
sons of the measurement results with the physics-based com- 
putational simulations of the exhaust plume flow field proper- 
ties will be presented. It will be demonstrated that the results 
obtained from the -LIF measurements show good agreement 
with some of the model predictions, although certain flow fea- 
tures in the data were not predicted a priori. 

APPARATUS 

The essence of the LIF diagnostic method, as developed at 
AEDC for full-scale rocket engines, is the reliance upon the Na 
inherently present in the fuels as a result of the fuel manufac- 
turing process.’v2 For example, the production of the amine 

* The research reported herein was performed by the Arnold Engineering Development Center (AEDC), Air Force Materiel Command. 
Work and analysis for this research were performed by personnel of Sverdrup Technology, Inc.. AEDC Group. technical services contractor for 
AEDC. Funher reproduction is authorized to satisfy needs of the U. S .  Government. Approved for public release; distribution unlimited. 

Paper presented at an AGARD PEP Symposium on “Advanced Non-Intrusive Instrumentation 
for  Propulsion Engines”, held in Brussels, Belgium, 20-24 October 1997, and published in CP-598. 
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Table 1. Full-Scale Rocket Applicatons of LIF 

Propellants 
Nominal O F  

NASA Stennis NASA STS Space 
Space Center 

Diagnostic Test Maneuvering 
Facility (DTF) System (OMS) 

NASA ST’ Space 

(SSME) 

Titan IV Second 
Stage (LR91) Orbital Shuttle Main Engine 

GH2ILOX MMHM204 LH2ILOX AZSOM20, 
5.01 1.6 . 6.0 1.8 

Oxidizer Flow Rate, Ibdsec 
Fuel Flow Rate, Ibdsec 
Nominal Thrust, Ib 

1.82 11.8 176.0 21 1 

0.36 7.2 26.1 1 I7 
1,200 6,000 500,000 105,000 

Nominal Chamber Pressure, psia 

Nozzle Exit Diameter, cm 
Nozzle Cooling Method 

484 130 3,200 850 
7.8 1 I O  244 168 

Water Radiation LH2 Circulation Fuel-Film 

fuel for storable propellant rocket motors utilizes sodium 
hyp~chlor i te .~’~ During the combustion of the fuel, the atomic 
Na is chemically released, making it an ideal tracer to identify 
the spatial disposition of the fuel in the flow. Furthermore, the 
optical cross section of Na is very large, requiring only minute 
quantities of Na to generate measurable LIF  signal^.^ Previous 
applications of the LIF technique demonstrated success with as 
little as 1 part-per-billion of Na.’ The LIF measurement tech- 
nique reported here uses a continuous-wave (cw) laser beam that 
is propagated across the exhaust flow and frequency tuned in a 
controlled fashion in a range about the frequency of the Na flu- 
orescence line. The cw laser used in these test programs has a 
line width of 500 Idlz. This implies that the cw laser acts as a 
very fine probe of the spectral structure of the Na fluorescence 
line which has a nominal width of 1 to 2 GHz, or IO3 times the 
laser width, in this type of application. As the laser tunes, por- 
tions of the flow fluoresce to a stronger or lesser extent, depend- 
ing upon the Doppler-induced frequency shift of the fluores- 
cence line with respect to the laser frequency. Thus, by using a 
standard video camera operating at a frame rate of 30 frames/ 
sec, it is possible to capture the spatially resolved LIF signal 
with each video frame corresponding to an average of laser fre- 
quencies over the frame integra- 

Area Ratio 
Test Location 

a ring dye laser, a fiber-optic cable to transport the beam into the 
test cell, a fiber-optic cable head unit located within the test cell, 
and an absorption detector. The output beam of the pump laser 
was used to drive a Coherent 699-21 continuous-wave, fre- 
quency-scanning ring dye laser. The ring dye lasers have the 
capability of tuning over a 30-GHz frequency interval centered 
at either the D, resonance line of the Na atom at 5896 A (corre- 
sponding to the transition between the 2Pl,2 state and the ground 
2S1,2 state) or the D2 resonance line of the Na atom at 5890 
Angstroms (corresponding to the transition between the 2P3/2 
state and the ground 2S1/2 state). After exiting the dye laser, the 
laser beam was split by a 60/40 beam splitter into two portions. 
The weaker portion of the beam was split again, with one beam 
directed into a Na hollow cathode lamp located on the optics 
table with the laser, and the other beam directed into a Burleigh 
WA-2000 wavemeter. The wavemeter measured the gross fre- 
quency of the beam, and the Na hollow cathode lamp ensured 
that the laser frequency was finely tuned to the appropriate Na 
resonance frequency. The fluorescence generated in the lamp 
was monitored by a photomultiplier tube, and the output was 
recorded by a PC-based data acquisition system. Also recorded 
was the laser scan driving voltage. 

6.1 55 71.5 49 
NASA Stennis NASA White Sands NASA Marshall AEDC 

Test Simulated Altitude, km 
Firing Duration, sec 

lt Focusing Lens, Fl(5 crn 11) 
wE89.6 filter 

0 33 0 25 
6 - 21 I O -  168 200 275 - 300 

+ -Hollow Cathode 
Sodium Ref. Lamp 

tion time interval. For example, if 

sec time interval, the frequency 
interval averaged in a single 
video frame is roughly 0.2 GHz. 
From the video sequence, the 
spectral shape of the fluorescence 
line can be reconstructed for each 
spatial point in the flow. The 
shape and spectral shift of the 
spectral line will be used to deter- 
mine the radial velocity and tem- 
perature of the flow. 

ARGON PUMP COHERENT 699-21 e 514.5nd8.0w 

The basic LIF system is 
shown schematically in Fig. 1 ,  
and the components are 
described in Table 2. The system 
consists of an Ar-Ion pump laser, 

I + 66 rn Single Mode Fiber Optic 

f 
To Test Cell 

- I 
-To Wavemeter: 

Model# WA-2000 

Fig. 1. Na LIF laser system schematic. 
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Pump Laser 

Power 
Center Wavelength 
Dye Laser@) 
Dve 
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OMS 
Spectra Physics 171-09 or Coherent 
Innova 400-20 
8.0 W 
5145 A 
Coherent 699-21 scanning ringdye 
Rhodamine 6G 

Detectors 

~ _. . - - , ~  
Linewidth 
Power 1-1300mW(outof laser) 

I less than 500  HZ 

. ~ ~ ~ ~~~~~~~~~ I 

with 5- or IO-nm Na line filters 

1-80 m w  (out of fiber in test cell) 

30 GHz Frequency Scan 
RanSW 
Scan Rate 
Fiber-Optic Cablcs 
LIF Visualization 

I I scan per 5 seconds 
133 or 66 m, 5ym-diam. single mode 
I I to 3 cain controlled. CCD camera 

can monitor laser frequency. frequency stability, laser power 
entering and exiting the fiber, the alignment of the beam to the 
laser absorption detector, and proper operation of the CCD 
cameras used in the fluorescence detectors inside the test cell. 

Once the imagery was collected on the D2 tape format, it 
was processed using a rea-time digitizer at a resolution of 720 
pixels horizontally by 496 pixels vertically. The portion of the 
image in which the laser signal was apparent was summed in 
the vertical direction. i.e., a spatial integration over the beam 
profile, at each horizontal pixel, yielding a LIF signal profile for 
each image. Note that since the laser scan frequency is corre- 
lated with the image, every LIF signal profile is associated with 
a laser frequency. A correction for the angular response of the 
system, as well as the variation in the laser power as measured 
by the reference photodiode, was made to each LIF signal pm- 
file. In general. background illumination is subtracted from the 
imagery using a polynomial fit to each video frame in the vicin- 
ity of the beam. 

To interpret the LIP signal data, a model of the Na fluores- 
cence profile was created, using standard methods. The model 
was constructed of two pieces, a first-principles model for the 
spectral shape of the Na fluorescence line, and a downhill sim- 
plex or Nelder-Mead algorithm6 to optimize the free parameters 
of the spectral line model, i.e., line width, baseline. amplitude. 
and frequency shift. Although the capability to vary the relative 
strength of the transitions between the upper ’P state and the 
hyperfine components of the lower ’S state was originally 
invoked. the ratio of the hyperfine Na line components was 
eventoally set to the nominal theoretical value of 0.375 for the 
higher energy F1 line and 0.625 for the lower energy F2 line? 
The model used a 1.77-MHz separation between the hyperfine 
lines. At each of these transitions, a Voigt profile was generated 
using identical temperatures and broadening parameters. The 
resulting Na fluorescence line profile was the sum of the two 
Voigt profiles of the hyperfine components. The entire line pro- 
file was then compared to the data. Items not addressed in the 
Na fluorescence model were pressure shifting of the fluores- 
cence line and radiative transfer of the emitted fluorescence 
through the plume. 

Prior to the tests, the plume flow field was modeled using 
standard physics-based Joint-Amy-Navy-NASA-Air Force 
(JANNAF) codes, specifically including the flow properties at 
the axial locations of the LIF measurements. The thrust cham- 
ber was modeled using a methodology similar to the Two- 
Dimensional Kinetic (TDK) computer program’ for simulating 
the spatial flow-field properties and performance of axisymmet- 
ric thrust chambers. The solution includes the effects of rate- 
controlled chemical kinetics and approximates a viscous 
boundary-layer flow near the nozzle wall. Nozzle film cooling 
and nozzle wall ablation effects were not included in this simu- 
lation. The chemical equations and kinetic rates included in the 
simulation are for the primary combustion reactions involving 
carbon, hydrogen, oxygen, and nitrogen. Reactions involving 
trace species such as Na would not significantly influence the 
overall energy and chemistry and were not included. The thrust 
chamber solution domain commences in the combustion cham- 
ber assuming chemical equilibrium conditions, and subse- 
quently pelforms a finite-rate chemical kinetics solution 
through the nozzle throat region and the diverging nozzle 
region. The solution terminates at the nozzle exit plane, provid- 
ing static temperature, pressure. radial and axial velocity, and 
chemical composition. to be subsequently used as initial start- 



ing conditions for the plume expansion model. 

Flowfield (SPF) computer program? The near- 

The simulated nozzle exit plane conditions and 
the free-stream conditions at the simulated test 
altitude were provided to the Standard Plume 

field plume expansion was simulated from the 
nozzle exit plane to the test cell diffuser loca- 
tion. The objective of the external plume simu- 
lation was specifically to obtain the rad~al 
velocity and static temperature profiles at axial 
p i t i ons  for comparison with the LIF-deduced 
profiles. 

, (7.Omdhm.m) 
RESULTS 

DTF 

The fust application of the Na-based LIF by 
AEDC to full-scale rocket exhausts was at the 

1 
Stennis Space Center (SSC) on the Diagnostic 
Test Facility (DTF) thruster engine. The DTF. Wd.0 I built for exhaust plume diagnostic sensor devel- 
opment and evaluation, is a 1,200-lbf rocket 
engine fueled by gaseous hydrogen (GH2) and 
liquid oxygen (LOX). The laser system consisted of the same 
components and layout as described earlier. The laser beam was 
routed to the test stand from the laser Wailer via a 33-m single 
mode fiber-optic cable delivering a wllimated beam approxi- 
mately 5 mm in diameter and a laser power of approximately 70 
mw. System specifications are given in Table 2. System layout 
relative to the test stand is shown in Fig. 2. 

Video output of the LIF camera and the signal from the 
absorption photodiode were routed to recorders in the laser 
trailer. A CCD camera pointed at screens of the pnmary system 
diagnostics was used to monitor the status of the wntrolling 
electronics. The video was routed to the trailer housing the 
operating personnel. From this video monitor. operatmg person- 
nel could monitor proper operation of the equipment pnor to 
engine ignition and during the motor firing. Both video and LIF 
data were acquired on 14 of 17 firings of the DTF motor. Bum 
durations ranged from 6 to 27 sec. The OiF ratio for the 14 fir- 
ings on which LIF data were o b t d  ranged from 4.65 to 5.41. 
Sodium concentrations at the nozzle exit plane were estimated 
to be on the order of 1 ppb. 

The data obtained on the DTF plume consist of qualitative 
flow visualnation provided by the sodium-filtered camera. This 
data set provides information on the positions of the plume 
boundary and nozzle-induced shock. Figure 3 is a digitized 
image of a single video frame of the plume taken at the mid- 
point of the bum. During this test program, it was leamed that: 
( I )  Na concentrations of I ppb would provide sufficient signal 
levels for the geometry used on the DTF. (2) system operation 
using a smgle mode fiber-optlc cable to transfer the beam to the 
test area is feasible: and (3) a full-field viewing CCD camera 
can provide point-to-point flow comparisons. 

OMS 

A progam was conducted at the NASANohnson White 
Sands Test Facility OySTF) to measure radiative and flow-field 
properties at the exhaust of a Shuttle Orbital Maneuvering Sys- 
tem (OMS) engine. This program was sponsored by the Strate- 
gic Defense Initiative Organization (SDIO) through the Phillips 

- 
Fig. 2. DTF LF installation. 

: 

Fig. 3. Digitized DTF LIF image. 

Laboratory at Edwards Air Force Base. CA. The OMS engine 
was tested in Test Cell 403 at the WSTF. This cell is a steam- 
pumped test facility capable of testing engines at simulated alti- 
mdes up to 40 km. The OMS engine is a pressure-fed. fixed- 
k s t ,  regeneratively cooled system with multiple start and 
gimbaling capability and uses nitrogen tetroxide (NzO4) and 
monomethylhydrazine (MMH) as propellants. The exhaust noz- 
zle has a 14.8-cm-diam throat and a 109.5-cmdiam exit which 
provides an expansion ratio of 55: 1. The divergent nozzle inwr- 
prates a bell contour with an 8.4-deg half-angle and is I 4 6  cm 
long from throat to exit. The expansion wne is radiation cooled 
from an area ratio of 6 1  and is fabricated from columbium 
alloy FS-85. The specific parameters for this test are given in 
Table 1. 

For the OMS test sequence, the cw dye laser tuned moss 
the Di absorption line of the sodium atom at 5896 A. The laser 
beam was duected across the plume centerline 4 m. downsueam 
of the nozzle exit plane, as shown in Fig. 4. A single gain-con- 
trollable, unintensified Dage CCD-72 camera having an array 
size of 768 pixels horizontally and 493 pixels vertically with a 
54-in.-diam field of view, was used as the detector. The camera 
lens was equipped with a 5-nm bandwidth Line fdter centered on 
the D, line of the sodium atom. The 30-Hz video output of the 
camera was recorded on VHS tape using a standard recorder. 

I 

.. 
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Once the initial processing of the 
imagery was complete, the LF signal 
profiles were compiled according to laser 
frequency scans. For the OMS, approxi- 

times 30 Hz) were acquired during each 
laser scan. Figure 5 illustrates the set of 
165 profiles as a color map in which the 
165-pixel vertical dimension is the laser 
frequency, the 720-pixel horizontal 
dimension is the radial location across 
the plume, and the color indicates the 
value of the LIF signal protile. These 
data were acquired from 79.3 to 84.8 sec 
of OMS Test 0-2-6. During this laser 
scan, the laser tuned from -18 GHz 
(upper edge) to +I2 GHr (lower edge), 
relative to the Na fluorescence line. The 
physical extent of the horizontal dimen- 

F.O. fmm Lfmr Bldg. 

mately 165 LIF signal profiles (5.5 sec ,---------.------- 

110 cm Exit Dia 

n----------------a 
-side vim- 

sion is from -57.3 to 69.2 cm, relative to 
the OMS nozzle centerline. Several fea- Fig. 4. DMS LIF installation. top view 

=n=h 
mres of the fluorescence can be clearly 
observed from Fig. 5 ,  including the vertical 
slope of the fluorescence due to the Doppler 
frequency shift. Note the subtle reverses in 
the velocity apparent in the Image. which will 
be described in more detal below. Also. the 
large intensity of the Na fluorescence near 
the outer edge of the flow IS apparent, as well 

Glia 
47.l m 

I. 

I 
a4 001 

as the narrowing of the frequency line width Fig. 5. Fluorescence signal acquired during one laser scan from OMS Test OFL2-6. 
in the most intense region of fluorescence 

Figure 6 shows a typical raw LIF image from the OMS 
test during a time when the laser frequency was near the Na 
fluorescence line center frequency. The Na fluorescence 
model was applied to the data such as that shown in Fig. 5. 
Figure 7 shows three spectral profiles taken fmm Fig. 5, at 
radial positions in the flow of 10.4, 46.5, and 55.9 cm rela- 
tive to the nozzle centerline. Recall from Table I that the 
nozzle radius is 55 cm; hence. the plume has expanded com- 
pared to the nozzle at this axial station. First note that since 
all three profiles are acquired on the side of the nozzle where 
the exhaust flow is approaching the laser, the frequency shift 
is to progressively higher frequencies for positions fanher 
from the nozzle centerline. This is reflected hy the radial 
velocity determined for each spectral profile as denoted on 
the figure. Also, note the relative heights of the three specval 
profiles where it is seen that the outer region of the flow ha.. a 
much higher density of Na than does the inner portion. In 
addition. the structure of the fluorescence is clearlyevident for 0.18 I I a I I I 1 rn I T 1 1 v v 

Fit 

the low-temperature region near the center, where it is possible 
to discern the two hyperfine components. As the temperature - h n . w . n  - mv.swmm 

- mv.mMr 

increases toward the outer region of the flow, this structure 3 
becomes washed out. Finally, note the excellent agreement of 
the fit to the data. 

. 

Figure 8 displays the radial velocity observed at three times 
in the bum, roughly 4. 73. and 120 sec, as a function of radial 
distance across the plume. It is interesting to note the repeat- 
ability ofthe experimental results at the widely separated times. 0-  L - _  
Also shown on this plot is the result of the SPF calculation. 4,n , , , , , , , , , , , , , , , 

eood for reeions away from the center. Note. however. the fca- 

OM - 
Overall. the agreement of the CFD model with the data is rather 40 46  -12 4 4 0 4 8 I2 

Fmwnev.  OH2 - - . .  
ture in the data at f 35 cm. which is not evident in the model 
results. In the region from -20 to 20 cm. there exisLs a signifi- Fig. 7. Spectral profiles and fits taken at three radial positions of 

Fig. 5 .  
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cant discrepancy between the model and the data. Posttest 
modeling of the stan conditions was able to replicate the 
measurement results. These discrepancies are much larger 
than the uncertainty of the data, which is dominated by the 
systematic term due to the averaging of the laser frequency 
during individual video image acquisition. Since the camera 
averages the fluorescence signal for 33 msec while the laser c 
is continuously scanning (at a rate of 30 OHz over 5.5 sec # OEIOO 
for OMS), the systematic radial velocity uncertainty is f 2.5 = -lEIOl . 

<E& 

B E 4 4  . 
aE* . . 

]2EIO( .J - 
x lo3 cmlsec. i 4E.m. 

The results for the exhaust flow static temperature for 
this test are shown in Fig. 9. as well as the SPF modeling 
result. The systematic uncertainty due to the frequency 

for most of the flow. The prediction is in qualitative a w e -  
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-SE44 

averagingresults in a minoruncenainty, nominally* 50 K -1Ea-m do ' 4 ' .io ' ' & m r a  
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ment with the data in the core flow region. Near the flow 
axis, the prediction is only slightly lower than the data, but Fig. 8. Measured radial velocities of OMS Test. 

the agreement worsens significantly father from the plume 
centerline. The plume core is seen to be extremely steady 
as a function of time. as indicated by the three temperature 
profiles taken at different times of the bum. There is a qud- 
itative disagreement of the data with the model near the 
shear layer interface. The data show two peaks in the tem- 
perature near the outer flow edges, at roughly + 52 and 58 

SPF model shows a smeared peak located between the two 
cm. (Note the peak at -60 cm in Fig. 9 is an artifact.) The 

data peaks, perhaps indicating the limitation of the shear 
layer mixing model. Even more interesting is the tempera- 
ture variation of the shear layer peaks as a function of time. 
Clearly, the inner core flow temperature is steady during 
the entire bum. However, the shear layer temperature 
peaks exhibit a curious variation in time in which the outer 
peak temperature rises during the bum while the inner peak 
decreases. One possibility for this is the convective heating 
of the external free stream during the bum, causing the 
outer peak temperature to rise. Simultaneous 
with the radiative heating is the cooling of the 
boundary-layer flow adjacent to the nozzle inte- 
nor, which would serve to decrease the tempera- 
ture of the inner peak. Further analysis is 
required to verify this hypothesis, but it is note- 
worthy that the LIF data can track small changes 
in the flow character during the firing. 

?uI) 

100 

100 

?m 60 30 -10 i o  P s a m  
Mbl Pahion. cm 

Fig. 9. Measured gas static temperatures of OMS Test. 
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SSME 

An LIF measurement was made on the Space 
Shuttle Main Engine (SSME) at the NASA Mar- 
shall Technology Test Bed (7TB) facility. The 
purpose of this study was to determine the feasi- 
bility of acquiring LIF data for determining flow- 
field parameters on the SSME. There was great 
concern as to whether or not the laser systems 
could maintain optical alignment and single fre- 
quency operation during the SSME firings. due 
to high vibration levels during motor firings. To 
ensure operation during a motor firing. two com- 
plete scanning ring-dye laser systems were set up 
in the instrument room of the trst stand. and the 
laser beams were routed to the test area via tiber- 
optic cables. A system layout is shown in Fie. I O .  
Both laser systems were tuned to the sodium DI 
line. O.SXY6 micron\. 

\/ / 
onle (2.4 rn d i m )  

(Distance from C.L. 
of Motor to Camera) 

Fi?. IO.  SSME LIF inrtiilliitioii. 
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The frequency-scanned dye laser outputs were coupled to 
33-m optical fibers on the optical bench and routed to the 
engine deck. Each had a power output of approximately 80 
mW. From one laser system, a 1.5-in.-diam collimated beam 
was generated fmm the fiber-optic output and directed across 
the motor centerline approximately 3.5 in. downstream of the 
nozzle exit plane, while from the second laser system a beam of 
approximately 2.0 in. in diameter was generated and directed 
approximately 13.5 in. downstream of the nozzle exit plane. 
Three cameras viewing peqendicularly to the laser beams were 
used to view the beams at motor centerline: a Xybion Model 
250 intensified CCD camera, an RCA Model TC1030/H24 SIT 
camera, and a Dage Model CCD 72 CCD camera. All three 
cameras were equipped with 5-nm optical bandpass filters cen- 
tered at the D1 sodium line. The Xybion field of view was 
approximately 122 cm and viewed the motor center line to the 
edge of the plume: the Dage and RCA cameras were set to pro- 
vide full-field viewing, or approximately 252 cm. All three 
cameras were tilted toward the top of the motor to avoid having 
the Mach disk within the camera viewing area. The output of 
each camera was recorded on videotape for posttest analysis. 
Time reference was obtained by recording W G  time on the 
videotape. 

The laser beam terminated on a photodiode mounted on the 
opposite side of the test cell to monitor laser beam absorption 
versus laser frequency. This was to provide a measure of 
whether or not the plume was optically thin. Laser system spec- 
ifications are noted in Table 2. 

Three SSME firings were conducted during this test pro- 
gram: two 205-sec bums and one 46-sec burn. LIF of the 
sodium in the engine exhaust was not observed on any of the 
three firings. This is believed to be due to a combination of col- 
lection geometry, low sodium concentration. and insufficient 
laser beam power densities. It was leamed in this technology 
development program that the laser systems would maintain 
optical alignment and single frequency operation throughout the 
full motor firing. This was verified via the system health moni- 
tor located in the control room. The laser was somewhat noisy, 
but the reference fluorescence indicated laser stability was suf- 
ficient to Nne on and off the absorption line of sodium. All 
three cameras survived all motor firings. however, the video 
was saturated during the first motor firing due to sunlight 
reflection off the test stand structure and the water cooling 
vapor cloud. To eliminate light scatter off the vapor cloud and 
structure, a tarp was placed as a viewing dump for the video 
cameras for the second and third firings. This appeared to pro- 
vide sufficient blockage of the sunlight and provided a good, 
dark background for the video cameras. Even with the reduced 
background on the video cameras, there was no visible fluores- 
cence detected on the final two motor firings. There was suffi- 
cient vibration of the fiber-optic output assembly on all firings 
such that the beam alignment on the absorption detector was 
lost at motor ignition. Review of the video obtained by the 
Xybion camera indicates that the laser beam position was still 
near the nozzle centerline. This was determined by observing 
particulate scatter of the laser beam from the purge gas through 
the nozzle after shutdown. 

LR91 

A simulated-altitude nozzle certification test for a nozzle 
skirt extension to the LR91-AI-II rocket engine using a 
recently developed Low-Density (LD) quam phenolic liner was 

conducted in the 1-4 Development Test Cell at AEDC. The test 
program was conducted using both nozzle skirt extension liner 
materials, the original asbestos phenolic, and the LD quartz 
phenolic. Both nozzle liners rely on considerable fuel-film cool- 
ing (FFC) for protection. The LR91 is a large, amine-fueled 
rocket engine used as the second stage of the Titan IV launch 
vehicle which achieves a thrust level of nominally 105,000 Ibf. 
The basic LR91 engine is constructed with a thrust chamber 
integrated with a regeneratively cooled nozzle that expands to 
an area ratio of 12. Inside the chamber, there are 7 axial internal 
baffles which are cooled by flowing N204 through them. From 
there, N204 sprays into the combustion chamber at the bottom 
of the baffles. At positions where the baffles are joined to the 
wall and in the center where the baffles join together. the baffles 
use fuel cooling rather than oxidizer. A nozzle skirt extension is 
used in conjunction with the basic chamber-nozzle combination 
to continue the flow expansion to an exit diameter of 168 cm 
and an area ratio of 49.2:l. The axial length of the nozzle and 
skirt extension from the throat to the exit plane is 183 cm. The 
nozzle and skirt extension liner is film cooled with approxi- 
mately 16 percent of the total fuel flow being dedicated tn film 
cooling. Note that 12 percent is used for cooling the chamber 
walls, while the remainder is used for cooling of the baffles. 
Data from LR91 Tests 3 and 4 tests will be presented for this 
work. 

Since the LR91 test sequence was initially scheduled to 
have only one firing, it was decided to minimize the risk of data 
loss by duplicating the measurement. Thus, two complete and 
independent laser systems which performed redundant tasks 
were used. These laser systems were installed in an instrumen- 
tation building located just outside the test cell. Furthermore. it 
was desired to traverse the beams across the flow in a plane nor- 
mal to the plume axis in an attempt to obtain a two-dimensional 
map of the exhaust flow properties. For Test 3. computer-con- 
trolled traversing tables physically translated the fiber-optic 
head units and the corresponding absorption detectors in a plane 
normal to the nozzle centerline axis. as shown in Fig. I la. The 
motion began at the nozzle centerline. denoted as Station 1. and 
proceeded in discrete IO-cm steps outward. The relative orien- 
tation of the beams with the cameras was maintained at all 
times. and the beams were traversed to 8 radial stations out to 
the nbzzle boundary (therefore. the last radial station was 70 cm 
from the nozzle centerline). Prior to engine shutdown. the 
beams returned to Station 1. For Test 4. the fiber-optic head 
units remained fixed, and mirrors were mounted to the travers- 
ing carts. The beams were traversed through 10 radial stations 
in IO-cm increments which extended past the nozzle boundary 
(to a radial station 90 cm from the nozzle centerline). and the 
beams did not return to Station 1 prior to shutdown. The 
traverse position was also recorded on the PC data acquisition 
system for all tests. 

Fluorescence detection was done with three unintensified 
Dage CCD-72 array cameras operating at a standard video rate 
of 30 frames/sec. Each camera was spectrally filtered with a 10- 
nm bandpass filter centered about the Na fluorescence line. The 
large size of the LR91 necessitated the use of IO-nm bandpass 
filters rather than the 5-nm bandpass filters. due to the increased 
off-axis rejection of the narrower filters. Camera I was set with 
a 61-cm-diam field of view to provide plume boundary viewing 
while cameras 2 and 3 had a nominal field of view of 178 cm in 
diameter to provide full plume diameter viewing. as shown in 
Fig. I I b. Cameras I and 2 utilized computer-controlled zoom 
lenses to optimize the spatial resolution at each traverse position 



a. Top view 
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b. Side view 
Fig. 11. LIFinrtallation forLR9I testing 

of the laser beams. Measurements of transmission versus radial 
position were made on each carnerdfilter assembly for each lens 
setting in order to account for the angular dependence of the 
overall video response. The video signals from cameras 1 and 2 
were sent to the main control room where they were recorded 
onto two independent Sony 0-2 digital recorders. Additionally, 
the video signals from each camera were fed into the laser area 
where they were recorded onto three independent Panasonic 
VHS recorders as a backup. The beam from laser system #2 was 
located 7.62 cm axially downstream of the nozzle exit, while the 
beam from laser system # I  was located axially 15.24 cm down- 
stream of the nozzle exit. In  Test 3. the two beams propagated in 
opposite directions. while in Test 4, they both 
propagated from the same side, 

For the LR91. considerable backmound 

numerous objects with highly reflective surfaces near the test 
article. Hence, significant portions of some of the LR91 LIF 
signal proflles were fatally corrupted by the background. 

The LR91 test results are greatly influenced by the fact that 
the nozzle cooling mechanism is a reliance upon heavy amounts 
of fuel-film cooling (FFC). Since Na is a trace species of the 
fuel, the heavy FFC led to very significant Na densities in the 
boundary layer of the exhaust flow. In fact, a review of the data 
establishes that the plume smcture can be categorized into 
three distinct annular regions. The outermost region was thin, 
- I cm, and contained a Na density that led to reasonable flu- 
rescence measurements. Inward of the thin sheath was a -10- 
cm region of very high Na density, as well as particulates. 
which was directly attributable to the nozzle FFC. The remain- 
ing core of the exhaust flow could again be characterized a i  
having suitable Na densities for fluorescence measurements. 
While the outer sheath region and the inner core flow were 
anticipated prior to testing, the existence of a physically and 
optically thick layer composed of particulates and very high Na 
concentration was unexpected. In the FFC region the paniculate 
component of the video signal presented a minor inconvenience 
for the LIF analysis by decreasing the effective dynamic range 
and producing a nonzero baseline in certain portions of the 
flow. However, the more important factor in the LIF analysis is 
the extreme optical depth of the FFC layer. In fact, it was found 
that at the Na line center frequency. the laser beam was totally 
absorbed. However, the laser beam did propagate through the 
FFC layer at frequencies off line center, and fluorescence was 
observed in both the particle layer and the inner core flow. 

The video data acquired by Camera I from Test 3 at the 
1.62-cm downstream position, i.e., laser 2. near the flow radial 
periphery displayed considerable Na fluorescence. As men- 
tioned above, the data reduction process generates a spectral 
line at each point in the flow along the laser beam. The map 
given in Fig. 12 displays the Na fluorescence data of Camera I 
as was done in Fig. 5,  with the frequency in the vertical dimen- 
sion corresponding to -18 GHz and +I2 GHz at the upper and 
lower edges, respectively. relative to the Na fluorewence line of 
the reference cell. The horizontal dimension is the field of view 
of Camera I ,  corresponding to an absolute radial position in the 
flow from 58 to 98 cm relative to the nozzle centerline axis. The 
outermost plume fluorescence begins at - 94 cm. For radial 
positions between 90 and 88 cm in Fig. 12. the camera was sat- 
urated, and information on the peak intensity was lost. How- 
ever, this represented no significant loss of information since 
the spectral fitting utilized the line wings. The centroid of the 
fluorescence displays a monotonic trend tu more positive fre- 
quencies from 94 cm all the way t~ - 85 cm, at which point the 
velocity reaches a maximum. At positions interior 85 cm of Fig. 
12. a given fluorescence line. i.e.. a vertical or frequency pro- 
file. appears to have two peaks. This is simply due to the strong 
laser beam attenuation of the frequency-shifted line center by 
the optically dense outer portion of the flow. Yet there is con- 
siderable fluorescence in the wing of the Na line. indicating a 

- 
illumination was present. due in pan to test cell 
lighting for other diagnostic measurements. 
The IO-nm filters. as opposed to the 5-nm fil- 
ters uhed for OMS. gave a higher level of 50 W 71 W m 
plume visible radiance than the OMS. and 

1- I I 

Fig. 12. Fluorescence signal acquired during one h e r  scan from LR91 Test 3. 

1 
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high Na density. Inward of 78 cm, there is a precipitous drop in 
the Na density, indicating the boundary between the inner core 
flow and the particulate region discussed above. There is weak 
fluorescence in this region, although the S / N  ratio is very small. 

Vertical profiles of Fig. 12 were taken, analogous to those 
shown in Fig. 7. It was found that in the very narrow region out- 
side the FFC layer, the Na fluorescence displayed the usual 
hyperfine structure. However, as one moves further into the 
FFC layer, the optical depth significantly attenuates the line 
profile, precluding a simple determination of the gas static tem- 
perature in the FFC region. Spectra acquired within 78 cm, in 
the low Na density core flow, suffered from a low signal-to- 
noise ratio. This is largely due to the fact that only the far wings 
of the lines were obtainable, since the kernel of the line was 
absorbed in the FFC region. 

Although the temperature was indeterminable in this flow, 
the radial velocity is rather insensitive to homogeneous line pro- 
file distortions. Hence, the spectral lines, using either the com- 
plete profile or only the wings, were fit and a comparison was 
made to the SPF results. These are shown in Fig. 13 for Test 3. 
The agreement of the data with the prediction of the location 
and value of the radial velocity of the plume shear layer at the 
7.62 cm axial position is quite satisfactory. It is interesting to 
note, though, that the data indicate a slightly wider shear layer 
than the predictions. The systematic uncertainty of the radial 
velocity was estimated to be k IO4 c d s e c  for a laser frequency 
scan period of slightly less than 5 sec. 

Radial Position. cm 

Fig. 13. Comparison of the measured radial velocity with the 
SPF predictions, Test 3. 

The LIF data from Test 4 were manipulated in a similar 
manner to that of Test 3. However, in this case, Laser 1 (at the 
15.24 cm axial position) was utilized. The character of Test 4 
data is similar to that of Test 3, and only the final results are 
given here for brevity. A plot of the fit results for the radial 
velocity is given in Fig. 14. The results compare favorably with 
the SPF predictions at 15.24 cm downstream of the nozzle exit. 
Curiously, the data seem to indicate a thinner shear layer than 
that predicted by SPF. As before, the optical depth of the FFC 
region was excessive in Test 4, and no accurate temperature 
information can be derived from this data. 

A fortunate turn of events during this test was the combined 
use of the laser attenuation and scattering data to ascertain the 
identity of the particles in the flow. After considerable analysis, 
i t  was discerned that the particles were unvaporized AZ50 drop- 
lets which survived the combustion process due to the signifi- 
cant amount of FFC used in this motor and nozzle assembly. 

Radial Position, cm 

Fig. 14. Comparison of the measured radial velocity with the 
SPF predictions, Test 4. 

CONCLUSIONS 

Overall, the Na LIF measurements performed on vastly dif- 
ferent full-scale rocket engines at both sea-level and simulated 
altitude conditions were highly successful. The initial work on 
the DTF demonstrateed the potential that Na LIF probing of 
rocket flows has in providing crucial information on nozzle 
design, thermal integrity, and combustor mixing and perfor. 
mance. 

The OMS program provided an excellent data set which 
yielded gas static temperature, radial velocity, and fuel distribu- 
tion. Part of this success is due to a very low background light 
level, resulting in very clean data signals. The agreement of 
SPF modeling of the shear layer with the data was encouraging, 
but points out areas for code improvement. Furthermore, the 
SPF modeling of the centerline flow needs review for the case 
of the OMS engine. The data show a much more dynamic 
region, with the flow reversing radial direction twice near the 
core, and with significant magnitudes which were much greater 
than predicted. The temporal effect of the OMS flow-field 
boundary is interesting in that it may shed light on the heat- 
transfer characteristics of the nozzle itself, while it was seen 
that the static temperature of the inner core flow was extremely 
steady during the bum duration. 

The SSME effort indicated the difficulty in attempting to 
probe an extremely large motor in daylight. Presumably, the 
fluorescence levels fell below the background levels and could 
not be distinguished. Hence, future diagnostics of the SSME 
should consider other schemes such as night testing or very nar- 
row line filters with the associated narrow angular field of view. 

The results of the LR91 work indicated the robustness of 
the radial velocity measurement, even in the face of an 
extremely optically thick environment. Future work with such 
very heavily fuel-film cooled motors should take into consider- 
ation the severe distortion of the fluorescence spectral line pro- 
file boundary layer when attempting temperature determination, 
even though the velocity determination is oblivious to this 
effect. An important LR91 result is the observance of the U 5 0  
droplets in  the flow. While this result was not anticipated, the 
data are consistent with this identification for the particles. It 
would be useful to carry out a dedicated test sequence which 
defines the minimum FFC level to operate the LR91, or other 
FFC engine, in  order to.maximize payload capabilities. 
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A desired improvement for future measurements is the 
reduction of the background signal, in order to raise the LIF sig- 
nal-to-noise ratio. In the LR91, the tradeoff to obtain the entire 
nozzle coverage at the expense of a narrow bandpass filter was 
too much in favor of the spatial coverage. In future efforts, a 
reduced field of view should be accepted, if need be, in favor of 
the narrow filters. For heavily fuel-film cooled rocket engines, 
the problem of optical depth remains, without a simple resolu- 
tion. A possible alternative, which still exploits Na in the fuel, is 
to incorporate a pump-probe arrangement. Regardless, pretest 
efforts to quantify the amount of Na present in the fuel should 
be increased. 
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Author: Brasier 

Q: Roehle 

You determine the temperature by the width of a sodium line. The  shape and the line width will be broadened 
not only by the temperature but also by the turbulent velocity fluctuation in the flow. How far does this effect 
your temperature measurements ? 

A: The “turbulence” contribution is very small relative to  broadening from the temperature. 

Q: Versluis 

When you determine your temperature from the line profile, don’t you have problems with saturation 
broadening of the absorption line ? 

A: Yes, when the line is saturated. We must ensure that the line is not saturated when making temperature 
measurement via the line profile. 

Q: Lonwers 

What’s the reason for using LIF instead of PLIF ? 

A: Insufficient laser power with the CW-dye laser technique. 
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MEETING THE ADVANCED INSTRUMENTATION THE NEEDS OF THE 
INTEGRATED HIGH PERFORMANCE TURBINE ENGINE TECHNOLOGY AND 

HIGH CYCLE FATIGUE PROGRAMS 

William A. Stange 
Aero Propulsion & Power Directorate WLPOTC 

1950 Fifth St Bldg 18 
Wright-Patterson AFB OH 45433 

1. SUMMARY 
This paper presents an overview of current 
research efforts aimed at improving turbine 
engine structural instrumentation 
capabilities. Emphasis is placed on non- 
intrusive concepts which will be applicable 
to the advanced engines currently in use, or 
being designed for initial operational testing 
shortly after the turn of the century. 
Technologies to be described include; blade 
tip deflection sensors to determine dynamic 
stress, thermographic phosphors to measure 
metal temperature, pressure sensative paints 
and air etalons to measure dynamic pressure, 
and micro electro mechanical systems to 
assess a variety of parameters. Advantages 
of the various systems, potential problems 
and limitations, as well as, an assessment as 
to their applicability to either the Integrated 
High Performance Turbine Engine 
Technology or the High Cycle Fatigue 
initiative is discussed. 

2. INTRODUCTION 
Structural instrumentation is used to 
characterize the engine environment and to 
identify any potential problem which may 
occur during an engine test. Knowledge of 
a potential problem allows the test engineer 

to take corrective action before damage to, 
or failure of the engine occurs. The turbine 
engine industry relies on structural 
instrumentation to verify structural design 
techniques and analytical prediction 
capabilities. These techniques are used to 
assess turbine engine component life and to 
predict strain and temperature at different 
operating conditions. The operating 
environment of today’s turbine engine taxes 
every capability of current strain gages and 
thermocouples. Consequently, we cannot 
adequately and reliably instrument current 
technology gas turbine engines, and for 
fbture engines the problem will grow even 
worse. 

Two efforts which are currently being 
pursued by the Air Force and other US 
Govenunent agencies to develop fbture 
engines are the Integrated High Performance 
Turbine Engine Technology (IHPTET) and 
High Cycle Fatigue (HCF) programs. Both 
of these efforts present the instrumentation 
engineer with an enormous challenge. 

IHPTETs goal of doubling propulsion 
capability by the year 2003, without 
reducing engine life or reliability, will 
necessitate radical changes in virtually all 

Paper presented at an AGARD PEP Symposium on “Advanced Non-Intrusive Instrumentation 
for  Propulsion Engines”, held in Brussels, Belgium, 20-24 October 1997, and published in CP-598. 
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aspects of turbine engine technology. 
Achieving this goal will require tomorrow's 
engines to: run at much higher temperatures 
while using little or no cooling air, operate 
at even higher tip speeds, utilize an array of 
new materials, and incorporate radical 
changes in design philosophy. Each of these 
requirements hinders our ability to make 
adequate strain and temperature 
measurements on the various structural 
components. 

Similarly, achieving the goal of the HCF 
program, to double the damage tolerance 
capability of engine components, is 
dependent on having non-intrusive sensors 
which are very accurate in the test cell 
environment, as well as long-lived non- 
intrusive sensors for engine health 
monitoring systems. These sensors must be 
capable of accurately determining the 
dynamic response characteristics of engine 
components, as well as the dynamic flow 
field characteristics of the gas path in which 
they operate. 

Attempting to address the needs of both of 
these programs has resulted in our 
investigating a number of innovative 
concepts which have demonstrated 
significant potential for providing us with 
the measurement capabilities needed for the 
advanced turbine engine technology coming 
on line in the next century. This paper will 
review prior and current research efforts 
which are intended to address the IHPTET 
program, as well as recently initiated efforts 
which more specifically address the HCF 
program. 

3. BLADE TIP DEFLECTION SENSORS 
This measurement system uses blade tip 
time of arrival measurements to determine 
the dynamic tip deflection characteristics of 
a stage on a running turbine engine. The 

Noncontacting Stress Measurement System 
(NSMS) as it is called, consists of a number 
of probes mounted to the case of an engine 
directly outside a stage of interest, (Fig I)  
and computational and soba re  systems to 
process the sensor output. 

NSMS is a very attractive alternative to 
conventional dynamic strain gages. A major 
advantage of this technique is the fact that it 
is a non-contacting measurement system. 
As such, it requires no telemetry or slip 
rings to transmit the data, and has nothing 
m e d  to the blade to disturb the flow field 
or other blade parameters. 

The sensors will consist basically of two 
fiber optic bundles, a lens, and a photo 
detector. The input fiber optic bundle will 
carry light from a source and emit it through 
the lens and the case "window". The lens 
serves two functions, first, to focus the 
emitted light to the plane of blade tip 
passage, and then to focus that light which is 
diffusely scattered by the blade tip's passage 
into the output fiber bundle. The output 
fiber optic bundle then transmits the light 
pulse to the photo detector which emits an 
electrical pulse denoting the exact time of 
blade passage. This measured time of blade 
tip passage is then compared with the 
anticipated or expected time of blade tip 
passage to determine the time deviation. In 
addition to providing an accurate indication 
of the instant of blade tip passage, these 
sensors have to withstanding high levels of 
temperature, pressure, and case vibration. 

The output from the sensors is then 
conditioned and digitized. A tip deflection 
raw data base is determined by the product 
of the time deviation and the circumferential 
velocity of the blade tip. The tip deflection 
raw data base is mathematically converted 
into deflection amplitude vs. frequency. 



30-3 

This conversion is analogous to a Fourier 
transform(and is in fact a direct Fourier 
transform if no integral order modes are 
participating in the vibration). The tip 
deflection amplitude vs. frequency data is 
converted into useful engineering data by 
means of a previously determined library of 
tip deflection vs. dynamic stress 
characteristics. The s o h a r e  which 
accomplishes this task basically does a “look 
up” of the dynamic stress distribution at 
each of the participating resonant 
frequencies. The library of tip deflection vs. 
dynamic stress distribution would typically 
be created using finite element analysis, 
although alternative inputs and/or 
corrections could be made from strain gage 
and/or laboratory test techniques such as 
Thermoelastic Stress Analysis. The 
integration of these stress patterns will yield 
the overall dynamic stress distribution of the 
blade. 

Previous engine test programs have 
demonstrated the capability to measure non- 
integral order vibration of fan and 
compressor stages. The major shortcomings 
of previous systems were their limited tip 
deflection accuracy measurement capability, 
their inability to adequately measure integral 
order vibration, limitations in their multiple 
mode sensing capability, and the fact that 
they were incapable of converting tip 
deflection to dynamic stress. A number of 
sources have done developmental work on 
various blade tip deflection sensors, and 
have had some success in addressing these 
shortcomings(Ref 1,2,3). 

Although the U. S. Air Force had sponsored 
a number of NSMS development activities 
in the early go’s, budgetary constraints and 
competing priorities were responsible for a 
lack of government sponsored work in this 
area for approximately ten years. The 

requirements of the High Cycle Fatigue 
(HCF) initiative refocused the need to 
M e r  develop and expand the capabilities 
of this technology. As a result, a new 
program has been initiated which is working 
to develop what is being termed Generation 
4 NSMS. This activity is being carried out 
by the Propulsion Instrumentation Working 
Group (PIWG), a consortium comprised of 
the major U. S. .engine companies, as well as 
the U. S. Air Force and NASA-Lewis. The 
goal of this program is to develop an 
improved NSMS system with a 5X 
improvement in tip deflection measurement 
capability concurant with improvements in 
integral order and multiple mode sensing. 

The overall goal for the noncontacting stress 
measurement system is a device which 
seems almost too good to be true, i.e., a 
system which measures stress for every 
airfoil on a stage over the entire surface of 
the airfoil with sensors which are easily 
removed from the exterior of the case in the 
event of sensor failure. This goal presents a 
number of challenges in several different 
technology areas, but the potential payoff, as 
well as the encouraging results encountered 
thus far make them well worth undertaking. 

4. DYNAMIC PRESSURE SENSING 
A number of concepts are under 
development which have the potential to 
significantly improve our ability to 
nonintrusively determine aerodynamic 
pressure fluctions in both rig tests and in the 
engine environment. The principle 
techniques currently being evaluated by the 
Aero Propulsion & Power 
Directorate(APPD) are Pressure Sensitive 
Paint(PSP) and Air Etalons. 

PSP is a measurement technique which has 
been increasingly used in stationary wind 
tunnel applications over the past several 

t 
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years. The principle differences between 
the PSPs used by the wind tunnel 
community and those needed by the turbine 
engine community are the requirements for 
higher temperature capability, and for 
higher dynamic response. Significant 
research efforts are underway at APPD to 
develop PSPs which meet these needs, and 
to validate the measurement capabilities of 
PSPs for turbomachinery applications. 
Details on the status and results of these 
research activities are summarized in Ref. 4, 
presented separately at this conference, and 
will not be repeated here. 

The Air Etalon is a sensing concept based 
on Fabry-Perot interferometry. In its 
simplest form, a Fabry-Perot etalon consists 
of two mirrors separated by a certain 
distance. When light is incident upon an 
etalon, optical interference occurs so at 
certain optical resonance fiequencies, 
corresponding to interference fiinges, 
virtually all of the incident light is 
transmitted through the etalon and none is 
reflected, while at other frequencies most of 
the light is reflected. The position of the 
optical resonance frequencies depends on 
the optical path length between the two 
mirrors. This fact can thus be utilized to 
design a pressure sensor based on a Fabry- 
Perot etalon where the change in optical 
resonance is monitored as the optical path 
length changes due to pressure changes. 

One manner in which an etalon sensor can 
be designed is to deposit a mirror directly on 
an engine blade, followed by a transparent 
solid spacer material, followed by partially 
reflecting mirror. However after going 
through the equations governing etalon 
behavior using realistic values for an engine 
sensor, it was determined that a solid etalon 
would be several times more sensitive to a 1 
degree change in temperature than to a 1 

atmosphere change in pressure. Thus as a 
pressure sensor, a solid etalon would be well 
suited to environments where the 
temperature change is very small compared 
to the pressure change, which is 
unfortunately not the case for a turbine 
engine. 

In order to increase both the overall 
sensitivity and the pressure sensitivity 
relative to the temperature sensitivity, an 
air gap etalon can be employed. An air-gap 
etalon can be constructed on an engine part 
by chemical vapor deposition of the mirror 
surfaces combined with standard 
photolithography and etching to produce the 
air cavity. The result is a mirror layer 
separated fiom the base mirror layer by an 
air-gap supported by solid columns or 
posts(Fig. 2). The sensitivity to pressure for 
this air etalon is much higher than in the 
solid etalon case, and for most of the 
temperature and pressure ranges of interest, 
its sensitivity to pressure is much higher 
than its sensivity to temperature. Thus, with 
this sensor configuration it should be 
possible to measure pressure changes in the 
midst of temperature changes provided one 
could attain a separate temperature reading 
through some other optical technique such 
as conventional optical pyrometry or 
thermographic phosphors. 

Contractual efforts are underway which will 
M e r  develop both of these sensor’s 
capabilities, as well as conduct a 
comparative evaluation of these sensing 
concepts under a variety of realistic engine 
operating conditions. These contractual 
efforts should be complete in late 1999. 

5.  THERMOGRAPHIC PHOSPHORS 
Turbine engine metal temperatures are 
currently measured using either 

i 
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thermocouples or optical pyrometry. 
Problems associated with these techniques 
limit both their accuracy and areas of 
applicability. Thermocouples are expensive, 
short-lived, require trenching when applied 
to blades or vanes, and necessitate telemetry 
or slip rings when applied to rotating 
hardware. Optical pyrometry, while highly 
desirable for its noninvasiveness, is 
ineffective in those regions of the engine 
where either a high level of reflected 
radiation is present, or where the metal 
temperature is below approximately 1300 
degrees F. High levels of inaccuracy occur 
as the temperature approaches the lower 
bound of approximately 1300 degrees F and 
when moderate levels of reflected radiation 
are present. These limitations severely 
curtail the usellness of these sensors in 
turbine applications, and virtually preclude 
their use in the fan or compresser. 

Previous work done by the US Department 
of Energy (Ref'S) and by Allison Engine 
Co. has demonstrated that thermographic 
phosphors have the potential to alleviate 
many of the problems associated with 
current metal temperature measurement. 
Thermographic phosphors exhibit a 
fluorescence spectrum whose spectral line 
amplitudes and decay times vary uniquely 
with temperature (Fig 3). These phosphors 
are typically excited to fluoresce by means 
of short wavelength (ultra-violet) pulsed 
laser radiation. This laser induced 
fluorescence (LE) is then passed through an 
optical bandpass filter to select the desired 
emission line, and to eliminate any 
extraneous background radiation. The 
filtered LIF is then fed into a waveform 
processing oscilloscope which determines 
the decay time of the fluorescent signal. 
This decay time yields a direct indication of 
the temperature of the phosphor. Prior Air 
Force sponsored programs have 

characterized a number of phosphors to 
temperatures approaching 3000 F and have 
developed bonding techniques applicable to 
advanced engine materials and 
environments. 

6. MICRO ELECTRO MECHANICAL 
SYSTEMS 
Microfabrication technology, and more 
specifically silicon micromachining, has 
been a key factor in the rapid progress of 
microsensors. Micromachining is currently 
used to fabricate a wide variety of 
mechanical microstructures. These 
microstructures, both with and without 
integrated electronics, have been used 
successllly to realize a wide range of 
microsensors. 

Microsensor development started with 
physical sensors, partly because of existing 
market demand and partly because 
mechanical sensors can be easily scaled or 
transferred fiom conventional sensors. 
Furthermore, the fabrication technology 
developed for integrated circuits was easily 
adapted to fabricate the mechanical 
components for physical sensors. These 
microsensors are currently seeing 
widespread usage in numerous low 
temperature applications. Unfortunately, the 
principal sensing need in the turbine engine 
area is for high temperature sensors. Silicon 
based microsensors will not provide 
anything close to the temperatures required 
for turbine engine utilization. Activities 
have recently been initiated to investigate 
the capabilities and fabricability of 
microsensors based on silicon dioxide as 
opposed to silicon. These sensors are 
expected to have several hundred degrees 
greater temperature capability, but 
unfortunately require significant 
development prior to their introduction as 
turbine engine sensors. 
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7. CONCLUSIONS 
An area of ever increasing concern and 
difficulty in the turbine engine community 
is the accurate determination of the strains 
and temperatures under which engine 
components must operate. As we strive for 
higher thrustlweight ratios, structural 
efficiency becomes even more important. 
To ensure components are not overdesigned, 
and therefore heavier than necessary, it is 
vital that systems and instrumentation are 
developed which predict and subsequently 
codkm exactly what temperatures and 
stresses are encountered. Furthermore, the 
HCF problems recently experienced by the 
Air Force clearly demonstrate the need to 
improve our measurement and analytical 
prediction capabilities. The state-of-the-art 
of structural instrumentation has many 
shortcomings in both the strain gage and 
thermocouple areas, but a number of 
alternative sensing concepts are in various 
stages of development and have the 
potential to provide solutions to many of 
these problems. Future turbine engine tests 
will demonstrate the capabilities of these 
new sensing concepts, as well as pointing 
out the areas requiring additional work. 

The state-of-the-art of structural 
instrumentation does not adequately address 
the needs of today’s turbine engine test 
programs. The MPTET initiative with its 
higher temperatures and new materials 
requires a dramatic increase in 
instrumentation capability. The HCF 
initiative further intensifies the need to 
improve turbine engine instrumentation. 
Although a number of efforts are underway 
to address these needs, additional research 
programs are imperative to providing the 
advances which are required. 
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Figure 1 Non-Contracting Tip Deflection Measurement System 
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Figure 2 Air Gap Etalon Fabrication Methodology 
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Figure 3 Fluorescent Decay Time vs. Temperature 
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Q: Eyraud 

What is the accuracy you achieve with actual NSMS systems and what are the improvement plabed with 
generation NSMS? 

A: Our current tip deflection measurement resolution is between . O O l ”  and .002” for non-integral order 
modes and in the range of .005” to .01” for integral order modes. 

We expect generation 4 NSMS to provide a factor of 5 improvement to both of these resolutions 

Q: Decker 

How are the measurement techniques developed for the aeroelastic instability research of the late 70’s and 
early 80’s being integrated into this program? 

A: We are aware of the measurement techniques developed in that time frame, especially the early 
development work on NSMS. Our NSMS program is being conducted by the propulsion instrumentation 
working group, a consortium of the major engine manufacturers as well as NASA and the Air Force. By 
having all of the major players involved we feel confident these earlier efforts will be integrated into our 
program. 
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OPTICAL BLADE VIBRATION MEASUREMENT AT MTU 

M. Zielinski and G. Ziller 
Electronics & Measurement Technology Department 

DASA MTU Miinchen, E M S  
Dachauer Str. 665, Postfach 500640 

D-80976 Munchen, Germany 

ABSTRACT 
Compressor rotor blade vibration measurements are 
crucial to the proper assessment of critical operating 
conditions and the prediction of blade life. Generally, 
at MTU these measurements are performed using 
strain gauges or the frequency-modulated grid system. 

In an attempt to provide an advanced alternative solu- 
tion to the two standard techniques. MTU commenced 
work on an optical blade vibration measurement 
(OBM) system some years ago. For OBM, several 
optical trigger probes are installed in the compressor 
casing above the rotor, and the blade transit times 
between the probes are measured. An analysis of these 
transit times then provides information on blade vi- 
brations. 

This paper describes the details of MTU’s experimen- 
tal OBM system and the analysis methods used. The 
capability of the system is demonstrated by means of 
various measurement tasks: vibrations excited by 
resonances with amplitudes as low as 10 pmp can be 
measured. Blade vibrations caused by compressor 
surges were analysed successfully. Comparative meas- 
urements show good agreement between OBM and 
strain gauge results. As an option the untwist of 
blades with increasing rotational speed can be meas- 
ured. 

1. INTRODUCTION 
The aerodynamically optimised blades of advanced 
axial compressors show an increasing tendency to- 
wards vibrations which are excited in many different 
ways. Residual unbalance of the rotors, non-concentric 
casings resulting in varying blade tip clearances 
around the rotor circumference as well as irregular 
pressure distributions within the airflow caused by the 
engine intake geometry produce exciting forces of low 
integral engine orders. Depending on the number of 
stator vanes the stators located upstream and down- 
stream of the rotors cause pressure variations of 
higher integral engine orders in the flow. Vibrations 
asynchronous with respect to rotor speed are excited 
by flutter, rotating stall and compressor surging. 
Fracture of a blade owing to fatigue frequently results 
in the destruction of the entire engine, or at least 
leads to an engine shutdown. 

Theoretical modal shape analysis taking the blade 
geometry, the rotational speed and the temperature 
into account provides data on those speed ranges 

where synchronous vibrations are likely to occur. 
Furthermore this analysis identifies limits for the 
vibration amplitudes which cannot be exceeded for 
longer periods of time without incurring the risk of a 
blade failure. The actual vibration amplitudes during 
engine operation, however, can - at best - be roughly 
estimated. 

As a result, it is necessary that the vibration ampli- 
tudes of the blades are determined under realistic 
conditions during the development phases of a com- 
pressor. This allows any critical vibrations to be iden- 
tified immediately so that secondary damage can be 
prevented. At the same time the measured data pro- 
vide information on the expected service life of the 
blades. 

2. STANDARD MEASURING METHODS 
At MTU blade vibrations are normally measured using 
strain gauges with the signals being transmitted from 
the blades to the data recording system by means of 
telemetry or a slip ring. The elongations measured are 
evaluated using theoretical modal shape analysis. 
Although this method is well established and has 
proven its suitability in practice the effort it requires 
in terms of strain gauge instrumentation, routing of 
cables and telemetry or slip ring is considerable. 
Therefore, the use of strain gauges is  restricted to a 
few blades per rotor stage. 

For the second standard method, the frequency modu- 
lated grid system (FM grid), permanent magnets are 
fitted on the tips of some blades and a specially 
formed wire is installed in the compressor casing 
above the magnets. As it passes the wire the magnet 
produces an alternating voltage in the wire. Blade 
vibrations then result in a modulation of this basic a.c. 
voltage. For this method no signal transmitter between 
rotor and stator is needed, but the wire requires a 
special casing and the number of blades monitored at 
a time is limited to a maximum of 3 per rotor stage. 

3. OPTICAL BLADE VIBRATION MEASUREMENT 
As an alternative to the two standard measuring meth- 
ods MTU has been using the optical blade vibration 
measurement (OBM) technique for some time now. 
The basic concepts of this technique have already been 
known for many years [ l ]  [2] [3]. For OBM, several 
optical trigger probes are installed in the compressor 
casing above the rotor, and the blade transit times 
between the probes are measured. 

Paper presented at an AGARD PEP Symposium on “Advanced Non-Intrusive Instrumentation 
for  Propulsion Engines”, held in Brussels, Belgium, 20-24 October 1997, and published in CP-598. 
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Signal Conditioning 
Electronics 

Data Acquisition and 
Analysing System 

Digital Time Measuring 
System 

Signal Generating 
Unit 

Fig. 1 : Setup of the experimental OBM system 

In the absence of blade vibrations, these transit times 
are a function of rotor speed, rotor radius and circum- 
ferential probe position. If there are blade vibrations 
the blade transit times deviate from those in the un- 
disturbed condition, with the blades passing the 
probes earlier or later than normal, depending on their 
momentary deflection. An analysis of these transit 
time deviations will then identify the amplitudes and 
frequencies of the blade vibrations encountered. 

per-revolution signal 
timing system 

storage and analysis. 

electronic signal conditioning circuitry for an once- 

computer and software for test data acquisition, 

i 

The system is shown schematically in Fig. 1. Optical 
probes are used to ensure a high triggering accuracy 
and thus a high amplitude resolution. The probes emit 
a light beam with clearly defined geometry and receive 

, the light scattered back by the blades (see Fig. 2). For 
the lightbeam a laser is used whose light is guided to 
the probe by means of an optical fibre (1). From there 
the light is focussed onto the blade tip (3) through a 

1 
The major advantages of the OBM system over the 
strain gauge and FM grid systems are: 
0 no instrumentation on the blades 
0 reduced instrumentation effort on the casing 
0 no transmission medium between the rotor and the 
stator 
0 concurrent measurements on all blades. 

The OBM technique therefore appreciably reduces 
cost, economizes preparation and setup times and 
moreover enables vibration measurement of all blades. a\ 
The OBM technique has one drawback insofar that the 
blade vibration sample frequency is limited by the 
rotor speed and the number of probes installed. Gen- 
erally, then, it has to be accepted that the output data 
can be ambiguous. However, by use of theoretical 
modal shape analysis, it is  usually possible, to correct 
the data to an unique result. 

* 
1 

1: Lighting flbre 
2: Cylindrical Lens 
3: BladeTip 
4 Front Glass Plate 
5: Recehrlng Fibre 

Probe Dlameler: 8 (10) mm 
Probe Length 22 mm 
Illuminated Spot: 70 x 1000 pm 
Measuring Range: 0.5 lo 2.5 mm 
Operaling Temp.: m a .  100% 

4. EXPERIMENTAL OPTICAL BLADE VIBRA- 
TION MEASUREMENT SYSTEM 
To gain experience with the optical method of blade 
vibration measurement, an OBM system was devel- 
oped and setup at MTU, consisting of: 
0 optical probes with lighting device and electronic 
receiving circuitry 

1 

Fig. 2: Functioning of the optical probe 
i 
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cylindrical lens (2). The size of the illuminated spot 
on the blade is about 70 x 1000 pm. It is aligned par- 
allel with the edge of the blade tip by adjusting the 
probe accordingly. If the blade enters the light beam 
the intensity of the scattered light increases to the 
maximum value within 70 pm only. At the same time, 
the extension of the illuminated spot along the blade 
edge allows averaging over any scratches present on 
the blade tip surface. 

The reflected light then hits the round front glass 
plate (4) of the probe which - except for the center - is 
roughened to form a scattering plate which feeds part 
of the reflected light into 4 receiving fibres ( 5 ) .  The 
advantage of this receiving concept, which does not 
require optical image formation using lenses, lies in 
the large effective solid angle which the probe covers 
above the illuminated spot on the blade tip. This re- 
sults in stable signals which are reproducible from one 
rotor revolution to the next, even if the scattered light 
is subject to great directional variations owing to 
unevenness of and scratches on the blade tips. 

The receiving fibres pass the reflected light on to the 
electronic receiving and signal conditioning circuits 
(see Fig. 1) where it is amplified. Standardized trig- 
ger p.ulses are then derived by means of leading-edge 
trigger which - because of the sharply rising flanks 
and the stability of the blade signals - mark, with high 
accuracy, the points in time when the blades enter the 
light beam of the probe. 

The trigger pulses of all probelblade combinations are 
routed via a summing amplifier into a common chan- 
nel and then to the timing system. Bringing together 
all trigger pulses allowed the use of a timing system 
consisting of two LeCroy TDC 4204 time digital con- 
verters which alternately measure the time between 
the successive trigger pulses. 

The transit time of a blade between two probes is 
determined from this data by summation of a certain 
number of successive values. The correct initial and 
final values are defined by a once-per-revolution sig- 
nal which is, however, not included in the time meas- 
urement. The transducer for the once-per-revolution 
signal is positioned on the compressor shaft in such a 
manner that the pulse occurs between two blade sig- 
nals Bi-1 and Bi from one optical probe Pk. The pulse 
is  then synchronized with the next blade signal Bi by 
the electronic conditioning system and delayed by 1 
ps. Thereafter, it likewise passes through the sum- 
ming amplifier and the timing system. For each rotor 
revolution the data flow thus contains NB x Np + 1 
measurements (NB: number of blades, Np: number of 
probes). At the beginning of the additional 1 ps value 
blade Bi arrived at the probe Pk position. 

The data elements are fed into the host computer 
(DEC pVaxII) via a parallel dual-port interface and 
stored on magnetic disk for a precise off-line evalua- 
tion. At the same time the interface transfers the data 
to an array processer (Analogic AP500) for on-line 
analysis the results, which are likewise fed into the 
host computer for subsequent screen display. 

The advantages of this setup lie in the fact that a 
standard timing system can be used and that the once- 
per-revolution signal (which is not accurate in terms 
of time) is not included in the time measurement. The 
disadvantage is that the probes must be positioned 
such that the sequence of the signals from the various 
blade/probe combinations remains the same all the 
time, since signal exchanges in the data flow cannot 
be recognized and the timing system has a dead time 
of approx. 0.5 ps. This may cause problems in cases 
where a larger number of probes and blades and/or 
higher vibration amplitudes are involved. 

5. ANALYSIS METHODS 
In the development of the analysis methods for the 
experimental OBM system particular attention was 
paid to the measurement of vibrations excited by inte- 
gral engine orders. These vibrations, which are cou- 
pled to speed and compressor casing in terms of 'fre- 
quency and phase, respectively, are measured using 2, 
3 or 5 probes around the circumference. Their common 
axial position above the blades is' selected such that 
the vibration modes to be investigated do not have 
nodes in these areas. This information is obtained 
from a prior modal shape analysis. Evaluated are the 
blade transit times between the probes, and more 
precisely, the changes in transit times as compared 
with the undisturbed values which are calculated from 
probe angular spacing, rotor radius and speed. The 
once-per-revolution signal is not time-critical. It 
serves to allocate the measured values to the blades or 
probes. 

The different analysis methods used at MTU are de- 
scribed below. The formulae derived serve to explain 
the methods and are, therefore, partly shown in sim- 
plified form. Thus, it is presupposed that the motion 
of the blade tips caused by the vibration is much 
slower than the movement caused by rotation and that 
the vibrations are only slightly damped. Also, the 
window function which has to be used for Fourier 
analysis is not included here. 

5.1 Measurements using 3 or 5 probes, synchronous 
vibrations 
The following measuring method uses 3 probes spaced 
120" circumferentially or 5 probes spaced 72" circum- 
ferentially. The momentary deflection a k  of a blade 
vibrating synchronous with respect to rotor speed as it 
passes one of the probes Pk is 

where a is the vibration amplitude, n is the exciting 
integral engine order, 8, is the circumferential posi- 
tion of probe Pk and y is the phase position of the 
vibration. This data serves to calculate the theoretical 
change st,-,, in transit time between two adjacent 
probes Pk-I and Pk: 

where R is the rotor radius and f R  is the rotational 
speed. The values &fk-j.k are used to perform selec- 
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tive Fourier Transformations (FT) at the frequency 
points fR (1st EO-FT) and 2fR (2nd EO-FT): 

I N  , iZnk/N 
= - x & k - l , k  ' 

k=l 

(3)  

where N is the number of probes. These equations 
apply to one rotor revolution in each case. To improve 
the amplitude resolution it is recommended to deter- 
mine the mean for a certain number of revolutions. Of 
course, the vibration amplitude should not change 
significantly during this ' period. Equation (3) then 
delivers for the absolute values of TI and T2: 

(4) 

The absolute values of Fl and F2 are summarised in 
Tab. 1. 

Tab. 1 

n 

1 
2 
3 
4 
5 
6 
7 
8 
9 
IO 

N = 3  

IF1 I 
0.866 
0.866 

0 
0.866 
0.866 

0 
0.866 
0.866 

0 
0.866 

N = 5  

IFI I 
0.588 

0 
0 

0.588 
0 

0.588 
0 
0 

0.588 
0 

0 
0.951 
0.95 1 
0 
0 
0 

0.951 
0.95 1 

0 
0 

The calculation of T I  and T2 as per equation (3) using 
the measured values & k - , k  and transformation of 
equation (4) (to obtain U )  results in the following: 

0 = ~ I S R ~ R . I T I / I ~ I  ( 5 )  

According to Tab. 1 all synchronous vibrations of 
orders 1. 2, 4, 5, 7, 8 etc. can be measured with 3 
probes, with the momentary vibration amplitude a 
being calculated from equation (5). Vibrations of 
integral orders 3, 6, 9 etc. cannot be measured since in 
these cases the blades pass all probes in the same 
vibtation condition and there is no change in transit 
time as compared with the undisturbed case. All 
(measurable) vibrations occur at the aliasing fre- 
quency f A  = f R  (1st EO) since all engine orders from 
the 2nd EO up are insuffiently sampled (sample fre- 
quency fs = 3 f ~ ) .  

With a 5-probe system the orders 1, 4, 6. 9. etc. ap- 
pear as 1 s t  EO and orders 2. 3, 7, 8, etc. as 2nd EO, as 
can be seen from Tab. 1. Orders 5, IO, etc. cannot be 
measured. If a combination of the 3-probe system and 
the 5-probe system is used with one probe being as- 

signed to both systems (i.e. a total of 7 probes) all 
orders can be measured except for 15, 30, etc. 

5.2 Measurements using 2 probes, synchronous 
vibrations 
Where installation of 3 or 5 equispaced probes is not 
possible due to the restricted space available, a 2- 
probe system may be used either alone or together 
with one of the other systems. The pertinent evalua- 
tion method has already been described by Roth [2] 
[3]: In the case of a blade subjected to synchronous 
vibrations excited by a certain integral engine order 
the speed-dependent vibration amplitude a can be 
approximately described by 

fRo d / x n  a P riesinp tanpz 
fR0 - fR 

where r0 and fRo are the vibration amplitude and the 
speed at the resonance point and d is the damping 
constant. With the above definitions the change in 
transit time between the two probes can be cal- 
culated as follows: 

a1 -a2 &,J E- 
21SRfR 

(7) 

where 81.2 is the angular spacing between the two 
probes and w is the phase of the exciting force. The 
momentary amplitude a = Gashp cannot be derived 
from this equation, since the phase is unknown. If, 
however, the resonance range is covered completely by 
varying the speed of rotation, Q, changes continuously 
from 0 to IS, and resonance curves &]J(fR)  are ob- 
tained where the distance between the minimum and 
maximum values does not depend on 

This results in: 

If a' is plotted versus JR the peak amplitude 6 at the 
resonant point can be seen from the resulting curve 
(see Fig. 7). This method can be applied only if the 
entire resonance range is covered and if the amplitude 
distribution versus speed has been correctly described 
by equation (6). In many cases, however, the validity 
of this is limited, e.g. when there is strong interaction 
between the blades of one rotor stage. 

5.3 Measurements using 3 or 5 probes, waterfall 
diagram 
With the two analysis methods described so far allo- 
cation of the measured resonance lines to the blade 
vibration modes is essentially based on the location of 
the lines in the speed plot with the results of the theo- 
retical modal shape analysis being used as an aid. 

1 
i 

1 
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c 200 
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This is frequently ambiguous, since at certain speed 
points several vibration modes can be excited by dif- 
ferent integral engine orders. Additional information 
can be obtained by applying the 3-probe or 5-probe 
system also to asynchronous vibrations. For this pur- 
pose, a set of measured values is used in a Fourier 
analysis for the entire frequency range up to half the 
sample frequency: 

p1 
tl 
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speed i n  1000 rpm b 

P a 
c 200 
‘“I with 0 5 f 5 N f R  / 2 ,  where N is the number of probes 

(3 or 5 )  and M is the number of measured values. 
Transformation of equation (10) to obtain aC/) results 
in the following: 
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The scale factor sin(rC/ / N f R )  appears because blade 
deflections are not measured directly at defined points 
in time. Instead, running times are analysed which are 
influenced by the blade deflections at the start and 
stop probes. 9 250 I 
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Most of the vibration frequencies occur as aliasing 
frequencies in the spectra since the sample frequency 
is generally not the required 2x vibration frequency as 
would be required for an unambiguous vibration 
analysis. The aliasing frequency is calculated as fol- 
lows: 

aJ 2 150 
U 

1 p 100 
ID 

50 

0 
4.0 6.0 8.0 10.0 12.0 14.0 16.0 18.0 20.0 

speed i n  1000 rpm 

with 0 5 f A  s N f R  / 2 ,  where fA is the aliasing fre- 
quency,/~ is the vibration frequency and m is an inte- 
ger. If measurements are taken during slow accelera- 
tions and decelerations of the compressor the Fourier 
spectra can be calculated and plotted in the form of a 
waterfall diagram which shows the individual vibra- 
tion modes of the blades in the form of characteristic 
zigzag lines (see Fig. 5). The vibration modes can now 
be unambiguously identified by comparison with the 
results of a theoretical modal shape analysis. 

Fig. 3: Results of a 3-probe and a 5-probe measure- 
ment performed on a single-stage low-pressure com- 

pressor: 
3-probe measurement: 1st EO-FT (top) 

5-probe measurement: 1st EO-FT (center), 
2nd EO-FT (bottom) 

5.4 Scale factor 
It has to be noted that the OBM system provides in- 
formation on the vibration amplitudes in circumferen- 
tial direction along the track of the probes. These 
amplitudes have to be converted into the actual vibra- 
tion amplitudes in the direction of vibration. The 
corresponding scale factors result from the geometry 
of the measurement setup and the forms of movement 
of the vibration modes which are known from the 
theoretical modal shape analysis. 

0 
0 2 4 6 8 10 12 14 16 

b l a d e  number 

Fig. 4: Peak amplitudes of the individual blades 
(blade 0 corresponds to blade 16) in the 1FWh EO 

resonance at 9200 rpm (see Fig. 3) 
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6. MEASUREMENT RESULTS 
The experimental OBM system has been successfully 
used at MTU for low-pressure as well as high-pressure 
compressor rig and engine tests. In cases where the 
temperature exceeded 100°C the probes were mounted 
on water-cooled flanges. The main test objective was 
to verify that the vibration amplitudes were in the 
uncritical range and that the compressor could be 
safely operated without further vibration monitoring. 

Blisks (bladed disks) were subjected to tests involving 
high permanent vibrational loads to determine the 
endurance limit. In this case OBM served the purpose 
of monitoring all blades of the blisk on-line to be able 
detection of the first incipient crack in a blade imme- 
diately and consequently to shutdown the rig. Other 
tests were aimed at assessing the effects of various 
methods of blade vibration damping or of methods to 
avoid fretting at the blade roots. In these tests, too, 
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Fig. 5 :  3-probe measurement on a single-stage low-pressure compressor (rig 11): 
Waterfall diagram (top), peak plot (bottom). For explanations see text 



the major advantage of OBM, i.e. concurrent meas- 
urement of all blades, was advantageous. With one 
probe fitted in the area of the leading edge and an- 
other probe in the area of the trailing edge of the 
blades it was possible to measure blade untwist at 
rising rotational speed or centrifugal force. The angle 
amount of untwisting must be taken into account in 
blade manufacture to ensure an optimum blade angle 
at the compressor design point. 

The following contains a description of typical appli- 
cations of the measurement system and the results 
obtained. Fig. 3 shows the results of a 3-probe meas- 
urement (top) and a 5-probe measurement (center, 
bottom) on a single-stage low-pressure compressor 
(rig I). The amplitudes determined from the 1" and 
2nd EO-FTs are plotted versus the speed. Vibrations of 
appreciable amplitudes were observed in the first flap 
mode only. As mentioned above the 3-probe system 
allows measurement of the exciting orders 4, 5 ,  7, 8 
and 10 whereas the 5-probe system allows measure- 
ment of the exciting orders 4. 6 and 9 using the 
1st EO-FT and orders 3, 7 and 8 using the 2nd EO-FT. 
As can be seen from the figures the resolution of the 
measurement system is very good; even resonance 
amplitudes as small as 10 pm, are visible. Another 
noticeable result is that the amplitudes are highest for 
the exciting integral engine orders 3 and 5 .  Presuma- 
bly, it is the probes themselves that cause the strong- 
est exciting forces. Fig. 4 shows the peak amplitudes 
measured for the individual blades at the 9200-rpm 
resonance ( 1 F W  EO). The scatter of the individual 
blade amplitudes clearly shows that concurrent moni- 
toring of all blades is of vital importance. 

Fig. 5 is the waterfall diagram plotted for the 3-probe 
measurement of another single-stage low-pressure 
compressor (rig II). It clearly shows the lines of the 
IF, 2F. 3F and I T  vibration modes. More clearly visi- 
ble still are these lines in the peak plot below where 
all  local peaks of the waterfall diagram are repre- 
sented as points. As described above, insufficent sam- 
pling of the vibrations results in aliasing effects 
causing the lines to take a zigzag course in the plot. 
The intersections of these lines with the speed line 
(/A =/R) indicate the peaks of the vibrations excited 
by integral engine orders. In the left-hand area of the 
figures torsional vibrations of the rotor drive shaft can 
be seen at 20 Hz, 28 Hz and 43 Hz which were excited 
by the rough running of the geared-down electrical 
drive motor of the compressor rig. In Fig. 6 the syn- 
chronous vibrations, evaluated via a l t h  EO-FT, are 
plotted versus the speed. The major resonances are 
listed in Tab. 2. 

mode EO speed 
( v m )  

2F 5 6420 
1F 2 7270 
2F 4 8580 
1T 5 11950 
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amp1 i tude a L  - C," sin(n$lj / 2) amplitude 
(mm,) (mm,) (mm,) 

0.5 1 0.52 0.985 0.53 
3.10 2.12 0.643 3.30 
1.54 1.60 0.985 1.63 
0.66 0.83 0.985 0.84 

4 . 0  6 . 0  8.0 10.0 12 .0  

speed i n  1000 rpm 

Fig. 6: Synchronous vibrations from the lth EO-FT of 
the 3-probe measurement on rig 11. Plotted are the 
OBM track amplitudes of an individual blade. 

-2.0 +n- 

4 . 0  6 . 0  8.0 10.0 12 .0  

speed in 1000 rpm 

Fig. 7: Results of a 2-probe measurement ( 8 1 . 2  = 40") 
on rig II. Plotted is the amplitude u'ok) according to 

equation (9) for the blade shown in Fig. 6. 

In order to allow a comparative 2-probe measurement 
to be carried out an additional fourth probe was in- 
stalled at 40" from one of the three others. The results 
of this measurement are contained in Fig. 7 where the 
amplitude U',  according to equation (9), is  plotted. As 
compared with Fig. 6 there are two additional reso- 
nances, i.e. 1F/3rdEO at 4100 rpm and 2F/6th EO at 
5200 rpm, both of which could not be measured with 
the 3-probe system. For the other resonances the curve 
provides amplitudes which are also listed in Tab. 2. 

In Fig. 7 the amplitudes for the 1F and 2F resonances 
are approx. 5% higher than those in Fig. 6. Probably, 
the amplitude distributions versus speed in Fig. 7 
cannot exactly be described by equation (6). Another 
cause of variations is the superposition of resonance 
lines. Depending on the phase position of the vibra- 

Tab. 2 I 3-probe . I measurement 
2-probe 

measurement 
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tions and the probe locations different cumulative 
amplitudes are obtained. 

For the 1T resonance the variation is as high as 24%. 
This is mainly due to the fact that on this rig radial 
offset of the rotor axis occurs at higher speed resulting 
in a change of the effective probe spacing. This effect 
cannot be fully accounted for at present. 

Vibrations could also be successfully measured for 
transient operating conditions such as compressor 
surges. Fig-8 shows the vibrating movement of a 
blade versus time as measured with 3 equally spaced 
(120") probes during surging. Shown below is the 
curve of the strain gauge signal obtained for the same 
blade. As can be clearly seen there is good qualitative 
agreement between the two curves. although they do 
not coincide exactly since the actual amplitude distri- 
bution is not fully sampled by the OBM and the vi- 
bration modes (in this case mainly 1F and 2F) affect 
the curve with their different scale factors. Further- 
more, the OBM signal is superimposed with the tor- 
sional vibrations of the rotor drive shaft which are not 
included in the strain gauge signal. 

For the purpose of a quantitative comparison a Fourier 
analysis of the signals was performed. Then the aver- 
age amplitude of the IF mode was determined for the 
period from 1.77 to 2.27 s (see Fig. 8) and converted 
into the vibration amplitude at the blade tip leading 
edge using the appropriate scale factors. These factors 
were determined by means of a theoretical modal 
shape analysis which takes the centrifugal force into 
account and provides data on the stress distribution 
over the airfoil, the local relative vibration amplitude 
and the local direction of vibration. Fig. 9 is a com- 
parison of the OBM amplitudes of the individual 
blades and the strain gauge amplitudes of the blades 
fitted with strain gauges (blades 1, 7 and 14). The 
OBM values and the strain gauge values vary by ap- 
prox. L 15%. 

During the last few years the results of optical blade 
vibration measurements and strain gauge measure- 
ments have been compared repeatedly. Very good 
agreement was obtained on a specially designed test 
rig using simple plate cantilevers as blades. For actual 
compressors the theoretical modal shape analysis, 
which provides the relationship between the OBM 
values at the blade tip and the strain gauge values at 
the airfoil, proved to be critical. In view of the com- 
plex three-dimensional blade geometries and the fact 
that centrifugal force and temperature must be taken 
into account, calculation of this relationship is a diffi- 
cult task; particulary, since the root geometry and the 
clamping conditions of the root in the rotor disk also 
play an important role. Investigations using different 
computing programs and different resolutions for the 
root geometry the variations between the values. cal- 
culated were as high as 2 30%. With an optimum 
design of the computing program the OBM values and 
the strain gauge values agreed within approx. 2 10%. 

As a last example of OBM applications Fig. 10 shows 
the results of an untwist measurement performed on 
the first stage of another low-pressure compressor (rig 
111). 3 probes spaced 120" around the circumference 
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Fig. 8: Signal distribution during compressor surging: 
OBM signal (top), strain gauge signal (bottom). 
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Fig. 9: Time-averaged vibration amplitudes of the 
individual blades (blade 0 corresponds to blade 20) in 
the 1F mode during compressor surging (see Fig. 8). 

0 20 40 60 eo 100 

speed i n  percent  

Fig. 10: Results of an untwist measurement performed 
on the first stage of a low-pressure compressor 
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were used to measure in the leading edge area of the 
blades and an axially offset fourth probe was used to 
measure in the trailing edge area. To improve the 
accuracy all blades and all 3 probe combinations used 
for the untwist measurement were evaluated and the 
mean value was calculated. Nevertheless, the curve is 
still slightly disturbed owing to blade vibrations (1F 
mode in various engine orders). To smoothen the 
curve a compensating curve was fitted to the measured 
values. The accuracy of the measured values is in the 
region o f f -  0.16" with this value having to be consid- 
ered as an offset for the entire curve. The accuracy of 
the curve which reflects the blade untwist is signifi- 
cantly higher, i.e. approx. & 0.03". In this case the 
difference between the measured value and the theo- 
retical value was as low as 0.02". 

7. OUTLOOK 
The optical blade vibration measurement system is 
successfully in use at MTU. Owing to the great poten- 
tial this method obviously offers it was decided to 
continue development work on the experimental OBM 
system and to set up a so-called prototype OBM sys- 
tem. 

One of the major objectives of the development work 
involves the probes whose operating temperature 
range is to be increased from presently approx. 100°C 
to over 250°C (uncooled). Furthermore, the reliability 
of the electronic signal conditioning circuitry is to be 
improved, and the circuitry should be of a more com- 
pact design and capable of automatic operation. The 
timing system will be a multi-channel system which is 
less restrictive in terms of probe positioning and 

which ensures reliable measurement of higher vibra- 
tion amplitudes occurring, for example, during com- 
pressor surges. The use of advanced computer tech- 
nologies will reduce analysis times and allow compre- 
hensive analyses to be performed on-line. 

The analysis algorithms used so far will be further 
improved. Even with high exciting engine orders, 
small amplitudes and superposition of resonance lines 
the system should permit reliable quantitative meas- 
urements of synchronous vibrations, at least off-line. 
Another objective consists in providing as much in- 
formation as possible on-line, in particular on critical 
vibration conditions such as flutter and rotating stall. 

r 
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Paper 3 1 
Author: Zielinski 

Q: Benson 

What type of computer do you use for data acquisition ? 

A: The computer of our experimental OBM system is 8 years old. It is a MicroVAX I1 with VMS as operating 
system. For data acquisition we use a special software and a high speed hard disc. Our new OBM system will 
use a PC based data acquisition system. 

Q: Eyraud 

To improve resolution toward small amplitudes what means will you use - new design of probe, increasing clock 
counting frequency, other ? 

A: There is no necessity to develop a new probe design, because the signals yielded by the probes now are well 
suited for high accuracy triggering. 

The resolution of the time measuring system will be reduced from now 156 ps to 3ns in the new system, 
sufficient for an amplitude resolution of about 1.5 microns. 

To improve the resolution towards small amplitudes, especially in the case of superposed resonance lines, the 
suitability of least square fits of theoretical curves to the measured data will be investigated, using the data of all 
blades and taking into account the coupling of the blades. 
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TURBOMACHINERY BLADE TIP MEASUREMENT TECHNIQUES 

S Heath, T Slater, L Mansfield, P Loftus 

Rolls-Royce Civil Aero Engines L.td, P 0 Box 31, Moor Lane, Derby DE24 3DJ, UK 

1.0 SUMMARY 

The efficiency of axial flow compressors and turbines 
is critically dependent on the size of the tip to casing 
gaps (tip clearance) as is the surge margin of 
compressors. optimisation of tip clearance control 
schemes q u i r e s  measurements of tip clearances 
throughout the operating envelope of the engine. 

The dynamic design of rotor blading to avoid 
damaging integral order and self excited resonance’s is 
complex and still defies routine right-fist time design. 
This necessitates monitoring of blade vibration during 
testing which is time consuming and costly with 
conventional strain-gauging techniques. 

Both of the above requirements may be addressed by 
easily mounted tip probas, the design and operation of 
which are d i d  in this paper. Until recently the 
market for such devices has provided insufficient 
incentive for instnunentation suppliers to invest in the 
development of such devices leaving engine 
manufacturers to develop their own solutions to these 
unique problems. The Rolls-Royce experience is 
described. 

2 INTRODUCTION 

Gas Turbine casing rotor paths provide the simplest 
and most obvious access for non-intrusive 
instrumentation to monitor the blading during 
development programmes. The most common of such 
applications are tip clearance probes and tip timing 
(Non-interference Stress Measurement)’ Systems. The 
lack of suitable commercial systems has lead to gas 
turbine manufacturers developing instrumentation, 
often in isolation. This paper describes the recent 
Rolls-Royce developments of second generation 
systems for the measurement of both of these 
parameters. 

3 TIP CLEARANCE 

3.1 Background 

The efficiency of axial flow compressors and turbines 
is critically dependent on the size of the tip to casing 
gaps (tip clearance) as is the surge margin of 

compressors. optimisation of tip clearance control 
schemes requires measurement of tip clearances 
throughout the entire operating envelope of the engine 
on the test bed in order to validate the design models. 

The system described here was designed to enable a 
comprehensive tip clearance survey to be performed 
during the development of the Trent family of engines. 
The survey required the simultaneous measurement of 
30 intermediate pressure compressor tip clearances to 
enable the behaviour of the tip clearandcasing 
movement to be understood. It was required to 
accurately measure, via 7 metres of cable, clearances 
from 0.5 to 5 mm. No commercial system was 
available that would meet these performance 
specilications. It was decided therefore to design a new 
system based on previous, frequency modulated 
capacitive tip clearance systems’. *. but using an 
entirely new oscillator design approach for this type of 
measurement. 

The total system was brought together by the successful 
co-ordination of several key activities. 

The Probelcable used was developed by a specialist 
instrumentation supplier in close collaboration with the 
end users. The calibration riglprobe jig was developed 
by a second specialist supplier, and the electronics were 
conceived and designed by the authors’ department. 

3.2 System Design 

Previous systems have relied on the use of a triaxial 
cable between the probe tip and the oscillator which is 
to be frequency modulated by the variation in 
capacitance caused at the probe due to blade proximity. 
The probe simply forms a shunt capacitance which 
shunts the inductance in the oscillator circuit. In order 
to maximise sensitivity and range it is current practice 
to “drive out” the cable capacitance by a guard drive 
circuit which must operate at the frequency and phase 
of the oscillator itself. Long cables between probe and 
oscillator cannot be used with such a system because of 
the dificulty in driving the large guard capacitance at 
the system frequency (typically 5-10 h4Hz). This new 
system utilises the properties of transmission lines to 
avoid this problem totally. Not only dws it allow a 
much longer cable than previously used but the cable is 

Paper presented a8 M AGARD PEP Sytnposium on “Advanred Non-Intnuive lmtmnra t ion  
for Propulsion Engines”. held in BnuseIs3 Belgium, 20-24 October 1997, and published in CP-598 
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now waxial rather than triaxial resulting in 
considerable cost savings. 

A block diagram of the system (one channel) is shown 
in Figure 1. As c m  be seen the implementation at a 
high level is very similar to previous systems the major 
differences being:- 

a) The use of a transmission line oscillator 
arrangement. 

b) 
demodulator. 

C) The fact that aII of the electronics is integrated 
together rather than the ‘hvo box’ construction of 
standardtypes. 

The use of a low noise FM IF strip as the 

I. 

- I- 
... 
.-,- 

Figure 1 Block Diagram 

3.2.1 Probe and Cable 

A photograph of the probe is shown in Figure 2. This 
probe has been designed for the aforementioned 
application and is capable of operating at temperatures 
of up to 800°C. Other probes are available for use at 
up to 1100°C. The cable is constructed using a copper 
inner core with silicon dioxide (silica) dielectric for 
low capacitance and low RF loss. The cable outer is 
Inconel. The coaxial hard-line is 5 metres long in one 
continuous length and has a diameter of 1.5 mm. This 
enables ease of routing through the engine casing. The 
cable is extendible with a 2 M flexible extension of 
RG178BKJ co-axial cable to enable easy connection to 
the electronic rack. This flexible cable operates at 
temperatures up to 20OoC. 

Figure2 Probe 

Figure 3 12 Channel Prototype Rack 

3.2.2 The Electronic Rack 

Figure 3 is a photograph of a 12 channel prototype 
rack. This unit takes up to 12 probes and fully 
demodulates the signals to provide analogue outputs. 
Effectively the rack contains 12 times the electronics 
shown in Figure 1. 

It is the oscillator circuit which allows the use of long 
lengths of coaxial cable hetween the probe and the 
electronics. The coaxial cable forms a % wavelength 
resonator which is the frequency determining element 
of the oscillator. One propxiy of % wavelength 
transmission lines is that apart from absolute phase and 
losses whatever changes occur at one end (such as 
change of loading capacitance) are transformed to the 
other end of the line. This has the effect of making the 
long line immaterial almost as if the probe were 
connected directly to an oscillator. This eliminates any 
need for a guard and results in a system with 
exceptional sensitivity. This exceptional sensitivity 
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partly results from the use of a very low noise 
demodulator circuit.. 

3.3 Calibration 

System calibration is performed in a way common to 
prior systems. 

A model of the rotor over which the probe will be 
measuring is mounted on a spinning rig. The probe is 
mounted in a specially designed holder which can 
'simulate' the probes immediate surroundings when 
mounted in the engine casing. A graph is produced by 
stepping the probe away from the rotating blade model 
in known increments and logging the system output 
voltage. This process is repeated for all probes and 
channels. For maximum accuracy probes are paired 
with channels, then calibrated and used thus. 

3.4 Typical Performance 

A typical calibration w e  is shown in Figure 4. 

mis.(amrpac- 

3.4.1 System Range 

The system noise performance is such that 
measurements can be made at a probe to blade spacing 
of 5 nun (with a 1 mm blade thickness) using a mm 
diameter electmde. 

3.4.2 System Resolution 

The noise floor is such that system is capable of 
resolving 0.01 nun change at 1,s mm range from a 1 
nun thickness blade to 95% confidence. The resolution 
at 5 mm range is 0.05 nun with a 1 mm blade 
thickness. 

3.5 Installation And Operation 

The first use of this system was on the Intermediate 
Pressure Compressor of a Trent engine in December 
96. The data obtained during the testing has been 
g d .  A sample of data is printed in Figure 5. 

U. 
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Figure 5 

3.5 1 

A specilllly machined housing has been designed for 
the probes used on this test A screw clamp 
arrangement locks the probes into position in the 
compressor casing such that their datum faces are in a 
knm position. The probes are mounted underflush in 
the abraidable liner to avoid damage during blade rubs. 
The amount of mounting under flush must be 
simulated.during probe calibration on the spinning rig. 
The probe cable is regularly clipped. using stainless 
stee1 shims and spot welding, to the casing on its mute 
out ofthe compressor area. Clipping regularly helps to 
reduce any vibration i n d d  noise, although the 
system is relatively insensitive to this. The 7 metres 
cable length allows the electronic conditioning rack@) 
@Qwe 3) to be mounted well clear of the engine in a 
stable environment. 

Probe and Electronics Installation 

3.5.2 Recording Equipment 

The method used here of recording the mean blade 
clearance is with a sampling data logger. Input into 
the logger is also the calibration data for each probe so 
that plots can be p r o d u d  in engineering units. 
Signals are connected via standard test bed cables from 
the electronics in the test cell to the logger in the 
measurement facility. 
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4.0 BLADETIPTIMING 

4.1 Background 

All turbomachinery blades experience vibration during 
operation. As undesirable structural motion affects 
fatigue We, performance and integrity, measurement 
systems are used both to identify the nature of the 
vibratoly phenomena and to monitor the assembly 
response levels. Although many well established 
measurement and data processing techniques exist for 
non-rotating structures, no single system can reliably 
provide ~ h v a l  frequency, damping and mode shape 
data for rotating bladeddisks. Current experimental 
set-ups can be classified as contacting and non- 
contacting systems, the former involving a transducer 
that is mechanically attached to the rotating blade and 
the latter relying on a laser beam to capture the motion. 
This paper will focus on noncontacting measurement 
and data processing methods, the tip timing systems, 
so-called as the laser beam is usually directed towards 
some point on the blade’s tip. 

The types of transducers currently used in the authors’ 
company, the measurement hardware and the 
installation methods are described. The data analysis 
methods and example results are also presented. 

Blade tip timing measurement systems aim to 
determine the time at which a point on a rotating blade 
tip passes a stationary optical laser probe. In the 
absence of any structural vibration. the blade arrival 
time would be dependent only on the rotational speed. 
However, when the tip of the blade is vibrating, the 
blade arrival times will depend on the amplitude, 
frequency and phase of vibration, and hence the blade 
motion can, in principle, be characterised from 
knowledge of such data. A blade tip timing system 
performs three distinct tasks: (i) the acquisition of raw 
arrival time data from a number of stationary probes 
placed in the casing, (ii) the derivation of characteristic 
parameters, such as blade displacement, velocity and 
acceleration, from the measured data and (iii) the 
processing of the characteristic parameters in order to 
describe the vibration properties of the bladeddisk 
assembly. 

A compromise must be reached between the number of 
transducers or probes fitted and hence the intrusiveness 
and the depth of information available. Currently 
Rolls-Royce uses a system based on three probes per 
rotor. This presents a minimal intrusion into the test 
vehicle, low cost of installation and a low impact on 
the vehicle build time. Consequently the depth of 
information is limited and the technique is used to 
complement strain gauge based measurements. 

4.2 Measurement System 

Figure 6 shows a diagrammatic layout of a typical 
measurement system. 

........................................ ............................ 
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The system can be broken down into three elements; 

I )  Probe -Fibre Optic blade passing detection probe 

2) Probe Conditioning System (Analogue electronics). 

3) Timing and Processing Unit (Digital electronics) 

Each of these elements is now discussed below. 

4.3 Transducer 

The majority of blade vibration measurements with 
blade tip timing systems are made on compressors. A 
typical environment would be , rotor blade tip speed up 
to 400 d s ,  blade tip width of 1 mm, temperatures up 
to 500°C and pressures of up to 600 psi. Additionally 
there is the likelihwd of blade tip rubs producing 
debris. Despite this environment the requirement for 
high timing and positional accuracy has led to the 
widespread use of optical probes for these 
measurements in preference to more robust designs, 
such as capacitive and inductive which have been 
shown to be less accurate. An example low 
temperature probe is shown in Figure 7. 
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Figure 7 

The probe consists of a bundle of approximately 200 
100 pm core low loss glass fibres housed within an 
armoured metal jacket. The effective diameter at the 
tip is 1.20 mm. No lenses are used and this gives a 
spot size of about 2 mm at typical probe to blade 
clearances. Repeatability in detection point on the 
blade is dependent on the blade tip geometry but is 
typically 200 pm. 

4.4 Probe Conditioning System 

The light source used is a 100 mw infra-red semi- 
conductor laser This is housed in the same module as 
the detector and conditioning electronics. 

A deta~Ied dmussion of the circuit design cannot be 
grven here but the basic features are; 

1) Automatic control of the laser output power based 
on the probe pulse return level 

2)  High gain range to compensate for degradation in 
the signal due to probehlade tip contamination 

3) Active differentiator to give a zero crossing signal 

4) Tn. pulse coincident with blade passing. 

5 )  Built in test signal generation. 

Interlocked enclosure to prevent egress of laser 
radiation. 

4.5 Timing and Processing Unit 

Figure 8 shows the main system elements. Data IS 
transferred from the timing and acquisition subsystem 
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@TU) using three transputer links, one dedicated to 
each probe. The timing latch uses ECL technology 
with a probe event timing resolution of 5 IIS. The 
rewritable magnetwptical disk allows all the probe 
data to be stored concurrently with data processing at 
maximum blade tip passing frequencies. The PC 
semer displays processed vibration data and issues 
network control and configuration commands. The 
current system can process three probes at blade 
passing rate of up to 60 kHz. 

Figure 8 Timing and Processing Unit 

The acquisition software is implemented entirely in 
parallel C. The system is highly tolerant to probe data 
errors, either through additional or missing probe 
signals. This is achieved by using data windows 
around the expected probe signal position relative to 
the once per revolution (OPR). probe signal. The 
validated data from the windowing processes can be 
considered error free by subsequent processes in the 
data pipeline. 

4.6 Analysis Methods 

4.6.1 Classes of data 

For the purposes of tiptiming data analysis, there are 
two distinct classes of response, namely synchronous 
and asynchronous. Synchronous (or integral order) 
resonance's are assembly modes that are excited at 
multiples of the rotational speed. Asynchronous 
resonance's are mainly due to aerodynamic instabilities 
such as rotating stall and flutter. 
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mwrement location 

4.6.2 Asynchronous Response Tip-Timing 
Analysis Methods 

spectrum. Furthermore, the signal to noise ratio is low 

4.6.2.1 Analysis Approaches 

Asynchronous response analysis methods aim at 
identifying the amplitude and frequency of non integral 
order assembly resonance’s measured at the blade tips. 

The known asynchronous response analysis techniques 
are summarised in Figure 9. 

analysis methods have been shown to identlfy the 
resonance frequency and the maximum amplitude 
correctly as extensive checks have been made against 
strain gauge data. Broadly speaking, when the 
assembly vibration is dominated by a single resonance, 
the frequency of that resonance can be identified with 
good accuracy. The frequency content of tip-timing 
response measurements cannot be limited prior to 
“sampling” and the samples will inevitably contain 
signals and noise at frequencies above the sampling 
rate. The maximum frequency in the single blade 
soectrum is half the assemblv rotation freauencv such 

I as noise is aliased into a limited frequency range from 
a wide frequency range. The true frequency can be 

where /a is the frequency in the single blade 
spectrum, fs is the sample frequency, f,. is the 

Figure 9 : Known asynchronous response analysis 
methods 

4.6.2.2 Overall Response Amplitude 

Hohenberg4 indicated that the asynchronous response 
amplitude could be determined from the measurement 
of a single blade tip response parameter at a single 
location. The measured maximum-to-minimum 
amplitude over a finite period is assumed to be equal to 
the actual maximum-to-minimum amplitude of the 
assembly response. The method does not provide 
resonant frequency information and hence the 
determination of assembly stresses requires prior 
knowledge of this quantity. 

The measurement of the overall response amplitude 
using a single probe is the simplest analysis method 
and it is widely used for safety monitoring of 
turbomachines. Although the actual overall amplitude 
has contributions from all assembly response modes, 
the maximum assembly stress calculated from overall 
amplitude measurements while traversing a single 
mode has been shown to be within 10% of the value 
obtained from strain gauge measurements. 

4.6.2.3 Single Blade Analysis 

A number of methods are available for idenufytng 
resonance frequencies from a Fourier analysis of the 
response parameters (’. 6. ’, ‘I. A ~ I  tl lese tip-timing 

resonance frequency and k is an integer. The 
application of (1) requires the measurements to be 
made at approximately constant speed. So, only a 
restricted number of samples can be used in the Fourier 
analysis which results in a poor spectrum. For typical 
turbomachine vibration surveys, where speed changes 
continuously and contains random variations, single 
spectra are formed from 256 samples giving a typical 
frequency resolution of 0.7 Hz6 Ensemble averaging of 
spectra is not possible as there are significant 
differences in acquisition conditions between the 
individual spectra. In practice, the low frequency 
resolution, poor signal-to-noise ratio and aliasing of all 
response frequency components into a limited band do 
not allow accurate estimates of the spectral peak 
frequencies. It is the authors’ opinion that resonance 
frequencies cannot be identified reliably using the 
single blade spectra technique, unless the resonant 
frequencies have been measured by some other 
independent technique. 

4.6.2.4 All-Blade Spectrum Analysis 

All-blade spectrum analysis assumes that the bladed- 
disk assembly vibrates in nodal diameter modes, that is 
to say the contour of the stationary p in t s  coincide with 
a certain number of diameters of the disk as illustrated 
in the holographic interferrogram shown in Figure 10. 
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Figure 10 : 
assembled into a fan 

Because of circular symmetry, the nodal diameter 
modes will come in orthogonal pairs which wil l  
become travelling waves under the effect of rotation. 
Fonvard travelling waves compond to the rotation of 
the nodal lines in the same direction as assembly 
rotation and backward ones from their rotation in the 
opposite direction to assembly rotation. A spatial 
Fourier analysis of the measured response amplitude of 
successive blades will give the travelling wave response 
in the s t a t i o ~ ~ y  (or measurement) reference frame. 
This approach is referred to as all-blade or travelling 
wave analysis. The stationmy reference frame 
frequency, C O ~ ~ .  is given by (2). which is consistent 
with the form given by Watkins et al. '. 

Doublepulsed hologram of blades 

The sample rate of the all-blade spectrum is equal to 
the number of blades times the assembly rotation rate. 
In general, resonant frequencies are not aliased in the 
all-blade spectrum, thus eliminating the problems of 
multiple frequency aliasing and of resolving the vue 
resonant irequency associated with the individual blade 
spectra, The increased spectrum bandwidth also 
improves the signal-to-noise ratio, thus enabling 
spectral peaks to be identified more readily. A typical 
all-blade spectrum tip-timing analysis of data acquired 
from a compressor by the authors is shown in the form 
of a Z-plot in Fig. 11. A 2-plot is a modified Campbell 
diagram in which the print density indicates the 
strength of the vibration. 

Figure 11 : All-blade Z-plot for rotating stdl event 

Although it is generally accepted that tip-timing 
techniques cannot provide accurate values of resonant 
frequencies, measurements at two locations can yield 
acceptable estimates of asynchronous resonant 
frequencies and amplitudes. Experience suggests that 
confident identification of resonance's still requires 
close predictions of their values. Typical Rolls-Royce 
development programmes use strain gauges where 
possible for initial vibration measurements on new 
designs and tiptiming methods during the subsequent 
extensive testing of these designs or their derivatives. 

4.6.3 Synchronous Response Tip-Timing Analysis 
Methods 

The current standard analysis methcds typically take 
one or two response samples from each assembly 
rotation as a synchronous assembly resonance is 
traversed. Therefore, they can only give a single 
frequency component, i.e. the resonant fiequency. As 
the resonance is traversed, the excitation and response 
characteristlcs change due to changes in the assembly 
rotation speed. Typically, this gives the engine-order of 
the resonance and a mean value of the associated 
frequency has to be calculated from the assembly 
rotation speed range over which resonance occurs. 

One such method proposed by Zablotsky and 
Korostelev9 has become a de-facto standard method for 
determining the amplitude of single synchronous 
resonance's, with recent applications being reported by 
Chi and Jones3. The analysis technique is based on 
measuring a single tip response parameter, such as 
displacement (or velocity, or acceleration), using a 
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4) A review of tip-timing methods has been carried 
out and the performance of these methods has been 

Mlmurnrn,  pobr .I 90. 
I k Y l O "  n ~ O n Y I c I  discussed. 
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Paper 32 
Author P. Loftus 

Q: Evers 

What is the lower limit for the rotational speed of the FM capacitative blade tip clearance measurement system? 

A: The low frequency cut off has been set to cover idle speeds on an RB211 fan. The staylity of the oscillator 
would however allow much lower blade passing speeds to be studied during shut down and rotor baring to 
avoid rotor-bow. This may require an adjustment to the filter time constant. 

Q: Benson 

What type of light probe do you use, spot or line? 

A: We use spot probes. 

Q: Weyer 

Can you please comment on the effect of blade tip shape on the reading of both the techniques ? 

A: In the case of the tip clearance probe, the measured capacitance is a function of the blade tip thickness as 
well as the tip clearance. This dependence is calibrated out. However, if the blade tip thickness underneath the 
probe varies with axial movement of blades then significant errors will result, hence my comment that a full 
uncertainty analysis is complex and application specific. 
In the case of blade tip timing (NSMS) it is the angle of the blade tip which is significant but we are not 
generally aiming for very small measurement uncertainties with these measurements and for the applications we 
have addressed the variation in tip angle with axial position has been modest and acceptable. Most of our 
experience is in compressors because most of our turbines are shrouded. I would expect to experience more 
problems with this issue in turbines where the curvature of the aerofoils is much greater. 

Q: Stange 

What is the resolution capability of your NSMS system? 

A: Similar to that quoted by the questioner - around 1-2 thousandths of an inch for synchronous vibration, 3-5 
for asynchronous (FFT noise floor). 

i 
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1. SUMMARY 
The use of computational-model trained artificial neural 
networks to acquire damage specific information from 
electronic holograms is discussed. A neural network is 
trained to transform two time-average holograms into a 
pattern related to the bending-induced-strain distribution of 
the vibrating component. The bending distribution is very 
sensitive to component damage unlike the characteristic 
fringe pattern or the displacement amplitude distribution. 
The neural network processor is fast for real-time 
visualization of damage. The two-hologram limit makes the 
processor more robust to speckle pattern decorrelation. 
Undamaged and cracked cantilever plates serve as effective 
objects for testing the combination of electronic holography 
and neural-net processing. The requirements are discussed 
for using finite-element-model trained neural networks for 
field inspections of engine components. The paper 
specifically discusses neural-network fringe pattern analysis 
in the presence of the laser speckle effect and the 
performances of two limiting cases of the neural-net 
architecture. 

2. INTRODUCTION 
As NASA’s Turbomachinery Center of Excellence, Lewis 
Research Center (LeRC) is involved in the testing of various 
types of rotating machinery including compressors, turbines, 
fan blades and propellers. Blades are tested in an electronic 
holography laboratory to obtain frequency and mode shape 
information for use in wind tunnel and test cell research 
programs. Over time, this process has been found to be a 
reliable way of predicting frequencies and mode shapes of 
blades as well as other test articles. Laboratory electronic 
holography has become an integral part of the 
turbomachinery testing, design and fabrication process. 

One way to reduce the cost of wind tunnel testing is to 
inspect components in situ rather than the laboratory. Non- 
interference inspection to detect crack damage in blades is 
needed after high vibration stress amplitudes and cycles occur 
during testing with rotating blades. High stress amplitudes 
and cycles have been encountered at resonance, flutter and 
stall conditions during mapping and operability testing of 
turbojet engine fan models at LeRC. A blade inspection is 
wise when the stresses exceed the safe stress limits that have 
been preset. 

Removing the blades from a rotor for laboratory inspection 
for damage or changed vibration characteristics is expensive 
in terms of lost test time and facilities costs. Hence, whole- 
field, real-time, in-situ optical inspections using electronic 
holography are especially attractive. Electronic holography is 
non-intrusive and has the potential to reduce the number of 
expensive-to-install, intrusive strain gages needed for wind 
tunnel testing and for detection of damaged regions. 

One defect of electronic holography is that the display of the 
displacement distribution of a vibrating component may 
require as many as twelve previously acquired frames.1 A 
pipeline processor maintains the illusion of a real-time 
display, but the speckle patterns must remain correlated 
between members of sets of twelve frames. That requirement 

is hard to maintain outside a laboratory. Regardless, neither 
the characteristic fringe patterns of classical time-average 
holography nor the displacement distributions that can be 
calculated from electronic time-average holography are ideal 
for inspecting for damage. Instead, the bending induced 
strain distribution2 has been shown to be a much better 
indicator of damage to composites as well as cracking in 
metals.3 But the bending distribution must be calculated 
from a very accurately known displacement distribution. 

Artificial neural networks are being tested as alternative 
processors for electronic holography at LeRC. The goal is to 
extract damage specific information from as few frames as 
possible so that electronic holography will be convenient to 
use for structural inspections in the 9x15 wind tunnel and 
spin rigs at LeRC. In fact, an electronic hologram can be 
recorded during a single, electronically shuttered field of a 
television frame using a continuous wave laser. Short- 
exposure, time-average holograms can be recorded 
electronically to achieve the goals suggested for flashlamp 
pumped dye lasers at another AGARD conference more than 
ten years earlier.4 That paper proposed using time-average 
holography for measuring velocity field information in a flow 
rather than for measuring structural displacement and strain 
fields. 

The neural network processor requires a computational- 
model generated training set. The model consists of a 
phenomenological model and a model of the optical 
measurement process. A finite element model is the 
phenomenological model used to compute the predicted 
vibration modes of a fan blade.5 A crack model is 
incorporated for predicting damage. The electronic 
holography process must be modeled realistically to include a 
fluctuating laser speckle effect, variations in the sensitivity 
vector, variations in the CCD camera response and variations 
in vibration amplitude.6 A training set consists of records, 
and a record contains input and output patterns. The input 
pattern is the characteristic fringe pattern generated by the 
electronic holography process. The output pattern is a 
distribution of a component of the bending induced strain. 

The trained neural network is then tested for robustness by 
presenting it with model generated test patterns that vary 
these factors. Then the neural network is tested with patterns 
recorded from real structures. The final stage is to encode, 
compile and link the neural network with the electronic 
holography video. 

The next section discusses the setups, computers and facilities 
where the work is being done. 

3. FACILITIES AND EXPERIMENTAL 
EOUIPMENT 

Graphic% workstations containing various hardware and 
software video and graphics options7 perform the electronic 
holography and the neural-net processing. The neural 
networks are generated and trained using a commercial 
software package.8 The trained nets are then converted to C 
language code for linking with the electronic holography 
software. The performances of the workstatiop resident 

Paper presented at an AGARD PEP Symposium on “Advanced Non-Intrusive Instrumentation 
for Propulsion ‘Engines”, held in Brussels, Belgium, 20-24 October 1997, and published in CP-598. 
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neural networks and electronic holography are discussed 
later. 

Trained neural networks are tested with b o q  model generated 
and experimental data. The experiments are performed in a 
holographic vibration analysis laboratory with a large 
vibration isolation table; argon-ion, helium-neon, diode and 
Nd:YAG lasers; and several means for mounting and 
vibrating turbomachinery blades and other components. 
The laboratory is used routinely for electronic holographic 
surveys of turbomachinery components and has been used for 
holography in general since 1976. Lewis Research Center’s 
Low Noise Fan Program and outside industries9 have been 
frequent, recent customers. 

Electronic holograms are transferred directly to the 
workstations using ordinary NTSC (American television 
standard) 30 frame-per-second, 60 field-per-second, CCD 
(charge coupled device) cameras. The workstations handle as 
easily PAL (the European television standard). The hardware 
employs DMA (direct memory access) to transfer the 
television frames to RAM (random access memory). The 
workstations are intended specifically to implement color 
graphics such as OpenGLlO on color monitors. Hence pixels 
are packed in multiple byte format. The work reported in this 
paper used RGBA format consisting of red, green, blue and 
alpha bytes or RGB-332-P format where three colors are 
packed into a single byte. These formats are really very 
inefficient for electronic holography which depends on 
single-byte luminance values. 

Processing the holograms in RAM prior to displaying the 
results can slow down the response considerably. However, 
we can process a few hundred to a few thousand large pixels 
(finite element resolutions) while maintaining the 30 frame- 
per-second display. 

A more serious potential problem is frame-to-frame or field- 
to-field extraneous motions and speckle-pattern de- 
correlations, particularly outside the laboratory. The actual 
hologram exposure time can be controlled by the electronic 
shutters in the CCD cameras. For electronic time-average 
holography, the shutter needs to be open only for about one 
vibration cycle. The time between frames can be similarly 
short, if a locally available high-speed array of CCD cameras 
is used. Then, bursts of 50,000 or more frames per second 
become feasible. 

LeRC’s 9~15-foot wind tunnel is a target facility for 
applying neural-net processing and electronic holography. 
Some of the authors have recently been involved with tests of 
advanced fan models in this wind tunnel. Two of the fan 
models required blade inspections for crack damage after 
vibration stresses exceeded preset limits. 

Accurate and complete models are critical for effective use of 
neural-net processing in electronic holography as discussed 
in the next section. 

4. STRUCTURAL AND ELECTRONIC- 
HOLOGRAPHY MODELS FOR TRAINING 
ARTIFICIAL NEURAL NETWORKS 

The models contain phenomenological and optical 
components and must generate representative sets of training 
records. The neural networks must also be trained, by 
example, to ignore irrelevant variations. For example, the 
neural networks might be trained to ignore irrelevant 
variations in mode shapes caused by blade mounting 
variations. The neural networks must be trained to perform 
accurately in the presence of the laser speckle effect. 
Modeling introduces a multidisciplinary expert requirement 
for using neural networks in electronic holography. 

A finite element model is the phenomenological component 
for this discussion. Finite element models can be used to 
generate about the first six vibration modes of a blade with 
good engineering accuracy. A simple cantilever plate serves 
as the object for this discussion. 

Three analytical flat plate models were developed and used as 
training sets for the neural network. The models simulated 
both damaged and undamaged plates. All three flat plate 
models are 7.62 cm (3”) wide by 15.24 cm (6”) long and have 
a thickness of 0.254 cm (0.1”). A finite element model was 
generated consisting of a 20x42 mesh of quadrilateral 
elements along the mid-thickness of the plate ( Figure 1 ). 
The plate models were idealized as cantilevered plates with 
the bottom edge constrained in all six degrees of freedom. 
The material is 6061-T6 Aluminum with a Young’s Modulus 
of 66.19 GPa (9.6~106 psi) , a Poisson’s Ratio of .33 and a 
Mass Density of 2712.832 kg/m3 (2336x10-4 Ibs s e c h 4 ) .  
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Fig. 1-Finite Element Model. 

The first model is a flat plate with no damage included. The 
second and third models include a vertical and horizontal 
crack, respectively. Both cracks are located 3.81 cm (1.5”) 
from the long edge and 2.54 cm (1”) from the bottom edge. 
The crack was simulated by creating two coincident grids at 
this location. The connectivity for the adjacent elements 
surrounding this location was defined to generate an idealized 
horizontal crack for the second model ( Fig. 2 ) and a vertical 
crack for the third model ( Fig. 3 ). 

Fig. 2-Horisontal Crack. 
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Fig. 3-Vertical Crack. 

MSCNASTRAN Solution 103 was used to solve for eight 
normal modes and frequencies. The eigenvectors were 
normalized with respect to the generalized mass. An output 
file of the eigenvalues, eigenvectors, and modal strains was 
then provided to train the neural network. 

The optical model of electronic holography in the presence of 
the laser s eckle effect has been discussed in another 
publication{ A training record contains input and output 
vectors to be received and generated, respectively, by a feed 
forward artificial neural network. The input vectors contain 
finite element resolution characteristic fringe patterns. Figure 
46 shows characteristic fringe patterns, respectively, from an 
old silver-halide-emulsion time-average hologram of 
a vibrating blade, from two electronic holograms of a 
vibrating cantilever plate, from model-generated, finite- 
element-resolution holograms of a vibrating cantilever plate, 
and from two finite-element-resolution, electronic holograms 
of an actual vibrating cantilever plate. The mode shown is 
the first chord-wise mode of interest in tip cracking of blades. 
The model generated and measured characteristic fringe 
patterns appear very similar. 

Fig. CFirst Chord-Wise Mode: (a) Silver Halide 
Hologram, (b) Electronic Holograms, (c) Model 
Generated Holograms at  Finite Element 
Resolution, (d) Electronic Holograms at  Finite 
Element Resolution. 

Electronic holography has been discussed in various forms by 
many authors. Electronic time-average holography is 
explained very well, for example, by Stetson and Brohinsky.4 
The holographer records image plane holograms consisting 
of the interferences between smooth reference beams and 
speckled object beams from vibrating structures. The 
vibration amplitude distribution can be estimated from twelve 
holograms containing combinations of hologram-to- 
hologram phase shifting and phase modulation, if the speckle 
patterns remain correlated between holograms. The simplest 
application of electronic time-average holography is 
accomplished with two frames, where the reference-beam 
phase is shifted by R between two frames and the frames are 
subtracted. These actions provide visualization of the 
characteristic fringe patterns as shown in fig. 4. 

The two-frame (or two-field) method of electronic time- 
average holography supplies the input records for training 
neural networks. The input patterns are given mathematically 
bY 

(Speckle Pattern) X Jo(2nK.6) 

where 6 is the displacement vector in wavelengths provided 
by the finite element modeler and K is the sensitivity vector 
given as the difference between the input and reflected light- 
ray directions. Speckle patterns in general are modeled with 
a negative exponential intensity distribution and a uniform 
phase distribution. The workstations have pseudo random 
number generators with enormous periods to assure sample- 
to-sample independence of the speckle patterns. The input 
patterns are generated from the absolute value of the zero 
order Bessel function Jo and are usually normalized between 
0 and 1. A saturation effect is sometimes introduced by 
multiplying the patterns by an arbitrary factor followed by 
setting inputs greater than 1 at 1 . 
The model generated output vectors of the training records 
could contain the displacement amplitude distribution, but a 
quantity proportional to the bending induced strain is more 
useful for inspection. Bending induced strain, computed 
from fringe patterns reconstructed from double-exposure 
holograms, has been shown to be very sensitive to damage 
such as cracking.3 Performing inspection for damage is the 
principal reason for using neural networks for processing 
electronic holograms. In fact, visual inspection of 
characteristic fringe patterns is not a very sensitive way to 
look for damage. Figure 5 shows characteristic fringe 
patterns computed from the structural model of a damaged 
cantilever plate. The damage induced variation in 
displacement changes by an order of magnitude from picture 
to picture. Not until the final picture does the characteristic 
pattern show a significant visual change. Artificial neural 
networks can be trained to recognize damage much earlier. 

Fig. SCharacteristic Patterns for Crack Induced 
Displacement Changes of (a) lX, (b) lox, (c) lOOX 
(d) lOOOX the model value. 

1.31 Ihl  .-. 
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Fig. &Strain Patterns for (a) Undamaged and (b) 
Cracked Cantilever Plates. 

Surface bending induced strain is computed from the second 
derivatives of the normal component of displacement.2 
Holography visualizes the quantity K.6, but K often varies 
slowly enough that the second derivatives of 6 are adequate. 
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Figure 6 shows model generated, chord-wise bending induced 
strain patterns for the mode shown in fig. 4. The patterns are 
shown for undamaged and cracked samples. 
The vertical crack model (Fig. 3) was used to generate the 
patterns. 

The formats, training, testing and performances of the neural 
nets are discussed next. 

5. NEURAL NETWORKS FOR DETECTING 
DAMAGED VIBRATING STRUCTURES 

This work is based exclusively on feed forward neural 
networks with one hidden layer. These networks have been 
divided into two classes: sparse and dense. Sparse neural 
networks, where the number of hidden-layer nodes is less 
than IO percent of the number of inputs, have been discussed 
for vibrational analysis in another publication.6 Sparse 
neural networks train rapidly and can be linked to a 
workstation’s video without degrading the real - t‘ ime 
performance. The number of hidden-layer nodes, by contrast, 
in a dense neural network approaches the number of input 
nodes or nodes in the finite element model. The parallelized 
code (loop free) for these networks requires large resources 
for compilation and linking with the workstation video. The 
dense nets train slowly and degrade the real-time performance 
of the workstation video. But the dense nets are more 
immune to variations in vibration amplitude. The sparse nets 
yield false readings outside a narrow range of vibration 
amplitudes. Regardless, the neural networks must be trained 
to be immune to the laser speckle effect. 

The remaining discussion in this section refers to a cantilever 
plate with the displacement given at 903 nodes. The chord 
by span arrangement of the nodes is 21 X 43 . Blade designs 
typically use between a few hundred and a few thousand 
finite elements. The speckle pattern problem can be placed in 
perspective by noting that there are 256903 possible input 
patterns given an 8-bit dynamic range for representing 
luminance. But there are only 903 linearly independent 
patterns. Response surface methods used in the study of 
sparse nets for vibrational analysis showed that very few 
hidden-layer nodes and about 10 percent of a set of linearly 
independent speckle patterns confer immunity to the speckle 
effect. Only 100 speckle patterns and 6 hidden-layer nodes 
were needed to train a speckle-effect-immune net to 
recognize the difference between damaged and undamaged 
cantilevers. The bending induced strain distributions for this 
test are shown in fig. 6. Samples of the performance of the 
neural-net video are discussed in the next section. 

The conditions under which the sparse nets can be used to 
inspect for blade damage are restricted. The nets were able to 
learn to distinguish only two or three distinct characteristic 
patterns (different vibration amplitudes) in the amplitude 
range from 0.25 waves to 0.75 waves of maximum 
displacement. The sparse nets were actually unable to learn 
the minimum crack contained in the original models. In fact, 
successful training required that the effect of the crack be 
amplified. The modeled damaged and undamaged 
distributions were subtracted; the difference was multiplied 
by a factor; and the amplified difference was added to the 
undamaged amplitude distribution. Figure 5 shows the effect 
of this process on the calculated characteristic fringe pattern 
for factors ranging from 1 to 1000. The minimum factor 
for successful training was 7 . The sparse nets still 
responded with a false identification rate of 20 percent at an 
amplification factor of IO (Fig. 5b) . The false identification 
rate was 0 percent for an amplification factor of 100 (Fig. 
5c). A more difficult restriction on the use of sparse nets has 
been the need to control the vibration amplitude to avoid 
false readings. A network that was model trained at a 
maximum vibration amplitude of 0.5 waves responded 
accurately to a set of test examples only when the test 
amplitudes were controlled within k0.05 wave of 0.5 waves. 
A point to be noted is that these inspections were used to 
detect cracks near the base of the cantilever approximation to 
a blade. A crack was simulated in a physical cantilever by 
grinding a groove near the position of the modeled crack. 
The first chord-wise mode (lyre mode) is most sensitive, in 
fact, for detecting tip cracks. 

The response surface study used to optimize the sparse nets 
showed that the generalization (interpolation and 
extrapolation) capability of the neural networks improved 
slowly as the number of hidden-layer nodes was increased. 
This improvement was found to continue as the number of 
hidden-layer nodes exceeded 10 percent of the inputs. 
Subsequently, n e b 1  nets were tested on both model 
generated and measured characteristic patterns where the 
number of hidden-layer nodes equaled or exceeded 100 . The 
performances of the nets for training and crack identification 
depended on the crack amplification factor as in the case of 
the sparse nets. But the dense nets were able to separate 
damaged from undamaged samples over a larger range of 
amplitudes than the sparse nets. Non optimized compilation 
of the parallelized C language code for the neural nets was 
limited to nets containing about 100 hidden-layer nodes. 
The object file for a sparse net is less than a megabyte. The 
object code for a dense net containing 100 hidden-layer 
nodes is about 10 megabytes. The memory and swap space 
required for compilation are orders of magnitude larger. 
Research continues on the use and performance of dense nets 
as well as sparse nets. 

The real-time performance of the neural networks in the 
video system is discussed next. 

6. PERFORMANCE OF WORKSTATION 
RESIDENT NEURAL NETWORKS FOR 
DAMAGE INSPECTION 

Real-time vibrational analysis and inspection using electronic 
holography and neural-net processing imply image update 
rates measured in frames per second. The following results 
were obtained with holograms and synchronization provided 
by an off-the-shelf monochrome CCD camera and processed 
and displayed by one of the workstations.11 

Fig. 7-Video Displays of (a) Characteristic Pattern, 
(b) Neural-Net Output for Undamaged Cantilever, 
(c) Neural-Net Output for Cracked Cantilever. 

Figure 7 was created from inputs and outputs processed at 
about % frame per second. Pairs of holograms were 
captured of cantilevers vibrating in the lyre or first chord- 
wise mode. A vibrating mirror was synchronized with the 
CCD camera and was used to shift by n the reference-beam 
phase between holograms. The 640 X 480 pixel holograms 
were cropped to the size of the cantilever image (about 153 X 
303 pixels); subtracted; zoomed without filtering to the 21 X 
43 pixel finite element resolution; converted to binary format; 
normalized; and processed by the neural network. The output 
of the neural network was converted to image format, stored, 
and displayed. Post capture processing was accomplished 
with the workstation’s standard image processing commands 
and with a slightly modified version of the image subtraction 
command. This slow processor is very convenient for storing 
a statistically relevant sample of frames for measuring the 
false positive a id  false negative rates for crack detection as 

I 



33-5 

c 

i 

i 

L 

t 

well as measuring the performance of electronic holography 
in the presence of environmental disturbances. Figure 7a 
shows a characteristic pattern at about the 153 X 303 pixel 
resolution; fig. 7b shows a density pattern of the output of the 
neural network for an uncracked cantilever plate; and fig. 7c 
shows an output of the neural network for a cracked 
cantilever plate. The outputs of the neural network .are 
displayed at the 2 1 X 43 pixel resolution. 

The display format at the higher frame rates is the same as 
shown by fig. 7, but the neural-net and image processing 
routines must be linked with the workstation’s video library. 
The measured frame rate is about 30 frames per second for 
the sparse nets containing 6 hidden layer nodes and 903 
inputs. The measured frame rate decreases to about IO 
frames per second when the number of hidden-layer nodes is 
increased to 100 . Synchronization of the camera, the 
workstation video, the neural-net processing and the 
workstation graphics can be challenging at the higher frame 
rates. 

7. CONCLUDING REMARKS 

Artificial neural networks have been used to process finite- 
element-resolution time-average fringe patterns at video rates. 
The full video rates are available to neural networks 
containing a few hidden-layer nodes. Neural networks with 
many hidden-layer nodes generalize better, but at slightly 
lower frame rates. The procedure was developed for 
electronic holography and vibration analysis, but can be 
generalized to other applications where there are good 
phenomenological and visualization models. 

The structural application has proven to be very sensitive to 
small changes in the mode shapes. Perhaps, the major 
challenge in using the holographic laboratory has been 
realistic mounting of blades and other components for 
vibration analysis. The mounting and excitation techniques 
as well as damage produce subtle variations in the vibration 
mode shapes. Some of the artificial neural networks are very 
sensitive to these subtle variations. The work so far has 
shown that neural networks can be trained to generalize on 
the laser speckle effect and that dense nets can handle 
vibration amplitude variations. Whether neural networks can 
be trained to ignore irrelevant variations in mode shapes 
remains to be discovered. 

To perform a holographic inspection without removing 
blades from the rotor requires the blades to be seated properly 
in their retention and vibrated. In model designs at NASA, 
the blades are normally loose in their retention when the rotor 
is stationary and are seated during rotation. Thus, a means 
has to be devised to conveniently seat installed blades to do 
in-situ damage inspection. This is another challenge that 
must be overcome to make this method of inspection 
practical. 

As demonstrated in this paper, artificial neural networks can 
serve as high-speed interfaces between computational 
models and experiments or tests that generate optical patterns. 
Whether these interfaces will be efficient, practical and cost 
effective remains to be discovered. 
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Paper 33 
Author: Decker 

Q: Russo 

How long does it take to train the neural nets typically? 

A: The sparse nets require a minute or two. The dense nets containing, say 100 hidden layer neurals might 
require 20 minutes to an hour. 
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MESURE NON-INTRUSIVE DE LA VITESSE DE REGRESSION D’UN MATERIAU ENERGETIQUE 
NON-INTRUSIVE MEASUREMENT OF AN ENERGETIC MATERIAL REGRESSION RATE 

Franck CAUTY 
Office National d’fitudes et de Recherches Aerospatiales 

29, avenue de la Division Leclerc 
B.P. 72 - F-92322 Chltillon Cedex - FRANCE 

RESUME - ABSTRACT 
La mtthode non-intrusive de dttermination de la vitesse de 
rtgression d’un mattriau dnergttique dtveloppte ii I’ONERA 
est baste sur le temps de propagation d’une onde ultrasonore ii 
travers le matBriau testt. Cette mtthode de mesure directe, 
locale et quasi-instantanLe vise ii determiner la loi classique de 
vitesse de combustion des propergols solides dans un large 
domaine de pression et de temperature initiale. 

La technique utiliske est d’une bonne precision pour des 
rkgimes de combustion varies, avec une mention sptciale pour 
la combustion trosive, et pour difftrents types de propergols. 
Des exemples marquants sont prtsentks dans le domaine de la 
combustion des propergols solides. Le champ d’application de 
la mtthode ultrasonore s’ttend A d’autres mat$riaux pour la 
propulsion hybride ou le suivi de la dtgradation des 
protections thermiques internes. 

La mtthode ultrasonore ONERA ainsi que les appareils 
tlectroniques associts sont optrationnels autant comme outil 
de contrale industriel pour la fabrication des propergols 
solides qu’outil de diagnostic utile pour les ingtnieurs de 
recherche. 

The non-intrusive method of an energetic material regression 
rate determination developed by ONERA is based on the 
ultrasound wave propagation time through the tested 
material. This direct, local and quasi-instantaneous method is 
aimed at determining the classical burning rate law ofsolid 
propellants in large pressure and initial temperature ranges. 

This technique demonstrates a good accuracy in various 
combustion regimes, with a special mention to erosive 
burning, and for different solid propellants. Significant 
examples are presented in solid propellant domain. The 
application field of the ultrasound method extendes I O  other 
materials for hybrid propulsion or thermal protective 
insulator degradation. 

The ONERA ultrasonic method and its associated electronic 
devices are operating either as an industrial procedure tool 
for solid propellant manufacturing or as U helpful diagnostic 
tool for research engineers. 

1- INTRODUCTION 
Les capteurs ultrasonores sont largement utilisds en contrale 
non destructif dans I’industrie pour dktecter et estimer les 
dimensions des dtfauts dans les mattriaux. On peut elargir le 
champ d’application de cette technique ii la mesure en continu 
de l’tvolution de I’kpaisseur d’un matdriau en cours de 
rkgression. C’est cette mtthode qui a ttt utiliste dts 1973 ii 
I’ONERA [ I ]  pour dtterminer, sur propulseur d’ttude au banc 
d’essais, la vitesse de combustion d’un propergol solide, 
donnte indispensable au dimensionnement d’un propulseur ii 
propergol solide. 
Une facon simple d’ttablir la relation liant la vitesse de 
combustion ii la pression est et demeure la mesure de la durte 

de combustion d’tchantillons de propergol dans une enceinte 
pressuriste. Cette mtthode prtsente I’inconvtnient d’&tre trts 
longue, un point de mesure par essai, et de ne pas couvrir la 
totalitt des applications car elle n’inttgre pas I’effet de 
I’tcoulement des gaz de combustion (rtgime trosif) ou des 
variations rapides des conditions locales (combustion 
instationnaire). Avec la technique de mesure par ultrasons, ces 
paramttres sont pris en compte. I I  s’agit, de plus. d’une 
mtthode directe, non perturbatrice. 

2-METHODE DE MESURE ULTRASONORE 

2.1 Principe de la d t h o d e  

Le principe de la mtthode est semblable ii celle de la 
technique Sonar: un capteur ultrasonore &met une onde 
mkcanique qui se propage ii travers les matkriaux (figure I ) .  
Elle se rtfltchit sur la surface en rtgression du fait de la forte 
difftrence d’imptdance acoustique entre les gaz et le 
mattriau et revient exciter le transducteur. - 

Captenr MatBriau Propergo1 
B ultrasons de eouplage 

I 
Amortirrement Echo Echo utile 
du capteur d’intedace 

figure I - Principe de la me‘thode de mesure 

Le capteur est trts rarement en contact direct avec \e matkriau 
ii tester. Un mattriau (( tampon )) est interpose entre le capteur 
et celui-ci pour jouer le r6le de ligne ii retard permettant un 
suivi jusqu’ii tpaisseur nulle de I’tchantillon et pour isoler le 
capteur des conditions sbvtres de pression (jusqu’ii plusieurs 
dizaines de MPa) et de temperature (jusqu’ii plus de 3500 K) 
qui  rtgnent dans les chambres de combustion. Cet kltment est 
constitut soit d’une resine thermodurcissable adaptke 
acoustiquement, coulke dans une perforation usinke dans les 
viroles mttalliques des montages d’ktude ou il s’agit 
directement de la structure bobinte (Carbone ou Kevlar) de 
I’engin. 
La mesure du temps de propagation aller-retour de I’onde 
mtcanique est relite ii I’tpaisseur des mattriaux par 
I’intermtdiaire des ctltritts des ondes mkcaniques. Si la 
ctltritt des ondes (C) ttait constante, indtpendante des 
conditions locales des milieux traverses. I’tpaisseur de 

Paper presented at an AGARD PEP Symposium on “Advanced Non-Intrusive Instrumentation 
f o r  Propulsion Engines”, held in Brussels, Belgium, 20-24 October 1997, and published in CP-598. 



34-2 

I’tchantillon (E,) serait directement proportionnelle au temps 
de parcours: T = 2*EdC. Or, la celeritk des ondes varie avec 
la temperature (T) do milieu (valeur initiale et profil 
thermique) et avec le champ de contrainte lie a la pression (P) 
et A la geomttrie. 

L’analyse de la mtthode permet d’etablir des relations liant les 
pararnbtres influents sur la propagation et ainsi, I’tpaisseur du 
mattriau et sa vitesse de regression peuvent etre dttermintes 
partir de la variation du temps de parcours. Le detail de 
I’analyse de la mesure adaptt aux differents cas rencontres 
peut Ctre trouvt dans les documents publies specifiques dont 
sont extraits les exemples qui illustrent cet article. 

De manibre gknerale, I’effet de la temperature et de la pression 
seront plus forts sous des conditions instationnaires, c’est-A- 
dire, lors de variations de pression et de flux thermique 
incident. On trouve deux types de comportements qui peuvent 
Ctre definis par rapport au niveau de vitesse de regression, la 
frontikre se situant grossikrement autour de 1 mm/s. Au dessus 
de cette valeur, ce qui correspond ii la plupart des propergols 
solides, le profil thermique n’a pas d’influence notable sur 
I’kpaisseur brWe et la vitesse de combustion mais I’effet 
induit par la pression doit Ctre pris en compte pour corriger le 
niveau de vitesse obtenu ti cause de la sensibilitt de la mesure 
ultrasonore au gradient de pression dP/dt [2,3,4]. 

Pour des phknomenes de combustion ou de degradation plus 
lents , si I’effet de la pression doit tou.iours Ctre pris en 
compte, le parametre principal devient la variation du profil 
thermique. La position de I’Ccho ultrasonore sera modifite par 
la quantite de chaleur entree dans le matkriau. Quand la 
temperature augmente, la celtrite des ondes dtcroit entrainant 
un accroissement du temps de propagation. Des exemples 
montreront que le flux de chaleur peut avoir autant d’effet 
(opposk) que la degradation elle-meme. 

2.2 Matbriel de mesure ultrasonore ONERA 
Cette classification selon le niveau de vitesse de regression 
nous a amen6 a developper deux types de chaines de mesure. 

I O N E R A  1 

Pour les vitesses suptrieures A I mm/s, comme c’est le cas 
pour la plupart des applications avec propergol solide, I’Office 
a dkveloppe un appareil dlectronique spdcial (figure 2). Ces 
principaux constituants sont une horloge interne de base de 
temps, un  gtntrateur d’impulsions. un  amplificateur haute- 
frtquence, ,des circuits specifiques tels des masques. u n  
contrbleur de seuil de detection, une fonction echelon generee 
afin de suivre le dtplacement de I’echo de surface et, enfin. un  
inttgrateur analogique etablissant un signal de sortie 
proportionnel A la variation du temps de parcours. 

La frtquence de rtcurrence de I’emission ultrasonore est 
rCglable de lkHz tt 20kHz, ceci dependant du niveau de 
vitesse de combustion et de I’dpaisseur de I’tchantillon. Ce 
signal de sortie est numerise puis trait6 sur station de travail 
Unix A I’aide des logiciels adaptts aux cas Ctudies. 

figure 2 - Appareil de mesure ulrrasonore ONEHA 

Le comportement de materiaux tels les protections thermiques 
internes demande la mise en oeuvre de moyens de mesure plus 
amont. Le dkplacement de I’echo de la surface du materiau 
n’est plus seulement dO a sa regression; i I  n’est plus question 
de prt-regler I’tlectronique de mesure. C’est le signal 
ultrasonore hi-meme qui doit &re numerise pour un 
traitement ulttrieur au lieu de I’hre en temps reel. 

L’tquipement de mesure ultrasonore est compost de IO 
systbmes ultrasonores tmission/reception synchronises par 
une horloge interne 1 kHz (figure 3). Le nombre de canaux 
ndcessaires pour I’essai est choisi et la cadence de repetition 
des signaux multiplCxCs est adaptee pour leur transfert vers le 
systtme d’acquisition . 

SO F R A I E S  T - 
H o r l o g e l S y n c h r o  PC 

S i g n a l  u l t r a s o n a r e  

L o g i c i c l  d ’ a c q u i r i t i o n  M u l t i p l c r e u r  

I I 

I O  v o i e r  u l t r a s o n o r e r  

I 

I I 

t t t  t 
capleu,: ” l l r a s o ‘ ” o r e s  (I/L.sgnr i r e t a r d  

P r o p e r g o l  
Propergol s o l i d e  

sol idc  

M em o i r e  P + 
T r i i t e m e n t  e n  d i r f i r C  - 

figure 3 - Schema de I’kquipement de mesure multi-canaux ONERA 
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La cadence de rkpttition doit rester limitte A 500 Hz A cause 
de la vitesse limitte de transfert en memoire sur PC. Un 
logiciel ultrasonore specialise a CtC developp.6 par la Socittk 
Sofratest: le signal ultrasonore multiplCxt est repert puis 
numerisk, a haute cadence (10,25 ou SOMHz), dans une 
fenetre temporelle, aprts chaque emission. 

La taille de la fenetre et un retard initial destine A Climiner 
I’onde arnortie de I‘emission ou des tchos non desirables sont 
sklectionnks. Les echos sont stock& en memoire pour un 
traitement a p r b  essai qui doit permettre de reconstituer une 
mesure proportionnelle au dtplacement de I’echo. Dans 
certains cas difficiles, des techniques de traitement du signal 
par correlation sont mises en oeuvre. 

3 - COMBUSTION DES PROPERGOLS SOLIDES 

3- I DPterm‘nation des propriPtPs balistiques et contrale 
La mesure par ultrasons est aujourd’hui trts utilisee tant ii 
I’ONERA qu’a la SNPE, le fabricant franqais de propergols 
solides, pour la caracterisation de la combustion normale des 
propergols solides en regime quasi-stationnaire [4,5]. 

25DO 

20D0 

15DO 

1.0 DO 

b capteur de pression 

I VC(mmlS) 

25 75- 

Figure 4 - Ddermination des lois de vitesse de combustion 
slationnaire 

Pour determiner la loi de vitesse de combustion classique V,= 
a P” , i l  suffit d’un propulseur tres simple (figure 4) Cquipe 
d’un chargement ti combustion frontale et d’un col en 

mattriau ablatable pour obtenir. en on nombre rdduit d’essais. 
une loi de vitesse de combustion sur un large intervalle de 
pression. U n  exemple de rdsultats obtenus avec sept essais 
montre que la dispersion de la mesure est d’environ *0.3 
mm/s pour le propergol rapide etudie. Bien maitriske, cette 
mCthode s’avtre plus prtcise et t r b  concurrentielle vis a vis 
de celles gtnCralement utilistes. Une difference de 0.2 mmls 
entre deux propergols possedant une vitesse moyenne proche 
de 8 mm/s a 7 MPa a ainsi pu etre mesuree [6]. 

Un propergol solide pouvant Ctre soumis A des variations 
importantes de temperature. la sensibilite de la vitesse de 
combustion a la temperature initiale a pression constante . oP . 
a besoin d’Ctre qualifike. Un mode operatoire complel a dti- 
mis au point et testt sur les propergols homogtnes. 
composites et a liant Cnergetique, en prenant en compte la 
tenue mecanique des mattriaux de couplage, leur impedance 
acoustique, la qualite des collages ainsi que la realisation d’un 
capteur ultrasonore special basses temperatures [4]. Une 
enceinte fermte de volume variable pressurisde par les gaz de 
combustion eux-mbmes permet, avec une gtometrie 
d’echantillon adaptbe, de balayer une large gamme de 
pression. 

L’ensemble du montage est conditionnt en temperature entre 
-50°C et +80°C. L’influence de la temperature initiale sur la 
vitesse de combustion d’un propergol composite charge en 
Aluminium est reprtsentte sur la figure 5 .  Le coefficient de 
sensibilite a la temperature initiale est dtduit de ces trois 
courbes et compart avec les valeurs obtenues d’aprts analyse 
classique: le niveau est identique mais la plage de 
determination est beaucoup plus grande. Un changement de 
pente est observt pour le niveau de pression auquel I’exposant 
de pression de la loi de vitesse augmente soit vers 13- I4 MPa. 

60 
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0 

0.4 [Ti = 2Wcl 

Propulrcur 
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02 

figure 5 - SensibilitP de la  vilesse de combustion a l a  lempera- 
ture initiale (propergol composiie avec Aluminium) 

La technique de mesure ultrasonore est utilisee comme outil 
de contr6le des propergols industriels mais aussi. en amont. cn 
phase de developpement de nouveaux propergols. par 
exemple pour les propergols atrobies a fort exposant de 
pression [7]. 

La qualit6 du produit vis a vis des specifications est un  souci 
permanent du fabricant de propergol: pouvoir contr6ler ses 
caracteristiques en cours de malaxte va dans ce sens. 
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Dtterminer la vitesse de combustion d’un propergol plteux, 
non rtticult. a demand6 la mise TIU point d’une proctdure 
sptcifique. La technique suivie pour la preparation de 
I’tchantillon de plte conditionne la qualitt du rtsultat [8]. 

La figure 6 prtsente les rtsultats obtenus pour le propergol 
composite des boosters d’Ariane5: I’tvolution de la vitesse de 
combustion du propergol non rtticult et du produit fini se 
superposent et suivent assez bien la loi ” ofticielle”(o). 

---- mdutt nIl.1 - Propemol non tWculk 
0 hlstandard 

5 
I -  

10 

Jigure 6 - Contr6le des proprie‘te‘s balistiques du propergol 
non riticule‘ 

3.2 Combustion erosive 

L’influence sur la vitesse de combustion d’un propergol solide 
de I’tcoulement des gaz de combustion au voisinage de sa 
surface (rtgime trosif) ntcessite, outre la mesure du niveau de 
vitesse de combustion , la dttermination du debit massique 
sptcifique passant au droit du point de mesure. La technique 
ultrasonore rend accessibles ces deux paramttres puisque, a 
partir d’une gtomttrie initiale connue, i l  suftit de prendre en 
compte les tpaisseurs brDltes de propergol pour obtenir les 
sections de passage des gaz et d’inttgrer le debit de 
combustion lit a la vitesse de combustion mesurte en amont 
de la section considtrte. 

La caracttrisation exptrimentale de la combustion trosive des 
difftrents types de propergols solides est mente A I’ONERA 
depuis de nombreuses anntes [8,9]. Quatre montages tquipts 
de points de mesure ultrasonore ont permis d’obtenir des 
donntes significatives. 

Le premier est un propulseur sans tuytre axisymttrique il 
tchelle rtduite (750 mm de long, 20 mm de diamttre initial) 
utilise dans le cadre des ttudes d’acctltrateur inttgrt pour 
missile A statortacteur (figure 7) [ I  I ] .  

Cinq emplacements de mesure ultrasonore tquipent ce 
montage. Lors du fonctionnement, un gradient longitudinal de 
pression est prtsent avec un niveau de pression qui dtcroit 
avec I’augmentation de la section de passage des gaz. La 
combustion erosive est d’autant plus marquee que I’on 
s’approche de I’extrtmitt aval (points 3,4 et 5) .  Les points 1 et 
2 correspondent A un rtgime stationnaire non trosif : on y 
retrouve I’tvolution de vitesse dtterminte avec le propulseur 
dtcrit sur la figure 4. . 
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jgure  7 - Propulseur sans tuykre a e‘chelle re‘duite 

Le second montage est un  propulseur de laboratoire avec deux 
blocs parallClCpiptdiques de propergol (figure 8). I I  a CtC 
utilise pour ttudier I’effet de la combustion erosive sur la 
rtponse aux instabilitts de pression d’un propergol de type 
composite (couplage vitesse) [12]. Cinq points de mesure sont 
repartis le long du propulseur. L’analyse des mesures met en 
evidence I’effet du debit massique unitaire sur le facteur erosif 
( V J V , , )  avec une loi a seuil de dtclenchement. 

Cales Durestos Emplacement de Col 
propereol \, capteursykyonores 

1.25 

$ r: 
1 .oo 

0.75 
(1 LOO0 250.000 500.000 pu(kgln9.r ) 

figure 8 - Propulseur bidimensionnel d’e‘tude de la 
combustion irosive 

Un troisitme montage axisymttrique de section rtduite (blocs 
diamttres 32/16 mm) a post bien des difficultes 
technologiques pour la mise en place de la mesure ultrasonore 
avec des capteurs de petit diamttre ( 112”). 
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La qualit6 du collage et de I'adaptation d'impedance du 
materiau de couplage demit Etre maximale du fait du niveau 
eleve de pression (pmpergol homogkne) et du faible dement 
de 18 surface qui contrihue a rbflechir I'onde mecanique lune 
ellipse fort allongk!). 

Les mesures ont fait apparaltrc un phenomhe d'trosion dite 
"negative" pour un propagol homogene contenant des 
additifs balistiques (figure 9). Cct &et est dP 8 I'entdnement 
par I'ecOulement du k i d u  carbone pdsmt en surface et qui 
est 8 I'origine de la survitesse initiale (zone de plstcau). 
Une fois enlcvt ce rlsidu. le pmpcrgol suit une loi de vilesse 
de niveau plus faible correspondant 8 un pmpergol sans 
additifs. 

figure 9 - Combustion drosiw &s propergols homogines d. 
aaiiitili bolistques 

Enfin. le dernier montage est un ensemble tchmtillon- 
gWrStDur &pard (figure IO). Le &bit massique pmvient 
csswtiellemcnt du gQCrateur , jusqu'b 0.5 kg/s enviroa 
I'tchantillon de p m m o l  B tester est de taille rMuite (5 mm 
d'epaisscur. 50 mm de long et 30 mm de large), il est place 
dans un canal ncmgulaire qui d h i n e  le debit massique 
specifique (environ WO kg/m'-s max). 

Cc montage a etc consacre 8 unc etude systematique des 
parameveS influenls sur la combustion erosive [IO]. Des 
changemenu de niveau de pression, de taille des particulcs de 
Perchlorate d'Ammonium ou des additifs on1 permis de 
moduler la vitesse de combustion du pmpergol composite de 
base de 9.9 830 &st167 Mpa 

Les rbultnts experimenlaux monbent I'influence de la vilesse 
n o d e  de combustion sur le componement h s i f :  plus 
rapidc est le pmpcrgol, plus faible est la pmte et IC niveau de 
I'trosion et plus eleve est le seuil d'apparition du phbomhe. 
La modtlisation de la combustion h s i v e  repmduit tout B fait 
le comportcment expCrimental dCduit de la mesure 
ultrasonore. 

L'appon de la methode de mesure ultrasonore dans le 
domaine de la combustion erosive est hident puisque fous Ics 
parameaU pertinenls deviennent aecessibles et aci en 
diffenntes positions. De plus, Is mise en oeuvre de la m6lhodc 
de mesure ne n&esimt que la rkalisation d'un passage 
tronconiquc 8 mvers la vimle meulllique d'un pmpulseur de 
laboratoire pour le ma#riau de couplage, elk est adaptable sur 
des montages d6jB mistants: a c i  a ete IC CBS pour IC 
pmpulseur sans tuytrc. 

0.s I I 
0 1000 2000 3000 4000 sow 

DEBITMASSIQUE ( k d -  1) 

figure IO - Combustion drosive mesurie sur montage 
gbnhrateur-ichantillon et comparie avec les risultats issus de 
la modilisation 

3 3  Combustion Insrorlonnaire 

Les instabilit6s de combustion se manifestent dans les 
systhes energetiques par un fonnionncment OJcillaoire, 
souvent impdvu, ghant voire dangereux pour le systknc. Lcs 
propulseurs d propergol solide peuvent etre instables. Sclon la 
taille de I'engin, Ies Mquenccs des instabilitCs vont d'une 
dizaine de H e r 4  pour Ics boostns F230 A r i ~ c  5, 8 quelques 
dizaines de millicra de Hertz dans IC CBS des missiles tactiques 
1131. Lcs instabilites se traduismt par des fluctuations de 
pression qui vont engendrer des variations de vitesse de 
combustion (Vb=BpII). Selon le propcrgol concernt. IC 
comportment sera different : une amplification ou un 
amonisscment du phtnomkne sera observe. On definit ainsi la 
dponse au couplage pression d'un propergol : i l  s'agit d'une 
grandeur complexe qui varie principalemenl wec la frbquence 
des oxillations et qui est definie par: 

R ~ = (Vi / c) / (P' 1 F) 
f' : composante inmionnaire de la grandeur f = 7 + f '  
avec f '  << P 

La melhode de mesure ultrasonore contribue 8 la 
determination du comportrment instationnaire des pmpcrgols 
sous deux aspects: 

donn&s relatives au fondonnemcnt Stationnaire pour 
etlblir la geOm6tric de la chambre 8 chque instant 
(contribution B unc modelisation du phhomene), 

e d6tmnination de la rlponse au couplage pression 
(methodc dincte). 

L'application la plus simple de la mesure en dgimc 
inststinnnaire consisle dans I ' hde  de la frontih de stabilitc 
d'un pmpqo l  composite dans des conditions paniculibres 
rmcontr&s en fin de combustion d'un propulscur sans 
Nytrc. La pression n'e81 alon que de quelques bars, le 
volume de la chambre est maximum le fonctionnernenl peul 
devenir oscillatoin, enwlnant I'extinction du bloc suivi 
parfois de son dallumagc. 
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Figure1 I -Mesure direcfe en combusfion imlafionnnire: propulseur d ijecfion modulie el synfhese des resulfais 

Ces instabilites dites en L‘ (Volume de la chambrd Section du 
wI) ont ete Cludiks avec le montage de la figure 4 avec un 
volume de chamhre augment&. Le  declenchement de la phase 
oscillatoire lraduit le franchissement de la fmntiere de 
stabilite. Avec la mesure ultrasonore, on deduit I’Cpaisseur de 
propergol bdlk donc le volume de la  chambre. A I’aide d’une 
loi de pyrolyse du materiau du col ablatable, on obtienl la 
valeur de la section du col donc la longueur caracteristique L’ 
La valeur de la pression 6tant hien siir enregistrk le 
diagramme de stabilite du propergol en basse frequence et 
basse pression peut etre trace. 

La dMermination de la dponse d’un propergol a fait I’objet de 
nombreux travaux pour menre au point des techniques 
exp6rimentales. Qu’il s’agisse de mkthodes indirectes hasees 
sur I’analyse des evolutions de pression [I41 ou de methodes 
de mesure directe [IS], I’information donnee par la mesure 
ultrasonore est importante. Le temps de sejour des gaz dans la 
chambre doit elre calcule: il I’est @ce au suivi de I’kpaisseur 
b d k  de pmpergol. Dans le cas de la technique de mesure par 
magn6tohydrodynamique. des sondes sont implantbes dans la 
chamhre. Un param&re important de I’analyse est la distance 
entre le plan des electrodes et la surface de combustion ’ la 
mesure ultrasonore donne acces B cene donnee. Dans ces deux 
cas. la mesure ultrasonore aide B la determination de la 
rkponse mais n’entre en rien dans le modble. 

A I’ONERA, une theorie de la mesure ultrasonore en regime 
instationnaire a 616. ktablie et testee sur deux propergols 
composites. Le premier, non metallis6, a permis de valider la 
theorie de la mesure et d’en dresser les limiter. Le  second 
propcrgol est celui utilise pour les boosters d’Ariane 5 :  la 
methode ultrasonore a et6 appliquk en tant que moyen 
opdrationnel et les dsultats ont kt6 cornpads avec ceux 
obtenus pard’autres techniques [15.16]. 

Les propulseurs B propergol solide segment& de grande taille 
comme les boosters P230 d‘Ariane 5 ou ceux de la Navette 
Americaine son1 sujets B des instabilites de combustion 
contr8lees par des phenombnes de declenchement 
tourbillonnaire A des freuences proches du premier mode 
longitudinal de I’engin (vers 20 Hz). La determination 
experimentale de la fonction r6ponsc du propergol solide 
consided dans le domaine des basses Mquences est requise 
pour s’assurer d’une bonne pdvision de la stabilite de 
fonctionnement. 

Un programme exptrimental a kt6 conduit en utilisant la  
methode de mesure ultrasonore sur un propulseur B ejection 

modulk ONERA. La frkquence des oscillations de pression 
est obtenue au moyen d’une roue B profil sinusordal en 
rotation dam le plan de sortie de la Nybre limit& B sa partie 
convergente, venant modifier periodiquement la section du col 
(figure I I). 

La thbrie de la mesure est explicitbe dans la reference [Ih]. 
Une reponse apparente est obtenue, les parametres correciifs 
reprennent toutes les grandeurs ayant une influence sur la 
propagation des ondes: pression. profil thermique. lois dc 
celerite et geometries. L‘analyse du profil thermique 
instationnaire est basde sur un modtle de combustion des 
propergols composites. La qualit6 des rksultats en terme dr 
rkponse est tres bonne mais la  difficult6 reside dans 
1’6valuation pdcise des parametres correctifs. La panie reelle 
de la dponse est liCe B I’tvolution du dephasage entre les 
composantes instationnaires de variation de temps de parcours 
et de pression. L‘amplilude 0-crtte de temps de parcours reste 
trks faible : au plus 0.1 ps B Ues hasse frequence en debut de 
tir. Quand ceci est lraduit en Cpaisseur @uivalente. les 
amplitudes son1 de I’ordre de quelques multiples de 9.2 pm 
(=0.01 ps). C’est lA que reside la limitation majeure de la 
methode de mesure ultrasonore : il faut rester Bdes niveaux de 
frdquence inferieurs B 100 Hz pour garder un rappon 
signalbruit sufisant. Cene remarque est valable pour Louie 
mesure directe en phase condensk : la technique de mesure 
par micro-ondes est egalement limitbe en frequence (<ZOO Hz) 
Wl. 

Les valeurs de rbponse obtenues ont kt6 comparkes B celles 
issues de la mesure micro-ondes (figure I I ). 

Une synthese de I’Cvolution de la reponre au cnuplngc 
pression du propergol composite Ariane 5 regroupc. jusqu’i 
600 Hr les valeurs moyennes en intbgranl aux rdsultats de 
mesure directe quelques points ohtenus par mbthodr indirectu 
(+200 Hz). La courbe moyenne esl ajustte srlon I‘exprassion 
theorique de la reponse (parametres physico-chimiques A ri 
B). Cene Ioi est ensuite integree dans les calculs de stabilite de 
fonctionnement [ 171. 

La  technique de mesure ultraonore appliquee B la combustion 
des propergols solides est devenu au til des annees un moyen 
opbrationnel utilise d’une manitre systhatique : la mise au 
point de nouveaux produits e l  le contrale de leurs propriel& 
halistiques en est facilite, I’accks A des mesures localides 
qualifie des comportements du type brosif ou des et’lcts 
paniculiers lies aux gros chargements (effet “bosse”). 
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L’tltment de surface de combustion sur lequel se rtfltchit 
I’onde acoustique a un diamttre de I’ordre de grandeur du 
tiers de celui du capteur tmetteur-recepteur : la mesure est 
donc moyennte sur cette surface. Les phtnomtnes trts locaux 
lies au mtcanisme de combustion des composts du propergol 
ne seront pas dtcrits par la mesure, tout comme d’ailleurs le 
comportement global d’un chargement. Cependant la qualitt 
des donntes obtenues ii I’aide de ce moyen est excellente, une 
fois la technologie et I’analyse de la mesure maitrisks par 
I’utilisateur. 

4 - DEGRADATION-ABLATION DE DIVERS MATE- 
R I A U X  ENERGETIQUES 

Oepuis quelques anntes. le champ d’application de la me- 
thode de mesure ultrasonore s’est etendu ii I’ttude de la de- 
gradation des mattriaux tnergttiques divers tels le PBHT, le 
PE (polytthylkne) et le PMMA (Plexiglas) ou le PTFE 
(Teflon) et les protections thermiques internes. 
Le niveau de vitesse de degradation est trts souvent faible, les 
flux thermiques sont rarement stationnaires : le suivi des 
tchos ultrasonores et I’analyse de la mesure ne sont pas facili- 
tts. 

4.1 Propulsion hybride 

La propulsion hybride associe un oxydant s’tcoulant sur la 
surface d’un combustible solide et rkagissant entre eux. 
L’oxydant peut Ctre initialement liquide comme le Peroxyde 
d’azote pour lanceurs spatiaux ou tout simplement dtre appor- 
te par I’air dans le cas des missiles statofustes . 

Le contrble de la dtgradation des combustibles solides abla- 
tables est essentiellement relie au flux thermique entrant dans 
le mattriau, flux issu des reactions entre les gaz de dtgrada- 
tion et I’oxydant [18]. Les travaux les plus nombreux ont t t t  
consacres ii I’etude du PBHT tant en France [18,19] qu’aux 
Pays-Bas [20] et aux Etats-Unis [2 1.221. La caracttrisation du 
comportement du combustible solide y est effectute I’aide 
d’une technique de mesure ultrasonore. 

L’un des montages expkrimeritaux ONERA est represent6 sur 
la figure 12: la veine de mesure ou charnbre d’ablation est 
raccordte ii un banc rtchauffeur pilotable en richesse et en 
temperature (H2/02). 

Le resultat des mesures ultrasonores met en avant les phtno- 
mknes thermiques qui modifient les conditions de propagation 
des ondes : la phase de mise en regime du rtchauffeur se 
traduit par une variation apparente d’tpaisseur lite au ralentis- 
sement des ondes ultrasonores avec la temperature (figure 13). 
Lors des phases de fonctionnement quasi-stationnaire, la 
vitesse d’ablation est cependant bien evaluee par la deride 
temporelle de la variation de temps de parcours sans prise en 
compte des effets thermiques. Les estimations de vitesse 
d’ablation sont d’assez bonne qualite malgre les effets de 
I’tchauffement initial. 

Les matkriaux considtres dans la propulsion hybride se dt- 
gradent sans laisser un dtpBt ou rtsidu sur la surface. Cepen- 
dant, certains d’entre eux subissent un  changement de phase 
avant degradation compltte : une couche liquide (PMMA) ou 
un  gel (PTFE) recouvre la surface du materiau. Dans ce cas la 
mesure ultrasonore est modifiee: le changement d ’etat du 
materiau entraine une variation d’impedance acoustique suffi- 
sank pour qu’une partie de I‘energie ultrasonore soit rCflCchie 
ii la transition et I’on voit apparaitre un echo suppltmentaire. 

Csptcurs 

n 

Air provenan: du richaufleur (pu 3OOOkg/m’-s. P<SMPo) 

figure I2 - Combustibles ablatables: montage expirimenrat 

Le suivi de ces modifications ne peut dtre effectut qu’avec le 
systtme d’acquisition numtrique des tchos ultrasonores avec 
un traitement en difftrt. C’est tgalement le cas pour les matt- 
riaux qui prtsentent un rtsidu en surface, rtsidu dont le com- 
portement va venir modifier les conditions d’tchange thermi- 
que en surface et donc influencer les conditions de propaga- . 
tion des ondes. 

figure 13 - Combustibles ablatables: mesure ultrasonore avec 
effets thermiques 

4.2 Protections therm‘ques internes 

Les mattriaux de protection thermique interne (PTI) des 
propulseurs ii propergol solide sont rtalises A partir d’une base 
EPDM chargee avec diffkrents produits retardateurs (Silice. 
Kevlar ...). La pyrolyse du mattriau donne naissance ii un  
rksidu dont la tenue mecanique plus ou moins forte selon le 
produit va conditionner le comportement (figure 14). 

Deux types de PTI ont ete testees: la difference reside dans la 
nature de la charge isolante. Lorsque la PTI contient des fibres 
de Kevlar, le residu a une trts bonne tenue mecanique, i I  reste 
prtsent en surface faisant tcran thermique. La temperature de 
surface du residu atteint vite des temperatures Clevtes, la 
quantite de chaleur entrant dans le materiau devient telle que 
I’tcho de la surface de pyrolyse diminue d’amplitude jusqu’ii 
disparaitre, empdchant toute mesure ultrasonore. 
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croissanze - kjectio 

Pour la protection thermique interne contenant de la Silice, le 
contrAle du niveau de degradation pilot6 par le flux thermique 
incident dtpend de la presence ou non du rtsidu. Si les con- 
traintes mecaniques issues de I‘ecoulement paralltle a sa 
surface sont trop faibles pour I’tjecter, il y aura pyrolyse du 
mattriau mais le processus de pyrolyse sera de faible vitesse et 
thermiquement instationnaire. La mesure ultrasonore permet 
un suivi de la surface avec, bien sQr, une interprttation dtli- 
cate puisque les effets thermique sur la propagation sont de 
niveau comparable A la rtgression de surface. 

I I 

A I’oppost, lorsque les contraintes de paroi tliminent le rtsidu 
au fur et B mesure de sa production, le rbgime sera alors ablatif 
et quasi-stationnaire. La mesure ultrasonore s’apparente alors 
B celle ohtenue pour u n  propergol solide: les effcts thermiques 
sont nkgligeables. 

1 1 I ’ t (s) 4 5 6 

figure I4  - Formation et ijection du risidu: cycle affectant la 
propagation ultrasonore 

L’altemance de phases de pyrolyse et d’effet thermique ne 
peut Ctre interprette qu’A I’aide de la modelisation du compor- 
tement thermo-ablatif du materiau rendant accessible le protil 
thermique dans le matiriau en cours de degradation. 

Connaissant la variation de celerite des ondes dans le matdriau 
et un critkre de rtflexion l i t  A une porositt limite, i I  est possi- 
ble de calculer le temps de parcours B chaque instant selon des 
conditions d’tchange thermique prtsupposkes. Ce rtsultat est 
compart avec la mesure effectute et ainsi les effets de pyro- 
lyse et d’tchauffement sont dissociks. 

Le couplage de la mesure ultrasonore avec un  code thcrnmo- 
ablatif: PTIMAD. version SEPIONERA du  code CMA 
(Charring Material Ahlation ) d’Acrotherm esI slt‘cctuc‘. I .cs 
rksultats sont trts encourageants dam le cas oil I C  rtsidu rcstc 
en place rnais i I  n‘esl pas encore possihlc d’anal!xr lcs phii- 

ses pulsees avec 6.jection periodique d u  rtsidu. 1.e comporic- 
rnent des materiaux sans residu doit pouvoir etre bien reprc- 
sent6 par le code sous reserve d’une bonne connaissance des 
grandeurs thermiques et des caractkristiques de pyrolyse du 
produit, donntes d’entree du code. L’intMt du couplage 
mesurelcalcul rtside dans I’ttablissement de I’historique du 
flux A I’origine de I’tchauffement puis de la degradation : la 
mesure ultrasonore devient un fluxmttre. 

5 - MESURE SUR ENGIN REEL 1231 

Jusqu’h present. les applications de la mesure ultrasonore 
concernaient des mesures effectuees sur propulseurs ou rnon- 
tages de laboratoire. Les travaux rtalists dans le cadre de 
I’ttude du comportement des protections thermiques internes 
avec la SEP (Socittt Europtenne de Propulsion) nous ont 
amen& A tester et de valider les possibilitts d’adaptation de la 
technique de mesure sur propulseur reel (Cchelle I ) .  De telles 
mesures sont realistes aux kats-Unis mais I’analyse n’est 
peut-etre pas aussi avanct [24]. 

& w e  IS - Siquence de/lux thermique itablie b partir de la comparaison 
mesurekalcul sur propulseur riel a structure bobinie 
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jigure 16 - TempPratures de surface et Ppaisseurs de‘gradies calcule‘es 

La mise en place des capteurs ultrasonores est faite par collage 
direct sur les structures bobintes sans realisation d’une traver- 
ste comblte par une rtsine acoustiquement adaptte. 

L’application est limitte aux engins I structure non mttalli- 
que: i I  aurait fallu prkvoir un  percage de la virole (autorisation 
!) pour s’affranchir de la difftrence tnorme d’imptdance 
acoustique entre un metal (pC = 45’ IO6 kg/m2-s) et une PTI 
(pC = 1.6*106 kg/m2-s) ou un propergol (pC =2.5 I 3*106 
kg/m2-s), difftrence qui bloque I’5nergie acoustique dans la 
structure. 

Les tchos ultrasonores sont numtrists en cours d’essai, les 
images obtenues sont traittes aprts tir. La modtlisation du 
comportement I chaque point de mesure est entreprise afin de 
determiner I’tvolution des tchanges thermiques et leur ordre 
de grandeur. L’exemple present6 sur la figure I5 montre 
I’effet de la position de I’engin lors d’un tir au sol I 
I’horizontale. 

Les tvolutions des mesures ultrasonores en peau dtcollte au 
fond avant I mtme diamttre sont caracttristiques d’un effet 
thermique prtpondtrant: le temps de parcours s’accroit, mais 
I’effet n’est pas symttrique. L’tchauffement thermique est 
plus prononct en partie haute, un changement de pente est 
observt vers t =I7 s : il  est possible que la pyrolyse dtbute 
alors. La protection thermique interne subit une dtgradation 
en partie haute, lI ou le poids du chargement de propergol 
solide va plut6t ouvrir I’intervalle. Seul un tchauffement est 
note en partie basse, la peau decollte etant plut6t fermte. 

La comparaison mesure/calcul donne I’tvolution du flux 
thermique incident qui est I I’origine de la variation de temps 
de parcours. Aprts une phase de flvx tlevt lite au remplissage 
de la cavitt par les gaz de combustion du chargement. les flux 
sont de niveau assez faible surtout en partie basse (30 kW/m2), 
le double est obtenu en partie haute avec deux pics de flux I 
t= 5 et 18 s. On notera qu’en premitre approximation, 
I’tvolution du flux thermique est proportionnelle il la dtrivte 
temporelle de la variation de temps de parcours. Les sorties du 
code thermo-ablatif dtcrivent I’tltvation de temperature de 
surface et les tpaisseurs de mattriau dtgradt et de rtsidu 
(figure 15). 
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En partie basse, I’tchauffement a t t t  insuffisant pour dtmarrer 
la pyrolyse, la temptrature est restte sous le seuil de 700 K, 
dtpart des rtactions. Ce rtsultat a ttt confirmt par les contrb- 
les aprks tir : I’analyse de la mesure a ttk validt. 

La mesure par ultrasons prtsente I’inttrit suppltmentaire de 
permettre une tvaluation des flux thermiques ; ceci demande 
un investissement au niveau de la connaissance du mattriau. 
En multipliant les points de mesure, on peut ttablir une carto- 
graphie de la dtgradation des protections thermiques internes. 
Les donntes lors de tir effectuts au sol constituent une banque 
de donntes importante pour le dimensionnement des protec- 
tions. On peut tgalement envisager une mesure embarqute. 

Quelques autres rtsultats de la mesure ultrasonore appliqute 
aux engins reels sont I noter pour le propergol solide: topage 
de passage du front de combustion par suivi du dtcouvrement . 
de la PTI, tvaluation de la vitesse de combustion en fin de tir  
avec une limitation de I’tpaisseur traverste I quelques centi- 
metres (limite non technologique). [24] 

5 - CONCLUSION 

La presentation des diverses applications de la mesure ultra- 
sonore est malheureusement trop rapide. Le lecteur trouvera 
des informations compltmentaires dans les articles cites en 
rtftrence. 

La mtthode de mesure ultrasonore est devenue un  outil opt- 
rationnel mis en oeuvre de manitre naturelle sur les montages 
exptrimentaux de laboratoire au mtme titre qu’un capteur de 
pression. Contrairement A d’autres techniques telles les micro- 
ondes, I’implantation du capteur ultrasonore ne demande pas 
de montage experimental special. II  peut ttre inttgrt sur des 
montages deja existants. La seule dificultt reste la mise au 
point du mattriau de couplage, la ligne I retard - traverste de 
paroi, qui doit &tre chimiquement compatible et acoustique- 
ment adapt6 avec le produit testt, de tenue mtcanique suffi- 
sante (attention I I’effet de la temperature initiale!) et avoir de 
bonnes qualitts de collage. 
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L'analyse de la propagation des ondes est bien maitriste dans 
le cas des propergols solides, un  peu moins pour les matkriaux 
A faible vitesse de regression. 

La precision du resultat final. la vitesse de combustion. de- 
pend des conditions experimentales (dP/dt), des conditions 
d'acquisition (de 25 A 20000 mesures par seconde). des con- 
ditions de calcul de la derivee (moyenne, lissage ...) et de 
I'operateur. Estimer la precision est dificile: la mesure est 
locale mais non ponctuelle et I'experience montre que la 
combustion elle-meme n'est pas tout A fait stable pour des 
conditions fixes (P,Ti). 

C'est A la fois un  outil de recherche, I'Ctude de la combustion 
erosive en est I'exemple phare, et un outil de contrBle de 
fabrication avec une reduction des coGts pour une precision 
accrue. Les mesures sur engin reel A structure bobinee sont en 
plein essor avec un lot d'information interessant le concepteur 
tant des protections thermiques que le fabriquant du charge- 
ment A propergol solide. LA aussi, une reduction des coGts est 
attendue grace A I'emploi plus generalise de la methode de 
mesure ultrasonore. 

Certes, I'investissement de depart peut Ctre consider6 comme 
important : le materiel de mesure reste assez cher mais c'est 
I'experience que doit accumuler I'operateur qui demeure la 
charge la plus lourde avant le retour sur investissement. 
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Paper 34 
Author: Cauty 

Q: Moritis 

Un de vos projets d’amtlioration de la technique est la mesure d’tpaisseurs plus grandes que vous ne pouvez 
mesurer actuellement. Peut-on arriver h ce but par le seul emploi d’ondes sonores B frequence plus basse ou il y 
a des ramifications dont l’effet doit Etre mitigt ? 

A: En effet, une diminuation de la frequence d’excitations de la ctramique du capteur ultrasonore rend possible 
la traverste d’epaisseur de materiaux plus tlevte. Dans notre cas, le caractkre visco-elastique manque des 
produits testts (propegols solides et materiaux energetiques B base de polymke ou de EPDN) entraine de tels 
niveaux d’attenuation que cette solution n’est pas en peu efficace, sauf B descendre trks bas en frequence (qq. 
dynamis de kHz). 

A ce moment la, d’autres probkmes prendraient naissance avec I’allongement du temps d’amortissement de la 
ceramique et les accroissements des ptriodes des alternances des tchos. Une possibilitt plus comfortable rtside 
en une modification des conditions de sollicitations electriques du capteur. 

Q: Hors de votre expos6 il a t t t  question de corrections par introduites le logiciel de traitement, afin d’aneantir 
les effets de le temperature et de la pression sur la vitesse de propagation de I’onde sonore. Par contre, si j’ai 
bien compris, vous n’employez pas de capteurs de temptrature, ni de pression. Les donnes, d’ou proviennent- 
elles ? 

A: La pression est mesurte hors de chaque essai: c’est un paramttre primordial dans nos ttudes- les evolutions 
de pression n’ont pas ttt indiqutes sur les planches pour ne pas alourdir la representation. 

La celeritt des ondes dans les produits ttudits peut &tre exprimte par une loi de type .. 

La sensibilitt h la pression (kp) est entrenue par des essais sans combustion dans une enceinte pressuriste. De 
I’evolution du temps de parcours on peut remonter B la sensibilitt recherchte. Pour la temperature, il faut 
considerer 2 cas: les propegnols solides et les materiaux energetiques. 

Pour les propegnols solides, la stcuritt pyrotechnique nous interdit que depasser 80-100°C. Les informateurs 
recueillies sont importants pour les essais en temperatures difftrentes de l’ambiante, mais sont insuffisantes 
pour tenir compte d’un profil therimique en combustion. Comme celui-ci est peu penetrant (inversement 
proportionnel h le vitesse de combustion), ttablie trbs vite et peu modifit par les variations de pression, on le 
neglige ou on le remplace par une approximation lineaire avec un coefficient kt estimt (correction 2&me ordre). 

Pour les materiaux energetiques, il en va autrement, l’effet de la quantitt de chaleur entrant dans le materiau est 
trks important. Des mesurees statiques peuvent Ctre men& jusqu’a 200°C environ. Au deli, la loi est extrapolte, 
et ajustte en fonction des analyses des essais qui s’accumulent. 
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Dans le parsC les developpemeats de motam B 
propergo1 solide conduisaimt a des qualilicatiow 
skppuyant sur une skit de tirs pour a c q k  une 
dance~edaasleurbonfoactormanent.  
&rant la dcmi&c dcEennie, des contraintes 
nouvdes sont apparucs. on part cita mtre autres: - un besoia d'augmuuation de pcrformanccs sssocib 
aunerCduction des IIUUIS*I imta qui a wnduit I 
l'cmploi de mncnsUX . plus l6gm ct qui s'oriulle 
mainmmt v m  une d m  coansissance des 
margca de fdmmnent, 
-des ni- d'CxigenccS 6abilitk et QI scauite 
globaleman plus ClevCeS, 
- une tendsna B la duction des d t s  de 
W O P p a n m t  = - ' par une baisse du 
nombre d'essais. 
Pour ccs raisons les activitk de conceptions ont dil 
faire appd a de nouveawc outils d ' d y s e s  et de 
visualisation des modes de fondonncmcnt des 
m o w  a pmpersol solide atin d'amdioru ou de 
pamettrr. - la compdmabn des plhomhes qui dgissent 
1aufonCtiomKmmf 
- la validation des moddes de simulation numhique, 
- l'incidena d'un dekut de fabrication sur la fiabiite 
ou le3 pelf-. 

Trsditodcmcnt, Ics mtthodcs pam*tant, en 
phasc de waccptios la wmpdhension des modes 
de fonctionnund et la validation des moddes 
faiaaient appd h la muhiplidon des usais qui 
pam*tnit unc catcline statistiquc et aux d s  a m  
extinction du pmpexgol en mrs de fonctionnement 
h un instant ehoisi a6n de figer une phase de 
fonctiormmcnt &d&e. 
Ces mctboda prbntent deux inconvcnients 
hpOmtS  ' 011 IlC PCUt d'W pSrt fi&X qU'W 

Pnperpresented nl nn AGM9 PEP Symposium on "Advawed Non-Inimsive Imfmeninfion 
for Propulsion Engines", held in Brussels, Belgium 20-24 October 1997, nnd published in CP-598. 
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phase de fonctionnement par essai et d'autre part 
leur multiplication est onheuse. 
La mise en oeuwe de techniques de contrde non 
destructif constitue une alternative inthesame car 
I'essai n'est pas per~urbe et peut se derouler jusqu'a 
son terme. 
Panni les techniques permettam de ( (vo i r~  a 
I'intinieur du moteur lors de son fonctionnement en 
tir au banc, on peut citer la radioscopie telhis6e 
(TV) par rayons X et les ultrasons. 
La suite de I'article dkveloppe I'utilisation de la 
radioscopie T.V. par rayons X et donne des 
exemples d'utilisations. 

2 - mCIPE DE LA RADIOGCOPIE T.V. 

Une image r a d i i e  Rayons X est form& sur un 
dktecteur qui la convertit en image visible. 
b q u e  le ddecteur est couple a une camha vidb 
temps rkel on obtient une image contenant toutes les 
particularites et kvolutions de I'objet examine. 
Ce prinupe tr6s simple est illustrk, ci-apres, sur la 
figure 1. 

Figure 1 

Un des principaux avantages de ce type d'examen 
reside dam sa totale ind6pendance par rapport a 
l'lchantillon observe. 
Selon la rapidit6 du phhomhe a observer deux 
types de cameras sont utilises : 

- pour des phhomines relativement lents 
c o m e  des dvolutions de surfaces de combustion 
(quelques millimetres par seconde) les camhas 
vidb classiques A 25 images par seconde p r h t e n t  
le meilleur compromis entre sensiiite et r6solution. 

-pour des phhomknes plus rapides comme 
des phases d'dumage ou l'evolution eventuelle d'un 
defaut, il est nkssaire d'utiliser des cameras vidb 
rapides ( jusqu'a 1000 images par seconde ) en 
g e n h l  intensi6h atin d'obtenir la meilleure 
sensibitit6 possible pour les cadences de prise de 
wes 6leveeS. 

Selon la taille des objets A observer deux types de 
rayons X sont utilisb 

- pour des objets de taille infinieure a 
300 mm un g h h t e u r  a rayon X classique de 
quelques centaines de Kev est utilise avec comme 
dktecteur associe un amplificateur de briUance 

- pour des objets de taille sup&ieure un 
accelhteur lineain de plusieurs Mev est necessaire 
en association avec un dhecteur spffiifique 

Bien entendu de nombreuses contraintes de mise en 
oeuvre existent : 
-protection du materiel A l'environnement d'un gros 
moteur en fonctionnement (bruit, vibration, 
chaleur.. ) 
- protection vis-a-vis des rayonnements ionisants 

3 - VISUALISATlONDE FRONTS DE COMBUSTION 

Une des utilisations principales de ce type d'outil est 
la visualisation en temps r&l de I'kvolution d'un 
prom de combustion. I1 permet de rhliser une 
cornparaison direae avec I'kvolution thbrique. 
Le premier exemple montre I'holution du fiont de 
flamme d'un chargement axisymfique. 
Ces images sont rtbliskes avec un d 6 r a t e u r  
IiiW delivrant des rayons X de 8 Mev, car le 
moteur fait 600 mm de diam&re ; la cadence 
&acquisition est de 25 images I seconde. 

Figure 2 : Le rectangle gris montre la zone du 
chargement examine et la partie gauche l'image RX 
obtenue avant I'allumage 

Les skquences suivantes montrmt I'evolution en 
combustion du canal central avec en superposition 
en blanc I'dvolution thbrique. 
La deform& a I'allumage du profil de combustion 
est tr&s bien visualide. 
Compte term des erreurs dues 4 la projection 
gbmemque et am erreurs de parallaxe il est 
difficile d'avou une mesure pMse, mais I'ordn de 
grandeur est tr&s bien retrouve. 
La prffiision de mesure est de I'ordre du pixel 
image, soit dans ce cas 1 millimetre. 
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Figure 3 . A I’allumage (To + 240 ms) I’image 
rnontre la diformation du profil. les dents sont 
M k s  v a s  I’h& et lau d i m b e  int&iau est 
augmente. 

‘0 cdwknsec I 

Figure 4 : To + 400 ms. La combustion progresse 
mais le dkalage du protil de combustion a& par la 
diformation a I’allumage par rapport au thbrique 
n’est pas absorbe. 

03 1 
Figure 5 : To + 1,3 ms. Le profil de combustion est 
pratiquement sur le prom thbrique. 

La fin du tu permet egalement de visualiser les 
rtsiduels de combustion et de les compare-r au calcul 
thbrique toujours delicat de la queue de 
combustion 
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4 - VISUALISATION D’ANOMALIES DE COMBUSTION 

Afm de suivre le front de combustion, comme le 
moteur est en ghba l  fixe, I’ensemble d‘imagerie 
poste RX et detecteur du type amplificateur de 
brillance, est monte sur un banc travelling qui est 
illustre sur la photographie ci-apres. 

Figure 6 : Banc de tir avec travelling RX 

Cet 6quipanent permet de visualiser et de suivre de 
fawn commode, en pilotant I’ensemble, I’ivolution 
de surface d’un bloc a combustion frontale ou 
I’holution d‘un defaut present dans le propergol 
lorsque qu’il est atteint par le front de combustion. 
Ce banc permet de visualiser des rnoteurs d’un 
d i a m b  i f i e u r  A 300 mm. 

L’tuolution au tir d’un propergoiporeur 

Le calcul du devenir en tu d’un defaut est souvent 
dificile et n h s i t e  de nornbreuses hypotheses. 
Par exemple I’observation directe de I’ivolution en 
combustion d’une mne de propergol poreux apporte 
des informations difficilement calculables. 

Les images suivantes montrent I’evolution cdcuke 
du 60nt de flamme g h b e  par un semi de bulks 
repdsentatif d‘un defaut reel et provoquant une 
survitesse locale de 30 %. 

t = 2 0  
Figure 7 : Evolution theorique calculee avec le code 
SNPE 3D.EVOLINA. 
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Les images suivantes montrent I’&olution kelle de 
la simulation pr&&Iente elles sont prises a la 
cadence vidh de 25 imagedseconde 
La partie supkieure de I’khantillon est saine, la 
partie inferieure est poreuse mais les cavites sont 
trop petites. quelques millimetres pour les plus 
grosses, pour &re visualiiks par le systeme 
d’imagerie a travers la bombe de tir 

I 
Figure 8 : Evolution porositb au tir. 

L’analyse des images sur la dur& totale du tir 
montre que la survitesse moyenne est bien de I’ordre 
de 30 % mais les images RX montrent que la 
survitesse locale peut aller jusqu’a 90%. 

Certaines porosit6s peuvent aussi eVoluer de fawn 
plus rapide (& de fissuration) wmme le montre 
1’ image ci aprh &ectu& sur un autre &chantillon. 
Ce cas de figure est tres dificile a mcddiiser. 

Dans I’exemple prtkkdent la survitesse w e  sur les 
images est de I’ordre de 10 fois la vitesse nominale. 

Evolution de cmMs nu tir 

L‘exemple suivant montre I’evolution de cavites a 
I’allumage et les codquences sur la combustion. 
Le moteur presente des cavites dans la zone avant 
La surface initiale presente 2 canes ( Cf. figure IO ) 
et la combustion est pilot& par fils ( trop fins pour 
&re visibles sur I’image ). 

Figure 10 : Image RX avant allumage 

Les images suivantes montrent la phase d‘allumage 
et I’ecrasement des cavites qui disparaissent. 
La vitesse d’acquisition des images est de 250 
images I seconde. ce qui explique la degradation de 
leur qualitd. 

Figure 9 : Evolution de type fissuration 

Figure 12 : Allumage 

Pendant la phase d’allumage a la mise en pression 
les cavites sont &ras&s et a to + 40 ms elles sont 
compl&tement aplaties ex disparaissent de I’image. 
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La sPquence suivante montre I 'anivk du front de 
flamme dans la zone des cavites 
Les deux images sont separtks en temps par 4 m 
Sur la premikre la combustion est normale 
Sur la seconde on note sur la gauche de la zone avec 
les cavites une prise en feu qui se dbeloppe en 
moins de 4 M 
On peut penser que I'ecrasement des cavith a 
&ere autour d'elles des fissurations invisibles sur 
I'image car elles sont comprimees et qui ont propage 
le front de flamme a son amve 

... . ., I ,  

,.U;:. .. . .  
L.$ .. 
. I ,  

I- 
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I - 4, CC?a 
Figure 12 : Arrivk du front de flamme dans la zone 
des cavitk. 

Compression d'une cavitd 

Les images prk4entes montrent que pour des 
phenomenes tres rapides, bien que I'on puisse les 
mettre en Gdence, il est mal& tout difficile d'avoir 
beaucoup d'infonnations BU niveau d'un tir sur le 
devenir d'une cavite. 
Pour pallier cette diflidte, I'exemple suivant 
montre I'evolution d'une cavite sous une contrainte 
de compression simulant la mise en pression. 
Dam un premier temps, pour simplifier la mise en 
oeuvre de I'essai, la vitesse de mise en pression est 
infhieure a celle du tir, de l'ordre de plusieun 
secondes. 
La figure suivante montre le dispositif d'essai 

Vhin 

Figure 13 Dispositifd'essai. 

- .  - - .  
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Ce dispositif permet de faire varier le temps de 
sollicitation et la raideur de l'enveloppe 
Les images suivantes montrent I'evolution d'une 
cavite spherique et la comparent a la dsomee 
numerique 

I -  
Figure 14 : Petites deformations 

Pour des petites d e f o m h  on observe une bonne 
adequation entre le calcul et I'experience. 

I' 
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Pour des ddformations imporunteS le calm1 ne rend 
plus compte de I'exp&ience avec In m h e  pr&ision. 
Il m vrai que la compression d'um carit6 spMque 
e8t contnignsnte UT elle w e  de fort taux de 
dCformation avcc des conhaintea ClevCeS et les 
moddes utili& prcsentcnt des hnbilitb 
nUm&iques qui M pelmettent pas d 'h t i r  
aujourd'hui B la simulation de I'ecraSanent total de 
la mite et B sa firrsuraton. 
Ce type de ridsation permet par la camparaison 
direae avec I'exp&imce de tester de nouvdes lois 
de comportment du propergol afin de restitucr nu 
deux les deformations rMes de la cantC. 

5 - CONCLUSION 

Les quelques exemples que noua avons montrh 
illustrent les diffkentes utilisations possibles de la 
radioswpie telivi&e par rayons X come moyen 
d'analyse non intrusif du fonctionnment des 
motam B propergol solide. 

Par sa capacitc A produire des imsgrJ de bonne 
qualit6 dans des wnditions trcs varilcs, m e  
technique s'av&e trcs utile pour visualiser Ies 
~ V O ~ U I ~ O M  dc wrfaces de combustion penaUn route 
la d& d'un tir et c'm un bon wmplhent, voire 
une m6thodederemphcemcntdans certai~aq lux 
essais avec exthetion. 

apprccier wnunent I'cvolution d'un dCfaut va joua 
sur les performances ou la fiabilitc d'un motnrr. 
Il permet Cgaement par une con6ontation dinac du 
comportement numdrique du modde avcc cdui 
obmC en U)UIS d'eapsis, I'amCliomtion des 
mcthodcs de dimensionnement et de dad 
n d q u e .  

c'm un mtil p a r t i d h e n t  intcnssant pour 

Ces travaux ont ete, m partie, finances par des 
wntrats d'hdes  DGAIDMUST3S et CNES et les 
essais I.ealises avec divcFJes w ~ m t i o ~  
notammmt le CAEPE et CUERG. 
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Developments in High Energy X-Ray Radiography of Running Eagiues 
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1. SUMMARY 
There has been substantial industrial development of 
radiographic techniqw fm quantitative meawment of 
cornponeat and/or matuial clearances or movement within 
static m operating test pieces or machinery lmpurtmt 
examples of applications are in the fields of momti$ 
amamen&, space sciences and nuclear engimmhg (Pullen, 
1971;Buchanan, 1973;Daviffetal, 1980). 

Following the dawnstrah .on and installation of a suitable high 

Rolls-Rcyce bas been routinely carlying out high-cnapy x-ray 
enagY x-ray Source fM USE with OpF2'&hg m @ n e S ,  

radiography of engines on test beds since 1971 (Stewart, 1975; 
1987). 

The curren~ RoUs-Royce X-ray imaging equipment includes a 

slow transient events, that enables sequences (up to 10 shots) 
of h i g h - ~ ~ ~ l u t i ~ ~ ~  6 h  radiograph to be obtained at short (- 2 
s) exp~~ure h e s .  A real-time X-ray vi& imaging system 
prcducing up to 25 frames.s-' is used for faster transients or 
where cyclic behavior is bemg investigated by strobing with the 

film plate chmlger system, used for analysis of steady-state m 

pulsed x-ray souT(z. 

An EI&c Radiography imaging system, b a d  on a cooled 
high-resolulion CCD c m a  (Burt, 1991), has been developed 
to replace film radiography. This system enables long 
sequences (> 100 images) of high resolution images to be 
obtained at fast data acquisition and transfer rates (up to 8. IO6 
pixe1.s-I). 
Movements of regions of interest in sequences of images 
during an engine o p t i n g  cycle are measured uslog cross- 
wnelation tracking sofhvare (Davies, 1980). 

The perf- of a new Rolls-Royce imaging system for test 
bed use is discussed and the results of an X-ray test on an 
Adaaenginearedescribed. 

2. INTRODUCTION 
The two X-ray sources currently in use are elechon l i  
aaelastors (Raytech SX1500 and SX3000) of maximum 

I I  MeV that are transpartable between suitably 
radratiOn-shielded test beds at Bristol, Huclmall (Fig. 1) and 
Pyes- 

Seq- of fh m video images are obtained during diNerent 
engine lmnsients to detamine the complete envelope of 
componenl movements in each cycle. Each image is analysed 
by photogrammetrsts who take measuTements either manually 
OT with the use of automated t r m p l a t e ~ h g  software. 

The whole process is very labour intensive with the film 
analysis, in particular, requiring many weeks of work. It is 
only possible, thmfore, to provide a limited analysis of 

expenmenral mdts within a short period a h  comple(ion of 
the actual x-ray tests 

3. ELECTRONIC RADIOGRAPHY 
The replacement of film by e1ec-c radiography systems 
incarporating cooled CCD cameras gives the advantages of 

- high dynamic range with low noise characleristics 
- inherently stable system giving high measurement xcuracy - digital format of images for chesper and simpla 

- ability to process rmd analyse images rapidly using 
archiving 

customised m p u t e r  sofhvare 

An Astmcam 4100 cooled CCD camera was selected for the 
electronic radiography work to investigate the replacement of 
the current Rolls-Royce film system. The principal 
charscteristics of the CCD used in this camera are given in 
Table 1 

CCD Chip 
Pixel Sile 
Number of Pixels 
Signal Resolution 
Dark current 
Read-out Rate 

Kodak KAF-13OOL 
16pnx l6pn 
I280 x 1024 
12 bit (4096 grey levels) 
10 e-.pixei-' .s-' at 40°C 
8.106 pixel.s-' (maximum) 

Table 1 - ASTROCAM CCD CAMERA DATA 

An X-ray image is obuunad using an X-ray scintillation screen 
(Mobaril, 1994) mounted on the inner front face of a light-tight 
housing (Fig. 2). This SCT&R measuring 450mm x 360mm. is 
viewed with the CCD m e r a  via two separate mirrors set up to 
position the camera out of the radiation beam. The camera is 
optically coupled to the screen using a range of lenses whose 
focal lengtb is selected to match the requirement of pixel size 
and field of view for the particular test application. 

4. CCD CHIP OPERATING PARAMETERS 
For the Kodak KAF 1300-L selected for this W M ~ ,  the full well 
capacity is - 150,000 electrons. Built-in anti-blooming, that 
allows for considerable light overloads (~1000) without the 
pmduction of charge spillage onto adjoining pixels. reduces the 
effective area occupied by the imaging pixels by - 30% This 
also reduces the quantum efficiency of the CCD by the same 
proportion. Peltier cooling mainlains the chip at a temperature 
of - -4OOC for low dar!i current operation, resulting in a figure 
of 10 e- .pixel-'.s-' . There is, in addition, noise associated with 
the read-out of each pixel. This is. typically. 8 e- .pixeP at 
1.106 pixe1.i' and 40 e- .pixel-' at 8.10' pixe1.s" d - o u t  
speeds. 

The total signah noise ratio for any pixel will. therefore. be 
dehnmed by the individual contributions from the imaging 
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process (Starker al. 1992):- - the elmmm generatedin the pixel as a d 1  of 
absorption of the light photars proauced by X-ray 
interactionsinthewnv~ters0een 

- electron noise in individual pixels (dark m t )  - reabout noise in the transfer of charge to the 
w t p u t a  

The noise mtriiutions hemme signrficant if the full well 
capacity of the chip is not utilised such as when the test object 
very strongly attenuates the X-ray beamandpmduces a low X- 
ray beam intensity at the scmnorwhenshort time exposures 
are necesaq. In both these cases, electmnic gain is required 
tbat reduces the well depth by a factor of up to XIS. As the 
signal:noise ratio in a r a d i m  image oran Biesm, 1989) 
has a direct intlmnce on the achievable accuracy of the 
template tracking softwme, there will be a different associated 
measuranent accumy for eveay region of intaest in each 
image. 

The behavior of the dark current in individual pixels (reflected 
in the overall level of noise) is one of the factors to be 

g achievable accuracy. Radiation considered in detammm 
damage effeas on the CCD chip resulting in an increase in dark 
current have therefon to be minimised (Hopldnson, 1994) d 
w m i o n  factors applied, where possible, to the image grey 
scale value of those pixels ("hot" pixels) that have sigtuticantly 

dark current (Mohammadzadeh et al, 1997; hytherch, 
1996). 

4. TEMPLATE TRACKING SOFIWARE 
Computer software is used to carry out automatic analysis of 
each region of interest in an image and to track the movfmmt 
of a specific feature in that image fium frame to hime. 

ThiF technique requires the detinition of a template for each 
region of interest. Tbe template iomporates pixels in the image 
tbat cbaractmis the shape of that specific mrnpent and this 
is usedto carry out a search for the best new position of the 
component . With this defined template, a cr-latim 
technique is used to search for us best match for this template 
in all new images. The matching process generates a 3D 
wrrelation surface that should have one maximum indicating 
the best maldung positioa in coadinates x, y that correspond 
to thc pixels in the image. The position of the maximum is then 
d n a m i  to sub-pixel a m  by using interpolation 
lecbriqus over the surface. 

. .  

A new s o h a r e  program has been Wrinen that aids in the 
definition of templates bl.. f& carrying out edge detection on 
the region of interest. The number of pixels ~ c m s s  an edge is 
user-selectable and may be defined in terms of the gradient at 
that edgc. Following the d e f ~ t i o n  of all the templala, using 
the rust image of the sequenq all the subsequent images in the 
sequence are analysed. This sonware is implemented on a Sun 
SPARC network. 

Tests have been carried out using the template tracking 
sonware on radiograpbic images of a micmmeter gauge taken 
with a 22SkeV X-ray set (Fig. 3). For each selected micrometer 
clearance, sequences of images were obhined and measurement 
amrs detemrmed . from the tracking mlhvare results (Table 2). 
Errors given are thc standard deviation in thc diffemce 
between two tracked points (the tips of the two jaws of the 
micromelcr) for livc repcat measurements at each micmmctcr 

space The pixel size eomsgonds to 372 pm No prelrmmsry 
image processing was used prior to carrying out the template 

sucfessive measured micrometer spacings and the results 
Mmspond to the type of data &.at would be extrseted from 
sequarces of X-ray images of an engine under test These 

si@:noise ratios at the two templste positions of - 16 dB. 

difference divided by the srandard deviation of the b-d 
noise in grey levels. Maximum grey scale level (4096) 
corresponds to 12 bits. 

tradring. The (A) an the di&enm bfAWeentw0 

gaod CplalIty image3 we€e of high wntmst and low mise with 

This ratio is &tined by the signal - background grey d e  

Micmmeter t?b!mwJ c?!!!w 
SQXim SeEk A 
(Po (run) (run) 

1005 f 5 1003f 4 
2005 f 5 2001 f 3 1002 f 5 
2505 + 5 2525 f 18 524 f 18 
:3w5 * 5 3046k 6 521 f 19 
:3305f5 3379f 8 333 f IO 
3605 i 5 3686i 6 307 i 10 

Tabk 2 - ACCURACY MEAsUREMElWS 

5. HIGH-ENERGY X-RAY TESTS ON AN ADOlJR 
ENGINE 
During dynarmc teshg of an Admu engine on No. 104 Test 
EM, Filton, Bristol in May 1995, electronic X-ray radiography 
was carried cvt using the RR Applied Science Lsbaatm 
coolebCCD cams systan Apprmdmately one hour of engiOe 
running time was used to investigate image suslity and 
rnmmment accuracy a number of engine operatins 
cycles. A typical image iiwn the sequences obtaimd is shown 
in Fig. 4. This covers the region of the compressor indicated in 
the pd arrsngwent of Fig. 5. 

Because of the off-sel of the imaging system iiwn the engine 
casing, the x-ray image Oblaid is magDlscdby a Linear facta 
of x .31. The field of vkw, given by the siiz of the screen 
(45Omm x 36Omm), aaually corresponds to an arm of 347- 
x 278mon the engine and therefm, d e b  the p k l  Sine 88 

2 7 1 ~ .  

Dwing thesex-ray tests, images were recorded to disc way 17 
sefonds. This was the result o f a  4 secmds expmure, 2 
seconds read-out, 4secondsofwritingtheimagetodiscand7 
seconds for clearing the camera for the next expure. With the 
improvements to computer hardware and image acquisition 
sofhnrare, tests today requiring exposures of 4 seooods would 
result in total cyde times of 6 seconds. Speod of acquisition 
now is limited by the exposure time necessary to obtain signal 
levels in each pixel to match the accuracy requued from 
ineasurements. U& best conditions, good quality images may 
be obtained in 1-2 SeeOndS using the present X-ray linac 
SOURW. 

A sequence of 100 images was q u i d  during a 30 minute 
engine performance cycle test. In analysis of images, q 
number of templates of different regia of interest may be 
d e f d .  In this example, four templates were d e f d  in the 
fint frame of the cyck. Templates I and 2 were points on a 
tungslen calibration bar fixed as a dahun reference on the b n t  
of the X-ray imaging housing and Templates 3 and 4 were the 



4th stage camp- casing and mot platform (Fig. 5). 

All four templates were eacked throughout the 100 images and 
either absolute values were plotted e.g. axial (x) values of 
Template 4 as a function of time (Fig. 6), giving gross engine 
m o v e  or differatce values were obtained e.g. radial (y) 
vnriaion in the compressor root-casing clwance , Template 3 - 
Tanplate 4 (Fig. 7). 

The results of the gross mal movemBlt of the 4th stage 
amp- Shawn m Fig 6 demonsbate the changes that 
result during rapid accelerahaui and dederahons and these 
match thechsnges m logged engme parrnneters dunng the same 
lun 

The vanahon u1 compmsor mt-cssmg radd clearancc (Fig 

msxunum to idle The small degree of scatter m the results for 
the penod of steady-state mmmg h 500 to 1000 seoonds, 
glven the large number of data polntp obtmed, glves 
c o a f i d e o c e m t h e ~ a n d m t h e a c c u r a c y  ofthe 
results 

6.MEASUREMENT ACCURACY CHECK 
In order to obtrun qurahtahve of mea~unm~l t  
repeatab~mtheaeAdourtcsts, TemplatesIaad2were 
wackedmtheseqwlce of loo Msgcs The mal (x) dlffennee 
b a w a n ~ t w o l i x e d p o ~ s h w l d r r r m m m o s t a n t  The 
results, gvm m Flg 8, d c a t e  the spread of results about a 
mea0 value(4 I2 mm), wth the f 1 standsrddevlatlonhts 
lecluded Tbn shows that most of the results fall who a 

The largerscaaadunng the acels/bls could eaherbe due to 
relabve movement of extend coqmmts causmg changes m 
the radtographc mges or to nbratlon m the bouslng resultmg 
h mxad au flows and/or now levels The results gve 
a god danoastratrm ofthe sub-pml accuracy obtamable wth 
thetemplate~kqtecholque 

7) uldlcates an Llllxease Of - 1111111 dunng S h  b h  h 

standard devlatmnof 005 p~rels, to - 1 7 ~  

7. CONCLUSIONS 
Gmd suably X-ray mags are obtamsble usmg a ccoIed-CCD 
camerammgmg systemm an opcrahng mgme envuoument on 
a test bed. Analysis of a sequem of 100 nnages bken dunng a 
perfolrmanee cyde of an Adour en- dummstrates the 
capablllty of the systun fa observmg and measmug 

movemad to sub-pnel SCC~WC~ 

The CCD chp should be ciosely momtoml dunng its 0pm-g 
llti?todetarmoe the degree of deknomhonmdnlrccmentof 
mdlvidual PIX& mth x-ray operahon and the adent to whcb 
these chauges & & t h e ~ r n S C C l W C y  
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FIGURE 1 : NO. 10 X-RAY TEST BED AT “ A L L  

. 

FIGURE 2: SCHEMAnC DIAGRAM OF CCD CAMERA HOUSING - 



FIGURE 3: RADI%RAPHIC IMAGE OF MICROMETER TEST GAUGE 

FIGURE 4: ELECTRONIC RADIOGWHY IMAGE OF THE COMPRESSOR 
SECTION OF AN AWUR ENGINE ON TEST 
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Paper 36 
Author J.D. Rogers 

Q: Lamarque 

What is the life time of the CCD sensor exposed to the radiation? 

A: We have incorporated a considerable amount of X-ray shielding into the housing of our new Electronic 
Radiography system. To date we have only had approximately 1 hour continuous operation into high energy X- 
rays (if up to 11 pv) although it has been used for more than 20 hours operation at low energies (up to 225 pv). 
This operation has resulted in little change to dark current performance and no noticeable change in 
measurement accuracy. Larger term operation will require monitoring and CCD chip replacement will be 
carried out when necessary. 

Q: Russo 

Could you comment on the reliability of electronic radiography versus current X-ray imaging equipment ? 

A: We have used our electronic radiography system twice with operating engines on test beds. This experience 
leads us to believe that, with the necessary radiation and acoustic shielding of electronics, reliability of the 
equipment will be high, certainly higher than that of the current system which utilises a mechanical film cassette 
changing mechanism. 
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Abstract 
Boundary layers developing on a surface subject to the 
intermittent passage of wakes, such as those on 
turbomachinery blading, are known to be highly 
unsteady. In this experimental study, a flat plate mounted 
in a wind tunnel downstream of a moving wake 
generator was used to model the wake-boundary layer 
interaction process in actual turbomachines. The 
boundary layer and the wall shear stress developing on 
the flat plate in this unsteady environment were 
measured using hot wire Anemometry and hot film 
sensors mounted on the plate surface. Measurements 
were taken at several locations downstream of the plate 
leading edge, and at several values of the reduced 
frequency. The results from the hot-film sensors showed 
that the unsteady boundary layer resulted in signrficantly 
higher losses in comparison to a steady boundary layer 
developing in the absence of passing wakes. 

1. Introduction 
Flows in compressors, turbines, reciprocating engines, 
propulsion engines, and on aircraft surfaces, ships, 
rockets, etc., are mostly turbulent. In particular, the flows 
in turbomachines are marked with the combined effects 
of turbulence and periodic fluctuations. In practical 
applications, periodic unsteadiness may be the source of 
vibration, noise, structural failures, reduced performance 
due to boundary layer growth and separation, and time 
dependent heat transfer processes. Turbulent boundary 
layers in turbomachines are both three-dimensional and 
unsteady. The flow becomes periodically unsteady due to 
the relative motion of the rotor and stator blades in a 
stage. Streamlined ( slender shaped ) bodies like airplane 
wings and turbomachinery blades are subject to 
sigxuticant friction forces. Estimation of these forces may 
be obtained experimentally through velocity and wall 
shear stress measurements in the boundary layers. 

The ultimate goal of many experimental studies of fluid 
flow is to determine surface effects like skin friction, 
heat transfer and pressure distribution. In particular, 

knowledge of the drag created by fluid flowing over a 
solid surface is essential in the understanding and design 
of many practical applications, whether it is a 
&machine, an aircraft wing or flow through a pipe. 

Skin friction and heat transfer gages have been 
traditionally used to disclose particular features of 
surface flows. Some devices used to measure the wall 
shear stress depend on the flow in the immediate 
vicinity of the sensor. These methods also relay on 
established correlations between the flow and the shear 
stress. The flush-mounted sensor is such an instrument 
11 11. 

The heat transfer rate Qw to the fluid is related to the 
wall shear stress tw by 

3 
Q w  a z w .  

Heat is supplied to the probe via a high gain feedback 
amplifier maintaining a constant temperature above the 
ambient fluid temperature. In the mean time, heat is 
continuously conducted from the film to the fluid. This 
method has been applied to determine the time average 
wall shear stress in turbulent boundary layer flows under 
the assumption that the thermal boundary layer 
generated by the probe is smaller than the viscous 
sublayer thickness of the hydrodynanuc turbulent 
boundary layer. In its early stages, the technique was 
developed and used by Ludwieg [5,6], Liepmann & 
Skinner [4 ] and Bellhouse & Schulz [ 1 1. 

2. Structure Of Turbulent Boundary Layers 
The structure of the turbulent boundary layer plays an 
important role in the measurement of wall shear stress. 
The velocity profiles of turbulent boundary layers, at 
least in moderate pressure gradients, have inner layers 
for which the velocity scale is the friction velocity U, 
defined by ur = , / 3 , [ 9 ] .  Assuming a constant 
shear stress in the vicinity of the wall, the part of the 
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velocity profile adjacent to the wall can be represented 
by: 

2-1 

where U is the velocity in the boundary layer, y is the 
distance from the wall, v is the kinematics viscosity, U, 

is the friction velocity, 'c, is the wall shear stress and p 
is the density of the flow medium. 

For the viscous sublayer the equation reduces to a linear 
equation as 

2-2 
U 7  " 

In the logarithmic region, the equation for the velocity 
profile becomes: 

2-3 

A and B are universal constants. 

The viscous or linear region extends from the wall to y+ 
5,  the buffer zone extends from,y' = 5 to y+ = 45, the 

logarithmic region spans from y+ = 45 to y/6 = 0.2 while 
the wake region extends from y/S = 0.2 to the free 
stream where 6 is the boundary layer thickness. The 
turbulent boundary layer is characterized by large scale 
eddies in the outer region. Characteristic length and time 
scales are proportional to 6 and S/Uo respectively. The 
eddies have long life times because of the low shear 
stress environment in which they reside. 

The logarithmic region is marked with eddies having 
length scale proportional to y+ and time scale 
proportional to t+ = v/u:. The logarithmic region tends 
to adjust to the flow conditions more rapidly. The viscous 
region is also characterized by length and time scales 
that depend on the wall units 01' and t*) as shown by 
Haritonidis 121. The distinguishing feature of this region 
is its ability to adjust rapidly to changes of the wall 
conditions. This unique behavior makes it a suitable 
portion of the boundary layer to infer some flow 
characteristics to the wall conditions. It may be used to 
determine the instantaneous wall-shear stress. 

3. Measurement of Wall Shear Stress by a Heated 
Element 
3.1 Experimental Setup 
A 2-Dimensional model of a turbomachine stage was 
designed and integrated in a low-speed wind tunnel 
located in the aerodynamics laboratory in the Department 

of Mechanical Engineering at the University of British 
Columbia. The test section of the wind tunnel has a 400 
mm X 250 mm cross-section, and the maximum free 
stream velocity is about 20 ds. Prior to the inclusion of 
the unsteady wake generating mechanism the free stream 
turbulence intensity was 0.5%. 

The unsteady wake generating rig was installed 
immediately upstream of the test section. The moving 
mechanism has airfoils attached to rotating synchronized 
gear belts thereby generating periodic wake disturbances 
in the oncoming air flow. The stator blade in a real 
machine was represented by a flat plate in the wind 
tunnel. The leading edge of the flat plate was located at 
60 mm downstream from the 1/4th chord length of the 
airfoils ( the location at which they are attached to the 
gear belts). The flat plate was tripped at x=20 mm from 
the leading edge in order to generate a turbulent flow 
base before the periodic perturbations of the traveling 
wakes. The wind tunnel along with the unsteady rig and 
the flat plate on which the shear stress sensor is glued is 
illustrated in Figure 1. 

The rate of local heat transfer from the solid surface (of 
the flat plate) to the moving fluid is related to the local 
skin friction. A wall shear stress measurement can be 
inferred from the heat transfer from a small element 
embedded in the surface of a body. The important aspects 
of hot elements in heat transfer operation are their 
sensitivity and frequency response. Since thin films have 
very short response time, they are suited for dynamic 
measurements. 

In proximity to the wall, a viscous sublayer forms where 
the shear stress essentially remains constant, equal to the 
wall shear value. A thermal boundary layer develops 
within a laminar or twbulent boundary layer over the 
heated film embedded or glued on the wall. In order to 
neglect the effect of turbulent diffusion in the case of a 
turbulent boundary layer, it is assumed that the thermal 
boundary layer is completely submerged within the 
viscous sublayer. 

To measure fluctuating shear stress a DISA 55P47 glue- 
on shear stress probe was selected. The sensor is 0.1 x 
0.9 mm Nickel film deposited on a 0.05 mm thick 
polyimid foil carrying a 0.05 pm quartz coating as shown 
in Figure 2. The wall shear stress probe was calibrated 
against results obtained by using a Preston tube [7,8]. 
Wall shear stress measurements were taken at nine 
downstream stations on the surface of the flat plate. 
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Table 1 Experimental Conditions for Wall Shear Stress Measurement. 

3-2 Wall Shear Stress Under Traveling Periodic 
Disturbances 
The boundary layer was perturbed by an external 
organized fluctuation of the traveling wave type. It was 
the response of the surface shear stress that was sought 
as a result of wake-boundary layer interactions. The 
cases investigated and the number of downstream 
stations at which wall shear stress measurements were 
taken are shown in Table 1. The reduced frequencies 
were determined from the free stream velocity, the 
downstream location, and the fluctuation frequency. 

3 3  Unsteady Wall Shear Stress Results by Glue-on 
Probe Measurement 
Typical time histories of the ensemble-averaged wall 
shear stress under a periodic traveling wave disturbance 
are given in Figure 3. The figures depict skin friction 
coefficients at some longitudinal stations at the indicated 
frequencies. The effect of the perturbations is stronger at 
the first few X-stations than at the far downstream 
stations. The effect of the disturbance produced step-like 
responses at the wall. This phenomenon is clear for the 30 
and 40 Hz frequencies. Although the ensemble average 
results are not oscillatory in the fashion of the 
perturbations, there is an increase in the magnitude of 
the wall shear stress whenever there is a wake 
disturbance. 

Figure 4 also gives sample time histories of the random 
fluctuation of skin friction at X = 0.1 m for the same 
frequencies. Figure 5 on the other hand shows time 
histories of the random fluctuations at successive 
locations along the flat plate. The random fluctuations of 
the wall shear stress are clearly influenced, through the 

interaction of the passage of the traveling wakes. These 
fluctuations 

jump to higher levels of magnitude and remain higher 
than the random fluctuations without perturbation of the 
traveling wakes. This pattern of periodic wake - random 
fluctuation interaction remains sigruficant along the flat 
plate as given in Figure 5 for the indicated frequencies. 
Higher frequencies resulted in increased wall shear stress 
random fluctuations which are indicative of the additional 
skin friction imposed on the wall. 

Figure 6 depicts plots of time-averaged skin friction 
coeficients as a function of Reynolds number for the 
blade spacing S = 0.1 m. All wall shear stress values 
were normalized with the corresponding local free stream 
velocities. It is apparent that the wall shear stresses in the 
unsteady turbulent boundary layer flow cases ( with a few 
exceptions close to the leading edge where transitional 
effects are observed) were higher in magnitude than the 
corresponding steady flow values. The flow which was 
originally turbulent on the tripped flat plate underwent a 
transitional flow condition whenever it interacted with the 
oncoming wakes of the rotating airfoils. The velocity 
defect in each wake is responsible for being intermittently 
transitional in the near leading edge region of the flat 
plate. 

The response of the wall shear stress was found to be 
highly frequency sensitive as is evident from the figures. 
Skin fiction clearly increases with increasing frequency 
due to increasing nonlinear interaction of the traveling 
wave with the boundary layer. For instance, at x = 0.3 m 
(Re, = 0.6X105), the friction coefficient is greater by 

t 

I 
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approximately IO%, 20%, and 78% for 20 Hz, 30 Hz and 
40 Hz disturbance frequencies respectively. 

It is important to investigate the responses of the 
boundary layers very close to the wall, and the 
mechanisms by which they are driven. In general, it is 
known that shear stresses are dependent on the prevailing 
velocity gradients across the boundary layer and on the 
Reynolds stress terms resulting from the mixing and 
momentum exchanges throughout the layer. The presence 
of a periodically fluctuating disturbance, and its nonlinear 
interaction with the mean flow and random fluctuations, 
subjects the boundary layer to additional forces on top of 
the steady turbulent boundary layer case. Similar to the 
way in which random fluctuations lead to Reynolds 
stresses, periodic fluctuations also impart extra stresses 
to the boundary layer flow. The different forces can be 
identified experimentally as shown by Hussain and 
Reynolds [3] through the technique of triple 
decomposition. Such an analysis was also adopted by 
Telionis [IO], by forming the governing differential 
equations similar to the treatment of steady turbulent 
boundary layer equations. For example, the mean 
momentum equation in the classical form is given as; 

and the equation for the oscillating flow becomes; 
a7 ,& ai -a4 ai l +  a2ii 
a c% a 4J CjL P a  4J2 
-+U- +U-- + v -  + v-  = + v- 4. 

3-2 d - - ,  d -(uv - q - -(< U' v' > -Ir) 
4J 4) 

In these equations the Reynolds stress terms are obtained 
from the periodic and the random fluctuations. 
Therefore, an increase in the wall shear stress appears to 
be significant due to the coupling and nonlinear 
interactions of the organized fluctuation with the 
boundary layer. 

Although it is diflicult to quantlfy exactly what the 
contributions of the random and periodic fluctuations are 
separately, overall evaluation of the wall shear stress 
shows growth with the presence of organized fluctuations. 

4. Evaluation of Wall Shear Stress From Velocity 
Curve Fits 
One of the techniques available to approximate the wall 
shear stress in a boundary layer is making use of careh1 
velocity measurements across the profile. Usually it is very 
difficult to produce accurate velocity measurements from 

hot wire probes in close proximity to the wall. The 
ensemble-averaged velocity data were fit with ninth order 
polynomials for all unsteady turbulent boundary layers at 
the respective stations. The best fit curves were then 
formulated for each velocity profile in terms of the 
transverse scale y/S. By evaluating the velocity derivative 
of each equation at the wall, the corresponding wall shear 
stresses were derived. Increased velocity gradients suggest 
higher stresses on the surface of the flat plate. 

Results obtained through this technique as compared to 
the results of glue-on probe measurements for unsteady 
flows are illustrated in Figure 7. The figure depicts skin 
friction coefficient in terms of the reduced frequencies( a 
= xoNe  ). Making use of the reduced frequency did not 
result in the collapse of the skin friction results. There are 
significant discrepancies between results obtained by glue- 
on probe and those obtained from the velocity curve fit 
data. The variation appears to be large for the lowest 
frequency shown. The gap, however, gets closer as the 
frequency was increased. All results from velocity curve 
fits overestimated the wall shear stress values irrespective 
of frequency and measurement station. Nevertheless, the 
increase of the skin friction when wakes interact with the 
boundary layer have been reproduced. Moreover, 
sensitivity of the skin friction to frequency is also in 
agreement with glue-on probe measurement results and 
the decay of skin friction in the downstream direction is 
also replicated. 

A certain amount of discrepancy is expected from these 
two different methods. Along with the errors associated 
with each probe, the difliculty of measuring velocity 
accurately very close to the wall enhances the error when 
a hot wire probe is employed. In this case the uncertainties 
are on the order of 10% to 15%. 

5. Conclusion 
A fundamental study of unsteady wake-boundary layer 
interaction and the response of the ensuing wall shear 
stress on a flat plate have been conducted. Experimentally, 
traveling wave disturbances were generated upstream of 
the flat plate by a rotating mechanism carrying a cascade 
of airfoils. Unsteadiness in either a real machine or the 
physical model is marked with periodic regularity as a 
result of the relative motion of the rotor and the stator. 

Skin friction results obtained from both glue-on shear 
stress probe measurements and those derived from velocity 
curve fit profiles to hot wire velocity measurements show 1 
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sensitivity of the wall resistance to the externally imposed 
traveling fluctuations. Skin friction coefficients increased 
with increasing disturbance frequency. Compared to 
steady turbulent boundary layer results, resistance in all 
the unsteady cases were higher. 

For a free stream amplitude Au/Ue of order 0.1, frequency 
parameter w = 0.33 - 9.33, and Reynolds number Re, = 
(0.144 to 1.44)x105, skin friction values on a tripped flat 
plate at x = 0.02 m from the elliptical leading edge 
increased by up to twice that of the undisturbed boundary 
layers. With the exception of near-leading edge stations, 
that show transitional behavior, skin friction decreased in 
the downstream direction but values remained higher than 
that of the steady case. Therefore, in approximating skin 
friction losses in a turbomachine stage there is a clear 
need to account for losses due to periodic unsteadiness. 
The experimental results show that the mean skin friction 
in periodically unsteady boundary layer flow due to 
external traveling oscillatory disturbances should not be 
estimated with steady flow skin friction results. 
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Author: Evans 

Q: Warnack 

How do the frequencies investigated relate to the frequencies in real machines? 

A: The actual frequencies are very low compared to a real machine, but the important point is that the reduced 
frequencies, ox/U=, are of the same order as those in a real turbomachine. 
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Abstract: Boundary layer transition with and without trans- 
itional separation bubbles on a circular cylinder in crossflow 
was investigated. Measurements were carried out in undistur- 
bed, steadily disturbed, and periodically disturbed flow. Besi- 
des the surface static pressure distribution and besides the 
measurement of velocity profiles with a hot-wire probe the 
investigations were focussed on the signal distributions of 
surface mounted hot-films. The reaction of separation and 
transition to changes of the Reynolds number or the degree of 
disturbance can be observed. In comparison with the hot-wire 
traverses, which were carried out in parallel with the hot-film 
measurements, the experiments show that the surface-mounted 
hot-film-technique is suitable to obtain reliable information on 
transition and separation phenomena with both high spatial 
and temporal resolution. Measurements with surface-mounted 
hot-film sensors in a multistage aero-engine low-pressure 
turbine show that use of this technique is not only restricted to 
laboratory conditions but is as well suitable for complex geo- 
metry and engine conditions. 

Nomenclature: 
a 
b 
CP 
CO 
C E  
d 

EO 
EO 
E 
e’  

f 
HI2 
4 
4 

Q 

db 

M 
N 

R 
Re 
Sr 
Sr’ 
t 
t 
T 
U- 

6 
c1 
Q, 
r 

U 

constant for calibration 
width of the wake 
pressure coefficient 
constant in King’s law 
voltage coefficient 
diameter of the cylinder 
diameter of a bar 
constant in King’s law 
base voltage of a hot-film sensor 
voltage 
voltage fluctuation 
frequency 
shape parameter 
disturbed length 
undisturbed length 
number of samples per burst 
number of bursts 
heat flux 
electrical resistance 
Reynolds number 
Strouhal number 
weighted Strouhal number 
pitch 
time 
time for one period 
free-stream velocity 
circumferential velocity of the bars 
boundary layer thickness 
skewness 
circumferential angle 
shear stress 

1. Introduction: Blade rows in turbomachines typically do 
not operate under steady, undisturbed conditions, as they are 
often achieved in wind-tunnels, but the flow is much more 
complex. Especially the periodic change of the velocity and of 
the turbulence level according to the passing wakes generated 
by rows upstream is characteristic for turbomachinery flow. 
These flow phenomena are of striking importance for separa- 
tion and laminar-turbulent transition on the blade profiles and 
thus for the performance of turbomachines. These phenomena 
are not yet completely understood. Nevertheless this under- 
standing is a basis for optimizing the design in order to satisfy 
today’s requirements for economic performance. In this pro- 
cess experimental data are needed, not only to learn about the 
flow physics but also to validate computational methods. Sur- 
face-mounted hot-film-sensors provide a very appropriate 
technique for an experimental approach to these flow pheno- 
mena. 

With surface-mounted hot-film-sensors, first of all, the heat 
transfer between a wall and a fluid can be measured. Accord- 
ing to Reynolds’ analogy the heat transfer is a measure of the 
shear stress at the wall. Thus, this technique is principally 
suitable for the analysis of separation and transition, because 
the streamwise shear stress distribution can be used as an 
indicator for these flow phenomena, which are of great techni- 
.tal interest. Since the early Eighties surface-mounted hot-film- 
sensors increasingly have been used for the analysis of sepa- 
ration and transition. But, taking into account the possibilities 
this technique offers with relatively little effort compared with 
other methods, its application is rather scarce. Oldfield et al. 
(1981) [ 101 have published interesting measurements on tur- 
bine profiles, which are compromised a little by the low quali- 
ty of the sensors. More recent investigations, e.g. Hourmou- 
ziadis et al. (1986) [7] and Pucher and Gbhl(l986) [15], show 
the applicability of hot-films in turbomachines. Pucher and 
G6hl gained informative results about transition along a sepa- 
ration bubble. Hodson and Addison (1990) [6] performed hot- 
wire and hot-film measurements in parallel and thus prove the 
capability of the hot-film technique to detect separation. Sa- 
lomon and Walker (1995) [17] rendered multimode transition 
described by Mayle (1991) [9] visible using hot-films on a 
compressor blade in periodically disturbed flow. Walker, 
Hodson et al (1995) [20] presented detailed hot-film investi- 
gations on compressor and turbine blades. But many investi- 
gations lack clear interpretation of hot-film-signals. 

The aim of the present paper is to identify typical signal distri- 
butions of hot-film sensors in the region of separation and 
transition for different states of the boundary layer. This is 
obtained by parallel measurements with hot-films and with the 
proven hot-wire technique as a reference. For these investiga- 
tions a calibration of the hot-films is not necessary. The diffe- 
rent boundary layer states are obtained by varying the 
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Reynolds number and the degree of disturbance or, in other 
words, the turbulence intensity. Of special interest is the peri- 
odically disturbed flow, which is predominant in turboma- 
chines, where the degree of disturbance changes periodically 
with the passing wakes. The investigations show, that the hot- 
film technique is very well suitable for revealing complex se- 
paration and transition phenomena even in unsteady, periodi- 
cally disturbed flow. 

2. ExDerimental setup: The investigations presented were 
performed on a circular cylinder placed in a low-speed wind- 
tunnel with its axis perpendicular to the flow direction. With 
the cylinder’s diameter of 300 mm, the Reynolds numbers 
could be set from 3.0.105 up to 6.0.10’. Downstream of the 
cylinder a splitter plate had been installed in order to avoid 
vortex shedding due to von Karman vortices induced by the 
cylinder. Upstream of the cylinder a “disturbance generator” 
was installed, consisting of two driven discs -covered to 
preclude interference with the flow- and bars between these 
discs crossing the flow channel. By driving the discs the bars 
move on a circular path perpendicular to the flow, when they 
cross the stagnation point streamline of the cylinder. The 
number of the bars and their diameter as well as the discs’ 
turning frequency can be varied. Thus, periodic wakes are 
generated. By adjusting bars with low circumferential distance 
as a “package”, wakes of variable width can be generated. 
Steady disturbance is obtained, when a bar is positioned di- 
rectly on the stagnation point streamline increasing the turbu- 
lence intensity around the cylinder. The experimental facility 
was also used by Schrtider (1985) [19] and Orth (1990)[11], 
(1991) [12], (1992) [13]. Figure 1 presents a sketch of the 
wind-tunnel. 

Boundary layer profiles were measured with a single-wire 
probe. The probe was positioned in the lateral center of the 
cylinder and could be moved radially from the cylinder’s 
surface up to 14 mm distance from the wall. The probe sup- 
port was mounted together with a stepper motor inside the 
cylinder. The cylinder itself could be turned by a second step- 
per motor. Both positioning devices were computer controlled 
and every angular and radial position could be attained with 
high precision. They were calibrated before each experiment. 
For measuring the static wall-pressure pressure taps at the 
exact angular position of the hot-wire were used. 

The hot-films themselves were produced by vapor deposition 
on a Kapton” foil with a thickness of 0.3 pm. The array con- 
sisted of fifteen sensors, but because of the angular posi- 
tioning only one sensor was needed. The foil was glued on the 
lateral center of the cylinder on the opposite side of the hot- 
wire probe. To avoid a step around the outer edges of the 
piece of foil carrying the sensors, the cylinder’s entire surface 
was covered with the Kapton@ foil. In figure 2 a cross-section 
through the cylinder is depicted, and figure 3 shows the foil 
with the sensors. 

It should be emphasized that it was not the aim to investigate 
cylinder-flow in paticular, but the cylinder was used, because 
different transition modes can be observed with this setup, see 
Orth (1991), and because a very high spatial resolution in flow 
direction can be obtained, even with the hot-films. 

3. Measurement techniaue. data aanisition. and evaluation: 
The measurements with the hot-wire technique were perfor- 
med by a commonly used method with an anemometer con- 
taining a symmetrical bridge with temperature compensation 
to eliminate errors caused by temperature fluctuations. Hot- 
film measurements require -in principle the same hardware 
in spite of the sensors. But with standard anemometers tempe- 
rature-compensated hot-film-measurement is not possible. 

Thus a standard bridge was used, making it necessary to ensu- 
re that the flow temperature did not change during the experi- 
ment. The bridge was adjusted to attain a sensor temperature 
60 K higher than the flow temperature. Experience made by 
several other authors shows that this is the best trade-off bet- 
ween the quality of the signals and the life time of the sensors. 
A more detailed description of hot-film handling is given by 
Rtimer (1990) [16] and Haueisen (1996) [SI. 

The anemometer output voltage was digitized and stored on 
magnetic tape for later evaluation. 12-bit AD-converters were 
used and rates of 50 kHz and 25 kHz were selected. A low- 
pass filter was installed to prevent aliasing. In periodically 
disturbed flow a sampling rate of 25 kHz was chosen and 100 
phase-locked bursts containing 4096 samples were recorded, 
according to Bendat and Piersol (1971) [2] a bottom for re- 
liable results. In the experiments with steady flow a sampling 
rate of 50 kHz and a recording of 5 bursts consisting of 4096 
samples each was preferred. 

Evaluation of the hot-wire signals was performed in the usal 
way according to King’s law given by 

U = CO .(E* -E:)‘“ 
Calibration of CO and rn was done in situ once per day of ex- 
periments. Qualitative results of the hot-film measurements 
are sufficient for the present studies, thus, calibration was not 
necessary. However, the basic voltage Eo on the sensor had to 
be measured, which means the voltage across the sensor 
without flow due to free convection and heat transfer from the 
heated sensor to the wall. The standard way of mapping hot- 
film results is by listing the term (z- E o ) /  E,, which elimi- 
nates the influence of the individual sensor. In the present 
paper this term is transformed into an equation of a coefficient 
CE according to 

in order to eliminate the quantitative influence of the Reynolds 
number too. Additionally, results of different flow conditions 
become better comparable. E,,,, and E,,,h are the extrema in 
the laminar region, where the C, -distribution is independent 
of the Reynolds number and the turbulence intensity. 

Data evaluation was performed in the usal way by time- 
averaging and ensemble-averaging according to the following 
formula, where Fi (ti) stands for the ensemble-averaged value, 

E for the fluctuations, and and E for the ran- 

dom and periodic fluctuations. 
I N  
1 _ ’  

Zi(f i )  = - A I  &(f i )  
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Calibration of hot-films is often carried out according to 
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where Q, is the heat emitted by the sensor and AT the diffe- 
rence in temperature between the sensor and the flow, Bell- 
house and Schultz (1966) [l]. Q, can be expressed in terms 
of electrical power with the voltage on the sensor and its resi- 
stance 

The constant a is determined by calibration. The formula is of- 
ten used, but, unfortunately, its validity is restricted to signi- 
ficant simplifications, Haueisen (1996) [SI. For many inves- 
tigations, it would not have been necessary to calibrate the 
sensors and to denote terms containing 5 instead of just map- 
ping output voltages, because only a qualitative information is 
needed and used. On the other hand, for quantitive conclusi- 
ons much attention has to be paid to accuracy, because of the 
restricted validity of the formula. In recent times some authors 
have worked on the formulation of calibration laws for a re- 
liable quantitative hot-film analysis, e.g. Davies and D u m  
(1995) [3]. 

4. Measurements in steadv flow: The investigations in 
undisturbed and disturbed steady flow yield the knowledge of 
the fundamental behaviour of the boundary layer at different 
Reynolds numbers and different turbulence levels. The present 
investigations show that different types of transition and sepa- 
ration can be uniquely identified by the signals of the surface- 
mounted hot-film sensors. The different states of the boundary 
layer in steady undisturbed and disturbed flow mark the limits, 
between which the boundary layer may alternate in periodical- 
ly disturbed flow. In undisturbed flow with low Reynolds 
number (3.0. lo5) a laminar separation without reattachment 
can be observed. This case is not covered by this paper, it is 
published in [SI. At a high Reynolds number (6.0.103 the 
flow reattaches after a laminar separation. In steadily disturbed 
flow the boundary layer reattaches even at the low Reynolds 
number, and at the high Reynolds number laminar-turbulent 
transition can be observed without any separation occuring. 
These phenomena are described by several authors, see espe- 
ciallyOrth(1990) [11],(1991) [12]orLadwig(1992) [8].The 
steady disturbance for the measurements presented is obtained 
by positioning a 2 mm diameter bar 650 mm in front of the 
stagnation point. 

4.1 Measurements in undisturbed flow: Figure 4 shows the 
velocity profiles at several streamwise positions. The Rey- 
nolds number is 6.0.10'. The stagnation point is at cp = 0" of 
the circumferential angle. The velocity profiles visualize the 
behaviour of the boundary layer. Up to approx. 95" the boun- 
dary layer stays laminar, expressed by a relatively low increase 
of the speed in the vicinity of the wall, meaning low wall shear 
stress. In the region between cp = 95" and 105", there is almost 
no increase of the speed in the wall-normal direction. The 
velocity stays nearly zero, but it has to be taken into account 
that the measurements were performed with a single-wire 
probe, and reverse flow within a vortex or the so-called "in- 
active motion" cannot be distinguished from the propagating 
flow. Further downstream the profiles show a steep slope 
indicating a turbulent boundary layer with comparably high 
wall shear stress. Thus, the velocity profiles visualize a la- 
minar separation in combination with turbulent reattachment, 
a so-called separation bubble. Downstream of 120" the pro- 
files become less steep close to the wall and a turbulent sepa- 
ration develops. 

In comparison with this more obvious approach to the flow 
and transition physics figure 5 presents the signal distribution 
of the hot-films. Additionally, the pressure distribution in 
terms of the well known pressure coefficient C, is shown. The 

pressure distribution itself reveals the separation bubble by 
forming a plateau. In the region of the bubble the separated 
flow is not able to follow the contour and thus the compressi- 
on, but with the transition momentum is transported into the 
near-wall region and the flow reattaches forcing an increased 
compression in the rear of the bubble. But, how is this beha- 
viour reflected by the hot-films? 

First, let us concentrate on the CFdistribution. What is evi- 
dent is the increase of this coefficient from the stagnation 
point in the region of acceleration, which means an increase of 
the wall shear stress. When acceleration decreases upon rea- 
ching the point of maximal speed, C, and thus the wall shear 
stress will decrease too, becoming very low with a minimum 
of approx. zero at 105". This point is identified as the center of 
the separation bubble and the beginning of transition by the 
velocity profiles. In accordance with the profiles the CFvalues 
rise downstream, indicating the developing turbulent boundary 
layer with its high wall shear stress. Downstream of 120°, 
shear stress decreases again and turbulent separation will 
occur. Interpreting hot-film-signals not only time-averaged 
mean values should be considered but also the distribution of 

the fluctuations, g/ E o ,  have to be taken into account. 
Evidently, in the laminar region there is no special behaviour 
of the values. The level is very low and, thus, shear stress does 
not change with time. But in the region of separation and 
transition the distribution of the fluctuation becomes cha- 
racteristic. At approx. 95" there is a low local maximum, 
which means, that the wall shear stress changes in this region 
with time. Using the information from the velocity profiles 
and the pressure distribution, this maximum can be interpreted 
to be an oscillating separation point, and, indeed, separation is 
always three-dimensional and unsteady. At 105" the fluctuati- 
ons are very low, so shear stress is very stable here. It is the 
center of the separation bubble, as mentioned above. Then, 
downstream, the fluctuations increase significantly, reaching a 
high maximum right in the middle of the slope of the C, 
distribution. This maximum has to be interpreted as the 
"point" of transition. It is the region, in terms of intermittency, 
where the intermittency factor is 0.5, which means a maximum 
change of turbulent and laminar or separated state, respective- 
ly, of the boundary layer. Further downstream the fluctuations 
decrease again rapidly, reaching a minimum right at the same 
angular position, where the CFvalues are a maximum. So, 
here the turbulent boundary layer is fully developed and 
stable. The wal! shear stress is high and does not change with 
time. 

The distribution of the shape factor Hlz -the ratio of the dis- 
placement thickness and the momentum-loss thickness- is also 
plotted in the diagram. It can be interpreted as a condensed 
form of the information given by the velocity profiles. A value 
for H12 greater than 3.5 indicates separation, according to 
Pohlhausen [ 141. Turbulent boundary layers are characterized 
by low Hlz  values. Thus, a direct comparison between the hot- 
wire and the hot-film measurements is given. 

When the Reynolds number decreases, the separation zone 
moves upstream, and reaching a Reynolds number level of 
approx. 3.0 the boundary layer remain separated and does not 
reattach at all. 

Transition is initiated by instabilities along the boundary layer. 
These instabilities can be observed after a Fourier- transfor- 
mation of the hot-film-signals in the form of a typical amplifi- 
cation in a frequency band around 3 kHz. This effect is 
discussed more in detail in [SI, see also Orth [12] 1991. 

4.2 Measurements in steadilv disturbed flow: In the case 
of steadily disturbed flow the turbulence intensity is higher 
than in the undisturbed case and, thus, momentum is transpor- 
ted to the near-wall region more intensively. This enables the 
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boundary layer to follow a higher decelaration at a given Rey- 
nolds number. Figures 6 and 7 visualize, what happens in 
steadily disturbed flow. The velocity profiles in figure 6 show 
that even at the low Reynolds number, at which in undisturbed 
flow a laminar separation without reattachment can be obser- 
ved, now laminar-turbulent transition via a separation bubble 
occurs. However, it seems to be a very similar boundary layer 
configuration as shown at the high Reynolds number in the 
undisturbed case. Regarding the velocity profiles in figure 7 
for the high Reynolds number, no separation can be observed 
at all. In the whole circumferential segment shown there is a 
distinct increase of flow speed in the wall-normal direction. 
But, profiles in the region from cp = 90” to 100” can be reco- 
gnized, which are somehow deformed and not as typically 
laminar any more as they are upstream. Downstream of that 
region the profiles become turbulent. Thus, a direct laminar- 
turbulent transition takes place without any separation. There- 
fore the disturbance seems to have a similar influence on the 
transition mode as an increase of the Reynolds number, a 
phenomenon also observed by Ladwig (1992) [8] and Ramer 
(1990) [ 161 on turbine cascades. 

In comparison with the velocity profiles, figures 8 and 9 show 
the hot-film-signals together with the pressure distribution. 
Figure 8 for the low Reynolds number is very similar to figure 
5, the undisturbed case at the high Reynolds number. Figure 9 
for the high Reynolds number presents new characteristics. 

Firstly, the pressure distribution is smooth and no plateau is 
visible and herewith no laminar separaration occurs. And, 
indeed, this conclusion is confirmed by the C, -distribution. 
Downstream of the laminar region a value of approx. zero is 
not reached and, thus, the wall shear stress does not vanish. 
So, no laminar separation occurs. But instead, little upstream 
of the position, where in the other cases a laminar separation 
occurs, a minimum -significantly greater than zero- is reached 
and further downstream the distribution rises sharply and, 
along with it, the wall shear stress. The boundary layer be- 
comes turbulent and transition starts before the flow tends to 
separate. Regarding the fluctuations, we notice that there are 
no longer two maxima, but only one. This pronounced maxi- 
mum is a superposition of fluctuations caused by the oscilla- 
ting onset of transition and by intermittency itself. The peak is 
at the same streamwise position as the minimum of the time- 
averaged value. The boundary layer becomes more and more 
turbulent, wall shear stress increases and at approx. 108” 
transition is completed. The boundary layer is turbulent and 
stable, indicated by low fluctuations. The shape factor H12 
confirms this interpretation. Its maximum is at the same posi- 
tion as the peaks of the hot-film-signals and the value here is 
much lower than the one indicating separation. 

For the direct transition no amplification of certain frequen- 
cies can be observed in the Fourier-transformed signals. Thus, 
transition is in this case not initiated by instabilities but by the 
higher turbulence intensity itself, see [5] 

The investigations in steady flow visualize the dependence of 
both separation and laminar-turbulent transition on the Rey- 
nolds number and on the turbulence intensity. Both parame- 
ters are responsible for the transport of momentum in the 
boundary layer and both influence separation and transition 
with similar consequences. These results in these investigati- 
ons repeat some of the results found by Orth (1990) [ l l ] ,  
(1991) [12] using the same test facility. Ladwig (1992) [8] and 
Romer (1990) [16] describe the same behaviour of the boun- 
dary layer on turbine and compressor cascades at higher Mach 
numbers. Besides the aspects of the flow physics, the investi- 
gations in steady flow show the reliability of the hot-film 
measurements. The hot-film-signals uniquely visualize sepa- 
ration and laminar-turbulent transition by providing characte- 
ristic distributions for different boundary layer states. Many 

details of the flow in the wall-near region become visible and 
a high spatial resolution can be achieved with reasonable 
effort. 

5. Measurements in Deriodicallv disturbed flow: Measure- 
ments in periodically disturbed flow were performed at the 
low and at the high Reynolds number (3.0.105 and 6.0.10’). 
The periodic disturbances were generated by the wake-genera- 
tor, shown in figure 1, with bars perpendicularly crossing the 
stagnation-point streamline. The degree of disturbance now is 
no longer determined only by the bar diameter and their dis- 
tance from the cylinder -at least representing a turbulence 
intensity-, but there are some more parameters like the flow 
speed U_ and the frequency f of the bars’ wakes. A Strouhal 
number Sr can be defined by 

f d  S r = - ,  
1 1  ”, 

where d is the cylinder’s diameter (300 mm). This Strouhal 
number can be interpreted as a length ratio -and thus as a kind 
of geometrical parameter-, as the ratio between the diameter d 
and the length of the streamline influenced within one wake- 
period. See the sketch in figure 10. 

What should be additionally described is the portion of the 
disturbed part within one period. It is the ratio between the 
wake width b and the pitch t. According to Schlichting (1965) 
[18] the width of a wake generated by a cylindrical bar with a 
diameter db is given by b = 0.62.(~d~)~.’, where x [m] is the 
distance from the bar. The ratio blt for turbomachines is typi- 
cally approx. 0.5. Weighting the 2trouhal number Sr with this 
ratio, we define the parameter Sr , the ratio between the cylin- 
der diameter d and the disturbed length within one period 1, 

* f d  t Sr =-.- 
U, b ‘  

As a typical length for Sr and Sr* respectively the diameter d 
was chosen. Instead of a geometrical length a typical length of 
the flow may be preferred, e.g. the momentum loss thickness. 

The wake width b can be varied by fitting some bars on the 
circumference of the wake-generator closely together as a 
package. So the wakes of the single bars are no longer dis- 
tinguishable at the position of the cylinder, but a wide wake is 
generated with always the same turbulence structure belonging 
to the wake of a single bar. Only bars of 2 mm in diameter 
were used, just like in steady flow investigations. 

Here, two types of periodic disturbances are discussed. The 
first configuration, indicated by “Disturbance I”, contains’ 10 
bars in a package. In the rest of the wake generator there are 
no bars. So, a very low value of blt is achieved and the wake 
frequency -in this configuration equal to the turning frequen- 
cy of the wake-generator- is comparatively low. Because of 
the sampling time two wakes within one revolution are captur- 
ed, since the package crosses the stagnation point streamline 
twice, once in the position “far” and once in the position 
“near”. With this configuration the principal effects of peri- 
odic wakes on the boundary layer can be studied very well. 
The sampling time equals the time of one revolution. “Dis- 
turbance 11”, the second configuration investigated, consists of 
several packages with 3 bars each. In this case revolution time, 
sampling time, and triggering are chosen in such a way, that 
three wake-periods only from the position “far” were measu- 
red. This configuration is more turbomachinery-like. Accor- 
ding to Dullenkopf (1992) [4] a value of Sr > 2 is typical of 
turbomachines (defined with the blade chord-lenth). The fol- 
lowing table presents the relevant parameters for the two diffe- 
rent configurations. 
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Measurements in periodically disturbed flow 

Dis.1 (pack.& 10 bars) Dis.II (packs.& 3 b.) 

Re 6 .0~10~  6.0.16 3.0.10’ 6.0.10’ 

Position near far far far 

Sr 

Sr* 

f [Hz] 

blr 0.056 0.067 i 0.734 i 0.734 

0.053 0053 1.220 i 0.573 ...................... i ........ : ........................................................ 
0.947 ! 0.791 i 1.661 ! 0.779 

6 i 6 i 65 i 65 
...................... ,. .................... ,...... .............. ., ..................... 
............................................ ........................................... 

t 

t 

t 
t c 
L . 

5.1 Measurements with Disturbance I: In figure 11 time- 
averaged results for Disturbance I at the high Reynolds num- 
ber (Re = 6.0.10’) are presented. In this diagram the distri- 
bution of the periodic fluctuations is also plotted. At first 
sight, the picture seems to be very similar to the undisturbed 
case with the same Reynolds number, where a laminar separa- 
tion bubble occurs followed by turbulent reattachment. Any- 
way, there are some details indicating substantial differences. 
First of all, the plateau of the pressure distribution is not as 
clear-cut as it is in the undisturbed case. Furthermore, the 
mimimum of the C, -distribution is greater than zero and a 
little upstream. The peak-value of the shape-parameter H12 is 
lower and occurs a little upstream, too. Thus, these are indica- 
tors that a laminar separation might not take place. But the rise 
of the C, values and the decrease of the shape parameter 
downstream of approx. 105” are typical of turbulent transition. 
Additionally, the peak of the random fluctuations is at the 
same position as it is in the undisturbed case. On the other 
hand, the comparison with the steadily disturbed case at the 
same Reynolds number shows that there are also differences 
compared with the case of direct transition without separation. 
Regarding the periodic fluctuations of the hot-film-signals we 
see that the peak of this distribution is exactly in the region, 
where separation occurs in the undisturbed case. The periodic 
fluctuations indicate the periodically occuring changes in the 
boundary layer, periodically with the passing wakes. Thus, in 
the region of undisturbed separation the boundary layer is 
heavily influenced by the passing wakes, whereas in the la- 
minar region and in the fully developed turbulent b*oundary 
layer the periodic wakes cause no effects at all. 

Figure 12 visualizes the unsteady behaviour of the boundary 
layer. Here, the ensemble-averaged -or phase-locked- distri- 
butions of C, are shown within half a period. The wake from 
the position “far” impinges at rlT = 0. Before its impingement 
the hot-film-signals are typical of a laminar separation with 
turbulent reattachment in the case of undisturbed flow. In the 
instant the wake impinges the boundary layer switches to the 
disturbed state. Now, there is no separation any more, but the 
onset of transition moves upstream from the previous region 
of separation. Further on the boundary layer does not switch 
back suddenly to the separated state, but develops relatively 
slowly a new separation bubble. It takes a typical time, con- 
cerning the problem of stability, to reach the undisturbed state 
again. Later on we see the wake from position “near” imping- 
ing and causing the same effects. Now the distributions of the 
time-averaged values in figure 11 are becoming understand- 
able. They do not represent a steadily existing physical state of 
the boundary layer, but they are the computational mean- 
values of the periodically alternating behaviour. 

’Ihe alternation of the boundary layer between the undisturbed 
and the disturbed state can even be observed in the amplitude 
spectra of the hot-film-signals. In the undisturbed part of a 
period, amplifications caused by instabilities can be observed 
and they diappear during the time of disturbance, see [5 ] .  

Walker, Hodson et al. (1995) [20] performed hot-film mea- 
surements on the third stage of a compressor. They describe in 
detail the same behaviour of the boundary layer on a stator 
blade as was observed here on the cylinder in the wind-tunnel. 

At the low Reynolds number the undisturbed boundary layer 
separates completely, as mentioned, without reattachment. In 
this case, not further discussed here, Disturbance I prompts the 
boundary layer to form a separation bubble for a moment, but 
complete separation occurs again within one period before the 
next wake impinges. Therefore, this disturbance configuration 
cannot prevent complete separation. For details see Haueisen 
(1996) [5]. 

5.2 Measurements with Disturbance 11: In terms of periodi- 
cal disturbances, Disturbance I1 is much stronger than Distur- 
bance I, see table above. Figure 13 shows the time-averaged 
mean-values for the low Reynolds number. The distributions 
indicate a boundary layer forming a separation bubble just like 
in the steadily disturbed case at the low Reynolds number. 
Thus, the periodic disturbance seems to prevent complete 
separation for the major part of a period. The periodic fluctua- 
tions are comparatively low, indicating that the disturbed state 
is predominant and the single wake does not have such a hea- 
vy influence. But especially a little way downstream of 90”, 
the periodic fluctuations are significant. This is the region, 
where complete separation occurs in the undisturbed case at 
this Reynolds number, here prevented by the periodic wakes. 

Looking at the ensemble-averaged CE distributions in figure 
14, we see that a complete separation does not occur at all. 
Three complete periods are shown and the wakes impinge at 
tlT = 0,1,2. The impinging wakes cause a steep minimum, and 
in the time after, the region of separation increases and moves 
upstream a little, but the boundary layer does not reattach and 
does not turn into a turbulent state. The separation bubble is 
oscillating and pulsating. The boundary layer needs a typical 
time after a wake has passed to develope to the undisturbed 
state. During this time the next wake passes and therefore 
complete separation is prevented. Here the influence of the 
wake frequency can be observed. With a lower frequency 
reattachment would be delayed to the end of the period, and 
the boundary layer would separate completely until the im- 
pingment of the next wake. 

This interpretation of the hot-film-signals is reflected in the 
results of hot-wire measurements. Figure 15 shows the phase- 
locked velocity profiles at the position of cp = 105”, located in 
the region of the separation bubble. It can be seen that within 
one period no complete separation occurs, but the extent of 
the separation bubble in wall-normal direction alternates with 
the frequency of the wakes. Thus, the separation bubble is not 
only pulsating in the streamwise direction, as indicated by the 
hot-film-signals, but in wall-normal direction, too. In order to 
give a compact overview of the velocity measurements, figure 
16 presents the ensembleaveraged distribution of the shape- 
factor H12. Over the whole period, the distributions indicate 
the turbulent reattachment by the typical sharp, concave sha- 
ped decrease of downstream of approx. 105”. But up to the 
end of each period an increase of the peak value can be obser- 
ved, whereby typical turbulent values are attained further 
downstream. It is not necessary to mention that with the hot- 
film technique measuring by far less effort is needed for the 
analysis of these flow phenomena than with the hot-wire 
technique. An additional advantage offered by the hot-film 
technique is that it reveals much more details in the flow- 
region near the wall. 

For the high Reynolds number figure 17 shows the results for 
Disturbance 11. The picture is very similar to that of Distur- 
bance I with the same Reynolds number, figure 11. Now the 
plateau of the pressure distribution is even smoother, the peak 
value of the shape factor H12 is lower and the minimum of the 
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CE -values is a little higher and a little more upstream. Addi- 
tionally, the increase of the periodic fluctuations begins fur- 
ther upstream. All these aspects indicate, that, looking at the 
time-averaged values, the behaviour of the boundary layer 
corresponds a little more to the steadily disturbed case than to 
the case with Disturbance I. And, in fact, the phase-locked CE 
distributions in figure 18 confirm this interpretation. The 
direct transition induced by the disturbating wakes prevents 
the boundary layer from separating for a while. After a wake 
has passed the boundary layer again forms a separation bub- 
ble, for which a typical time duration is needed. But this sepa- 
ration stays only a comparatively short fraction of a period, 
until the next wake passes. 

The results of the velocity measurements are consistent with 
those of the hot-film measurements. Figure 19 presents the 
ensemble-averaged velocity profiles in the region of the sepa- 
ration bubble at cp = 105". Again three periods are shown. The 
alternation between already attached turbulent profiles and the 
still separated "bubble-profiles" is obvious. In addition to the 
profiles at this one position, the shape factor is used again to 
give an overall picture of the hot-wire measurements over a 
wider angular range in figure 20. The attached turbulent state 
at the beginning of each period is seen from the deep "valleys" 
in the distribution. Especially in the isolines the different 
reaction-speeds of the boundary layer on the impinging and on 
the leaving wake become visible. The boundary layer adapts 
very quickly to the disturbed state, but it needs a significant 
longer time to return to the undisturbed state again. 

A direct comparison between the different types of disturban- 
ces is given in figure 21. The hot-film signals, the shape fac- 
tor, and the pressure distribution are presented simultaneously 
for the undisturbed, the steadily disturbed and the periodically 
disturbed case. All values are time-averaged. It is readily ap- 
parent that the periodically disturbed case may be understood 
as some average of the two steady cases within one period. 
Figure 21 also shows that the onset of transition moves up- 
stream with an increasing degree of disturbance. With higher 
turbulence intensity the boundary layer becomes turbulent, 
before the region, where separation can occur, and the higher 
momentum in the near-wall region prevents the boundary 
layer from separating. 

6. Measurements with surface-mounted hot-film sensors in 
multistage aero-enpine low-pressure turbines: In the late 
1980's in the course of the development of low-pressure tur- 
bines for civil aircraft turbofan engines MTU performed a 
variety of experimental investigations into unsteady flow 
phenomena in those turbines, see Binder et al. [21], Amdt 
[22], Schroder [23] and Schriider et al. [24]. Considering that 
these low-pressure turbines operate at low Reynolds numbers, 
one aim of these investigations was to gain more profound 
insights into the unsteady transition and separation mecha- 
nisms in the boundary layers on the stator vanes, which are 
subjected to periodically incoming rotor wakes. Today, in 
retrospect, it can be stated that the findings gained from these 
investigations have substantially contributed to a better un- 
derstanding of these complex flow mechanisms and have 
given rise to new concepts of low-pressure turbine blading, 
which are now being developed for the turbines of the next 
decade. 

MTU-design hot-film sensors surface mounted on the airfoils 
made these investigations possible. A typical example of the 
application of these sensors is shown in Figure 22. Neverthe- 
less the results of the investigations also made it apparent that 
a comprehensive fundamental investigation of the boundary 
layer transition and separation processes under unsteady wake- 
induced flow conditions would be very helpful for refining the 
understanding and interpretation of the hot-film sensor signals 

obtained under these flow conditions. Therefore the investiga- 
tion presented here was initiated at the Darmstadt University 
of Technology. Besides providing for a detailed analysis and 
interpretation of the boundary layer transition and separation 
processes in steady and unsteady wake disturbed flow - as 
presented here - the striking result of this investigation is that 
the findings of analyses and interpretations of surface hot-film 
measurements in low-pressure turbines as performed by MTU 
have been corroborated and explained further. This was achie- 
ved as in this investigation on a circular cylinder, it was pos- 
sible to perform measurements of the ensemble-averaged 
unsteady boundary layer velocity profiles. 

Today new blading concepts for low-pressure turbines which 
take the unsteady wake-induced boundary ' layer transition 
mechanisms into account are under development and will be 
introduced in the near future. These are for instance the so- 
called "clocking"-arrangement of stator (and possibly rotor) 
airfoils or the increase of airfoil lift, which affords a reduction 
of the number of airfoils in stators and rotors, see Schulte and 
Hodson [25]. The testing based on these new turbine blading 
concepts now again requires measurements with surface- 
mounted hot-film sensors in low-pressure turbine rigs. The 
fact that such investigations can now rely on the findings of 
this fundamental investigation on a circular cylinder thus 
proves to be of enormous benefit. 

As obviously it is not possible to perform boundary layer 
velocity profile traverses in turbine rigs of generic dimensions, 
new analysis procedures have to be applied with regard to the 
hot-film sensor signals to obtain the desired information about 
boundary layer transition and separation. A very promising 
technique used to obtain valuable information on boundary 
layer transition and also on separation bubbles is the analysis 
of the skew of the hot-film sensor signal. The skew is the 
third-order moment of this signal which is computed accor- 
ding to the ensemble-averaged random unsteadiness as: 

Non-zero values of the third-order moment indicate asymme- 
try (i.e. skew) of the probability density distributions 
(histograms) of for instance the hot-film sensor signal, and 
therefore the skew is indicative of the state of the boundary 
layer transition. If a phase-lock averaging process is applied to 
an ensemble of unsteady signal data - as in the present case - 
of course a skew value is obtained for every instant in time. 

In principle the skew shows whether peaks of the oscillations 
of a hot-film signal would predominantly rise above a mean 
value level (skew > 0) or drop below the mean value level 
(skew c 0). Hence the skew gives an indication of the value of 
intermittency of a boundary layer transition process as fol- 
lows: At the start of transition (intermittency y = 0) the skew is 
zero, between y = 0 and y = 0.5 the skew is positive, reaching 
a maximum at y = 0.25. Between y = 0.5 and y = 1 .O the skew 
is negative, reaching a minimum at y = 0.75. This concept of 
evaluating the skew of surface-mounted hot-film sensor si- 
gnals for the analysis of boundary layer transition processes is 
explained in detail e.g. in Halstead et al. [20]. If separation 
bubbles appear prior to the start of transition in the boundary 
layer this is also shown in the distributions of the skew by 
negative values. 

Figure 23 shows a typical time-space diagram of the skew 
from a measurement with surface-mounted hot-film sensors on 
a stator vane in a multistage low-pressure turbine rig. Clearly 
visible in the right hand part of the diagram, at normalized 
distances of 0.75 to 0.96, are the line of the start of transition 
(skew rising from zero to positive) which oscillates in its 
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streamwise direction under the influence of the incoming 
wakes, and downstream of it the line of the middle of the 
transitional range (zero skew) which displays the sharp drop 
from positive to negative values and which also varies under 
the influence of the wakes. The end of the transitional range in 
the case illustrated is not yet reached at the position of the last 
sensor on the airfoil. At some instances in time "islands" of 
negative skew are visible in some "bays" ahead of the line of 
start of transition. These islands show that an oscillating sepa- 
ration bubble exists on this profile which periodically is sup- 
pressed by the influence of the wakes of the preceding rotor 
on the transition process, in the same way as this was the case 
in the investigations on the circular cylinder. 

Thus this diagram illustrates how instrumental the measuring 
technique with surface-mounted hot-film sensors and the 
findings from the investigations on this circular cylinder are in 
developing state-of-the-art low-pressure turbine blading con- 
cepts. 

Conclusion: The boundary layer on a circular cylinder in 
crossflow was experimentally investigated. The measurements 
were carried out in undisturbed, steadily disturbed, and peri- 
odically disturbed flow at two different Reynolds numbers, Re 
= 3.0.10' and 6.0.10'. In periodically disturbed flow additio- 
nally the frequency of the passing wakes was varied. The 
measurements were performed in parallel with a single-wire 
probe and with a surface-mounted hot-film sensor. The aim of 
these investigations is not only to discuss the behaviour of the 
boundary layer under these different flow conditions, but also 
to show that the hot-film technique is a suitable method for 
analysing separation and transition efficiently. 

As shown by the measurements in steady flow, the boundary 
layer is heavily influenced by the Reynolds number and by the 
turbulence intensity resulting from disturbance. Depending on 
the two parameters, different types of transition and separation 
can be observed, such as laminar separation without transition 
and reattachment, transition with a separation bubble, and 
direct transition without any separation. 

For these various boundary layer states characteristic distribu- 
tions of the hot-film signals can be identified. Separation and 
transition can be studied in even more detail by analysing the 
hot-film-signals than this can be done by analysing the hot- 
wire measurements, whereby the measuring effort can be kept 
to a reasonable level. Calibration of the hot-film sensors is not 
necessary for this type of flow analysis. 

In periodically disturbed flow, a time-averaged behaviour of 
the boundary layer can be observed, which corresponds to 
some state in between the undisturbed and the steadily distur- 
bed case. Ensemble-averaged evaluation reveals that the time- 
averaged behaviour does not correspond to a physically exist- 
ing state, but is a result of a periodical alternation of the boun- 
dary layer between the undisturbed and the steadily disturbed 
state. Particularly the periodic fluctuations show, how the 
boundary layer is influenced by the periodic disturbances. 
Depending on the frequency of the disturbances, the time- 
averaged behaviour of tlie boundary layer tends to be more of 
the disturbed or of the undisturbed type. It can be observed 
that the boundary layer reacts to the impinging wake simulta- 
neously, but it takes quite a long time after a wake has passed 
to return to the undisturbed state again. This development may 
be cut by the next wake passing, depending on the wakes 
frequency. This is also a matter of boundary layer stability. 

Also in unsteady, periodically disturbed flow, boundary layer 
development can be studied very efficiently using the hot-film 
signals. Detailed investigations into separation and transition 
mechanisms with high spatial and temporal resolution are 
feasible, which require a reasonable effort. Additionally, the 

hot-film technique can be applied to a wide variety of geome- 
tries even without necessitating calibration. 
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Fig. 1: Sketch of the wind tunnel with the Fig. 2: Sketch of a cut through the cylinder 
cylinder and the wake-generator 
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Fig. 3: Arrangement of the thinfilm-sensors on the Kapton” foil 
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Fig. 4: Velocity profiles, Re = 6.0.105, undisturbed flow Fig. 5: Thinfilm signals, Re = 6.0.105, undisturbed flow 
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Fig. 6: Velocity profiles, Re = 3.0.105, steadily disturbed flow 
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Fig. 7: Velocity profiles, Re = 6.0.105, steadily disturbed flow 
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Fig. 8: Thinfilm signals, Re = 3.0.105, steadily disturbed flow Fig. 9: Thinfilm signals, Re = 6.0.105, steadily disturbed flow 
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Fig. 10: Sketch of the effects of periodical disturbances on a streamline 
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Fig. 11: Time-averaged thinfilm signals, Re = 6.0.105, 
Disturbance I 

Fig. 12: Ensemble-averaged thinfilm signals, Re = 6.0.105, 
Disturbance I 
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Fig. 13: Time-averaged thinfilm signals, Re = 3.0.105, Fig. 14: Ensemble-averaged thinfilm signals, Re = 3.0.105, 
Disturbance I1 Disturbance I1 

= 105' 

1 

Fig. 15: Ensemble-averaged velocity profiles, Re = 3.0.105, Fig. 16: Ensemble-averaged shape factor, Re = 3.0.105, 
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Fig. 17: Time-averaged thinfilm signals, Re = 6.0.105, Fig. 18: Ensemble-averaged thinfilm signals, Re = 6.0.105, 
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Fig. 19: Time-averaged thinfilm signals, Re = 6.0.105, 
Disturbance I1 
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Fig. 21: Comparison between different types of disturbance, 
Re = 6.0.105, Disturbance I1 

Fig. 20: Ensemble-averaged shape factor, Re = 6.0.105, 
Disturbance I1 
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Paper 38 
Author V. Haveisen, et.al. 

Q: Sieverding 

In your paper you do not at all refer to the periodic flow unsteadiness induced by the von Karman vortices, but 
it is well-known that the separation point on the cylinder is extremely strongly influenced by the vortex 
shedding. Please comment ! 

A To avoid the von Karman vortices induced by the cylinder, a flat plate was inserted downstream close to the 
cylinder. It was demonstrated that vortex shedding was suppressed by the addition of this plate. 

Q: Pink 

Q : The position of separation occurred in a region of low static pressure ratio due to geomehic effects of the 
cylinder. On aerofoils, the position of transition occurs with relatively higher pressure ratios than that for the 
cylinder. What would be the effect of the sensitivity of pressure ratio in the presence of upstream disturbances? 

A The fundamental effects due to periodic wakes are not dependent on the geometry (e.g. flat plate, cylinder, 
airfoil). Of course, transition is dependent on the pressure and Mach number gradients and thus on the 
geometry. But in cases where transition and separation occur, the principal influence of periodic wakes is the 
same. 
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1. SUMMARY 
The facility and insrmmentation are described for 
studying the effects of rimGdcpendent flow 
phenomena The components of unsteadiness from 
upstream rotor blades and the combustor of a gap 
turbinc engine are modeled individually as shocks. 
waked and freestream turbulence. The dceomposition 
of the llmmdma ' s allows fundamntal physical 
modeling of the effects on the flow srmcturc and blade 
heat aansfa. The strength and spacing of the shocks, 

the wake velocity defect and W e n c e  can all be 
indepmktly controlled. 

the i n u t y  and I~ngth-lcale of the Wm and 

Tbe blow-down facility provides 30 seconnds of heated 
flow through a stationary bladc cascade that matchw 
the Reynolds number, Mach number and tempsanue 
mi0 chsrsctaistics of a d d  gas turbine enghes. 
Detailed observations are provided by spark 

Kc.) to obtain tbe hranEane4Us global dcnsity field, 
and surface prrasue and heat flux meamemerus. The 
heat flux mt~(11~cmclts have a time mponse of less 
than 10 pwc with a continuous voltage output 
Because the sensors are less than 2 puthick, they arc 
non-inhuive to the flow and tempcratun fields. As 
om example of the capabilities. computer 
visualization from shadowgraphs of shock propagation 
through a bLadc passags with simultanmus surface 
pnssurc andm nuxmcapurcmnts will be shorn. 

The optimizetion of the d y n a m i c  and t h d  

shadowgraphs (lo-* see.), laaa intcrfero* (lo-' 

2 INTRODUCX'ION 

performance of turbomachinay blading requires a 
W e d  knowledge of the intunal flow field with 
respect to the faaors that induce losses and promote 
heat transfa to the blade surfaec. lhcgc factors 
include boundary layer growth, boundmy layer 
tramition location, bsiling edge shock characteristics 
and miXing losses domtream of the bsiling edge. 

The flowfields u l w u n m  in curfult  machines 
are not onl viscous and compressible but also highly 
unsteadylJ. A better uodmtaading of these unsteady 
phm- is crucial for furthcr improvements to 
advaoa the state of the art in axial turbomachiocs. It 
has been widely doarmnted that thtsc flows have a 
significant innueacc on the efficiency, reliability, 
acroelartie stability, forced respom and noise 
gawation in modem axial-flow turbines. 

Flow unsteadiness in turhii engine3 arises largely 
from the relative motion of the blade rows in the 
altcnlately statiomy and rotating turbine staged.lbne 
arc thne major sources of flow unsteadiness in the 
intcrscrion bctwecn turbine rotor and stator blade 
rows. 

The 6rst cause of flow unsteadiness is a purely 
subsonic effcct tamed' "potential flow interaction" 
whne the complete inviscid flowfield around each 
blade is affected by the presence of the neighboring 
upstream and downstream bladc rows. 

The second cause of flow unsteadiness in rotating 
turbine stages is termed "wake passing". The wake. 
passing effect is due to the repeated passage of a 
downstream blade row through the wakes shed from 
the rrailing edged of the upstream statiomy blade 
row. Of the thne major sources of flow unsteadiness. 
potential flow inteamion and wake effects have 
nceived coMi&le prior attention. 

mrd, for transonic acrbines, significaut unsteadiness 
occurs due to the nozzle guide vane (NGV) bsiling 
edge shock s m t m  impinging on the downsaeam 
rotor bMe3'. This sourcc of flow unsteadiness. 
"shock-wave passing'', has received much less 

psing shock e m t s  at the rquked spadng to 
simulate a nal cnginc environment. Howcver, if 
pro- is to be made in modcm turbine bladcdesign. 
reliable experimental results and computational 
methods will be requid in this flow ngim. 

The masonic turbine cascade facility at Virginia Tech 

passing shock flow. Hem. a shock lube is uscd to pass 
atwo-drmns ' i o d  shock along the cascade leading 
edge in order to simulate the shock impingement from 
a nozzle guide vane row oluo the f b t  high p m  
rotor stage in a transonic turbii caginc. To allow for 
time-resolved study of these phenomna we altmd 

attention due to the complexity of lxating npeatable 

has been wdified to allow the study of unsteady 

OUI pvious steady intcrfcromtric flow visualization 
system. W S .  combined with the ullc of high- 
frequency heat flux gages and surface p m  gages 
and spark shadowgraphs, pennits dcteiled 
observations of thesc critical unsteady proeuscs. 

3. EXPERIMENTAL FACILITIW 

3.1 Wind Tunad 
The experiments for this work were conducted in the 
Virginia Polytechnic Institute Transonic Cascadc 
Wind Tunnel Fig. 1). which has bccn documented 

Paper presented at an AGARD PEP Symposium on "Advanced Non-Intrusive Instrumentation 
for Propulsion Engines", held in Brussels, Belgium, 20-24 October 1997. and published in CP-598. 
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pnviouslf. Briefly, the facility is a blowdown wind 
tunnel which is capable of nm ti- of appruximately 
30 seconds. The air supply for the tunnel is 
pnssurized by a four stage rcciprocatine compmsor 
and stored in outdoor tanks. The facility is capable of 
providing heated flow by way of a hating loop 
incorporated into the tunnel. The tunael bas a Mach 
number at the inlet to the test section of approximately 
0.36 and a Mach numbes of 1.26 at the cascade exit. 
The Reynolds number based on blade chord and throat 
conditions is sx1d. 

Kind Tunnel 

Figure 1. Virginia Tech Transonic Cascade Tunnel 

3.2 Teat Section nnd Cascade 
Ibe nubhe blade cacade used in the facility is shown 
in Fig. 2. It consists of 11 aluminum turbine bladcs 
RIpponed by two PldglaS d wells and two 
aluminum cndblocks. Two aluminum doors hold the 
endwalls in plaa within the test section. Ibe doors 
have amXangular opening which expose. a section of 
the Pluiglas dowing for flow visuellvtion 
tschniqug such as sh&iowgcapha to be employed in 
snalydns the flow and shock progrcMion ulrough the 
cascade 'IbebladtsusedinthecascSdcan5.08cm 
(2.0 in) in span and 4.5 em (1.77 in) aaodynamic 
chord and an spaced 3.81 cm (1.5 in) a p m  Ibe 
bladc pro6le is dedgned by G u u d  Blectde Airuaff 
Engines and has ahigh ruming we. hsimmntation 

P i p  2. cascade Test Section 

is located in the middle (approximately midspan) of 
the blades in the centermost blade p- One 
coma of the test section contains an opening for the 
inscaion of a shock shapes, which introduces a 
moving shock(s) into the cascade (Fig. 2). 

3.3 Shock wave Rodoetlon set-up 
The production and introddon of a moving shock 
iaro the mt section is accomplished via a ShOcLtube 
and shock shaper configuration'. The shock tube uses 
helium as the driver gas with an approximate driving 
p m m  of 3.45 MPa (SO0 psi). A 20 mil Mylar 
diaphmgm is used to separate the driver and driven 
d o n s .  &or to wind tunnel stamp, the driver 
d o n  is pnssurizcd to approximately 1.4 MPa (ZOO 
psi). A&r starting the wind tunnel. the shock tube 
driver section is charged with additional hclium until 
the diaphragm ruptund, sending a moving shock wave 
propagating through the driven d o n .  ' lkw lengths 
of flexible tubing are connected to thk driven d o n  
endcap. Onc tube is coanectcd to a shock shapa 
which introduces a shock into the tull scecion 
upsneam of the instrumcnud blade passage along the 
leading edge of &e blades, as shown in Fig. 2. The 
otha tube is used to trigger a Kulitc pressure 
transducer to initiate data acquisitim 

?be primary purpose. of the shock shapcr is to change 
the gmmetry of the shock entering the test wnion. 
ARa traveling through tubing witb a cimrlar cross 
section, the s h o d  tskes on a roughly sphuical shapc 
and is undcslrnb . I c f o r u s c i n t h e t t s t ~ o n .  The 
shock shaper inooduces the shock to a diverging 
parsags which effsdivey inaeases the radius of 
awatureoftheshocLwavc.. l h i s ~ i n d u s  
ofnwahlnis such that the test section and cascade 
wi l l  then be intromsced to an approximately planar 
shock wave. Ibe stnagul and speed of this shock 
wave closely match that of the shock emmating from 
the miling edge of a transonic Wi bladc in an 
a i rc raAgas lurb inc~.  

4 I " T A T I 0 N  AND DATA 
ACQUISI'ITON 

4 l E u t F i m l a d R c s s P r r M ~ ~  
Unsteady hcat flux masurements in the cascade werc 
made using Hcat Flux Microsensors (HFM-7) 
manufaEhlrcd by Vatell Corp. Ibe season use 300 
thcrmcmple pain srrangtd as a thin-fllm diffcrcmtial 
thamopile to provide a volragc. output directly 
proportional to the hcat flux. Because the sensor is less 
than 2 phi& the fnqucncyrcspoase is greater than 
100 IrHz. Ibe sensing a m  for the hcat flux is 
approximately 3.2 mm (0.125 in.) in dimetcf. A 
platinum resistance element is also provided in a 
scpanus circuit to the surface tc-. 
Both the hcat flux and tcmpuaaur. elements an 
s p u d  directly on an aluminum dei& . ¶ l b s m  
which has t h d  proputim wry close. to those of the 
aluminum blade. Iht spuiluhg process and sensor 
charaacrstica have bccn previously dcacribcd.b'o The 
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smsorsu~mmount#linaluminumhoucings 
which wac inssn into the blades tlush with the 
wrrface. me sntire gage as8Cmb1y is shown in Fig. 3. 

Flgm 3. Hcat Flux MicrosmKu 

s e v a a l h e a t ~ s m a o r a m n a l s o  nrmplfaaurcdby 
apmaine the sanx layaed samr direaly on an 
aaodized ahuninum bldc with the mcdizwica laya 
p m ~ d e u d c a l  isolation D e p i t i q  a smsorinthis 
way allow mrsursmatof heat Bux with M dimhace 
ofthe flow above the bladc or of the umluuion heat 
pam through the blsdethatmighttwith an insated 
-. 
cdblatim of the heat mu salson was paformed by 

lllmdwm(prin t o r 0 d f o l l o w i q ~ ) . m  

cawxat ionprocedunmadepoar ib lcbythe~~  
~ t e m p n m r c m c a s ~ I n t h i s m e t h o d , i n i t i s l  

two momodg A radiatioa & i o n  was donc by the 

w thm ChningWhg by meaa~ Of an in-sitU 

trnnniat planel stat data (fmm ll~l initiauy isothcmrsl 
bldc cmditioa) allow the heat mU d@ to be 
matbcmarically ccmvatcd to tunpmmc ecmrdingto a 

heat Bux smKuis mCn itaaml to bat match the two 
I-D d-inf ini te  hept flux mDdeL 'I~Ic d t i v i t y  Of the 

rd t ing tunpmmc @Ills." l l l c  W O  CalibiatioaS 
rhoand a,gmmtwithin 5 percenl. 

A single bladc paasage was instrumented with heat 
flux and preuun gagca at 5 saparatc locations, 3 on 
the suction surfaa, and 2 on the pnssun surface. The 
gage locations an shown in Fig. 4. 

Unsteady bladc static pmsuns were m a s u n d  using 

tmsducm. nK transducus have a diamter of 1.7 
mm (0.067 in). Each transducer is equipped with a B- 
sprc~l which pmtccta the i n d  diaphragm fmm 
being damaged by debris moving thmugh the test 
sc42tion. Ibe frequency mpom of the installed 
tmsducm i a ' a p p r o x i d y  23 IrHz. Rwure 
transducar wac located adjacent to each HFM-7 gage 
location inorder to obtainuaneady pnssure and heat 
flux at a given loeation s imulwusly .  

mte xcQ.062-So high-mpm lniniarurc 

4 2 s h a d O ~ p h u  
Spark shadowgraph flow visualization techniques 
wcn uscd to docunmt the propsion of shock 
wawa through the Caacadc. Figure 5 shows an 
example of a shadowgraph taLcn in the cascade. 
Shsdowgrnphs wcn taken at different tim intervals 
from a trigpr point located upsaeam of the 

compared to the unsteady heat flux and prcaun 
mcasunrrmtrcsults by wmlating an initid peakon a 
givcn gage with a shadowgraph. Each shadowgraph 
has a compnding delay tim at which it was taken 
trom the trigger pint. me tim axes of the uns tdy  
heat flux and prcssun tracw wac then t r a a r f d  
intothedelaytimframc. Ibetracercouldthcnbe 
used to mrrclatc a specific shock wave or reflcaion in 
the flow shadowgraphs to its cmmponding heat flux 
andp==PtaL. 

ins-persagc. IhcJhadowgraphswcn 

Shock Waves 

Trailing Edge Shocks 

Figun 5. Spark Shadowgraph of Flow in the M e  
with a Passing Shock 
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4 3  Iuterferomter 
An optical interferometer is an instrument designed to 
exploit the interference of light and the fringe patterns 
that result from optical path differences. The most 
commonly used interferometer is the Mach-Zehnder 
type. (See Ref. (11) for a general discussion of these 
instruments) Since the light sourcc used in a Mach- 
Zehnder type interferometer is not coherent, it is 
necessary to adjust the path length diffmnce between 
the reference and working beams to be less than one- 
tenth of a wavelength of the light. 

The development of the lasa introduced a source of 
highly coherent light permitting the interference of 
wavefronts which propagated along various axes. The 
inherent improvement in cohmnce length relaxed the 
requirement for nearly identical path lengths between 
the anns of interferometric systems. Figure 6 shows 
the basic optical components of a singleplate 
interferometric system. The wedge plate splits the 
light beam into two overlapping ticam with a slight 
angle between them It is the action of the wedge plate 
that causes fringe formation. The wedge plate is also 
the cause of the most distinct feanrn of single-plate 
intsrfmgrams. the presence of a "double image". Due 
to the light dkction off both the front and rear 
surfaces of the wedge plate. al l  objects in the test 
section create two separate images at the image plane. 
The distance between the two images is n f d  to as 
the image separation distance. The second parabolic 
mirror is used to focus the parallel light beams. ' M s  
image can be focused onto a photographic plate or a 
CCD camera, 

compand to the two beam splitters and two flat 
mirrors required for the Mach--der interferomter. 
F i i l y ,  and most importantly, the setup of a single- 
plate system is simpler. Disadvantages include lower 
fringe quality and more difficult data interpretation. 
For a single-plate interferogram a domain in the 
flowfield with a known density distribution will be 
required, however this flowfield can be chosen in a 
region where data acquisition is relatively easy. 
htails of interpreting singleplate interferograms can 
be found in Ref. (12). 

Figure 7. Light Path through Single Plate 
Interferometer 

Figure 7 depicts the image formation for a cenain 
orientation of the wedge plate. If one pi& two points, 
A and B. in the interferogram, the A,, A*, B, and B2 
points can be traced back to the test section. Then. the 
following relationship can be written between the 
densities at these points: 

where ho is the wavelength of the laser light and fm 
with subscripts f and n are the number of fringes 
between points A and B in the interferogram with flow 
and no-flow, nspectively. The K constant is given by 

-1,c wmmr 

Figure 6. Basic Single-Plate Interferometric System 

Some of the advantages of a single-plate 
interferometer over the Mach-Zehnder interferometer 
can now be seen. Firss since the parallel beam is split 
only after it passes through the test section. no 
compensation chamber is needed. Also, since the 
wedge angle is fixed, then is no need for heavy 
vibration free mounting of the wedge plate. 
Furthermore, only a single wedge plate is needed. 

where L is the span of the test section, no is the index 
of refraction for ambient air. &*is a reference density 
(1.252 kp/m3) and k3 x lo4. 

Looking at the first quation, it is clear that if the 
absolute value of the density at a given point is to be 
found, the density has to be known at thrce other 
locations. It can further be shown that when the 
density is known in a band having the width of the 
image separation distance, d, the density can be found 
anywhere else in the studied flowlield. 



Ia the unsteady flowfield of interest hue. the passing 
shock gemmed by the shock tube travels through the 
test scction at a nominal velocity of 340 ds. Short 
shutter timca, of the odcx of 0.33 ps, are nccdcd to 
capture the image of the passing shock without 
CxccIUlive blur. lbis shorter shutter time quires an 
inneape in light imlsity of at least two orden of 
magnitude at the photographic plaae. Another problem 
is synchmni7.ing the shuttering of the light sourcc with 
the passing of the shock. Finally, the major problem of 
collecting a known density field in t h m  unsteady 
conditions nccdcd to be addnsscd as Well as the 
difclcuty of rcfercaciag all the data togallcr. 

CCD intensifier c~mc1&9 typicauy have nanosecond 
shutterin8 tims and high gain capabilities. 'Ihc CCD 
c~mcra offered many advantages and simpications. 
In order to produce a scquence of timed 
intcrfmgrams showing the passing of the shock, a 
triggering aud syachronidng mcehaaism waa sou@. 
A high-frequency static pressure uansducw is placcd 
slightly upstnam of the blade passage to be studied. 
As the shock passcs, it acatcs a sharp pressure spike. 
Tbis spike, with the addition of a time dclay circuit, 
rxiggera the shuttering of the CCD cameta 

Bccause of the large numbcrof images to be reduced 
we elcded to automate the dezcction. Two c" 
codcs wae writtcn to reduce the gray-scale images to 
density values. The pn-processing algorithm has four 
main hctions: image srr#hing, low-pass filtaing, 
adaptive binarization and line thinning. The 8ccond 
code performs the fringe munting and outputs the 
final reduced density values. See Ref. (13) for details. 

'Ibc image information output from a CCD C B ~ C I B  is 
in a formst known as gray scale. In orda to dctcet the 
fringe edgcs and to enhencc fringes that arc lost in 
uneven backgmmd lighting, adaptive binarization 
(also rcfarcd to as adaptive thresholding) must be 
employed. In tixsd thnsholding, a single gray levcl is 
set as the cutoff level. Any pixel values falling under 
this level are sct to 0 @lack). othcmisc the pixel 
value is sct to 1 (white), producing a simple black and 
white image. Setting a single threshold l e d  for the 
interfemmtric images is difficult. since the image is 
disturbed by uneven lighting. "bus. a threshold level 
that adapts itself to the local gray scale level is 

computc a thrcsbold level for each pixel in the image 
on the basis of the information contained in the 
neighborhood of that pixcl. Figure 8 shows an 
example of an adaptively bimized image. 

Since the bhlimion algorithm can leave thick 
fringca that could complicate the fringe counting, it 
wns nccesuy to process the bimized images with a 
line thimhg algorithm. The Hilditch algorithm WBS 
chosea for its robust nature and ense of 
implementation. Figure 9 shows an example of a 
thinncdimage. 

lequid Locally adaptive bhlimion mczhods 
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AdetailcdWlLXUUl ' ty analysis WBS undertaken and 
can be found in Ref. (13). "be computed rcfemce 
density value and o v d  unwtahty given by the 
jitta program was 2.808 +/- 0.093 (4- 3.31%) Wm3. 

Y 

Figure 8. Adaptivcly Bin- Interferogram 

Figure 9. nhned Iatcrfcmgnun of unbeaud Flow 

5.REsutTs 
Ibcnlatively longm tim of the VPI transonic mcde 
facility abws a wide variety of fluid and thamsl 
rmmmumk to be made. A sampling of SOM of the 
di&nnt types of d t s  that have brm achieved is 
presmted 

pieure 10 show hcatfluxandtrmpcmm data for gag. 
iocation #i c h b g  the catire ttst run'? tunnel was 
stsned at about 9 seconds. me mksurrd hcat flux 
immdiately iaenared sharply end then stsned to decay 
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whcn q is the masund heat flux. Because the flow 
temperaDlre is dropping and the bladc Dmperatun is 
risin& a point is cventuaUy xwched when the I d  

tempsntun is measured aa the local bladc surface 
tempaatun. By definition this is upnmcd in tenns of 
the mvcry factor, r 

hcat flux nachcs ZQO. At that point the adiabatic wall 
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Figm 12. Heat Flux Enagy Specas at Gage m for 
Di&nat Gridlbrbulence. 

Figm 13. Cohaencc of Velccity and Heat Flux at Gage 
m. 

Figun 15. Sample Heat Flux Data for HFM #l  

the pressun and heat flux insmmmation is apparent for 
capturinstheduailsof thcseshoclewts. 

F i p  16 shows a typical unsteady raw interferogram. 
To orient the mader, all of the raw interferogram8 SIC 
flipped both horizontally and vertically as a result of 
optical manipulation of the ligbt path. Thcrcfore, the 
bottom right of the images is upstream of the cascade 
and the upper left is in the bladc passage. l l ~ e  initial 
shock wil l  travel from left to right across the bottom of 
the images. "he c w  ' tic double image of single 
plate interfaograms is easily seen by uamining the 
hlrbie bladc found in the upper right comer of the 
images. "he double image is most noticeable for the 
blades whae one sees a black image and a second 
-Y imam disnlaecd fmm the firat 

Figure 16. Unprocessed Interferogram of Unsteady 
Shock Passing in the carcade 

In order to reduce the interferograms. both a no-flow 
(an interferogram taken without any tunnel flow) and a 
flow image must be captund In a no-flow 
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interferogram, the density is constant, therefore, the 
fringes are basically straight lines. When the cascade 
flowfield is generated and a flow image captured, the 
density variations shift the fringes. This phenomena is 
especially noticeable near the crown and the 
stagnation points of the steady interferograms. Any 
shock waves present in the flowfield are characterized 
by the coalescence of a large number of fringe lines. 

The raw data is converted to a density field using the 
procedure outlined above. A representative density 
field result is shown in Fig. 17. taken at a delay time 
of 258 psec.,where the presence of the shock is clearly 
seen. In all of the density mults. the approximate 
location of the shock is shown by a black line with 
armws indicating the direction of travel. Portions of 
the blade are also shown for reference. As expected, 
the flow away from the cascade, toward the inlet is 
fairly uniform with a density value ranging from 
between 2.4 and 2.5 kglm3. Also, the decrease in 
density as the flow enters the blade passage 
cornsponds to the incrcase in velocity experienced by 
the flow as it is accelerated toward sonic velocity at 
the throat. The density behind the shock has incrcased 
to over 2.7 kglm3. The reflection from the suction 
surface of the lower blade of the initial shock is also 
shown. The passage of the reflection appears to have 
reduced the flow acceleration in the blade passage 
near the suction side, as evidenced by the elevated 
densities in this region. Further results at other times 
during the shock passing event are available in Ref. 
(16). 

Figure 17. Unsteady Density Field Deduced from the 
Interferogram in Fig. 16. 

6. CONCLUSIONS 

The facility and instrumentation developed at Virginia 
Tech for studying the effects of time-dependent flow 
phenomena in a turbine cascade have been described. 
The components of unsteadiness from upsaam mtor 
blades and the combustor of a gas turbine engine are 
modeled individually as shocks, wakes and hestream 

turbulence. The decomposition of the unsteadiness 
allows hdamental physical modeling of the effects 
on the flow structure and blade hcat transfer. The 
strength and spacing of the shocks, the intensity and 
length-scale of the turbulence, and the wake velocity 
defect and turbulence cm a l l  be independently 
controlled. 

The blowdown facility provides 30 seconds of heated 
flow through a stationary blade &e that matches 
the Reynolds number, Mach number and tempemure 
ratio characteristics of advanced gas turbine engines. 
Detailed observations am provided by spark 
shadowgraphs (10.’ sec.). laser interfernmerry (lo-’ 
sec.) to obtain the instantaneous global density field, 
and surface pressure and heat flux measurements. 

Sample results from each of the measurement 
techniques described have been presented to 
demonstrate the capabilities that have been developed 
for studying these complex flow phenomena. 
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Q: Evans 

Is the sharp jump in heat flux as a shock passes due to shock heating, shock-boundary layer interaction, or both? 

A It is difficult to separate precisely shock heating and boundary layer description effects. We have done some 
analysis and experiments that indicate that shock heating is the larger effect. 
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1. SUMMARY 
Overcoat protection schemes for thii tilm devices 
have typically focused on inhibiting the growth of 
native oxides formed on the sensor surface, rather 
than on improving the passivating nature of these 
native oxides. Here, thin sputtered Cr overcoats 
and heat treatments in varying oxygen partial 
pressures enhanced the passivating nature of native 
Crz03 films formed on PdCr thii film strain gages. 
Results of Strain tests using sensors protected using 
this approach are presented and the implications are 
discussed. PdCr gages with sputtered Cr overcoats 
withstood 12,000 dynamic strain cycles of 1100 p~ 
during 100 hours of testing at a temperature of 
1000°C in air. Gage factors of 1.3 with drift rates 
as low as 0.1 buhr were achieved for devices having 
a nominal resistance of approximately 100 P s .  
TCR's ranging from +550 ppm OC' to +798 ppm 

were realized depending on the overcoat and 
thennal history. Possible mechanisms for an 
anomaly in the electrical characteristics of these 
films at 800 "C and improvements in stability due to 
the use of overcoats are presented. 

2. INTRODUCTION 
The reliable measurement of both static and 
dynamic strain at elevated temperatures is critical to 
the development of advanced gas turbine engines; 
one of the harshest environments challenging 
materials systems today. Engine components are 
subject to rigorous mechanical loading conditions, 
high temperatures and corrosive andor erosive 
media [1,2]. 

The leadiig candidate for use as a high temperature 
static strain gage is based on an alloy of Pd-Cr. 
These alloys have excellent structural stability up to 
1000 'C, form a continuous solid solution (i.e. they 
do not undergo any phase. changes upon thermal 
cycling) and exhibit the desired strain versus 
temperature characteristics [3]. NASA has 
developed static strain gages based on a PdCr 
(87:13) alloy in both thin film and wire form which 
are capable of operating at temperatures up to 

lO0O'C for limited periods of time. However, the 
oxidation resistance of thin film PdCr is marginal 
due to internal oxidation of Cr in the alloy at high 
temperature. Attempts to reduce the high 
temperature oxidation of fme PdCr wires using 
overcoats such as alumina and alumina with small 
additions of zirconia have been only moderately 
successful [4,5]. 

Historically, work in the area of improving the high 
temperature stability of thin films has focused on 
delaying the onset of oxidation via the use of 
overcoats. Improving the high temperature 
performance of thin film PdCr strain gages by 
enhancing the protective nature of the native oxide 
has not been reported to date. 

Although the physical properties of thin film 
materials are rarely equal to the material properties 
in bulk form, the oxidation of bulk Cr has been 
widely studied and these studies have served as a 
useful reference point. During the oxidation of Cr a 
single solid oxide forms accordiig to the 
equilibrium reaction: 

2Cr(s) + 3 n O ~  (g) CK~O~(S) 

However, under certain conditions, there are other 
complications that must be considered. One is the 
formation of volatile oxides and the other is scale 
buckling as a result of compressive stress 
development [6]. Although the formation of 
volatile oxides is a function of oxygen partial 
pressure, it is not of concern here. Of interest are 
the physical properties of the single Passivating 
oxide (CrzO,) which forms, with respect to porosity, 
intrinsic stress and adhesion. Since these properties 
have been found to be highly dependent on the 
ambient oxygen pressure during oxidation, an 
opportunity exists to tailor the properties of the 
oxide by varying the 4 ambient. Although other 
authors have reported the growth of relatively strain 
h e ,  adhesive, CrzO3 scales grown f?om bulk Cr in 
100% oxygen, to our knowledge, this approach has 
never been tried with thin films of PdCr or Cr [7]. 

Paper presented at an AGARD PEP Symposium on "Advanced Non-Intrusive Instnunenration 
for Propulsion Engines': held in Brussels, Belgium, 20-24 October 1997, and published in CP-598. 
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The two most important parameters governing the 
reliability and performance of high-temperature thin 
film strain gages are (1) gage factor (G) and, (2) 
temperature coefficient of resistance (TCR). Gage 
factor is defined as: 

where R is the resistance of the film and E is the 
strain applied to the film. For static strain gages, a 
constant (or baseline) reference resistance (%) is 
used in the calculation, while for dynamic strain, the 
value of interest is the peak to peak resistance value 
associated with the cyclic change in applied strain. 
TCR is defined as: 

TCR = - M - * L  
R, AT (3) 

where T is the temperature and the other parameters 
are as defined previously. Ideally, a strain gage 
will exhibit a high G and low TCR. Unfortunately, 
these two goals are usually found to be in 
competition with one another and thus trade-offs in 
these parameters are needed to make practical 
devices. Continuous metal gages exhibiting low 
TCR's are limited in theory and practice to G's  of 
2<G<3, which have been readily attained in 
numerous systems, although not at the elevated 
temperatures researched here [8,9]. Larger gage 
factors can be realized via the use of semiconductor 
(G=IOO) or discontinuous metal films (G=30) 
[10,11]. However, the TCR and stability of these 
films are not acceptable for high temperature 
applications. Recent work using wide-bandgap 
(heavily doped), semiconducting oxide materials 
has shown considerable promise [12,13]. TCR's of 
these materials are lower than is typical of most 
semiconductors but still higher than is typical of 
most metal systems. A need exists for 
improvements in established metal gages as engine 
temperatum rise in the near future. As reported 
within, the controlled addition of those components 
necessary for the formation of self-passivating 
Cr203 scales grown on PdCr thin films offers 
possibilities for improvements in the high 
temperatun electrical performance of PdCr thin 
film strain gages. These improvements demonstrate, 
for the fmt time, the suitability of PdCr thin films 
for use as dynamic strain gages at temperatures up 
to 1000 "C for extended times. The morphology of 
Cr203 grown in various partial pressures of oxygen 
is discussed in terms of its effect on stability and 
TCR 

3. EXPERIMENTAL 
3. I. Substrates 
Hot isostatically pressed Si3N4 ceramics were used 
as the high temperature substrates since they are 
electrically insulating and exhibit hear-ehtic 
mechanical properties at elevated tempmhms. 
They are also one of the leading candidates for use 
in advanced aerospace technologies. Surface 
treatment studies and TCR tests were conducted on 
as-processed and machined surfaces of the Si3N4 
bars measuring 49.92 mm x 4.02 mm x 3.0 mm. In 
practice, strain gages may be deposited on either 
surface. Dynamic and static strain testing required 
the use of specially designed Si3N4 beams that 
insured constant strain down the central axis of the 
beams, such that errors in the strain measurements 
could be minimized. 

Treatment of surfaces prior to thin film deposition 
consisted of a high temperature oxidation step, 50 
hours at 1200 "C, followed by 40 minutes of 
selective etching in a 9:l solution of ".,F and HF 
acids. Etch time was determined using ellipsometry 
to monitor the retiactive index, and hence the 
chemical composition, of the surface as a function 
of etch time. The substrates were then cleaned in 
acetone, methanol and DI water followed by a 
nitrogen blow dry and low temperature oven bake 
prior to film deposition. 

- 

Fig. 1 (A) Plan view of TCR pattem, line widths 
and spacings in the active region are 154 pm, (B) 
plan view of high temperature strain gage pattern. 

In terms of electrical and mechanical properties, 
parallel gap resistance welding techuiques have 
been found to be an acceptable method of joining 
the bulk Pt leadout wires to the thin fihn Pt bond 
pads [14]. Welding 0.0076 cm Pt w e  to the Pt 
bond pads and more robust 0.051 cm Pt wires to the 
0.0076 cm Pt wires posed little difficulty. 
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Mat'l Target Power Gas Dep Time acquisition was achieved using an IEEE 488 
Comp. density Press. rate (min) interface and National Instruments' 

3.2. Pattern Delineation and Lead Out Wires 
Active strain gage elements were patterned using 
lift-off microlithography techniques. After 
deposition of an A1203 interlayer, 4 pn of positive 
photoresist was spin coated onto the Si3N4 
substrates. Using a UV light source, the strain gage 
pattern was contact printed onto the photoresist 
coated Si3N4 substrates. By eliminating the 
traditional hardbake step after exposure, clean 
liftoff was possible after film deposition. Clean 
liftoff was also enhanced by sputtering the PdCr at 
very low pressures which aided in its anisotropic 
deposition. Shadow masking techniques were used 
for the Pt leadout films and bond pads where Pt 
lead wires were welded to the devices. Pattern and 
geometries used for TCR and dynamic strain tests at 
high temperature are shown in Fig. 1. 

3.3. Thin Film Deposition 
Active strain gage elements, overcoats, and 
interlayers were deposited at low temperature using 
an MRC model 822 rf sputtering system. Prior to 
deposition, the sputtering chamber was evacuated to 
a background pressure of less than 2 x IO4 Torr at 
which point semiconductor grade argon was leaked 
into the chamber. Parameters used in sputtering the 
various layers are given in Table1 . 

Table 1. Thin Film Deposition Parameters. Sputter 
cycles of 10 minutes on and 10 minutes off for a 
total sputter time of 1 hour were used to deposit the 
PdCr films in order to avoid excessive heatine of 

of Al20, is ideal for use with the other materials in 
this strain gage system. 

Overcoat protection focused on enhancing the 
passivating properties of the naturally occurring 
Cr2O3 films formed on pure Cr and PdCr alloys. 
Thin films of PdCr both with and without sputtered 
Cr overcoats were oxidized in varying partial 
pressures of oxygen. Oxidation of films in 100% 
oxygen ambients was conducted at a temperature of 
700 'C after fust densifying the films at 700 'C in 
nitrogen. Then, after cycling to 1000 "C in air, 
comparisons were made of the electrical properties 
and morphology of the various films. An electrical 
anomaly observed in some films at 800 'C was 
investigated by cycling the films in this region of 
interest (700 "C to 1000 "C) several times. 

3.5. Electrical Measurements 
Temperature coefficient of resistance (TCR) and 
electrical drift at temperature experiments were 
conducted in a Deltech tube furnace. Resistance 
changes as a function of time and temperature in air 
ambients were monitored using a Hewlett Packard 
34401A multimeter, a Keithley 244 programmable 
constant current source, and a Keithley 7001 switch 
system. Currents of +/-1.0 mA were passed at 
regular time intervals and, using a modified Van der 
Pauw test structure (4 point probe technique), 
corresponding Yoltage drops were read. In this way 
the resistance of the gage could be determined 
while negating any contact effects associated with 
the current canying leads. Continuous data 

LABWINDOWS software. A type J thermocouple 
was placed adjacent to the samples to confm the 
temperature. 

Longitudinal gage factors (G) were determined 
using a specially designed strain apparatus which 
induced cyclic strains of up to I100 pstrain at 
1OOO'C for hundreds of hours. Using constantan 
alloy strain gages obtained from Measurements 
Group, Inc., accurate to +/-0.5%, the apparatus was 
tested and calibrated. In addition to the instruments 
used for data collection outlined above, output from 

3.4. Interlayers and Overcoats a linear variable differential transducer (LVDT) was 
A1203 interlayers served as both a means to grade integrated into the setup to monitor instantaneous 
the thermal expansion mismatch between the films levels of applied strain. The constant strain beams 
and the substrate and as an adhesion promoter. In were alternatively loaded in tension and 
terms of adhesion and thermally generated stress compression using an eccentric cam powered by a 
relief, the thermal coefficient of expansion (TCE) dc motor. The strain gages were ramped at a rate of 
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3 "C min to 1000 "C in air at which point strain 
testing was initiated. 

4. RESULTS I DISCUSSION 
Scanning electron microscopy (SEM) of the 
surfaces prior to the oxidation and etch treatment 
revealed three distinct morphologies on the as- 
processed surface: an acicular needlelike phase., a 
broad faced crystalline phase and an amorphous 
phase (Fig. 2A). 

rig. L. BCM nucrograpns or ~ 1 3 ~ 4  surraces pr 
oxidation and etch surface treatment; (A 
processed surface, (B) machined surface 

Pnvious oxidation studies on similar hot 
isostatically pressed Si3N4 substrates revealed that 
the oxide scale generally consists of needle-like and 
plate-like Y2O3 2 S i 4  crystals; needle-like or 
lenticular SiOz and, lastly, amorphous silica 
containing large amounts of impurity (additive) 
atoms [15,16]. In contrast, the machined surface 
appeared much more uniform (Fig. 2B), consisting 
primarily of an amorphous silica phase. 

After the oxidation and etch treatment the two 
surfaces appear much more similar (Fig. 3A and 
Fig. 3B). Plate-like and amorphous phases now 
dominate the morphology of both surfaces. Since 

thin film strain gages may ultimately be deposited 
on either surface, one goal of the oxidation and etch 
treatment was to standardize the two surfaces. This 
was especially important since the as-received test 
Nieces used in this research had varied thermal 

oxidation and etch surface treatment; (A)=- 
processed surface, @) machined surface. 

Ellipsometry was used to quantify the changes in 
chemical composition depicted in the 
metallographic study. A k  the oxidation step in 
the surface pre-treatment (i.e. prior to etch), 
ellipsometry measurements showed an index of 
refiaction for the machined surface of 1.50, which 
is indicative of mostly Si02 (1 .U); whereas the as- 
processed surface had an index of retiaction of 
1.90, which is more chamteristic of stoichiometric 
Si3N4 (2.05). Excessive amounts of Si& on the 
machined surface were most likely caused by the 
high surface temperatures attained during prior 
machining operations. As the ensuing etch 
progressed, the refractive index of the machined 
surface changed gradually fiom that of SiOz to that 
of Si3N4, asymtotically approaching a value of 1.88. 
The refractive index of the as-processed surface 
remained constant at approximately 1.90. As a 
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the treated surfaces (Fig. 4B) showed characteristic 
signs of adhesion. 

The bubbles present on the treated surface are 
evidence of decohesion caused by compressive 
stress built up during the formation of the CrZO3 
scale. In this context, the bubbles are actually signs 
of improved adhesion on the treated surface relative 
to the untreated surface. Bubbles were not 
observed on the untreated surfaces, since the film 
easily delaminated from the substrate at the onset of 
compressive stress development in the film, i.e. the 
adhesion was so poor that the bubbles did not have 
a chance to form. The convex shape of the 
delaminated film is a further sign of compression in 
the oxide. 

Residual stress development in these PdCr alloys is 
due to the large molar volume increase that results 
from the oxidation of chromium (Pilling Bedworth 
Ratio of 2.07), leaving the CrzO3 films formed on 
the surface in a highly compressed state [7]. The 
overall growth mechanism of Cr203 is the outward 
transport of Cr and inward transport of oxygen 
along the grain boundaries. Therefore, most of the 
new oxide material formed will grow within the 
scale along the grain boundaries. The result is large 
growth stresses and scale cracking and deformation 
Wl. 

The effectiveness of AI203  as an interlayer is seen 
in the SEMs of PdCr films cycled to 800°C using 
varying thicknesses of sputtered Azo3 as an 
interlayer as seen in Fig. 5. PdCr films deposited 
on 1000 A of A1203 had many cracks and fissures 
while those deposited on 5000 A of A1203 showed 
little evidence of cracking. Alumina serves as an 
effective thermal expansion mismatch decoupler 
since its TCE is between that of Si3N4 and PdCr, 
aiding in stress relief during temperature cycling 
(see Table 2). Laminated structures are often 
consmcted where the materials in the layup are 
selected to minimize thermally induced mechanical 
stress between the two outer layers [19]. 

Another reason that A1203 is an effective interlayer 
is due to the strong bond it makes to SiOz. 
Interfacial bond strength is known to be a function 
of the relative free energy of formation of the 
respective oxides. For example, if a metal film is 
deposited onto an oxide, and the fne energy of 
formation of the metal oxide is more negative than 
the free energy of formation of the surface oxide 

result of the pre-deposition oxidation and etch 
surf' treatment, the two surfaces are chemically 
more similar than they were before the treatments. 
Etching also served to remove the S i 4  layer so that 
a more stable silioxynitride layer was established as 
our starting surface. This silioxynitride layer served 
as an etch stop and had been previously determined . .  

Fig. 4. SEM micrographs showing effect of surface 
treatment on adhesion of PdCr to Si3N4 machmed 
surfaces. An interlayer of 5,000A of A1203 was 
deposited in both cases; (A) untreated surface; (B) 
treated surface 

Surface protilometry before and after 
implementation of the oxidation and etch process 
revealed a slight increase in the roughness of the 
machined surface. No changes were detected in the 
topography of the as-processed surface. 

Evidence of improvements in the adhesion of PdCr 
films on treated surfaces ( o x i d d  and etched) 
versus untreated surfaces is seen in Fig. 4. PdCr 
thin films were deposited onto lreated and untreated 
machined Si3N, surfaces with 5000 A of A1203 
serving as an interlayer. The films were then cycled 
to a temperature of lO0OoC in air. PdCr films 
deposited onto the untreated surface (Fig. 4A) 
completely delaminated while those deposited onto 
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onto whicb the metal is being deposited, the metal 
will reduce the surface oxide of the underlying layer 
and form a very strong bond at the in&ace [20]. . 
800 “C using varying thicknesses of sputtered A1203 
as an interlayer and thermal expansion mismatch 
decoupler; (A) IOOOA of Al2O3; (J3) SOOOA of 
AI203 

Since the free energy of formation of Azo3 is more 
negative than that of SO2 a strong bond is formed 
when A1203 is deposited on SO2. Relevant 
thermodynamic and thermal expansion properties of 
the materials used in this investigation are given in 
Table 2. 

The morphology of Cr203 grown in various partial 
pressures of oxygen from both PdCr alloy and pure 
Cr films is shown in Figures 6 and 7. Processing 
conditions include: (Fig 6A) PdCr oxidized in a i ,  
(Fig W) PdCr oxidized in 1W/o oxygen, (Fig 7A) 
Cr overcoats oxidized in air and, (Fig 7F3) Cr 
overcoats oxidized in 100% oxygen. 

Microstructural differences are evident between 
PdCr films oxidized in air (Fig. 6A) and those 
oxidized in 100% oxygen ambients (Fig. 6B). A 
dense oxide consisting of low aspect ratio 

I 
i 

i 

morphology of Cr2O3 grown in various partial 
pressures of oxygen h m  PdCr films, (A) PdCr 
oxidized in air and (B) PdCr oxidized in 1OOYh 
oxygen. 

Table 2: Properties of Selected Thin Film Materials 
7,21,22] 
Material Gibb’s Free Thermal 

Energy of Expansion 
Formation COeE 
(kcaVmole) -1 

Si3N4 1.8 x lod 
SiOz -204.7 4.0 x IO4 
A1203 -378.1 6.0 x 10” 
Pd I__- 2.0 x IO4 
Cr2O3 -253.2 7.3 x 104 

hexagonal platelets covers the surface of the PdCr 
film oxidized in 100% oxygen (Fig. 6B). The 
platelets appear to be growing out h m  a 
background scale consisting of smaller nodules. 
The Cr203 grown in air shows no hexagonal 
platelets but does exhibit nodular type growths 
which are connected to form a continuous scale 
(Fig. 6A). The fissures and nodules present in the 
scale are typical of brittle, highly stressed oxide 
growth. 



Additional protection was achieved by applying 
overcoats of Cr to the PdCr films prior to oxidation. 
It should be emphasized that these overcoats are 
only 730 A thick whereas typical thin film overcoat 
schemes are on the order of 100 pm thick. Cr& 

-- 
Fig. 7. SEM micrographs ... awing surface 
morphology of CrZO3 grown in various partial 
pressures of oxygen from Cr films, (A) Cr oxidized 
in air and (B) Cr oxidized in 100% oxygen. 

grown from pure Cr in air (Fig. 7A) appears similar 
to Cr203 grown from PdCr in air (Fig. 6A). A 
continuous nodular scale with fissures typical of 
Cr203 growth is evident. In contrast, Cr203 grown 
in 100% oxygen from Cr (Fig. 7B) displays many 
fine hexagonal platelets effectively covering the 
surface of the film. This result is similar to that 
achieved using PdCr and 1Wh oxygen (Fig. 6B) 
except now the platelets are more dense and do not 
appear to grow out of a background of Cr203 
nodules. 

The use of Cr overcoats allows a continuous 
passivating Cr203 scale to form quickly, effectively 
blocking the grain boundary transport of oxygen 
and the subsequent internal oxidation of Cr in the 
alloy. In addition, pure oxygen ambients stabilize 
the growth of hexagonal shaped platelets. The 
orientation of the hexagonal platelets is important 

- .. 
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since, compared to the continuous nodular scales, it 
may reduce the amount of scale cracking resulting 
h m  subsequent applied stresses. Stresses included 
here can be both those induced by the strain testing 
apparatus as well as those resulting hm n o d  
oxide growth. The platelets are anchored at one 
edge only so they are more able to acwmmodate 
the alternate bending stresses induced during strain 
testing, thereby sustaining the integrity of the 
passivating film for longer periods under harsh 
conditions. The second source of stress alleviated 
by the vertical growth of hexagonal platelets is 
related to the increased molar volume of CrzO3 
relative to Cr. Continuous nodular scales are 
constrained by the surface area of the substrate on 
which they grow whereas the hexagonal platelets 
can grow relatively strain h e  in the vertical 
direction. 

1M. 

HI 
0 200 400 Eaa 100 w40 lam 

Tan-M.(*C) 

Fig. 8. Electrical resistance as a fimction of 
temperature for Cr overcoated and as-deposited 
PdCr strain gages cycled to lO0O'C in air. The 
increase in resistance at 1000°C is an indication of 
drift during an 8.6 h hold. 

Further evidence of improvements in the self- 
passivating nature of Cr203 grown on PdCr using Cr 
overcoats is seen in the electrical properties of these 
films at high temperature, as seen in Fig. 8. 

Gages fabricated with and without Cr overcoats 
were ramped to 1000 "C in air and held for an 
extended period while the electrical resistance was 
monitored. Over the temperature range of 200 "C < 
T < 700 'C, the as deposited PdCr film exhibited a 
TCR of +798 ppm "c" while the gage overcoated 
with Cr displayed a smaller TCR of +551 ppm "C-'. 
Both gages exhibited a nearly constant TCR up to 
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approximately 700 "C, at which point TCR for the 
as-deposited PdCr gage increased shqly .  A 
maximum in resistance was realized for both films 
at approximately 800 "C, followed by a sharp 
decrease in resistance. Over the temperature range 
of 800 "C T 1000 "C the resistance of both fh 
decreased to levels approaching their respective 
starting values. 

The electrical anomaly seen in Fig. 8 was 
accentuated by cycling the films in the temperature 
region of 700 "C < T < 1000 "C. As seen in Fig. 9, 

o l  I 
WO 7m m UQ 

1-m 
Fig. 9. Electrical instability of Cr overcoated and 
as-deposited PdCr strain gages in the temperature 
range 700T to 85OOC. 

a repeatable and reproducible hysterisis loop was 
observed in both films. On a percentage basis, the 
effect observed for the unprotected film was much 
greater during these two cycles (Fig. 9) than in the 
initial cycle (Fig. 8). During the first cycle the 
maximum resistance of the unprotected film was 
122 R, but increased to 500 R during the second 
cycle and 700 R for the thiid cycle. 

This can be explained by the additive residual stress 
effects applied to the brittle CrZO3 scale during 
thermal cycling, resulting in scale buckling and 
cracking. This led to further oxidation of the 
underlying PdCr and caused the upward trend in 
resistance. However, for the Cr protected gage, the 
magnitude of the electrical anomaly as a 
consequence of additional cycling was insignificant. 
For this film the maximum resistance for the fist 
cycle was 62 R and increased to only 89 R for the 

second cycle and 94 R for the thiid cycle. This is 
further evidence of the improved protection 
provided by the passivating CrZO3 grown on the 
pure Cr overcoat. Fig. 8 also provides additional 
TCR data for the temperature range of 900 "C < T < 
1000 "C. In thii range the as deposited PdCr film 
exhibited a TCR of +518 ppm "C' while the gage 
overcoated with Cr displayed a TCR of +507 
P P d C .  

Other researchers have noted the anomaly in 
resistivity behavior described above in thin wire 
PdCr strain gages (diameter 25 p) at 
approximately 800 "C. The cause was attributed to 
microstmctural changes caused by Si and A I 2 0 3  
impurities in the drawn wire. When the wire was 
replaced by thin films of PdCr (10 pm) the anomaly 
disappeared [22]. Several phenomena m y  be 
responsible for the presence of the elecbical 
anomaly in our PdCr thin films. Among these are 
impurities derived &om the lift-off lithography 
techniques employed for pattern transfer, which are 
eventually introduced into the sputter chamber. The 
lack of a hardbake step in the processing sequence 
leads to outgassing of spin casting solvents, 
absorbed water, developer, and photo active 
compounds present in the resist upon exposure to 
vacuum. Ironically, it is this same outgassing that 
proved so beneficial in eliminating the tilm tearing 
usually associated with lift-off type procedures 
during pattern delineation. Blisters and bubbles 
were observed in PdCr films deposited directly over 
the photoresist, which is a strong indication that 
outgassing occurred during deposition. 

Other possible explanations for the electrical 
anomaly seen here are: (1) the generation and 
relaxation of stresses due to oxide growth, (2) 
competing grain growth and grain boundary 
oxidation processes, and as discussed earlier, (3) 
thermal expansion coefficient mismatch between 
the various layers. In contrast to the 10 pm PdCr 
films used in other studies, our films were only 1.4 
pm thick. The compressive stresses associated with 
CrzO3 assures that as the oxide forms, the 
underlymg PdCr film will be put into a state of 
tension, assuming that there is reasonable adherence 
of the metal to the oxide. These stresses may lead 
to changes in resistance. Stress relief as a result of 
crack formation in the brittle CrzO3 may also result 
in resistance changes. Additionally, the processes 
of grain growth (decreased resistance) and 
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oxidation (increased resistance) may have an effect 
as temperatures increase. 

The effect of Cr overcoat protection on the 
resistivity drift rates of PdCr strain gages held at a 
temperature of 1000 "C can be seen in Fig. 10. 

140 . 1 

Cr Overcoated 7------ 
20 

0 4 8 12 16 20 

Time (hrs) 

Fig. 10. Drift of Cr overcoated and as-deposited 
PdCr strain gages held at a temperature of 1000°C 
in air for 17 hr. 

The first 8.6 hours of this 17.8 hour soak can also 
be seen in the vertical rise in resistance at 1000 "C 
in Fig. 8. During the first 5.2 hours of the soak, the 
drift of the unprotected (i.e. as-deposited) PdCr 
gage was 10.2 R hr-' (12.0%), after which time the 
drift diminished to -1.1 R hr-' (0.89%) for the 
remaining 12.6 hours of the test (17.8 hours total). 
On the other hand, the gage protected with a pure 
Cr overcoat exhibited almost no drift at temperature 
for the entire 17.8 hour test. For this gage, an initial 
drift of 0.44 R hr-' (0.92%) for the first 5.2 hours 
was followed by a drift of 0.38 SZ hf' (0.76%) for 
the duration of the test. These results compare 
favorably with state of the art 10 pm thick PdCr 
films deposited by NASA, where drifts of 0.8 % 
after 17 hours at 1050 "C were observed [22]. 
Since our films are much thinner (1.4 pm), further 
improvements may be realized in terms of strain 
sensitivity and response. 

The 5.2 hour delay in electrical stabilization of the 
unprotected PdCr strainsgage relative to the Cr 
protected gage is a sign of the rate at which a 
continuous, protective scale of Cr203 forms. The 

films overcoated with Cr have the advantage of 
forming a passivating Cr2O3 layer quickly over the 
entire surface since many more nucleation sites are 
available for growth of the self-passivating oxide. 
Cr2O3 grown from the PdCr matrix (14% Cr) forms 
initially at the surface Cr sites. Since a continuous 
passivating film cannot form quickly on the surface, 
grain boundary diffusion of Cr and oxygen 
dominates, leading to internal oxidation of Cr and 
the development of large internal stresses. 
Overcoats of Cr minimize this effect. 

During high temperature (1000 "C) dynamic strain 
testing in air, PdCr strain gages with Cr overcoats 
proved to be much more stable than those strain 
gages fabricated without a Cr overcoat. A typical 
device fabricated without the benefit of a Cr 
overcoat exhibited relatively high initial drift rates 
(77 suhr) which did not diminish quickly enough to 
warrant further testing. On the other hand, initial 
drift rates of the PdCr gage overcoated with pure Cr 
were significantly lower and quickly decreased to 
negligible levels. Piezoresistive responses at 
selected intervals for a Cr overcoated PdCr strain 
gage oxidized in air are shown in Fig. 11. 
Piezoresistive data taken from complete I-V 
characteristics were sampled for ten minutes every 
hour over the duration of the test. Results in Figure 
11 are shown after (A) 4.4 hours, (B) 25.0 hours, 
(C) 39.0 hours and (D) 75.0 hours of continuous 
dynamic strain. In the early stages of the dynamic 
strain measurements a drift rate 2.6 R hr-' (3.0%) 
was determined along with a gage factor of 1.5 (Fig. 
11A). 
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Fig. 11. Piezoresistive response of a Cr overcoated 
PdCr strain gage strained cyclically to 1100 
microstrain at a temperature of 1000°C in air for 
over 100 hours; (A) after 4.4 hrs, (B) after 25 hrs, 
(C) after 39 hrs and, (D) after 75 hrs 

Time (minutes) 

As the test progressed, drift rates diminished to 
negligible levels and gage factors of 1.3 were 
established over the time interval of 25 hours to 100 
hours. Overall, the PdCr strain gage protected by a 
passivating Cr203 scale grown in air from pure Cr 
survived 12,000 strain cycles of 1 100 PE over a 
period of 100 hours at 1000 “C. 

The final stages of this study involved the testing of 
a PdCr strain gage overcoated with Cr and pre- 
oxidized in 100% oxygen ambients. Here, earlier 
discussion on the microstructure of CrzO3 and its 
effect on gauge stability (Figs. 6 and 7), suggesting 
vertical, hexagonal platelets may offer better 
protection than continuous, nodular type growths, is 
shown to be valid. Using the processing steps 
outlined in this paper, a prototype strain gage was 
fabricated and tested at Allied Signal Engines at a 
temperature of 900 “C in air, after first oxidizing the 
Cr overcoat in 100% oxygen. Testing in state of the 
art facilities using dynamic strain cycles of 1000 PE 
applied at 1000 Hz, resulted in a gage surviving 
more than 10,000,000 strain cycles [23]. 

5. CONCLUSIONS 
The performance of high temperature, thin film 
strain gages based on PdCr has been significantly 
improved by enhancing the protective properties of 
the native CrZO3 films formed on the surface of 
these sensors. By depositing sufficient Cr to form a 
continuous, passivating Cr2O3 scale and oxidizing 
under high oxygen partial pressures, positive results 
were realized with respect to electrical stability and 
robustness. Morphological studies of Cr203 scales 
grown from PdCr and Cr surfaces in varying partial 
pressures of oxygen have been presented and their 
influence on gauge performance discussed. 

Based on thermodynamic/physical properties such 
as the relative free energies of formation and TCE, 
interlayers were selected and incorporated into ,the 
thin film stack which improved the adhesion of rf 
sputtered PdCr films and aided in their stress relief 
during thermal cycling. Treatments used to 
stabilize the surface of various Si3N4 ceramic 
substrates proved to enhance the stability of the 
sensors as well. 

Ultimately, these improvements were demonstrated 
in the electrical response of these films at high 
temperature. Gage factors averaging 1.3 were 
measured as well as TCR’s and drift rates as low as 
+SO7 ppm OC-’ and 0.76%, respectively, for 
extended high temperature low frequency testing. 
Explanations for an electrical anomaly frequently 
otherved in these films at a temperature of 800 “C 
were discussed. The performance of these films has 
been greatly improved to the point where, for the 
first time, these films are shown to warrant use as 
high temperature dynamic strain sensors. 
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1. SUMMARY 
A stable, high temperature strain gage based on 
reactively sputtered indium tin oxide (ITO) was 
demonstrated at temperatures up to 1050°C. These 
strain sensors exhibited relatively large, negative 
gage factors at room temperature and their 
piezoresistive response was both linear and 
reproducible when strained up to 700 pidin. When 
cycled between compression and tension, these 
sensors also showed very little hysteresis, indicating 
excellent mechanical stability. 

Thin film strain gages based on selected IT0 alloys 
withstood more than 50,000 strain cycles of +/- 500 
pidin during 180 hours of testing in air at 1000°C, 
with minimal drift at temperature. Drift rates as low 
as 0.0009 %/hr at 1000°C were observed for IT0 
films that were annealed in nitrogen at 700°C prior 
to strain testing. These results compare favorably 
with state of the art 10 pm thick PdCr films 
deposited by NASA, where drift rates of 0.047 %/hr 
at 1050°C were observed [1,2]. Nitrogen annealing 
not only produced the lowest drift rates to date, but 
also produce the largest dynamic gage factors (G= - 
23.5). 

These wide bandgap, semiconductor strain sensors 
also exhibited moderately low temperature 
coefficients of resistance (TCR) at temperatures up 
to llOO°C, when tested in a nitrogen ambient. A 
TCR of +230 ppm/"C over the temperature range 
20O0CcT<5OO0C and a TCR of -469 ppm/"C over 
the temperature range 6OO0CcT<1 100°C was 
observed for the films tested in nitrogen. However, 
the resistivity behavior changed considerably when 
the same films were tested in oxygen ambients. A 
TCR of -1560 ppm/"C was obtained over the 
temperature range of 2OO0CcT<1 100°C. When 
similar films were protected with overcoat or 
when IT0 films were prepared with higher oxygen 
contents in the plasma, two distinct TCR's were 
observed. At T< 800 "C, a linear TCR of -210 
ppm/"C was observed and at T> 8OO0C, a linear 
TCR of -2 170 ppmPC was observed. 

The combination of a moderately low TCR and a 
relatively large gage factor make these 
semiconducting oxide films promising candidates 
for the active strain elements in high temperature 
thin film strain gages, particularly in applications 
where static strain measurement is desired. 

2. INTRODUCTION 
A new family of high-temperature resistance strain 
gages, based on thin films of indium-tin oxide 
(ITO), is being developed to meet hture materials 
requirements in advanced aerospace structures and 
propulsion systems [3,4]. An accurate measurement 
of both static and dynamic strain, at temperatures 
greater than 1000 "C, is often required when 
evaluating a materials durability and predicting the 
lifetime of aerospace propulsion systems [ 1,2,5-81. 
Conventional resistance strain gage techniques 
cannot be used to measure strain in such 
applications, due to the intrusive nature of these 
devices, and problems associated with bonding the 
sensor elements. Thin film strain gages are 
deposited directly onto the surface of a component 
by rf sputtering techniques and, as a result, are in 
direct communication with the surface being 
deformed. They are particularly attractive in 
advanced . propulsion systems, since they do not 
adversely affect gas flow over the surface of a 
rotating component, they have a negligible thermal 
mass and do not require adhesives or cements for 
bonding purposes [7]. 

Indium-tin oxide is a promising candidate for the 
active strain elements in high temperature thin film 
strain sensor applications due to its electrical and 
chemical stability at high temperature and its 
relatively large piezoresistive response. IT0 solid 
solutions are stable 'in pure oxygen ambients at 
temperatures greater than 1500°C but can dissociate 
in pure nitrogen ambients at temperatures as low as 
1200°C [9, 101. The sublimation temperatures for 
bulk IT0 ceramics in air ambients should occur 
somewhere in between these values, and these solid 
solutions should be stable at temperatures up to 
1300°C. 

i- 
Paper presented at an AGARD PEP Symposium on "Advanced Non-Intrusive Instrumentation 
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These thin film strain gages will not only be 
subjected to large mechanical strains, they will also 
be subjected to laige thermal strains as well. 
Therefore, those parameters that affect the accuracy 
and sensitivity of the strain gage'over an extended 
temperature range must be considered in their 
development. Two of these critical design 
parameters are the temperature coefficient of 
resistance (TCR) and the gage factor (G) as defined 
below [ l l ,  121 

A R l  
R E  

G=-..- 

where E is strain, R is resistance, and T is 
temperature. The total contribution to the measured 
strain (fiactional resistance change) for a given 
application is the sum of the actual mechanical 
strain at a given temperature and the apparent or 
temperature induced strain due to the TCR of the 
semiconductor and the differences in thermal 
expansion between the gage and the substrate, as 
shown below: 

where 

(AR/ R)T E [TCR, +(ps -p,)G]AT (4) 

and where ps and pg are the coefficients of thermal 
expansion for the substrate and gage, respectively. 
From the above relationships, it is evident that the 
TCR should be as low as possible to avoid the need 
for temperature compensation [3-81. By 
minimizing the thermal component of static strain 
(apparent strain) and maximizing the gage factor, it 
should be possible to maximize sensitivity and 
output of the sensor. If for example, an engine 
component experiences a 10% variation in 
temperature across the surface at 1000°C (AT = 
100°C), and the strain gage has a gage factor of -20 
with an accuracy of lo%, the TCR of the strain 
gage should be -4Oppd"C or less, if the sensor is to 
be used without temperature compensation, 
assuming there is no difference in TCE between the 
substrate and gage. Under these static strain 
conditions, a strain gage with a TCR greater than - 

40ppm/"C would make temperature compensation 
necessary. 

In general, the piezoresistive response (or gage 
factor) of a semiconductor strain gage is the finite 
resistance change of the sensing element when 
subjected to a strain, and results fiom both changes 
in dimension of the active strain element and 
changes in the resistivity (p) of the active strain 
element [7]. The piezoresistive effect in 
semiconductors, given by equation (6) below, is 
typically 1-2 orders of magnitude greater than those 
observed in metals and alloys [3,4], largely due to 
the resistivity dependence on strain: 

where q is Poison's ratio and p is the 
semiconductor resistivity. Specifically, the large 
piezoresistive effect observed in elemental 
semiconductors such as germanium and silicon, has 
been related to changes in mobility and carrier 
concentration as a direct result of changes in the 
band structure and the anisotropy of the effective 
mass [ll-141. 

In addition to the piezoresistive response, the active 
strain elements used in a high temperature static 
strain gage, should exhibit a relatively low 
temperature coeficient of resistance (TCR) so that 
the thermally induced apparent strain (AE~) in 
equation (7) below is negligible compared to the 
actual applied strain. The drift rate (DR) at 
temperature, described by equation (8) below, 
should also be small compared to the applied strain, 
especially where testing protocols require 
prolonged exposure at elevated temperature. 

AR1 DR=-- 
R t  

(7) 

Metallic based strain gages typically have low 
TCR's (< 500 ppm/"C) and low gage factors (on the 
order of 2). Semiconductor based strain gages 
posses much larger gage factors but are usually 
limited by the relatively high TCR's (>2000 
ppd'C), associated with intrinsic semiconduction. 
However, heavily doped semiconductors with 
relatively high charge carrier concentrations can 
exhibit temperature independent electrical behavior, 
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atypical of intrinsic semiconductors. By fabricating 
semiconductors that exhibit saturated extrinsic 
behavior, the production of thermally activated 
charge carriers can be held to a minimum, thereby 
minimizing TCR. 

The temperature range over which a 
semiconductor’s conductivity is dominated by 
extrinsically generated charge carriers is dependent 
on bandgap. Thus, wide bandgap semiconductors 
have the greatest potential for strain gage 
applications, within this class of materials. Of all of 
the wide bandgap semiconductors, the oxide 
semiconductors exhibit the best stability in 
oxidizing ambients and thus, fiom this viewpoint, 
indium tin oxide with a bandgap of 3.5 ev has 
considerable potential as an active strain element. 

In this paper, we report on the piezoresistive 
properties of IT0 strain gages measured at low and 
high temperatures as well as the TCR and drift rates 
of the same films. The potential that these IT0 thin 
films have as the active strain element in high 
temperature strain gages is discussed. 

3. EXPERIMENTAL 
3. I Thin film deposition 
Indium-tin oxide (ITO) films were deposited by rf 
reactive sputtering at low temperature using an 
MRC model 822 sputtering system. A high density 
target (12.7 cm in diameter) with a nominal 
composition of 90 wt% In203 and 10 wt?h SnOz was 
used for all depositions. Prior to deposition, the 
sputtering chamber was evacuated to a background 
pressure of less than 1 x 10“ Torr , at which point 
semiconductor grade argon and oxygen were leaked 
into the chamber to establish a total pressure of 8 
mTorr. Oxygen partial pressure was varied fiom 
0% to 50% while an rfpower density of 2.4 Wfcm2 
was maintained, during each sputtering run. Film 
thickness was measured using a Sloan Dektak stylus 
profilometer . 

Patterned IT0 thin films were used as the active 
elements for all strain measurements. High 
temperature electrical tests required the use of 
refiactory substrates that are electrically insulating. 
For this purpose, aluminum oxide constant strain 
beams were cut fiom rectangular plates using 
abrassive waterjet cutting techniques. These 
alumina constant strain beams were then sputter- 
coated with 6pm of high purity alumina prior to the 
deposition of the active strain gages. Prior to the 
A1203 deposition, all substrates were cleaned by 
sonicating successively in acetone, methanol, and 

distilled water, followed by a dry N2 blow dry. The 
substrates were then sputter-etched for further 
cleaning prior to sputtering. These high purity 
alumina constant strain beams were used for all 
high temperature piezoresistive measurements as 
well as TCR and Mit rate determinations. 

Microlithography techniques were used to pattern 
all of the active strain gage elements. After 
depositing a 1.5-2.5 pn layer of indium tin oxide, a 
4 pn thick layer of positive photoresist was spin- 
coated onto the films. The photoresist was then 
soft baked and the strain gage pattern transferred to 
the IT0 film by contact printing. Masks containing 
the strain gage pattern were used in conjunction 
with a collimated UV light source in a Kasper 
aligner for the purpose of pattern transfer. After 
exposure and development, the IT0 films were’ 
etched in concentrated hydrochloric acid to 
delineate the final device structure. 

3.2 Strain Measurement 
The piezoresistive response of the IT0 films were 
measured at low and high temperatures using a four 
wire method and ohmic contacts to the IT0 gage 
materials were formed using sputtered precious 
metal contacts. Strain measurements were made 
using a cantilever bending fixture that was 
interfaced to a linear variable differential transducer 
(LVDT) to measure deflection of the beam (Figure 
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Figure 1. Schematic of cantilever bending fixture 
that was interfaced to a linear variable differential 
transducer (LVDT) to measure deflection. 

Corresponding resistance changes were monitored 
with a Hewlett Packard 34401A multimeter and a 
Keithley constant current source. The LVDT 
output, multimeter and constant current souice were 
interfaced to an VO board and an IBM PC 
employing an IEEE 488 interface and National 

! 
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Instruments Labwindows software for continuous 
data acquisition. 

3.3 Electrical Characteristics 
Sheet resistance of the as-deposited and annealed 
IT0 films was measured using a four point probe 
technique and a hot probe was used to “type” these 
wide bandgap materials. TCR and drift at elevated 
temperatures were tested in both inert and oxidizing 
atmospheres. The modified van der Pauw test 
structure shown in Figure 2 was transferred to IT0 
coated substrates using the microlithography 
techniques described above. Thin film platinum 
contacts were deposited onto the IT0 test structure 

1 

T 
h rc 
0 

IIII 
i V V i 

Figure 2. Constant strain beam showing location of 
van der Pauw test structure 

by sputtering through a shadow mask that was 
properly aligned to the bond pads. Pt wire leads 
were then wire bonded to these contacts using 
parallel gap welding techniques. An inert 
atmosphere was maintained by passing 
semiconductor grade argon gas through a 
refiigeration unit operating at -4OoC, and then 
through an oxygen getter (containing titanium 
turnings maintained at 400OC) to remove any 
residual water and oxygen. High temperature 
electrical measurements were made in a Deltech 
furnace with a 7 inch hot zone. The furnace was 
ramped to the desired temperature in 20°C 
increments and held for 15 min to establish thermal 
equilibrium. At specified time intervals, a 
complete I-V characteristic of the film was 
established at each temperature using a Keithley 
constant current source, a Hewlett Packard 
multimeter and an IBM PC with an IEEE 488 
interface. 

4. RESULTS 
Large, negative gage factors were observed when 
the reactively sputtered IT0 films were repeatedly 
strained in tension and compression at room 
temperature. When the as-deposited IT0 films 

were strained in tension, there was a corresponding 
decrease in resistivity, resulting in gage factors 
between -6.5 and -11.4. When the films were 
strained in compression, there was a corresponding 
increase in IT0 resistivity. Annealing experiments 
using various heat treating schedules and ambients 
and their effect on the electrical and optical 
properties of IT0 are well documented in the 
literature [ 15- 181. In our case, films annealed in air 
exhibited gage factors between -3.83 and -9.85: A 
gage factor of -77.71 was achieved after annealing 
an IT0 film in a 99.999% nitrogen ambient. This 
increase in gage factor was attributed to (1) the 
annealing of point defects which increased mobility 
and (2) enhanced grain growth. 

Figure 3 depicts the piezoresistive response of a 
typical IT0 strain gage based on an active film 
grown in a 35% oxygen plasma, along with a 
conventional metal foil gage. An IT0 strain gage 
processed in a similar manner and annealed in high 
purity nitrogen is also shown in the figure. From 
this figure it can be seen that the piezoresistive 
response for the air annealed IT0 film was both 
reproducible and linear up to approximately 700 
microstrain (pidin) and exhibited very little 
hysteresis. The piezoresistive response of the 
nitrogen annealed film was very large but 
experienced some hysteresis whereas the 
conventional metal strain gage exhibited a much 
smaller positive gage factor (G=2) with a very 
linear response with little or no hysteresis as might 
be expected. The piezoresistive responses of two 

5000 
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Figure 3. Piezoresistive response of various IT0 
strain sensors prepared in a 35% O2 plasma, 
annealed under different conditions and tested at 
room temperature. 

IT0 strain gages, prepared with different oxygen 
contents in the plasma, and tested in air under static 
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When IT0 films were prepared with less than 5% 
oxygen in the plasma, the gage factor changed sign 
(from negative to positive) as the temperature was 
increased, whereas the gage factor of IT0 films 
prepared with 30% oxygen in the plasma were large 
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Figure 4. Gage factor as a function of temperature 
for two IT0 films ,grown under very different 
conditions; one was grown in 5% 0 2  and the other 
grown in 30% 02. 
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5 . 0 ~  1 02’ 12.0 0.001 

and negative. At high temperature, the 
piezoresistive responses of the metallic IT0 gages 
having low charge carrier concentrations and high 
mobilities exhibited behavior similar to that of 
conventional metal gages, while the IT0 gages 
having lower mobilities and higher charge carrier 
concentrations approached a value of -12.0. 

The piezoresistive response of the IT0 films shown 
in Figure 4 differed considerably depending on the 
baseline resistivity of the as-deposited films i.e. 
“metal-like” or “semiconductor-like”. The room 
temperature resistivity of the metallic IT0 film was 
8.1~10” ohm cm and the room temperature 
resistivity of the semiconducting IT0 film was 
6 . 5 ~  1 0-2 ohm cm. At elevated temperatures,. the 
piezoresistive response for the metallic IT0 film 
was positive and the piezoresistive response for the 
semiconducting IT0 film was negative. For the 
metallic IT0 film, the electronic contribution to G 
in equation (a), i.e., the strain coefficient of 
resistivity term (dp/p,. l/de), decreases with 
increasing temperature, as indicated by the sign 
change in G at temperatures > 600 “C. In contrast, 
the strain coefficient of resistivity term for the 
semiconducting IT0 film increases with increasing 
temperature, resulting in a larger value of I G I .  
Thus, there is a marked change in the piezoresistive 

ITO, commensurate with chemical and 
physical property changes due to differences in the 
oxygen content in the plasma. 

Not only did the piezoresistive properties of the 
IT0 strain gages vary with oxygen content in the 
films but the baseline electrical properties varied 
with oxygen content, as shown in Table 1. Here, 
the IT0 thin films exhibited reasonably high charge 
carrier concentrations, even though the 
semiconductor has a bandgap of 3.5 ev. A 
maximum in Hall mobility and minimum in charge 
carrier concentration was observed when 10% 
oxygen was employed in the plasma. Also, a 
maximum in room temperature resistivity was 
observed for the IT0 films grown in a 10% oxygen 
plasma. However, this growth condition did not 

I oxygen Carrier Hall 1 Resistivity 
Conc. in I Conc. I Mobility (ohmcm) 

10 I 3 . 8 8 ~ 1 0 ’ ~  I 33.1 I 0.049 1 
10 1 1 . 1 0 ~ 1 0 ~ ~  I 2.8’ 1 0.020 -1 
annealed I I I I 

annealed I I I 1 
Table 1. Electrical properties of as-deposited and 
annealed IT0 films grown in varying oxygen partial 
pressures. Annealed films were heat treated in a N2 
ambient at 700 “C for 10 h. 

result in the largest room temperature piezoresistive 
response, as might be expected. Instead, films with 
higher charge carrier concentrations and lower 
mobilities, corresponding to at least 30% oxygen in 
the plasma, yielded the largest room temperature 
gage factors. The piezoresistive response also 
depended on the annealing atmosphere and thermal 
history, as well. From Table 1, it can be seen that 
annealing of the IT0 films in a nitrogen ambient for 
10h increased the Hall mobility dramatically in the 
films with greater than 10% 02, while decreasing 
the mobility in the films containing less than 10% 
02. Therefore, it is not surprising that the results 
shown in Figure 4, for the high temperature 
piezoresistive response of IT0 films prepared under 
very different conditions, are so dramatically 
different. 
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Several IT0 strain gages were tested under dynamic 
strain conditions in air ambients at temperatures up 
to 1000 "C. Figures 5 ,  6 and 7 show the results of 
an IT0 strain gage prepared in a 30% O2 plasma 
and tested dynamically in air at 1000°C. The 
decrease in gage factor was attributed to the 
oxidation of the bulk films and the surfaces of 
microcracks formed as a result of straining the 
sensor, such that the gage resistance increased. 
Initially, a drif? rate of O.O22%/hr was observed, 
which decreased with time at temperature to a final 
value of 0.004%/hr, which is compares favorably to 
drift rates for PdCr thin film strain gages [3,4]. 
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Each bar represents 10 
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Figure 5 .  First 10 minutes of a dynamic strain test 
of an IT0 sensor at 1000°C in air (E=+/- 200 pidin) 
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Figure 8 shows a dynamic strain test of an as- 
deposited IT0 strain gage grown in a 30% oxygen 
plasma. This gage exhibited an initial decrease in 
electrical resistance, followed by a monotonic 
increase in gage resistance with time. The initial 
decrease was attributed to the annealing of point 
defects incorporated into the film during sputtering, 

whereas the monotonic increase was most likely due 
to oxidation of the film and compensation of the 
oxygen vacancies, the source of the excess charge 
carriers. This trend was typical of all as-deposited 
IT0 sensors tested to date, suggesting that a post 
deposition annealing step is warranted. 

Drift = 0.004 %hour 

0 
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Oxyoen Plasma 1280 
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Figure'7. Hours 9 to 16 of a dynamic strain test of 
an IT0 sensor at 1000°C in air (E=+/- 200 pin/in) 
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Figure 8. Hours 24 to 3 1 of a dynamic strain test of 
an IT0 sensor (30 % oxygen plasma) at 1000°C in 
air (E=+/- 350 pin/in) 

Figures.9, 10 and 1 1 show the results of three IT0 
strain gages fabricated with 30% oxygen in the 
plasma and tested dynamically in air at 1000°C. 
The influence of different annealing atmospheres 
(air, oxygen, and nitrogen) on gage factor and initial 
drift rate of these IT0 gages is evident in these 
figures. Nitrogen annealing produced the largest 
dynamic gage factor (G=-23.5) and the lowest kif? 
rate (DR= O.O009%/hr) of all gages tested. This 
effect is shown more dramatically when the drift 
rates of these different gages'are compared over the 
course of a 60 h test (shown in Figure 12). A 
similar IT0 sensor annealed in nitrogen withstood 
more than 50,000 strain cycles of +/- 500 pin/in 

i 
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during 180 h of testing air at 300°C, suggesting 
that nitrogen annealing also improves sensor 
lifetime. 
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Figure 9. First 3 cycles of a. dynamic strain test of 
an IT0 sensor (30 % oxygen plasma) at 1000°C in 
air (E=+/- 350 pin/in) 
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Figure 10. First 1 16 minutes of a dynamic strain test 
of an IT0 sensor (10 YO oxygen plasma) at 1000°C 
in air (E=+/- 500 pin/in) 
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Figure 1 1. First 1 16 minutes of a dynamic strain test 
of an IT0 sensor (30% oxygen plasma) at 1000°C 
in air (E=+/- 500 pin/in) 

The effect of thermal cycling on the electrical 
stability of an IT0 thin film strain gage tested in a 
nitrogen ambient is shown in Figure 13. During 
ramp (1) of the first thermal cycle, a large positive 
TCR of +3600 ppm/"C was observed at 
temperatures up to 500"C, at which point a 
maximum in resistivity was observed. Upon 
further heating to 9OO"C, a large negative TCR of - 
2600 ppm/"C was observed and upon cooling to 
room temperature (ramp 2) the maximum in 
resistivity diminished greatly. This trend continued 
with subsequent thermal cycling (ramps 3-5), with 
the films finally approaching a positive TCR of 
+230 ppm/"C at T< 500°C and -469 ppm/"C at T< 
900°C (ramp 6). The relatively low, negative TCR 
of the latter IT0  film is typical of saturated 
extrinsic behavior, whereas, positive TCRs are 
more characteristic of metals and heavily doped, 
degenerate semiconductors. 
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Figbe 12. A comparison of two IT0 sensors 
prepared with 30% oxygen in the plasma and tested 
at 1000°C in air (E=+/- 500 pidin). Note: different 
sampling rates were used in collecting the data. 

" I I  

10 4 I 
800 lo00 0 200 400 0 

Temponfun pC) 

Figure 13. Electrical resistivity of an 19'0 strain 
sensor prepared in a 10% oxygen plasma and tested 
as a fbnction of temperature in a nitrogen ambient. 
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The electrical responses of the films tested in 
oxygen ambients were very different than those 
tested in nitrogen. When compared to the response 
in nitrogen, the shape of the electrical resistivity vs. 
temperature curve and final TCR of an IT0 film 
prepared in a 10% O2 plasma and tested in oxygen 
remained relatively unchanged after repeated 
thermal cycling (Figure 14). Here, a TCR of -1560 
ppm/OC was obtained over the entire temperature 
range of 200"C(T<1100"C. This behavior was 
very different from that of the IT0 films prepared in 
a 30% O2 plasma. Figure 15 shows the electrical 
response and final TCR of an IT0 film prepared in 
a 30% O2 plasma and tested in oxygen. Here, two 
very different TCR's were observed, depending on 
temperature, suggesting that there are two different 
thermally activated charge carriers responsible for 
the overall conductivity of these IT0 films. A TCR 
of -210 ppm/OC was observed over the temperature 
range 13O"C(r<60O0C and a TCR of -2170 
ppm/"C was observed over the temperature range 

% 7OO0CcT<1 100°C. IT0 films prepared in a 30% 0 2  

0 2w 100 WO 8m 1 o 0 0 1 m  
TEMPERATURYC) 

.Figure 14. Electrical resistivity of an IT0 strain 
sensor prepared in a 10% oxygen plasma and tested 
as a function of temperature in air. 
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Figure 15. Electrical resistivity of an IT0 strain 
sensor prepared in a 30% oxygen plasma and 'tested 
as a function of temperature in air. 

plasma exhibited the lowest TCR of all films tested 
to date. Oxidation effects on the resistivity of the 
IT0 films tested in an oxygen ambient are also 
evident in Figure 15. At low temperatures (130 "C 
(r<7OO0C), the slope of the resistivity-temperature 
curves is increasing with number of thermal cycles. 
Thus, repeated thermal cycling tended to increase 
the TCR fiom -2lOppm/OC to levels approaching - 
1560 ppm/"C, which corresponds to the activation 
energy associated with intrinsic behavior. Since 
IT0 is a relatively wide bandgap semiconductor, 
(Eg=3.5 ev), it is most likely that a shallow impurity 
is responsible for the low temperature (saturated 
extrinsic) electrical behavior. At higher 
temperatures, the thermally generated charge 
carriers dominate and the behavior is more typical 
of an intrinsic semiconductor. Since the largest 
high temperature piezoresistive responses were also 
realized with IT0 films prepared in a 30% oxygen 
plasma, it appears that films made with these higher 
oxygen contents are ideally suited for high 
temperature strain applications where large gage 
factors and thermal stability are desired. 

Wide bandgap semiconductors (intrinsic 
semiconductors) typically exhibit a large negative 
TCR while most heavily doped semiconductors and 
metals exhibit much smaller TCR's. When IT0 
films were prepared in a 10% oxygen plasma and 
subsequently protected with a sputtered overcoat to 
prevent further oxidation of the underlying material 
and compensation of the excess charge carriers, the 
electrical behavior shown in Figure 16 resulted. 
This behavior was very similar to that shown in 
Figure 15 for an IT0 sensor prepared in a 30% 
oxygen plasma without an overcoat. In Figure 16, 
TCR's on the order of -430 ppm/"C and -1760 
ppm/"C were observed over the temperature ranges 
of 15O0C(r<6OO0C and 8OO0C(r<1 100°C, 
respectively. In this particular case as before, the 
IT0 sensor exhibited two types of semiconducting 
behavior suggesting that there are two different 
thermally activated charge carriers responsible for 
the overall conductivity of these IT0 films. It is 
most likely that a shallow impurity was responsible 
for the low temperature electrical behavior of these 
films and that the high temperature electrical 
behavior was dominated by thermally generated 
charge carriers. If the onset of the higher activation 
energy charge carrier responsible for conduction in 
the temperature range 8OO0C(T<1 100°C can be 
delayed to yet higher temperatures, a more stable 
high temperature strain gage would result. 

1 
4 
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Figure 16. Electrical resistivity of an IT0 strain 
sensor prepared in a 10% oxygen plasma and tested 
as a function of temperature in air. The sensor was 
overcoated with an protective layer prior to testing. 

Complete I-V characteristics were established at 
each temperature interval (2OOC intervals) during 
thermal cycling. The I-V trace at each temperature 
was linear and passed through the origin. This 
suggests that the platinum films used for 
metallization and interconnection purposes formed 
reasonable ohmic contacts with the IT0 films over 
an extended temperature range. The fact that there 
was no apparent rectification behavior at these 
higher temperatures implies that no barrier height 
was formed and that no interfacial reactions or 
displacement reactions occurred. 

5 .  CONCLUSIONS 
A stable, high temperature thin film strain gage 
based on reactively sputtered IT0 was 
demonstrated at temperatures up to 1050°C. The 
active IT0 strain elements in these gages exhibited 
relatively large room temperature gage factors, 
compared to conventional metal based strain gages 
(G as large as -77.7, depending upon deposition 
conditions and post deposition annealing 
treatments). The piezoresistive response of these 
sensors was both linear and reproducible when 
strained up to 700 pidin. A large, negative 
piezoresistive response was observed for all IT0 
films; ie when the films were strained in tension, 
there was a corresponding decrease in IT0 
resistivity, and when strained in compression, there 
was a corresponding increase in IT0 resistivity. 
Since all IT0 films tested n-type by hot probe, it 
was not surprising that the resulting gage factors 
were negative. This result is consistent with other 
n-type semiconductors such as silicon, which also 
exhibits a large negative piezoresistive response. 
The IT0 films also showed very little hysteresis 

when cycled between compression and tension, 
indicating excellent mechanical stability. 

The IT0 strain sensors also exhibited a moderately 
low temperature coefficient of resistance (TCR) at 
temperatures up to llOO°C, when tested in a 
nitrogen ambient. A TCR of +230 ppm/"C over the 
temperature range 200"C(r<5OO0C and a TCR of - 
469 ppm/"C over the temperature range 
600"CcT<1100"C was observed for the films 
tested in nitrogen. However, the resistivity 
behavior changed considerably when the same films 
were tested in oxygen ambients. These same films 
exhibited two different TCR's, depending on 
temperature; a relatively low negative TCR (-210 
ppm/"C) for T<800°C, and a relatively high 
negative TCR (-2170 ppm/"C) for P8OO"C. The 
transition from low to high TCR was independent of 
the number of thermal cycles, but typically occurred 
at 800°C. The combination of a moderately low 
TCR and relatively large gage factor makes these 
IT0 films promising candidates for the active strain 
elements in high temperature thin film strain gages, 
particularly in applications where temperature 
compensation is usually required. 

Strain test results in our laboratory indicate that 
refractory, semiconducting oxides such as IT0 are 
particularly well suited for applications where the 
measurement of strain in air ambients is desired at 
temperatures greater than 1000°C. Thin film strain 
gages based on selected IT0 alloys withstood more 
than 50,000 strain cycles of +A500 pin/in during' 
180 hours of testing in air at lOOO"C, with minimal 
drift at temperature. Drift rates as low as 
O.O009%/hr at 1000°C were observed for IT0 films 
that were annealed'in nitrogen at 700°C prior to 
strain testing. These results compare favorably with 
state of the art 10 p thick PdCr films deposited by 
NASA, where drift rates of 0.047%/hr at 1050°C 
were observed [1,2]. Nitrogen annealing not only 
produced the lowest drift rates to date 
(DR=0.0009%/hr), but also produced strain sensors 
with the largest dynamic gage factors (G=-23.5) and 
longest lifetimes. 
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Paper 42 
Author: Gregory 

Q: Pink 

What was the hysteresis below 700"C? 

A: There was no hysteresis below 700°C for the PdCr thin film strain gauge. 

L 

t 

Q: de Wolf 

Could you indicate the physical size of your IT0 strain gauge shown for instance in figure 2? 

A: The physical size of an active IT0 strain gauge is approximately 1.5 cm x 2mm x 2 micrometres. These 
dimensions are not the smallest that we can-fabricate and if so desired, the length and width could be reduced by 
one order of magnitude. These dimensions can be changed to suit the final resistance of the gauge, given that 
the thickness is fixed at about 2 micrometres. 

Q: Loftus 

Would you advocate abandoning PdCr based on these results? 

A: PdCr is a well characterised, well behaved thin film strain gauge. We are trying to push this gauge to its 
limit in terms of operating temperatures. So the answer is that over the short term we would not abandon PdCr. 
However, as the useful operating temperature of PdCr is exceeded, we expect IT0 and materials similar to it to 
take us beyond the capability of PdCr. 

Q: What is the variation of characteristics from sample to sample? 

The IT0 strain gauges are prepared by reactive sputtering so control of the sputtering gas composition and 
pressure is critical. The variation in gauges made in the same sputtering run is less than 5% but the variation 
from run to run can be as much as 15 % depending on specifics of the process parameters used to make the 
films. 
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Abstract 
Detailed experimental studies of cryogenic propellant com- 
bustion are needed to improve design and optimization of 
high performance liquid rocket engines. A test facility 
called MASCOTTE has been built up by ONERA to study 
elementary processes (atomization, droplet vaporization. 
turbulent combustion ...) that are involved in the combus- 
tion of liquid oxygen (LOX) and gaseous hydrogen (GH2). 
This article reports results h m  experiments camed-out on 
MASCOTTE under a consortium of laboratories and manu- 
facturers associating ONERA, CNRS, CNES and SEP. on  
the jet flame issued h m  a single coaxial injector. This de- 
vice fed with liquid oxygen and gaseous hydrogen is 
placed in a chamber equipped with quartz windows. The 
spray and the flame are observed with a set of optical meth- 
ods: high speed cinematography. light emission h r n  OH 
radicals, laser induced fluorescence of OH and 02. elastic 
scattering h m  the LOX jet. These techniques are used to 
obtain images of the spray and of the flame zone. It is then 
possible to deduce the flame location with respect to the 
liquid jet h m  simultaneous elastic scattering of the LOX 
jet and LIF of OH measurements or h average emission 
images treated with Abel’s transform. The images obtained 
by exciting the fluorescence of 0 2  provide complementary 
information on the flame shape and they may be used to  
estimate the local reaction rate. Quantitative temperature 
measurements based on Coherent Anti-Stokes Raman Scat- 
tering h m  H2 and LOX droplets size and velocity meas- 
urements by means of a Phase Doppler Particle Analyzer 
give additional clues on the spray and the combustion 
zone. 

Nomenclature 
d 
DO 
Dior DJZ 
Da, . Da, 
J 
L 
M 
m 
P 
Re 
I 
T 
V 
We 
x. r 
X 
&ll 

h 
P 
0 

w 

injector diameter 
initial droplet diameter 
arithmetic mean, Sauter mean diameter 
Damkohler numbers 
momentum flux ratio 
combustor length 
mixture ratio 
mass flow rate 
pressure 
Reynolds number 
time 
temperature 
velocity 
Weber number 
axial, radiai distance 
mole fraction 
evaporation constant 
wave length 
density 
surface tension 
frequency 

1. Introduction 

Overall context and objectives 
The low cost development of liquid rocket engines, which 
must be more and more performing and reliable. is still a big 
challenge for the manufacturers. Standard practice in the 
design of such space propulsion systems has mostly relied 
on accumulated know-how, and trial and error methodolo- 
gies. More recently, computational tools have been pro- 
gressively introduced in the design process but have not 
replaced testing. Combustion in rocket motors working 
with both liquid oxygen and hydrogen at high pressure (up 
to 20 MPa) is so complex that its computation cannot be 
carried-out without extensive validation of numerical mod- 
els, based on detailed investigation of elementary processes 
(atomization, droplet vaporization, turbulent combustion ... ) 
in well controlled configurations and nevertheless repre- 
sentative operating conditions. The main objective of the 
present research program has been to generate a fundamental 
understanding of the spray characteristics and combustion 
mechanisms, and to develop an experimental database pro- 
viding guidelines for computer modeling. 
Results reported in this article were gathered by different 
teams working in cooperative research program on combus- 
tion in liquid rocket motors. This collaboration is spon- 
sored by CNES and SEP and involves ONERA and CNRS. 
Experiments are carried-out on the MASCOTTE facility 
operated by ONERA. Selected samples of results and re- 
lated interpretations are presented. The structures of the 
spray and of the flame in the near field of the coaxial injector 
are specifically, considered. Additional information may be 
found in other references: on coaxial jets atomization in 
Ledoux et al.’, Gicquel et al?, on flame structure in Herding 
et aI.’~4*5. Snyder et aL6, Guerre et al.7. Cessou et al.’, on 
CARS measurements in Grisch et aL9, on optical diagnos- 
tics applicable to cryogenic combustion in Brummund et 
al.’’ Other references to previous literature may be found in 
these articles. 
This article begins with a brief review of the fundamental 
mechanisms controlling cryogenic flames. The MASCOTTE 
experimental facility is described in Section 11. Section I11 
deals with atomization studies. Section IV with OH imag- 
ing. Section V with gaseous 0 2  Laser Induced Fluorescence 
and Section VI with Hz-CARS thermometry. 

Qualitative description of cryogenic combustion 
In standard applications of cryogenic combustion, reactants 
are introduced in the chamber through coaxial injectors. 
Liquid oxygen generally flows in the inner tube at low 
speed while gaseous hydrogen is fed by the outer annular 
duct. In standard devices the central tube is set in recess 
with respect to the exhaust plane. In some devices a certain 
amount of swirl is also communicated to the liquid oxygen 
stream. In the present case we only consider flush mounted 
LOX and hydrogen ducts and there is no swirl. Cryogenic 
combustion involves a variety of coupled physical and 
chemical processes which are summarized schematically i n  
Fig. 1. 
Atomization starts at the confluence of the liquid and gase- 
ous streams. The liquid core size diminishes progressively 
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as the spray is formed. Initial LOX ligaments are tom away 
by the high speed hydrogen stream. The ligaments break 
into finer droplets which may be still too large to sustain 
the shearing stresses associated to the velocity difference 
between the gaseous and liquid phase. This leads to secon- 
dary atomization. The droplets vaporize and the gaseous 
oxygen and hydrogen react in a highly turbulent flowfield. 
While these processes are closely coupled one may sort out 
some controlling factors. It is first concluded h m  experi- 
ments on atomization in coaxial jets by Hopfinger and 
Lasheras" that the jet break-up is sensitive to the gas to  
liquid momentum flux ratio J and that the droplet size is set 
by the relative Weber. number We which compares aerody- 
namic forces to surface tension. 

The Reynolds numbers of gaseous hydrogen and liquid 
oxygen define the initial states of flow. If these numbers are 
sufficiently large the two propellant streams are turbulent 
and the break-up of the liquid jet depends mainly on the 
momentum flux ratio J. This ratioqcontrols the stripping of 
the liquid core and sets the core length. Studies carried-out 
by Hopfinger and Villermaux'* indicate that the core length 
is inversely proportional to J"'. The size of the droplets 
formed by the primary and secondary atomization is then 
determined to a great extent by the Weber number. 
Processes of vaporization, mixing and combustion may be 
characterized by their three characteristic times f ,  f m  and te , 
which define two Damkohler numbers, a chemical reaction 
Damkohler number Da, which compares the mixing time to  
the chemical time and a vaporization Damkohler number 
Da, which compares the mixing time to the vaporization 
time. Estimates of these numbers (see for example Snyder et 
aL6) indicate that the chemical Damkohler number is always 
much larger than unity while the vaporization Damkohler 
number is generally lower than unity. It is then concluded 
that vaporization of the liquid droplet controls the combus- 
tion process. If the droplets produced by atomization are 
too large, their typical time will be excessive and the drop- 
lets might even escape the combustion chamber without 
being fully vaporized (see Section 111). The large chemical 
Damkohler number indicates that combustion will take 
place in thin reactive layers and that the regime of combus- 
tion will be of the "flamelet" type. 
Some straightforward calculations6 may be carried-out to  
estimate the ratio of the interdroplet distance to the droplet 
diameter. One finds that the spray formed after jet break-up 
is quite dense with droplets separated h m  each other by 
less than IO mean diameters. Under these circumstances the 
regime will be dominated by external group .combustion 
whereby the flame is established as an outer layer surround- 
ing the spray. 

2. The MASCOTTE test facility 

Definition, operating domain 

The MASCOTTE cryogenic combustion test facility was 
developed by ONERA to study elementary processes 
which are involved in the combustion of cryogenic propel- 
lants, namely liquid oxygen (LOX) and gaseous hydrogen 
(GH2). MASCOTTE is aimed at feeding a single element 
combustor with actual propellants. Three successive ver- 
sions of this test facility were built up: 
- in the first step (VOI), only low chamber pressures 
(< IO bar) and use of hydrogen at room temperature were 
allowed; 
- in the second version (V02), a heat exchanger was imple- 
mented in the hydrogen line in order to cool hydrogen 
down to about 100 K. This permitted to increase the maxi- 

mum flow rate of GH2 at low pressure with subsonic flow at 
the injector exit; 
- the third improvement (V03) is aimed at reaching super- 
critical pressures in the combustor and at increasing the 
maximum LOX flow rate from 100 g/s  to 400 g/s. 
Research teams h m  different laboratories belonging t o  
CNRS and ONERA, regrouped in a joint research program 
(GDR) managed by CNES and SEP, may run experiments on 
MASCOTTE. with following objectives: improve the 
knowledge and the modeling of physical phenomena, pro- 
vide experimental results for computer code validation. 
improve and assess diagnostic techniques (especially opti- 
cal diagnostics). These may be later used in more severe 
conditions, i.e. higher pressures and flow rates on the P8 
test facility at DLWLampoldshausen. 
The MASCOTTE project started in 1991. The civil engi- 
neering, the fluid storage and feedlines were achieved in 
1992 ; the electrical systems and computerization, as well 
as the level 0 and I acceptance tests. in 1993. The first fire 
tests at atmospheric pressure (level 2 acceptance) were run 
in January 1994. V02 upgrading was achieved in fall 1995 
and V03 in spring 1997. As the experiments reported here 
did not involve the use of V03. this latter version will not 
be further described here after. 

As can be seen on the sketch of MASCOTTE V02 (Fig. 2 ) .  
the 180 I LOX tank is pressurized with helium, rather than 
nitrogen, to minimize pollution of the liquid with dis- 
solved gas. In the Ariane 4 cryogenic stage HIO, the LOX 
tank is actually pressurized with helium, as well as in the 
Ariane 5 EPC. In the MASCOTTE facility, the LOX issued 
from the tank traverses a liquid nitrogen heat exchanger and 
reaches a temperature of 80 K to avoid vaporization and 
cavitation problems in the line and two phase flow in the 
injector. During the initial chilling down phase of the line. 
the course of the oxygen is diverted to a heat exchanger 
where it is vaporized before it is evacuated into the atmos- 
phere. An additional liquid nitrogen line is aimed at cool- 
ing the injection head of the combustor as well as the part of 
the LOX line between the derivation and the injector. 
The definition of the hydrogen line is classical. The storage 
is constituted of 2 containers of 28 bottles pressurized at 
200 bars, each container representing 252 m3 of hydrogen in 
normal conditions. The flow rate is -regulated by means of a 
sonic throat. The change h m  VOI to V02 consisted of 
implementing a heat exchanger in the high pressure section 
of the hydrogen line (upstream of the sonic throat). The 
hydrogen temperature can be cooled down h m  room tem- 
perature to 100 K. The mass flow rate specification for the 
device is 100 g/s of hydrogen. To keep the hydrogen at IO0 
K. the whole line downstream of the heat exchanger is im- 
mersed in a liquid nitrogen flow. 
Besides the main fluids (LOX and GH2), additional fluids 
are available for different purposes on the bench : 
- gaseous nitrogen is the auxiliary fluid aimed at operating 
the pneumatic and relief valves, it is also used to pressurize 
the liquid nitrogen tank and may be injected in the chamber 
at the nozzle entrance to drive the pressure independently 
from the combustion (at low pressure) or to help cooling the 
nozzle; 
- gaseous helium is used to pressurize the LOX and to cool 
the internal face of the combustion chamber windows: 
- a high pressure water circuit is used to cool the nozzle; 
- liquid nitrogen is used to cool the injection head and the 
main lines downstream the heat exchangers as well as to  
feed this exchangers. 

Versions VOI and V02 of MASCOTTE permit to reach a 
pressure of IO bar in the combustion chamber. 
The specified hydrogen mass flow rate .range for VOI was 5 
to 20 g/s of gaseous hydrogen at room temperature, when 
operating at atmospheric pressure in the combustion cham- 
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Results shown in this article generally correspond to  
points A and C. but some data collected for C' at 8 bar, D' at 
5 bar and FI (cooled hydrogen injection) are also given. 

Point 

.4 
C 

A-IO 
C-IO 
D'-5 
C'-8 

FI 

t 

p TGH1 mGH2 VLOX 
bar K gis g/s m/s 

I 289 50  15.0 2.23 
I 289 50  10.0 2.23 
IO 289 50 23.7 2.23 
IO 289 50 15.8 2.23 
5 289 40 11.2 1 .78  
8 289 50  9.5 2.23 
I 94 S O  9.5 2.23 

E 

t 

t 
t 
t 
t 
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ber. The upper limit corresponds to the sonic limit (i.e. 
Mach=l) at the injector exit, because the flow must remain 
subsonic in the injector to be representative of a rocket 
coaxial injector. For V02 and V03 this limit is of course a 
function of the injector geometry, of the hydrogen injection 
temperature and of the chamber pressure. The actual upper 
limit of hydrogen flow rate, that the test bench could de- 
liver, is related to the pressure of the storage (maximum 200 
bar) and to the cross section of the sonic throat implemented 
in the line. With the current storage of 500 m', the max~mum 
available flow rate of hydrogen would be approximately 75 
g/s. The actual lower limit corresponds to the lowest up- 
stream pressure for which the throat becomes sonic. 
On the LOX side, the inner diameter of the line is 10 mn 
The maximum mass flow rate corresponding to a velocity of 
5 m/s in such a line would be approximately 450 g/s, while 
the specified ranges were: 20 to 100 g/s of liquid oxygen for 
VOI and V02 and 20 to 400 g/s for V03. Actually, it is very 
difficult to stabilize a mass flow rate lower than 40 g/s with 
a calibrated orifice upstream the injector. 

Choice of reference points 

Similarity between low pressure experiments and high 
pressure rocket chamber operation is not easy to assure. 
Among the many possible scaling rules one may however 
choose to conserve the gas to liquid momentum ratio which 
essentially controls jet break-up and atomization. This 
choice is based on cold flow tests reported by Hopfinger 
and Lasheras" and by older correlations derived for shear 
coaxial injectors. The operating mass flow rates of LOX and 
GH2 are chosen to preserve the momentum flux ratio at the 
different operating pressures. This in turn induces changes 
in the mixture ratio. Such variations are however admissible 
if the chemical Damkohler Da,. lies in the proper range. a 
condition which is well satisfied as Da, is much greater 
than unity for global mixture ratios exceeding 2 (M > 2). 
To choose some reference points suitable for all the test 
campaigns involving different optical diagnostic rech- 
niques. the operation domains of MASCOTTE at atmos- 
pheric pressure (combustor without nozzle) or around I O  
bar (combustor with a 15 mn throat diameter nozzle) have 
been plotted in Figs. 3 and 4. On each diagram one can find 
the available flow rates limits for both fluids. the mixture 
ratio limits, total injected mass flow rate contours (Fig. 
3) or pressure contours (Fig. 4) as well as J isovalues con- 
tours. 
Two reference points A and C have been chosen for the 
MASCOTTE VOI test bench at atmospheric pressure. For 
both of them, the LOX mass flow rate is 50 gis. Changing 
ffom A to C. the mixture ratio M is increased h m  3.3 to 5. 
while the J ratio is approximatelv divided by 2. When 
running the bench at IO bar or with cold hydrogen (V02), 
or for non reactive flow simulation tests. equivalent operat- 
ing points have been defined by keeping the LOX mass 
flow rate and the J ratio roughly constant. To achieve this, 
the injector had to be changed by reducing the hydrogen 
annulus outer diameter dc. Tests conditions corresponding 
to operation at 1 and IO bar are summarized in table I 

!U! 
V G H l  

d S  
893 
628 
308 
207 
292 
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The combustion chamber 
The combustion chamber is designed for 30 s of operation at 
atmospheric pressure, for a maximum total mass flow rate of 
120 g/s at a mixture ratio M = ~ L O X / ~ G H ~  of 6. This test 
duration is reduced to 20 s at IO bar. It may be fired 6 to I O  
times in a day, with 5 to IO minutes between two succes- 
sive runs. The chamber section is square with an inner 
dimension of 50 mm. The stainless steel structure holds two 
lateral fused silica windows (100 mm long and 50 mm high). 
The window internal face is cooled by a gaseous helium 
film. Upper and lower windows, 100 mn long but only IO 
mm wide, are used for laser sheet transmission. Fig. 5 gives a 
sketch of the combustor. It is constituted of different inter- 
changeable modules. which permit visualizations of the 
whole combustion chamber by placing the transparent 
module at different longitudinal positions (Fig. 6). The 
nozzle is made of graphite. A water cooled copper nozzle is 
also available as shown in Fig. 2. The combustor has been 
run more than 1000 times (including 30 seconds runs at 
atmospheric pressure and 20 seconds runs at IO bar). In 
these tests, the LOX mass flow rate was varied from 40 to 90 
gls and the GH? mass flow rate from 10 to 30 g/s. 

I 

3. Atomization studies 
This section presents a test campaign mainly focused on the 
LOX droplets size analysis. First, to provide preliminary 
information on the fluid dynamics of the LOX core breaking 
process, a visualization technique using a stroboscopic 
laser sheet associated with a high speed camera (2000 
frameds) was used. After those initial visualizations, the 
main objective of this work consisted of measuring LOX 
droplets size and velocity on the axial flow, in order to get a 
good mapping of the spray characteristics around the LOX 
core. A PDPA system with one component of velocity was 
used for those measurements. 
The two experimental investigations give a good qualita- 
tive (by visualization) and quantitative (by Phase Doppler 
technique) description of the LOX spray in terms of atomi- 
zation 'and vaporization processes in hot fire conditions. 
Three different zones have been detected: near the post tip, a 
first atomization zone; downstream, a relative long liga- 
ments zone; and, finally, a well-defined droplets spray. 
Looking at the droplet size evolution along the combus- 
tion chamber also provides some information on the vapori- 
zation process. 

Yisualization 'experiment 

The first step. aimed at providing preliminary information of 
LOX core break up process and at localizing the atomiza- 
tion zone was achieved by means of a visualization tech- 
nique using a stroboscopic laser sheet associated with a 
high speed camera. The laser sheet was formed by a strobo- 
scopic copper laser beam (at A = 510.6 nm: green) focused 
through a cylindrical and a spherical lens. This sheet was 
70 mm wide and about 1 mm thick near the chamber axis. The 
strobe frequency was 2 kHz and the pulse time duration 
about 40 ns. A high speed 16 mm movie camera (NAC E- IO) 
was used in association with black and white high speed 
sensibility movie film (500 ISO). This camera was used at 
2000 frameu's. An optical pick-up synchronized images 
with the strobe frequency. The scattering light of LOX was 
then recorded to get the liquid structure in good condi- 
tions. 
Four operating conditions have been investigated during 
this test campaign, namely points A and C of table I at 1 
and IO bar. Two kinds of images were recorded during these 
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visualization tests. First, the phenomena were recorded 
without any filter to reject the luminous flame light (Fig. 7).  
Those images permitted to get the structures of both the 
luminous flame and the liquid inside the reaction zone. In a 
second configuration. a bandpass filter. centered at the 
wavelength of the laser beam around 510 nm was fitted in 
front of the camera lens. In this configuration only the scat- 
tered light of the liquid structure was visualized (Fig. 8). 
A first analysis of the recorded movies permitted to deter- 
mine where the LOX core was too dense to perform Phase 
Doppler Particle Analyzer measurements. This result was 
useful to establish a test plan for the spray characterization. 
Another interesting information was the comparison be- 
tween results at l and IO bar. At l MPa the flame emission 
was clearly detectable in the near blue spectral region while 
it was not at atmospheric pressure. This is only a qualita- 
tive information and spectroscopic measurements are 
planned to get complementary information on the spectral 
emission of the flame. 
We have also digitized a sequence of about 50 frames of one 
condition (point C. atmospheric pressure) with Kodak high 
resolution digital camera (2048x2048), and made an analy- 
sis of a sequence of 20 tmmes to follow some liquid struc- 
tures to estimate their velocity in the combustion chamber. 
A good correlation was observed between those measure- 
ments and the mean droplet velocity obtained with the 
PDPA at the same location in combustion chamber. 
Finally, we made a zoom on a precise zone of a picture to  
follow the secondary atomization process: the breakup of a 
ligament in single droplets (spherical or not). 

Atomization and vaporization results and anal-vsis 

After the initial visualization tests described above. the 
main objective of this study consisted in measuring LOX 
droplet sizes and velocities under hot fire conditions with 
the AEROMETRICS PDPA and describing the atomization 
and vaporization zone by a tine mapping of those measure- 
ments around the LOX core. 
The laser emission is an Helium Neon of I5 mW nominal 
power. The laser beam is focused into the test chamber by a 
1000 mm transmitter lens. The receiver system is situated in 
the fonvard direction. at 30" off-axis, to collect the scattered 
light with a 500 mm standard lens. A red bandpass filter i s  
placed in front of the three detectors behind the receiver 
lens. This configuration is the AEROMETRICS commercial 
one-component system. The PDPA complete theory has 
been described and explained in Bachalo and Houser". I n  
our experiment. due to limited access. i t  would have been 
very difficult to have a good collecting angle through the 
windows without the following specific optical arrange- 
ment: the transmitter and the receiver are placed on both 
sides of the combustor, with a 15" angle. The LOX refractive 
index was chosen at 1.221. 
At atmospheric pressure. 55 tests at point A and 52 at point 
C were performed. Seven radial profiles have been exolored 
along the flow axis. and as close as possible to !he LOX 
post tip. Those profiles ranged from .rid = 4 {where (1 srands 
for the LOX post inner diameter) out of the axis because of 
the presence of the LOX core. until +Id = 36. An additional 
measurement was also performed downstream of the combus- 
tion chamber exit at x/d = 72.4, which showed the presence 
of LOX droplets at a relatively far distance from the injector. 
Fig. 9 shows an example of histograms for points A and C at 
x/d = 36 and r/d = 0 (that is to say on the axis). 
Only two radial profiles have been performed at I Mpa. one 
very close to the coaxial injector, with x/d = 4 and another 
at x/d = 16. Here, like at atmospheric pressure. a measure- 
ment outside of the combustion chamber, after the throat, 
showed that no droplet existed at a distance of .r/d = 83.6. 
This spray analysis with the PDPA provided radial and 
axial profiles of droplets size and axial velociry A rela- 
tively good description of the spray under hot tirk condi- 

tions has been done at atmospheric pressure, qualitatively 
with visualization and quantitatively with droplets size 
and velocity measurements. for two operating conditions 
corresponding to two mixture and momentum ratios. A 
global sketch of the spray is presented in Fig. IO. However 
this "artistic drawing" is only a mean representation of all 
the spray phenomena inside the combustion chamber, and. 
as it can be seen on the pictures from the visualization tests. 
the instantaneous spray structures. obtained with a resolu- 
tion time of 40 ns. look very different. 
The better atomization is obtained in condition A. This can 
be seen on mean sizes and velocities and is easily detect- 
able in Fig. 1 I showing the radial variations of D J ~  and 
mean velocity. However in each case (A and C). we saw a 
first atomization zone near the injector outlet. where a 
droplets spray coexists with the liquid core (intact liquid 
jet) flowing out of the LOX post. This zone extends from .r/d 
= 0 to almost x/d = 8. In this zone droplets are measured out 
of the center line in a short area between rid = I and r/d = 2 .  
No measurement is possible for r/d I .  and no liquid ob- 
jects are detected for rid > 2. A second zone appears down- 
stream of this well defined fine spray and LOX core: it looks 
like a big ligaments and droplets region, where the valida- 
tion rate is very low (less than 30%). This zone extends 
from x/d = IO to x/d 2 20. Further downstream we find a 
better atomization and vaporization area (with validation 
above 60%) but where the particles are still relatively large. 
This analysis has been confirmed by complementary infor- 
mation given by other measurements performed on the same 
combustor (see following sections). 
Comparisons between results at atmospheric pressure and at 
I MPa in two cases (A and C) show that the. size values are 
similar. This result seems to confirm that the momentum flux 
ratio J and the Weber number actually are similarity pa- 
Cameter of major importance for the atomization process, 
since they are the only dimensionless numbers which were 
kept constant when increasing the pressure in the combus- 
tor. 
We compared the evaporation time I, = (Do)' 1 A .n; defined 
by A.H. Lefebvrei4 which accounts for both preheating and 
convective effects on a droplet moving in a flow, to the 
resident time I, = L / Vg of a droplet in the combustor. We 
obtained for point A at atmospheric pressure: I ,  = 5.82 m 
and t,. = 6.21 ms. Through this result we can notice that 
resident and evaporation times have similar values, and we 
confirm the fact that droplets can survive far from the injec- 
tor outlet. Droplets with a diameter over 200 wn can cross 
the whole length of the combustion chamber and reach the 
exit (in tests at atmospheric pressure). 
Finally we compared empirical correlations issued firm 
different references on coaxial injectors investigationsk5. I h .  

Applying the equation of ref.15. obtained with water and 
air. we have respectively for case A and C: D J ~ A  = 45 pm and 
Dj?c = 7 1 pm. The equation of ref.16. with an other water and 
air coaxial configuration, gives : D J 2 A  = I5 1 w and D J ~ C  = 

210 pm and finally with the equation of ref. 17. established 
for liquid wax and air. the results would be : Dt2.4 = 16 wn 
and D,t?,- = 21 pm . Each of the three results obtained with 
the Phase Doppler system (near injector region. ligament 
zone. downstream region) may be predicted with one of the 
above correlations. 

to our experimental diameter values. 17 

4. OH radical imaging 

Diagnosiics review 

Emission of OH radicals may be used to locate regions of 
intense combustion. Radiation from OH takes place in the 
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near UV range between 306 and 320 nm (Diekel?. Emission 
bands are clearly separated from those of oxygen and water. 
Detection is achieved with an intensified CCD camera 
(featuring 578x384 pixels with 12 bits depth) equipped 
with a Nikon 105 mn W.5 W objective. A UG-5 glass 
filter blocks radiation above 400 nrn and two WG 305 
filters suppress radiation below 283 nrn while passing 306 
and 320 nm where chemiluminescence is observed. The 
camera is placed on one side of the combustor at right an- 
gles with respect to the axis (Fig. 12). Emission images 
provide the instantaneous signal integrated over the line of 
sight (i.e. over a line orthogonal to the axial direction). It i s  
not possible to deduce the local values from an observation 
under a single viewing angle. However. the instantaneous 
images may be averaged and the resulting data may be proc- 
essed through an Abel transform to determine the mean 
volumetric light intensity distribution5. This tape of nu- 
merical tomography is suitable if the flame is axisymmemc 
and if self absorption of the light radiated by the flame is not 
too large. 
Direct illumination of liquid-gas interfaces produces elastic 
light scattering (ELS). the detection of which may be used 
to locate the liquid phase and more specifically determine 
the distance of LOX jet break-up. A laser sheet is used as 
incident light while the scattered radiation is recorded with 
a CCD camera placed at right angles (Fig. 12). 
Fluorescence of OH radicals is being used extensively in 
combustion experiments to characterize reactive lavers in 
flames. The pumping laser wavelength is most commonly 
tuned to the Q, branch of the rotational level J" = 6 transi- 
tion A 'T(v'= 1) + X'n(v" =o) at 283.92 nrn. The choice 
of the J" = 6 level minimizes the temperature dependence of 
the fluorescence signal. For moderate laser intensities the 
regime is linear and it may then be shown that the fluores- 
cence signal is proportional to the number density of OH 
molecules. In practical applications, it is convenient to 
detect off-resonance light radiation. The shift between the 
pumping wavelength and the LIF signal allows separation 
of the useful signal h m  other radiations. This is particu- 
larly important here because the liquid oxygen jet and spray 
produce an intense scattered signal at the pumping wave- 
length. The laser pulse is generated by a Nd:YAG pumped 
dye laser (Continuum Powerlight and ND6000). Typical 
pulse energies using R590 dye and a BBO doubling crystal 
were 30 ml for a pulse duration of 20 ns. Fluorescence is 
detected by a gated intensified CCD camera (578x384 pixels 
with 12 bits depth) equipped with one UG-5 glass filter 
and four WG-305 filters which eliminate most of the scat- 
tered light (Fig. 12). The exposure time is 50 ns. images are 
acquired at IO Hz. Some Raman signal originating h m  the 
liquid phase (at 296 nm) may still be present in the detected 
signal but its level is lower than that of the LIF signal !see 
Snyder et al.' for more details on the set-up and on the ! n -  
terpretation of the detected signals). 
In some experiments two cameras were employed to obtain 
simultaneous images of the LOX jet (using ELS) and of the 
flame (using LIF). After correction for orientation and scal- 
ing the images were combined to locate the flame with re- 
spect to the liquid phase. This simultaneous imaging 
method is also useful in evaluating possible crosstalk 
between light scattering and LIF 

Emission, ELS and OH-PLIF imaging results 

Systematic expenments carried-out on the MASCOTTE 
facility have provided a large data base of images for a set of 
operating conditions Some of these data are already de- 
scribed in Snyder et al and Herding et al '.' A selection of 
images is included in this subsection In the emission un- 
ages included i n  Fig 13. the injector geometry is shown to 
scale and the complete height of the chamber is displaved 11 
IS important to remember that the bignal detected by the 

camera is integrated over the line of sight and it is therefore 
not possible to determine the precise nature of the patterns 
appearing in these pictures. It is however clear that radia- 
tion h m  OH starts right at the injector lips. The reactive 
layer is nearly cylindrical initially and expands further 
downstream. The boundary 'of emission images move away 
h m  the axis and the flame fills the central portion of the 
chamber. 
Laser induced fluorescence images (Fig. 14) show some 
distinct features. The LIF signal is already quite strong at 
the injector and the level does not change'notably down- 
stream. A highly corrugated layer of intense fluorescence is 
observed in the lower part of the picture while the upper 
trace of LIF fades out. The signal does not quite vanish i n  
the LOX core indicating that some parasitic signal 
(probably Raman scattering at 296 nm) is also detected by 
the camem The presence or absence of LIF signals on the 
upper side of the chamber may be interpreted by considering 
the quality of LOX core disintegration and atomization. If' 
this process is delayed, the laser sheet crosses the LOX jet 
without much distortion and produces OH fluorescence. 
This is the case in the injector vicinity. Ifthe jet breaks up  
and produces a dense spray of droplets, the beam is scat- 
tered effectively and cannot produce fluorescence h m  the 
upper flame sheet. This explains why the LIF signal is in 
general much stronger in the lower side of the chamber 
which is illuminated by the unperturbed laser sheet. 
Combined LIF and ELS images are displayed in Fig. IS. 
These pictures show that the LIF signal is distinct tiom the 
scattered light. Near the injector the LIF and ELS signals 
are quite close indicating that the flame develops in the near 
vicinity of the LOX core. The previous data clearly indicate 
that reaction begins near the injection plane and that the 
reactive layer is than relatively smooth initially and highly 
corrugated after jet break-up. The flame expands away fbn  
the axis when the spray is formed at few diameters h m  the 
injection plane. 
This general picture is confirmed by the data deduced hrn 
the Abel transformed average emission images. Fig. I6 gives 
the emission transformed images for operating condition A 
at IO bar (very similar features are observed for point C). The 
mean volumetric distributions deduced by numerical inver- 
sion indicate that the mean flame begins at the LOX tube 
lip. The mean flame is initially a thin, nearly cylindrical, 
surface which expands downstream into a thick shell sur- 
rounding the gaseous oxygen and LOX spray formed after 
jet break-up. The volumetric OH emission intensity is 
spread over a regian of finite thickness. Further down- 
stream, the mean flame becomes annular. The inner and outer 
diameters of the flame volume slowly decrease with axial 
distance as the oxygen convected in the central region is 
being consumed. 

5. Planar Laser Induced Fluorescence of 0 2  

Principle 
Planar laser induced fluorescence of 0 2  is a well suited tool 
for investigations of cryogenic jet flames owing to its very 
high sensitivity at elevated temperature. It is practically 
insensitive to collisional quenching up to 15 bar as the 
fluorescence yield is dominated by predissociation. At a 
given temperature the fluorescence intensity is directly 
proportional to the oxygen concentration and to the local 
laser irradiance in the control volume. The effective absorp- 
tion cross section of a broadband argon-fluoride laser and 
the fluorescence efficiency are strong1 increasing with the 
oxygen temperature Lee and HansonYg. As a drawback to  
this useful feature the local effective irradiance is progres- 
sively attenuated as the laser progresses in hot oxygen. 
Complex iterative techniques involving both temperature 
and concentration are usually required to correct this decay. 
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In the present configuration where 0 2  is inside the flame the 
laser irradiance will not be altered when reaching the reac- 
tion zone in which the hot and weak amount of 0 2  about 
the stoichiometric surface can be detected with a maximal 
sensitivity. This reverse configuration (compared to the 
standard case where oxidizer is diffusing h m  the outside 
ambient air) is a key point of the detection technique which 
allows restoration of the flame surface (Guerre et al.?). 
The same general layout than for OH imaging is used with 
following components. The pulsed radiation ()c =I93 nm. 
AA = 0.7 nm. W =I70 mJ/IS ns,/=10 Hz) of an ArF laser 
(Lambda Physik LPX 100) is focused into a vertical light 
sheet (30 mm high x 800 p thick) passing through the je t  
axis. The fluorescence is imaged at 90" onto a gated intensi- 
fied CCD camera (Proxitronic. Atgale = 50 ns) with a 105 m 
fl4.5 UV objective lens equipped with a high pass filter 
(TA193nm) = I O 8 .  TX220nm) = 0.4) rejecting the parasitic 
elastic light at the laser wavelength. The video signal i s  
digitized by a frame grabber board (512x512 pixels on 8 
bits) connected to a PC. 
With the ArF excimer laser 0 2  is excited through the Schu- 
mann-Runge system ( ~ 3 &  x3z- Within the laser wave- 
length extend, four vibrational bands of 02 are present : 

e 
( v ' = O )  t (v"=4)  , ( v ' =  I )  c (v" = 7 ) .  
( v '= .2 )  t ( v " =  IO) , ( v ' = 3 )  t (v"= 14) 

which are hot bands. In our configuration excitation with 
ArF excimer laser sheet allows to map gaseous oxygen 
above 800 K. 

Laser induced fluorescence of GO2 results 
Laser induced fluorescence of gaseous oxygen has been 
used to map the instantaneous flame and to investigate the 
influence of pressure and temperature of the fast hydrogen 
coflow on the flame front structure. The emphasis was put on 
the oxygen consumption within the flame, thus eleven 
operating conditions were explored keeping the mixture 
ratio constant with hydrogen injected at 300 K (under I 
and 8 bar) and with hydrogen at 80 K (at 1 bar). Fig. 17 
shows an example of single shot fluorescence image of 0 2  
for point C at 1 bar. 
This image indicates that the flame is attached to the injec- 
tor lips as already observed in OH spontaneous emission 
and OH-LIF images. 
Statistical analysis has been performed by processing 200 
images for each operating condition to obtain the probabil- 
ity distribution of the flame location. A map of this distribu- 
tion is presented in Fig. 18 for three different operating 
conditions with the same flow rates. two with H2 at 300 K 
at I and 8 bar (cases C and C'-8 respectively) and one with 
H2 at 95 K at I bar (case FI). Dimensionless numbers are 
outlined in Table I. In case C the probability distribution 
has a large dissymetry which is reduced in case C-8 where 
the pressure was higher. In case FI with cold hydrogen the 
distribution is nearly symmetric but the tlarne surface is 
more divergent. 

6. Coherent Anti-Stokes Raman Spectroscopy 

Principle 
Studies carried-out during the last 15 years indicate that 
broadband Coherent Anti-Stokes Raman Spectroscopy 
(CARS) has the appropriate temporal and spatial resolu- 
tions for measurements in turbulent combustion systems. Its 
use in cryogenic combustion is however quite challenging. 
CARS is observed when three waves of frequencies ( ~ h  WI 

and 02 pass through a gas mixture (for example Eckbreth''). 
Ifthe frequency difference - or is close to the Raman- 

active vibrational frequency w of a molecular component of 
the gas, an intense beam with frequency o3 = U,, + (U,  - 0:) 
will be generated in the forward direction of the incident 
waves. The two coherent incident waves U/ and w2 force the 
molecules to oscillate in phase at the frequency U,  - W: 

Then the UJ radiation is scattered off by molecules whose 
polarizability is modulated by the oscillation. A new co- 
herent wave is thus created at the frequency o? = o, + (0, - 
U,) called the anti-Stokes frequency. The same wave is often 
used to pump and probe the molecular oscillation to, = U,) ,  

the anti-Stokes frequency is then given by o! = o, + ( U ,  - 
q). A CARS spectrum, i.e. the energy of the anti-Stokes 
pulses as a function of the frequency difference U ,  - U, 
allows both the chemical and the temperature analysis of the 
gas mixture. I t  is created by a single laser pulse exciting one 
or more molecular species of the gas mixture using a broad- 
spectral-bandwidth y laser and detecting the resulting 
anti-Stokes beam with a CCD detector set up at the output 
of a spectrometer. The shape and the amplitude of a spectrum 
depend on the temperature and the density of the species 
respectively. While the shape is not disturbed by ther- 
mally-induced refractive index gradients affecting the beams 
when they pass through a turbulent medium, the amplitude 
is often reduced because the beams fail to cross in the pre- 
scribed probe volume. As a consequence, the first goal of 
CARS tests conducted on MASCOTTE focused on ther- 
mometry, using H2 that is the major diatomic species pres- 
ent in the gas flow. The CARS setup (see Magre et al.") 
consists of an ensemble including the two lasers. their 
associated optics and a detection part divided into a refer- 
ence and a measuring channels. An optical bench of 1 50x50 
cm' holds the two lasers. The U, beam is the doubled- 
frequency output of a Nd:YAG laser chain composed of a 
single-mode Q switched oscillator followed by an amplifier. 
It is partly used to pump a dye laser chain (dye: LDS 698) 
which emits the broad q spectrum. The q bandwidth is 
100 cm-' (FWHM) and the central wavelength is 683 nm. At 
the output of the emitter bench, the U, beam has already 
been split in two parallel beams and one of them is over- 
lapped with the o, beam (planar BOXCARS arrangement). 
The energy/pulse of the beams are 30 ml for each of the U, 

beams and 2 mJ for the q beam. All beams are horizontally 
polarized. The beams are focused first in a I a m  pressure 
slow flow of argon where a weak CARS signal is created to  
monitor the fluctuations of direction and of pulse energy of 
the U, and q lasers and of the spectral shape of the y laser. 
Then, that reference signal is split-off and the laser beams 
pass to the MASCOTTE facility where they are refocused in 
the chamber (Fig. 19). Three pairs of 25 mmdiameter 8 m  
thick optical windows have been especially installed on 
the top and bottom of the burner replacing the long and 
narrow ones used for the LIF laser sheet. The windows are 
400-700 nm A.R. coated on their external surface and they 
are recessed from the chamber by 30 mn to lengthen the 
distance between the windows and the laser focus in order 
to avoid laser damages. The CARS beams are focused using 
a 140-mm-focal-length achromat yielding a 0.9 mm-long and 
40 wm diameter probe volume. Reference and sample CARS 
spectra are then dispersed in two separate spectrometers and 
detected with intensified 532-photodiode arrays. The spec- 
tral dispersion is 0.25 cm"/diode and the resolution is 1.6 
cm'l (FWHM). The rate of data acquisition is 5 Hz. 
Instantaneous temperature measurements are deduced from 
single shot CARS spectra of H2 which present the singular- 
ity to have a spectrum of isolated Q-rotational lines. .4t 
atmospheric pressure, collisional broadening is negligible 

1 

1 
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and all the lines are in the Doppler regime. Consequently, 
the temperature are deduced by plotting the amplitudes of 
the Q(l) to Q(5) or Q(7) in a Boltzmann diagram. The error 
bar of an instantaneous temperature is the uncertainty given 
by the least square fitting routine and reflects the accuracy 
of the complete apparatus including the data processing. Po 
illustrate the capability of the setup, an experiment is per- 
formed by feeding the MASCOTTE chamber with a mixture 
of 10% H2 and 90 YO Ar. The uncertainty of the instantane- 
ous temperatures is of the order of I O  K and the temperature 
averaged from 150 Boltzrnann plots is 296 K with a stan- 
dard deviation of IO K. When the pressure increases, colli- 
sional processes become important and Raman linewidths of  
the Q-branch transitions of H2 exhibit a well-known con- 
traction according to an effect first analyzed by Dike2*.  The 
effect, which is often termed "Dicke" or "motional" narrow- 
ing. is due to a reduction of the Doppler contribution to the 
total line broadening with increasing collision frequency. 
The decrease in Doppler broadening results from a coherent 
averaging of frequencies within the normal Doppler line 
profile, induced by velocity-changing collisions that con- 
serve vibrational phase. If the frequency of velocity- 
changing collisions is greater than that of dephasing colli- 
sions, sub-Doppler total linewidths can result. The result- 
ing profile of the Q-rotational line is a generalized Galatry 
profile where the characteristic parameters are the colli- 
sional linewidth, the Doppler linewidth and the effective 
frequency of velocity-changing collisions p = kT/mD where 
D is the optical diffusion coefficient. For the MASCOTTE 
experiment, the presence of H20 and 0 2 ,  two other possible 
collisional partners for H2, contribute significantly to the 
H2 relaxation processes and consequently, also change the 
CARS spectral shape. H2O has to be taken into account 
precisely because of its abundance in the combustion prod- 
ucts and the efficiency of its collision with H2. On the 
contrary. the effect of 0 2  is merged with those of H2 because 
the collisional behavior of H2 and 0 2  are similar. Values of 
the pressure-broadening coefficients for H2-H2 and H2-H20 
collisions are those measured and modeled by Berger and 
Robert (unpublished). These parameters, obtained experi- 
mentally in the temperature range 300 K- 1200 K. are ex- 
trapolated in order to predict the H2 spectra at temperatures 
up to 3000 K. Temperatures are deduced by fitting the ex- 
perimental spectra with the theoretical ones calculated for 
different temperatures and for different molar fractions of H2 
and H2O. The fitting technique used is a simple least 
squares where the error function is given by 

where If  is the signal intensity of the j- th  rotational Q-line 
and wj is a statistical weight characteristic of the magnitude 
of the lines. X// , ,  and X / ~ O  are the molar Fractions of H2 and 
H2O with XH = I - XH.Q by assumption. 

Temperature measurements results 

The CARS measurements correspond to four experimental 
conditions previously used during the LIF campaign ( A  
and C at 'I and 10 bar). 
At atmospheric pressure. the measurements are carried-out at 
four axial locations from the injector exit (between 80 and 
250 mm) by placing the combustor modules with and with- 
out optical ports as necessary. In each axial section. the 
measurement points are located between the input window 
and the injector axis in order to reduce the disturbances 
affecting the beams before they reach the probe volume. An 
ensemble of I50 instantaneous temperature measurements 
are recorded during each run with an uncertainty of 50 to  
100 K which is 5 to IO times more than the value obtained 
during the demonstration experiment. However the tempera- 
ture fluctuations induced by turbulent combustion exceed 

by far this uncertainty. The measurements also show no 
evidence of a temperature evolut..m during the run indicat- 
ing that the process is stationary and that it may be charac- 
terized by histograms, mean values and standard deviations. 
Thus. Fig. 20 shows typical data obtained at different posi- 
tions displayed with a temperature step of 100 K matching 
the apparatus uncertainty. The temperature distributions 
display the degree of burnout which depends primarily on 
the mixing of H2 and 0 2 .  Depending on the measurement 
locations. the validation percentage, defined as the ratio 
between the number of spectra successfully processed and 
the total number of laser pulses, ranges between 0 and IO0 
%. Data processing fails when the experimental signals are 
too weak reflecting either low instantaneous H2 mole frac- 
tion within the probe volume or imperfect beam crossing 
due to large refractive index gradients present in the cham- 
ber. Preliminary experiments devoted to probing H2O and 
0 2  indicate that CARS signals could be obtained at posi- 
tions where the validation rates for H2 are too low. For r < 
IO the validation percentage is low whatever the dis- 
tance from the injector because of a slow mixing of the 0 2  
axial flow with the surrounding H2 flow. The mean tempera- 
ture increases downstream (Fig. 21) while the standard 
deviation decreases slightly when the excess of H2 is re- 
duced (condition C). Results show that the combustion is- 
not complete at x = 250 mn when the burner operates at 
atmospheric pressure, which is confirmed by the fact that 
LOX droplets detected by the PDPA leave the combustor. 
At a pressure of IO bar the combustor runs during 15 s 
yielding 75 CARS data samples. Measurements correspond 
to sections located between 10 and 410 mn h m  the injec- 
tor exit. Fig. 22 shows the radial profiles of the mean tem- 
perature and the standard deviation of temperature at x = IO 
mm close to the injector. No CARS signal i s  detected at r = 
Omm indicating that hydrogen is never present in the liq- 
uid oxygen core flow. The mean temperature increases with 
radial distance reaching 600 K at r = 20 mn (condition C- 
IO). This result indicates that hot gases formed downstream 
recirculate in this region. The temperature is slightly lower 
(by about 50 K) for operating conditions A. The tempera- 
ture standard deviation decreases with the radial distance 
From 120 Kat  r = 5 mm to 70 Kat  r =  20 mn while the vali- 
dation percentage increases from 0. The high validation rate 
and the low standard deviation mean that the recirculation 
zone is relatively homogeneous. In contrast the low valida- 
tion percentage and the large temperature standard devia- 
tion recorded at r = 5 mm show the presence of a zone where 
the H2 mole fraction and temperature fluctuate, demonstrat- 
ing the presence of an unsteady mixing layer between the 
inner oxygen jet and the surrounding hydrogen flow. 
For the two operating conditions, radial mean temperature 
profiles are nearly identical. For instance, Fig. 23 shows the 
data recorded at three axial positions for the condition A 
(IO bar). The mean temperature profiles are relatively flat. 
The temperatures reach 2400 K with a standard deviation of 
about 600 K due mainly to random fluctuations induced by 
the turbulent flow. At x = 180 and x = 250 ITXQ the valida- 
tion rate increases as the measurement point approaches the 
wall. In contrast at x = 410 mn, the validation rate, nearly 
50 % is quite independent of the radial position. 

7. Discussion and conclusion 
The structure of cryogenic two-phase reactive flows is 
investigated in this article. High speed cinematography and 
Phase Doppler measurements provide information on the 
spray structure, while OH imaging, 0 2  Laser Induced Fluo- 
rescence and H2-CARS thermometry are used to analyze the 
flame. 
In this particular case of a single shear coaxial injector 
placed in a square chamber and for the range of parameters 
investigated, three successive zones may be identified in 
the spray : a first atomization zone near the injector outlet 
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(between x/d = 0 and x/d = 8), where a droplets spray coex- 
ists with the liquid core flowing out of the LOX post, a 
second zone of ligaments and droplets from x/d = IO to x/d 2 
20 and further downstream a better atomization and vapori- 
zation area. 
The flame is stabilized in the vicinity of the LOX tube and 
takes the shape of a "shell". As indicated by the OH-PLIF 
images, the instantaneous reactive layer is thin and highly 
corrugated. 
The reactive sheet is initially in contact with the LOX jet  
and expands further downstream. The Abel transformed 
emission images show that reaction takes place in a finite 
region surrounding the liquid jet, and later the gaseous 
oxygen and LOX spray. Temperature is initially stratified in 
the radial direction and becomes more homogeneous further 
downstream after intense mixing 
The sharpness of the oxygen fluorescence maps support the 
expected assumption that oxygen-hydrogen combustion 
rate i s  higher than turbulent mixing rate in the cryogenic je t  
flame. This finding is also corroborated by the fact that the 
flame is always attached (or nearly attached) to the lips of 
the coaxial injector. It is then expected that two phase cal- 
culations and modeling based on diffusion flamelet struc- 
tures can apply to this situation. 
Statistics of flame location obtained tbm 02-LIF show that 
in the near field the wrinkling and flapping of the flame are 
low and increase with downstream locations in agreement 
with the data obtained with OH-LIF and OH emission 
imaging. 
CARS thermometry results lead to the following conclu- 
sions: 
- The mean temperatures are higher (by about 300 K) than 
the adiabatic temperature calculated with a mixture ratio M 
= 2.1. Since the measurements require a strong CARS Hz 
spectrum, there exists a potential for biasing the mean tem- 
perature; and it is expected that such biasing, when present, 
will be most significant in the region where the validation 
rate will be weak. Moreover, the precise knowledge of the 
collisional linewidths at high temperature may also induce 
an additional bias. 
- A t x =  180 mm, the mean temperature has leveled-off, indi- 
cating that intense mixing takes place in the turbulent flame. 
- At x = I80 mn and x = 250 mn and close to the axis. the 
low validation rates indicate that the hydrogen mole fiac- 
tion is quite low near the inner flow. In contrast at the 
chamber exhaust (x = 410 mm), a validation rate of about 6 0  
YO for all radial positions tends to indicate that the flow is 
more homogeneous. 
A final comparison between the mean temperature axial 
profiles at r = 15 mn recorded at 1 and IO bar (Fig. 24) 
indicates that heat is released more quickly at the higher 
pressure. 
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Fig I : M m  m c c h s m s  of c o d  jn cryogcruc flame 
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Fig. I I : Radial variations of spray characteristics 
Fig. 12 : General layout of laser and derection optics 
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Fig. 13 :Typical emission images ofOH in the UV m g e  
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1 
Fig. 14 :Typical OH-LIF image 

The I- s k t  is transmitted into the combustor fmm below 

Fig. 15 : Simultanmus detection of OH-LIF (red) and ELS (blue) 

Fig. 16 : Average and Atel transformed OH emission image 
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Fig. 11 : Typical 02-LIF image. 
The laser sheet is lransmitted into the combustor from below 
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Fig. I8  : Robabilily distribution of flame localion 
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Fig. 19. Sketch of CARS optical arrangement. 
MS and MAS are high reflectancc minors for 530-700 nm and 
4W-530 nm. DI and D2 an dichmic fllters. FI. FZ and F3 are 

S00. 140 and 250 mm focal length achmmms. 
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Fig. 21 : Mean temperature (squares) and standard deviation (circles) for 
points A (black) and C (opcn rymbals). I bar. Radial position r = 20 mm. 

U0 

1 
Ix.l(omnl I .. .. 

Fig. 20 : CARS tempuatun meadunmenu : 
time evolution and histograms for single-shot specha. 
Operating point C at 1 bar. Radial position r=  20 mm. 
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Fig. 23 :Mean temperature (circler) and standard deviation l.squans! 
forpoint A at 10 bar. 

Fig. 24 : Mean temperature profiles for point A a~ I bar (circles) 
and 10 bartquans). Radial position I 5  mm. 
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Summary 
An optical density measuring system based on Rayleigh 
scattering was installed in an atmospheric wind tunnel. 
The system monitors the scattered light induced by a 
laser sheet irradiating the flow field behind a plane 
VKI-1 turbine cascade. The measuring procedure 
needing very short time is based on a relative 
measurement. This paper presents a brief summary of 
fundamentals, the experimental setup, and the 
measurement principles. As experimental result plane 
density distributions at different blade heights are given 
for subsonic and transonic flow. The experimental data 
is compared to results of a three-dimensional Navier- 
Stokes calculation. 

1 Introduction 
The application of cascade flow simulation represents 
an important instrument for the design of efficient 
turbomachinery components. While developing a 
simulation program qualitative and quantitative 
measurements are used for validating. Because of 
increasing need of flow simulation under real 
conditions, i.e., three-dimensional, compressible, 
viscid, turbulent and possibly by shock waves affected, 
the expectations with respect to the capabilities of the 
programs are increasing, and thus likewise on the 
measurements. Beside the aim of validating, exact 
measurements with high information content are 
desired for basic investigation on flow characteristics in 
order to better understand gas flow in general. 
Therefore, special information is needed, e.g., on 
boundary layer design, on the mixing process between 
jet and wake or on the structure of shock and expansion 
waves. At this point conventional measuring systems 
often have limits, especially a too low resolution in 
many cases. Additionally, when using pneumatic 
probes the disturbance of the flow causes inaccuracies, 
especially close to surfaces and in supersonic flows. 
Because of these reasons, presently more and more 
non-intrusive optical measuring systems are applied. 

Rayleigh scattering is an optical method for receiving 
density information from a transparent gas media. It is 
well proven and often applied for fluid mechanics 
investigations, e.g., studying the mixing processes in 

gas jets’” or obtaining information on shock wave and 
boundary layer s t r ~ c t u r e s ~ ~ ~ .  
For expanding the application of Rayleigh scattering 
technique a measurement system was installed at the 
atmospheric wind tunnel of the Laboratory for 
Turbomachinery in order to measure density fields 
behind a plane turbine cascade. The system monitors 
the scattered light induced by a laser sheet irradiating 
the test section. Because of scattering at air molecules, 
supplementary tracer particles are not required, which 
offers an additional advantage compared to several 
other optical measuring techniques. The employed 
measurement procedure, based on relative 
measurement, allows to receive the density distribution 
quantitatively. 

2 Rayleigh Scattering 
The phenomenon of Rayleigh scattering belongs to the 
group of elastic scattering processes. This means that 
Rayleigh scattering is a process without a permanent 
exchange of energy between light and matter, but with 
change of light direction. So the frequency of scattered 
light is equal to the frequency of incident light. 

The intensity of Rayleigh scattered light can be 
described by a f.tndamental correlation, if the following 
simplifications are assumed: 

- The gas atoms and gas molecules are considered as 
dielectric spheres with a diameter, that is smaller 
than the wavelength of the incident light. Therefore, 
the electric field can be regarded as constant over 
the sphere. 

- The test section is irradiated in one direction with 
monochromatic and linearly polarized light., The 
scattered light is linearly polarized as well. 

- The particles are randomly spread in the measuring 
volume. 

- Multiple scattering is neglected, i.e., light that has 
been scattered at one particle will not be scattered at 
another particle. 

- The distance to the observer is large compared with 
the dimensions of the observed scattering volume. 

Paper presented at an AGARD PEP Symposium on “Advanced Non-Intrusive Instrumentation 
for Propulsion Engines”, held in Brussels, Belgium, 20-24 October 1997, and published in CP-598. 
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With these assumptions the Rayleigh scattering 
intensity of all air molecules in the measuring volume 
is obtained by 

N I = b y  I , .  
r 

Thus, the intensity of the detected light I depends on 
the Rayleigh scattering cross section o, the number of 
particles N, the distance to the measuring volume r, 
and on the intensity of the incident laser light 10.’ The 
Rayleigh scattering cross section is the theoretical 
effective plane for the incident photons, which is 
unequal to the geometrical cross section. The effective 
cross section is highly dependent on the characteristics 
of the particles and on the frequency of the incident 
radiation. As the Rayleigh cross section increases with 
the fourth ‘power of frequency, the use of light sources 
with high frequency is recommendable to get large 
scattering intensities. 

Although o of air depends on pressure, temperature 
and composition of air6 the effective cross section can 
be assumed as constant for the conditions being found 
in the wind tunnel utilized for these e~periments.~ It is 
obvious that the constant composition of air in the test 
section is a basic requirement. 

3 Experimental Setup 
All experiments were performed in an atmospheric 
wind tunnel for plane cascades (Fig. 1). The wind 
tunnel is supplied with ambient air, which passes 
through a dust filter prior to being compressed by a 
centrihgal compressor. If pressure ratios higher than 
2.0 or mass flows greater than 18 kg/s are required, a 
second compressor is used additionally. The total 
temperature of the compressed air is kept constant by 
water cooling. This air supply design allows a steady- 
state testing of subsonic and supersonic flow in the 
wind tunnel without time limits. m e r  entering the 
moderation chamber, where the total temperature, the 
total pressure, and the humidity are measured, the air is 
led to the test section. Within the test section the blades 

Changing Frame 
with Cascade Inlet-Duct \ 1840 3750 

I- / I 

I .  I Compressed Air from 
Measuring Aperture Moderation Chamber Central Air Supply 

Fig. 1: Wind tunnel for plane cascades. 

are mounted with fixed geometrical parameters in a 
changing frame forming the endwalls of the flow 
channel and containing measuring apertures. For the 
measurements described herein the dimensions of the 
inlet flow channel were 300 mm x 100 mm, allowing 
the installation of a cascade of 12 blades. 

Blade Chord: I 
Pitch to Chord Ratio:ffl 

= 32.6 
= 0.71 

’ mm 

Stagger Angle: p, = 56.7’ 
Blade Height: h = 100mm 

Fig. 2: VKI-1 cascade geometry. 

The cascade used is of the type VKI-1 (see Fig. 2), 
which is typical for a cooled gas turbine rotor blade 
section designed for transonic flow. It was proposed for 
comparisotis of experimental and computational results 
by the Von Kannan Institute (VKI) in 1973.’ Since 
then it has been investigated intensively by experiments 
as well as in flow calculations. 
An excimer laser (Lambda-Physik LPX 1 lOi), modified 
with a polarizer, is employed as light source. The ArF 
laser works in the deep UV at 193 nm. This high 
frequency yields Rayleigh signals stronger by one to 
two orders of magnitude compared to lasers working in 
the visible range. 

The emitted Rayleigh light is imaged by a 12-bit 
intensified charge-coupled device (ICCD) camera 
(Lavision) via an UV-light-sensitive lens (UV-Nikkor 
105 mm, fl4.5). The cooled CCD chip has a spatial 
resolution of 384 x 286 pixels. A 486 personal 
computer with special purpose software (Lavision) 
controls the complete system, i.e., it synchronizes laser 
and imaging system, and it records and stores the 
images. A pre-evaluation of the acquired CCD images 
is also possible with this software. 

i 

4 

i 
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Fig. 3: Optical Setup. 

The arrangement used for beam positioning is shown in 
Fig. 3. The laser beam is blanked out by a double 
aperture directly after emerging. With the help of three 
mirrors the beam is positioned to the direction parallel 
to the endwalls and parallel to the trailing edge plane. 
Two cylinder lenses focus the laser beam to reduce the 
thickness under 0.5 mm at a width of about 20 mm. 
With these dimensions the area of measurement can be 
considered as a plane. At least one adjustable aperture 
is used to suppress direct irradiation of the trailing 
edges and to fix the sheet cross section as a rectangle. 
All optical components are mounted on a base frame 
via translation stages. This arrangement allows varying 
the laser beam position in zdirection within a range of 
45% of blade height without rebuilding and re- 

Energy Monitor 

Fig. 4: Camera view. 

Blades. 

aligning. The distance to the trailing edge plane was 
chosen as small as possible and fixed for this study. 

The position of the laser beam relative to the blades and 
the extension of the evaluation range, both in the x-y- 
plane, are determined with optical aids. The 
uncertainty of position and extension is smaller than 
1.5% according to the pitch. The position in zdirection 
is fixed by the translation stages with a maximum 
deviation of 0.5 % according to the blade height. 

To make precise monitoring of the beam energy 
possible, some laser light is cut off at the third mirror 
and, after transformation to longer wavelength, led 
through a liquid light guide. The transformation is 
necessary, because the lightwave guide is transparent 
for wavelengths longer than h = 260 nm. The second 
exit of the light pipe is fixed opposite to the measuring 
window, so that the camera can image the transmitted 
energy signal while taking the images (see Fig. 4). It 
was proved by experiments that the recorded energy 
signals show a linear dependence on the laser output 
energy within the range of possible beam ener 
fluctuations of maximum +/- 5% from pulse to pulse. 
Figure 4 schematically shows the camera view. The 
opening in the endwall allows optical access to the 
measuring volume and the nearby trailing edges of the 
blades. The laser beam can be Seen radiating through 
the measuring volume parallel to the trailing edges. As 
mentioned before, the energy monitor output is also 
part of the image. Since no open apertures are allowed 
in order to properly guide the flow, the Rayleigh 
scattered light reaches the camera through a silica glass 
window with an optimized transmission rate at 193 nm. 
The material for the background insert was selected to 
minimize direct reflections of scattered light to the 
camera. We found this silica glass very suitable, 
because influence of the surface on the recorded 
intensities was smallest when using this window. To 
reduce the influence of light scattered outside the test 
section, the laser beam was covered as far as possible. 

P 

4 Measurement Principles 
When imaging Rayleigh scattering signals, the 
recorded value for each pixel (x, y) can be described by 

(2) 

with the constant value c, which contains all spatially 
dependent but constant parameters such as distance to 
the measuring plane and characteristics of the optical 
equipment. Equation (2) does not contain the share of 
possible stray light, because it can be assumed as small 
compared to the Rayleigh signal. This assumption is 
legitimate, because scattered light reflected at the 
background plane and from outside the test section 
could be minimized (see preceding section), and no 
significant stray light from other surfaces, e.g., the 
blades, could be detected. With the composition of air 
staying constant and the number of molecules 

S(x, U) = c(x, U) * &, Y )  - Q m x ,  U), 
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v(X, y )  being proportional to the density p(x, y), Eq. 
(2) can be rewritten as 

(3) 

The evaluation of the Rayleigh scattering signals is 
based on a relative measurement, because with this 
kind of evaluation potential sources of error, such as 
incident light inhomogenities and spatially dependent 
sensitivity of the imaging optics, can be eliminated. 
Therefore, first a wind-on image is taken, i.e., during 
wind tunnel operation. The recorded signals contain the 
information on density variation given by 

S,(X,Y) = K(x,y)-P,(x,Y). (4) 

Additionally, a wind-off image is taken under standard 
conditions, i.e., across the whole field of view the 
density has to be on the same level and exagly known: 

So(x,Y)= K(x,y).Po. ( 5 )  

It should be noted that the air filling the test section 
during wind-off imaging has passed the same way as 
the air at wind-on imaging, and thus the composition of 
air is the same in both parts of the measurement. The 
pixelwise division of the two signals yields a ratio for 
each pixel, which is proportional to the local density in 
the flow field: 

After this, the density field is determined qualitatively, 
and the potential sources of errors, such as the 
aforementioned beam aberrations or optical setup 
characteristics, are eliminated, if they are stationary 
and on the same level in both pictures. 

This easy measurement procedure (6) presupposes 
identical laser light energy 10 while taking the wind-on 
and the wind-off image. If this can not be achieved, the 
energy level has to be known exactly in order to be able 
calibrating the density ratio FI(x, y). Because the beam 
energy fluctuates from pulse to pulse and decreases 
during the operation due to limited lifetime of the laser 
gases, an energy monitor is used as described earlier. 
Since the energy monitor output is part of the recorded 
image (see Fig. 4). an average value of the energy 
monitor signal is calculated from both the wind-on 
image (0Wl) and the wind-off image (OWO) .  Now a 
calibration of the density ratio FI (x. y) is possible: 

(7) 

Without taking the laser energy into consideration, the 
average values of the density ratio deviate up to 6% 
from their mean value although they were measured at 
the same flow conditions. But with energy monitor 
calibration the deviation can be reduced to less than 
1%. It should be noted, that this calibration has no 
influence on the qualitative result, because the whole 
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Fig. 5: Intensity distribution in r-direction 

density field is converted with a constant ratio. Usually 
the ratio 0 W d 0 W 1  varies from 0.94 to 1.02. 

Figure 5 shows a typical intensity profile of the 
measuring volume and of the energy monitor. The 
differences in density between the wind-on and the 
wind-off image can bee seen as distances between the 
two profiles within the range of the laser beam. 
Likewise, these two profiles with similar behavior 
elucidate the necessity of a relative measurement, since 
the intensity differences caused by the density variation 
are smaller than the differences caused by the beam 
inhomogenities. The intensities in the area of the 
energy monitor are about two times inferior to the 
Rayleigh scattering intensities in this case, but they are 
one order of magnitude higher than the signals from 
the areas not being evaluated. Thus, a clear distinction 
of the areas is possible. It can be seen clearly that the 
evaluation range has to be smaller than the width of the 
laser beam, because the laser intensities decline rapidly 
at the lateral borders of the beam, and so the signal-to- 
noise ratio is too low in these areas. 

Simultaneously to recording the wind-off image, the 
pressure and the temperature in the testing room are 
measured for calculating the density po, which is 
constant across the whole field of view. With this the 
density field at wind tunnel operation is determined 
qualitatively and quantitatively: 

Pl(x,Y)= F; , (X ,Y)*P, .  (8) 

In these experiments, altogether 2500 laser shots were 
summed up for both wind-on and wind-off images. 
This number basically is yielded from 50 shots summed 
up on chip. The intensities of 10 of these bursts were 
read out, added by software, and stored on hard disk. 
This process needing about 20 seconds was completed 
five times without breaks. The result of averaging these 
five data sets yields the information of the density field. 

J 

4 
4 
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Fig. 6: Measured density fields [kg/m’] at Ma= = 0.90. 

A statistical evaluation of the five single sets increases 
the opportunity of detecting errors such as unusual laser 
energy fluctuations or Mie particles. With this 
measurement procedure it is also proved that photon 
shot noise is not the limiting factor for density 
accuracy. 

5 System Capabilities and Limits 
Since its installation the measuring system was 
intensively tested to determine reproducibility, 
sensitivity and conditions limiting the field of 
application.’** These measurements showed that density 
differences lower 1% according to the ambient density 
can be distinguished, i.e., even at low Mach numbers as 
Muzi, = 0.75 usable results can be achieved with a very 
good reproducibility. The uncertainty in reproducibility 
amounts to a maximum of +/- 1.5%, which includes all 
system uncertainties, as for example energy monitoring 
or determining po. 

As mentioned before the measurement procedure 
presupposes stray light being small compared to the 
Rayleigh signal. When measurements are accomplished 
near to surfaces the intensities of laser light reflected 
directly or scattered light reflected may increase and 

make the neglect of stray light no more tenable. This 
problem is intensified, when movement of the optical 
background occurs between wind-on and wind& 
conditions due to the flow force. In this case even 
smaller stray light intensities than without movement 
can falsify the results. So a wellconsidered 
arrangement and choice of surface materials and the 
minimization of cascade movement are important 
requirements for high quality results. Refemng to these 
conditions the wind tunnel construction was reinforced, 
and the studies in the 3D flow field were accomplished 
between front endwall and midspan. 

When ambient air is used for Rayleigh scattering 
investigations, the possibility of another elastic 
scattering process has to be taken into consideration. 
This process, called Mie scattering, is caused by 
particles, like dust or aerosols, which are much larger 
than gas molecules, so that the assumptions of Rayleigh 
scattering are not fulfilled. Additionally in atmospheric 
wind tunnels Mie scattering can be effected by water or 
ice particles, which are produced by condensation at 
high expansion ratios, e.g., as needed for transonic 
flow. The Mie particles yield higher scattering signals, 
due to the very much enlarged scattering cross section, 
which falsifies the results or in the worst case prevents 
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Fig. 7: Calculated density fields [kg/m’] at Mum = 0.90. 

evaluation due to local saturation on the CCD chip. 
Because of this, the outlet Mach number in all 
experiments was chosen sufficiently low so that 
condensation did not occur, depending on the humidity 
of the ambient air and on the inlet temperature level. In 
general the highest achievable Mach number is Muzis = 
0.75 in summer and Mali, = 1.05 on cold dry winter 
days, but which are very rare. Even though the air is 
led through a dust filter, very few small particles may 
reach the measuring area. But it is ensured that there 
are fewer particles effecting Mie scattering than the 
limit Schweige? established for neglecting Mie 
scattering in Rayleigh experiments. 

6 Results 
Figure 6 shows the results obtained from a Rayleigh 
scattering experiment at the isentropic outlet Mach 
number Muzis = 0.90. Four positions in zdirection were 
chosen from the range between front endwall and 
midspan. 

In all cases the density fields of the three measured flow 
channels correspond very well. The non-periodicities 
between the flow channels are insignifcant, they are 
caused by small manufacturing inaccuracies of the 
cascade. 

In midspan the range between trailing edges and x/l = 
0.3 contains a distinctive density distribution. This is 
mainly caused on the one hand by a pressure 
maximum, positioned downstream directly behind the 
trailing edge, and on the other hand by temperature 
gradients due to jet and wake. Behind xll = 0.3 the flow 
gets well-balanced, just small density variations are 
visible. Approaching the endwall only small changes 
can be made out until z/h = 0.05. But in this position it 
is already recognizable, that the static temperature 
begins having more influence on the density 
distribution. With further approaching this develops 
more clearly. At Ah = 0.02 the density generally 
becomes lower, since the higher losses near to the 
endwall cause higher temperatures. 
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Fig. 8: Measured density fields [kg/m’] at MUU = 1.00. 
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Figure 7 displays the corresponding results of a 3D 
calculation. The employed simulation program uses 
Navier-Stokes equations, complemented by the 
Baldwin-Lomax turbulence model.” The numerical 
results show the wakes much more distinctive and 
spatial restricted, but this cannot be proved true by the 
experiments. Outside the wakes a qualitatively good 
agreement with the measurement can be seen. 
Approaching the endwall very few changes are 
recognizable. The more marked and longer visible 
wakes at zlh = 0.05 are one remarkable change. They 
are caused by boundary layer material rolled up to a 
discrete vortex, which expands the plane wake at this z- 
position. A computed increase of losses due to endwall 
boundary layer is not visible even at zlh = 0.02, it 
begins nearer to the endwall than measured. These 
differences in qualitative information may have the 
following reasons. First there might be an inadequate 

modeling of the mixing of wake and isentropic flow in 
the program. This was discussed intensively in former 
experimental and numerical investigation of the plane 
flow in midspan.’ This can also be noticed here for the 
mixing of lossless material and high-loss material from 
secondary flows. Furthermore, differences in obtaining 
the density distributions are possible, because the real 
complicate thermal conduction through blades and 
endwalls could not be considered by the calculation, 
and few other parameters could not fit exactly. These 
reasons should also explain the generally slightly 
higher density values of the simulation. 

To demonstrate additionally the usefulness of the 
Rayleigh scattering system for obtaining flow 
characteristics Fig. 8 partly shows the measured density 
distribution at Mulis = 1.00. The shock wave can be 
seen very clearly in midspan, the structure develops as 
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it is expected for transonic turbine cascades." The 
shock wave crosses the wake and hardly widens up to 
the end of the evaluation area at xl l  = 0.6. Near the 
endwall the shock wave dissolves and the density field 
differs qualitatively and quantitatively from midspan 
plane because of secondary flow effects. 

7 Conclusions 
The optical measuring system used in this study allows 
the quantitative measurement of high resolution density 
fields behind cascades. The measurements can be 
accomplished in a very short time and with a very good 
reproducibility. The measurement system is suitable for 
investigating transonic and supersonic flow 
characteristics, because neither probes disturb the flow 
field nor tracer particles are needed for the Rayleigh 
scattering process. But the sensitivity also allows 
measurements in subsonic flow. The results show that 
the combination of density fields from different blade 
heights affords an insight into the three-dimensional 
flow field behind the plane turbine cascade. Next aim 
concerning this system is the realization of 
measurements within the passage. Further adjusting 
and optimization, in preparation and under testing at 
present, will make the system available for these 
measurements. 
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Your measurements show time averaged density distribution. Do you see possibilities to extend this technique 
for taking instantaneous recordings of the density distribution? 

A: For instantaneous recordings of density distribution a one-laser-shot-measurement is required. We tested a 
b 
I 

b 

1 measurement with one laser shot, but the influence of noise was the same order as the local density gradients, so 

Paper 45 
Author: Jackie1 

Q: Ainsworth L 

b 

i , In order to take the technique forward to inter-passage measurements, what particular challenges are faced? 
i 
I 
r A: The main challenges for inter-passage measurements are : 

The cascade movement has to be reduced even more than for measurements behind cascades. 
A suitable set-up has to be developed and tested with respect to the stray light 
problem. It has also to be found which dimensions of the laser beam are usable, and which illuminated 

areas are suitable for evaluation. 
I 

1 
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Particle Image Velocimetry Measurements from the Stator-Rotor Interaction 
Region of a High Pressure Transonic Turbine Stage at the DERA Isentropic Light 

Piston Facility 

K S Chana and N Healey 
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170 Building, Pyestock 
Farnborough, Hants, GU14 OLS, UK 

1. Summary 

In high pressure turbines the flow in the stator-iotor interaction region 
is highly complex with periodic and random unsteady effects 
generated as the stator wakes impinge on the rotor blades. Measuring 
the flow in this region is difficult with conventional instrumentation, 
further complicated in a short duration facility. This paper discusses 
the application of particle image velocimetry to this region of flow 
and, outlines the technological advances made recently to demonstrate 
the technique in the short duration Isentropic Light Piston Facility 
(ILPF) at DERA Pyestock. 

A series of measurements have been made in the stator passage and the 
stator-rotor gap region of the MTl high pressure turbine stage, in the 
ILPF. The measurements have been made at full engine-representative 
flow conditions and provide an instantaneous quantitative whole field 
visualisation of this unsteady flow region. The measured velocity field 
is compared with computational fluid dynamics (CFD) predictions 
obtained using a three-dimensional viscous flow slover. 

Theses measurements are thought to be the first to be made in a 
rotating transonic facility. 

2. Introduction 

The stator-rotor gap regions of turbomachinery blade rows are 
dominated by complex three-dimensional viscous flows, generated by 
the successive interactions of stationary and rotating blade rows. A 
large proportion of the loss within the turbomachine is generated in 
this region; however, these regions are not well modelled by current 
design and analysis methods. 

Experimental investigation of the flow within the stator-rotor region of 

P J Bryanston-Cross 
Optical Engineering Laboratory 

Department of Engineering 
Warwick University 

Coventry CV4 7AL, U K  

tube containing a light-weight free piston, ii) a fast acting valve, iii) 
the turbine stage and iv) the turbobrake. Prior to a run the piston is 
positioned at the upstream end of the pump tube and the fast acting 
valve is closed. The pump tube is then filled to a predetermined 
pressure, whilst the working section is evacuated, and the turbine 
assembly is spun up to the desired speed. To start a run, high pressure 
air is introduced behind the piston causing it to move forward and 
compress the air in front. This compression is nearly isentropic, 
thereby heating the test gas. When the desired pressure and 
temperature are reached, the fast acting valve is allowed to open, and a 
steady flow of air is passed through the turbine stage. The run time of 
the facility can be varied from approximately 400ms to 2 seconds 
depending on the conditions required. 

The turbine module is shown in Figure 2. A unique feature of this unit 
is the aerodynamic turbobrake which absorbs the energy produced by 
the turbine, so that the rotational speed is maintained nearly constant 
throughout the run. The turbobrake and the turbine are mounted on a 
common shaft supported on two sets of oil lubricated bearings. The 
shaft is hollow in order to house electronic circuit boards to condition 
signals from instrumented rotor blades. 

The pressure ratio across the stage is set by the second throat at exit 
from the stage. This is an annular variable area device which maintains 
axisymmetry in the exhaust flow, and since it is choked it also isolates 
the turbine from disturbances originating downstream. The 
performance of the turbobrake is controlled using blockage rings 
which reduce the exit flow. Fine tuning is achieved by adjusting the 
amount of flow which by-passes the turbobrake. 

The ILPF is capable of matching all the non-dimensional parameters 
relevant to turbine fluid mechanics and heat transfer for modem 
advanced aircraft engines. 

turbomachines is complicated, because conventional probes capable of 
measuring unsteady flows are physically large and hence disturb the 
flow path. PlV (particle image velocimetry), however, offers an 
alternative non-intrusive whole field measuring technique to resolve 
the flow magnitude and direction in a particular plane. 

The MTl turbine is an unshrouded, high-pressure research turbine 
relevant to future civil aircraft applications. The stage has 32 ngvs and 
60 rotor blades. 

This paper presents velocity data gathered at mid-span in the stator- 
rotor region of the MTI turbine stage for a number of rotor blade 
positions; additionally some data have been obtained in the stator 
passage. 

3. Test facility and the MT1 turbine stage 

The PIV measurements reported in this paper were acquired in the 
DERA Isentropic Light Piston Facility (ILPF). The ILPF is a short 
duration wind tunnel for testing full aeroengine size high-pressure 
turbine stages. A schematic of the facility is shown in Figure 1. The 
operating principles of this type of facility were first described by 
Jones et al (1973). The main components of the ILPF are: i) the pump 

~i~~~ 1. Schematic ofIsentropic Light piston ~ ~ ~ i l i ~ ~  (ILPF) 

Paper presented at an AGARD PEP Symposium on “Advanced Non-Intrusive Instrumentation 
for Propulsion Engines”, held in Brussels, Belgium, 20-24 October 1997, and published in CP-598. 
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Figure 2. Cross section of the ILPF turbine working section 

4. Particle image velocimetry measuring technique 

The development of optical measurement methods for transonic flow 
is relatively recent and has been strongly coupled with that of the 
available laser and computing technology. Conventional development 
has led to the construction of a number of optical systems velocimeters 
such as LDV and L2F (laser two focus) which are only capable of 
making single point measurements in a flow field. Little attention has 
been paid, mainly because of the data storage and processing 
overheads, to the photographic and video measurement ability to 
capture a whole field of data instantaneously. 

The PIV measurements show that it is now possible to make 
instantaneous whole field quantitative measurements of a transient 
transonic flow within an industrial environment. In order to perform 
PIV in an engine representative environment a number of 
technological advances have been made. The PIV system was based 
upon the use. of digital cameras coupled to a fibre optic delivery 
system. Extensive post-processing software has also been evolved to 
extract data of a suitable quality for aerodynamic measurement. 

5. Experimental system 

The Experimental system used in this work is a development of that 
used previously to measure the flow at the trailing edge region of an 
annular cascade in the ILPF (Funes-Gallanzi, 1994). 

The laser light source was a Lumonics HIS series Nd/YAG 200m.J 
pulse laser. With a beam diameter of about 5 nun. The laser is capable 
of providing two pulses of Ions duration and from 4011s to l00ms in 
separation. It also has the ability, though not explored in these 
experiments to provide a third pulse.. 

The laser can be pulsed continuously by its own internal clock at pre- 
set repetition rates or controlled by an external trigger signal. Normally 
the internal firing mode was used in the setup stage of the experiment 
in which the laser was fired at 12.5 Hz in an open lasing condition for 
the optics alignment. For the external trigger mode, the laser was put 
in a standby state; when a -15 volts pulse was applied to the external 
trigger the laser fired. The laser then recharged to prepare for the next 
pulse. For reasons of precision, timing control of the laser firing and 
the signal conditioning of the external trigger, a Laser Firing System 
(LFS) was used as a buffering interface between the external triggering 
source and the laser itself. 

Fibre optic delivery system 

For this test series two types of laser light sheet delivery systems were 
demonstrated. The first was a fibre optic delivery system developed at 
Heriot-Watt University. A fibre optic delivery system has several 
advantages over a conventional “rigid optical system”; i) it allows for 
an independent construction and test of the whole optical system prior 
to the experiment and ii) it has the ability to deliver laser light in a 
more flexible and safer manner. 

The fibre optic system consists of 3 main sections (see figure 3). They 
are the de-launch (input), launch (output) and the optical fibre bundle 
sections. 

The specification of the fibre optics is listed below: 

The number of optical fibres used in each bundle - 19 
The type of optical fibre used - multi mode step index 
The core diameter of the optical fibre - 100 mm 
The numerical aperture (NA) of the de-launch section - 0.1 
The numerical aperture (NA) of the launch section - 0.05 
The length of the optical fibre bundle - 2m 

qbd fihe 
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Figure 3. Fibre delivery system 
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In the de-launch head, the face. o f  each individual optical fibre was 
polished and then the fibres were bonded together to lorm a round 
bundle. The de-launch head was carefully mounted in  a hollow steel 
cylinder for rigidity. A transparent plastic cladding was used to 
interface the extension of the de-launch bundle to the hollow steel 
cylinder which provides a suppon medium. At the launch head. the 
face of  each individual optical fibre was polished and bonded side-by- 
side forming a 'sheet' like structure. This  "optical fibre sheet" was 
then carefully glued into a hollow D section brass rod to form a rigid 
head for mounting within the optical probe. 

A flexible non-lranspmnt plastic cladding was used to shield the 
optical fibre bundie M y .  This cladding was bonded permanently to 
the mlal suppon of  the de-launch and launch heads. 

The fibre optic system was successful in delivering a good quality laser 
beam of the nquired power. However, afler a number of test runs and 
set-up trials a significant reduction in the power delivery was detected. 
T h i s  was caused by overheating of the fibre ends which resulted in a 
decline in their optical propnies. In consequence a rigid optics set-up 
was designed and u x d  for the remaining runs. 

Rigid optics delivery 

In the new system. the laser k m  had to be directed in the optical 
probe from a remote source. This was achieved using adjustable 
dielectric mirrors. replacing the original fibre optics. and mounted on 
the rotor module and the optical working section. 

Optical probe 

Both the fibre optic and the rigid optics approach shared the same 
mefhod of optical entry, via a lOmm diameter optical probe 
arrangement. filled to the ILPF cassette system (see optical working 
d o n ) .  The laser light sheet was pmduced by fitting the optical 
probes with a combination of  n o m 1  optical ienxs to shape the laser 
light beam. The LWO delivery systems required very different laser 
bram shaping optics. The primary requirement for the probe, used with 
the fibre optic delivery system, was to relay the pre-formed light sheet 
on to the m imr  al the end of the probe (figure 4a). This was achieved 
with a positive spherical lens. which was essentially the equivalent of a 
zoom lens. For the rigid optics delivery system, a more conventional 
gpmach was adopled where the laser beam was collimated at entry to 
the optical probe using a 'weak' positive lens. The beam was hen 
pmjened through a positive cylindrical lens and a negm.ve cylindrical 
lens lo form the light sheel (figure 4b). ODCe the probes were fitted to 
the optical working Section they could be moved in the radial d i m i o n  
and rotaled lo position the laser light sheet. 

/%*[--#,* 

/ / 
P*..DmS.I!.N Il-nrUm. 

Relay lcnl 

Figure 4a. Optical probe for fibre delivery system 

Figure 4b. Optical probe for rigid optics delivery system 

Optical working section 

A Perspx test ussette was machined a! the Osney Laborntories 
Oxlord to provide an optical window, see Figure Sa and Jb. The 
thickness of the window was 12mm. to minimise abemuions and 
astigmatism. and kept constant without compromising the casing 
annulus shape. The window allows optical access from upstream of the 
nozzle guide vane to downstream of  the rotor trailing edge. The laser 
light sheet entry into the working x t i o n  was achieved using two 
stator blades. which were mchined internally and fitted with glass 
windows in the pressure and suction sides as shown in Figure 6. A 
lOmm hole was drilled through the leading edge of each stator vane to 
take the optical probes. The probes m e  a sheel of laser light ( ISmm 
x 0.2mm) which i s  projected into the flow field. between the s w n  
blades and along the flow direction. This allowed the positioning of 
two light sheets creating a complete coverage of the region olintemt. . 

\ 
opraw 

FigureSaand Sb. iLPFOptical cassette 
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Figure 6. Schematic of stator vanes fitted with optical windows 
Seeding 
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Polystynne particles of 0 . 4 5 ~  diameter suspended in water were 
used to seed the flow. A TS16ooo six-jet atomiser was used to inject 
d i n g  into the ILPF pump tube prior to pressuring it to the pre-run 
level. During the seeding stage, all six jets of Ule TSI atomiser wen 
used and the d i n g  time was about 20 minutes. 

System changes 

A major change was i n d u c e d  to enhance the optical imaging system 
compared with that wed previously. A Charge Coupled Device (CCD) 
based video camera was used to replace conventional wel film. The 
main drive towards h i s  approach has been the rapid data access 
achieved at the end of a test run with a video system. T h i s  has the 
advantage of allowing the PIV system to be renewed between tests. 
The images were captured in d - t i m e  al ZHz. The camera was 
modified to separate the CCD pan fmm the conditioning electronics 
(remote-head o p t i o n )  so that the camepa could be a~commodated in 
the limited space available on the facility. Tk camera assembly with 
lens and the fibre optic pro& were mounted directly on to the optical 
working section. 

6. Imsge P- 

The principle of the image pmccssing system is  panicle tracking. using 
a direct spatial digital processing method the basis of which was laid 
down by OOSS (1989). The particle imagedisplacement was 
determined by applying the following processes to the image; i) 
discrimination betmcn background noise and panicle information was 
made using an algorithm which interrogated the image for packels of 
information that were larger than the possible panicle size (performed 
on the number of pixels used to define a panicle) and ii) potential 
pairing was carried out by effectively fitting two radii around each 
identified particle, an inner radius which coneJpMlded to the particle 
moving with the minimom expeaed velocity and an outer radius for 
the maximum expeaed velocity. The existence of a panicle pair within 
this band yields a velodty w o r .  Tk presence of a third or additional 
particles in the sweep area invalidates the pairing. 

To optimise the processing method three further issues were 
wnsidered. Firstly, the particle image was required to have a clearly 
defined Gaussian protile to allow identification of the peak as the 
particle centre. Secondly an average distance between particle pairs 
of 10 pixels was needed to ensure an accurate velocity estimate. 
Finally. the image was set to cover the maximum 8 1 ~ 1  of interaction 
between the stator and the rotor blades. 

The seeding was optimised to give an average of I panicle-pair per 
mm’ 

The precision with which the panicle centre can be evalualed was 
he main aspect of the processing algorithm. The accuracy of 
locating the centroid, relative to the displacement within the particle 
pairs and the correctness of the pairing delermined the accuracy of 
each velocity vector. The accuracy of the centroid position 
depended on the algorithm used and quality of the particle image 
profile. The CharaCtrristics defining the protile quality are: 
diameter of the particle image: peak intensity: mean and standard 
deviation of the noise signal: level of distortions (astigmatism and 
saturation). The particle diameter i s  determined by the magnification 
and numerical apermre of the lens. the incident light intensity and 
image exposure. The noise level depends on the background 
sultfered light, the pixel size of the digital camera and the general 
electronic noise in the system Three algorithms have been 
developed for estimating the position and displacement of the 
particles. The simplest i s  known as the centre of mass approach. In 
this method the intensity of the particle image i s  weighted and used 
to calculate the equivalent centre of gravity. This  approach is 
computationally quick, with an accuracy in the region of 114 of a 

pixel. An alternative strategy i s  to cross-comiale between a pair of 
images, This increases Ihe accuracy to approximately 1/8th. A third 
approach calculates the centre of the particle based upon a two- 
dimensional Gaussian fit. This method i s  computationally time 
consuming, but provides both a particle centre estimation to better 
than I/lOth of a pixel and also differentiates between genuine 
particle data and background noise. For the data presented in this 
paper the majority of the images have k e n  calculated using the 
centre of mass approach. Typically for an average distance between 
particles of 9 pixels, the velocity ermr i s  estimated to be within 4%. 
However. for selected stator wake images, where a low noise, high 
image quality was possible, the two dimensional Gaussian fit was 
applied, giving an estimated velocity accuracy of 2%. I t  should be 
noted that although alternative methods of processing claim a higher 
velocity average. such as the correlation approach described by 
Adrian (1985). This  approach inevitably performs a spatial average 
of a bigger area. It also takes an average of the velocity variations 
within the flow. 

7. Calibration of the images 

For the calibration of the image a test targel. mounted on the rotor 
blades at the position of the light sheet, was used. The grid size was 
20 linedinch i n  both horizontal and vertical directions. The 
magnification was calculated by extracting one line from a test 
image and measuring the distance in pixels between two adjacent 
grid lines. For a better accuracy, the average distance for several 
lines was taken with an overall calibration error smaller than 0.5%. 
Figure 7 shows the stator reference image and the chosen regions for 
the calibration evaluation. 

I I I 
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Figure7. Calibmion image 



8. R w b  

Figure X shows an eiamplc or a PIV image taken in the stator-rotor 
region with the rotor blade visible in the image. Panicle image pairs 
c m  be clearly identified, The bright area to the right of the image is 
glare fmm the rotor b i d e  cauxd by the laser light shcet as i t  comes 
into cvntact with the blade (it van'es from image tv image depending 
on the position of the mtor blade). 
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Figure 8. PIV image 

A typical instantaneous image pmcessed for velocity using the 
prccedure outlined above is shown in Figure 9. The number of 
velocity vectors exmued from each image depends on the amount of 
glare prcduesd by the rotor and ngv. and varies horn around 100 for 
images with high glare to 500 for images with almost no glare. For 
comparison purposes contour plots of the velocity magnitude are 
required. In order to do this the dam are fitted with an un-stmcnrred 
grid using simple triangulation where the data points form the nodes of 
the triangles. Bi-linear interpolates are then obtained P the centroids of 
the triangles. Additional division of the original triangulation i s  carried 
out using Delanuay's method to provide the contouring routine with a 
higher pomt density. 
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Figure 9. Measured inslantaneous velocity (ds) 

Each run of the facility pmduces about 35 PIV images during the 2 
second run time, of which 20 to 25 are usable. The density of data per 
image can be inneased by combining additional images with a similar 
rotor position. allowing the periodic features to be examined. This 
procedure tends to average out the random variations and has teen 
undertaken for many different rotor positions to form a quenee 
showing how the Mach number distribution varies, as the mor  moves 
past the ngv. The plots in Figure 10a to IOe show 5 images taken from 
such a sequence. The velocity data obtained from the PIV images and 
the measured inlet total temperature have bxn  used to obtain the 
Mach number. The steady flow energy c o m a t i o n  relationship was 
applied to determine the lacal static temperature and acoustic speed. 

Where T,, is the stage inlet total temperature, T i s  the local smtic 
temperature. U is the local velocity and C ,  the specific heat. 
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Figure IO. Measured Mach number distribution for various rotor positions 



The validity of the steady llow relationship i s  expried to deteriorate 
for positions close to the rotor and within the rotor hlade passage. In 
mitigation however, the resulting ermn in Mach number vary only as 
the square root of static temperature and only a small amount of data 
exist within the rotor passage region. 

PIV data from within the stator passage have been assembled topther 
with data taken in  the stator-rotor region for comparison pu'poy~s in 
Figure I la. This shows many flow features expected in 
turbomachinery. for example the wake generated by the trailing edge 
of the sfator. and the higher velocities experienced as the flow 
accelerates around the rotor suction surface crown. Figure I I b  shows a 
Mach number distribution predicted by a viscous three-dimensional 
time marching programme ClRANScode, Calven 1997). the 
calculation was performed for the ngv alone and contains no rotor 
information. The measured i n k  total pressure and an average ngv hub 
exit static pressure were imposed as boundary conditions (the average 
exit static pressure was evaluated using measurements laken across an 
ngv pitch with the rotor present). The resulls presented from both the 
experiment and the CFD calculation are in the absolute frame of 
reference. Comparison of the ngv passage Mach number ieveis shows 
very good agreement; the ngv wake resulls also show goad overall 
agreement although the wake is lms mixed out in the prediction. In the 
experimental resulls. the wake immediately downstream of the ngv 
uailing edge is not as well defined. This effea is not real but i s  caused 
by the sparsity of dam in this region. Seeding this low velodty region 
was difficult: similarly data close to the mtor blade crown was sparse 
because of glare problems mentioned earlier. 

Figure I la. Measured Mach number distribution 

O m  - -  

Thc prediction also shows a w o o d  wuke koin the ncighbnuring ngv 
emerging to the right of thc plot; i t  is ohrcurcd in the experimental data 
by [he presence of the rotor. 

A two-dimensional unsteady prediction has also k e n  p e r t b d  for 
the MTI  turbine stage using the UNSFLO code (Giles. 1993). In this 
case the prediction inciudd a rotor and the haundary conditions were 
set hy matching the rig inlet total pressure and the rotor exit static 
pressure at the hub. The pressure division between the stator and rotor 
depends on the viscous flow modelling within both blade rows. Figure 
I2 shows the predicted Mach number distribution for a rotor position 
close IO that of the experiment. The main flow features are pncraily 
well modelled. The ngv passage acceleration. near the suction side (A). 
i s  higher than both the experiment and the TRANScode prediction. 
This i s  probably a result of the prusure drop across the blade mws not 
being correctly distributed, due to imperfections in  the viscous 
modelling. Nonetheless. the BFCeleration around the rotor suction 
surface crown and the ngv wake regions are in good a p e m e n t  with 
the experiment: the CFD is  more highly resolved in the rotor crown 
region and captures the fast changing flow field. The ngv wake is less 
mixed out than the experimenral results suggest. This i s  not surprising 
as the CFD solution is a hybrid calculation and has two grids 
associated with it. The smm and roton have an '0 grid for the 
vimus layer, which interfaces with a more regular 'H grid within 
which the computation i s  inviscid The wake of the ngv falls mostly 
outside the viscous grid, hence the Euler mlution within the ' H  mesh 
does not model the wake dissipation. 

Figure 1 I b  Predicted Mach numbwdisVibution using TRANScode 

I 
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Figure 12. Predicted Mach number distribution using the UNSFLO 
code 

Figure 13a and 13b show similar measured and predicted resulu for a 
different rotor position. The results are broadly similar to those already 
discussed but the rotor crown acceleration i s  possibly beuer resolved. 
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Figure 13b Predicted Mach number distribution using the UNSFLO 
code 

Y. Cunclusioos 

The PIV system has been successfully modified IO include a CCD 
video camera, enabling the data to be viewed within the turn around 
time of the ILPF facility. The processing soRware has also been 
enhanced to allow a more accurate assessment of the !low field. An 
accuracy of between 2 to 4% can be obtained depending on the 
processing method chosen. Laser light sheet reflections from the 
rotor blades have reduced the number of useful particle pairs 
available. and further work will investigate better coatings to reduce 
such glare. 

The fibre delivery system has advantages compared with the rigid 
optics system used in the current study. However further 
development of the fibre bundle would be required to achieve a 
satisfactory operational life. 

The results reported here have demonstrated the ability of PIV to 
allow measurements to he taken in  turbomachinery flows where i t  i s  
almost impossible to use conventional instrumentation. The data 
have been obtained at engine representative conditions for various 
rotor positions. with a rotor speed of 8200 rpm. 

Comparison of PIV data with CFD calculations has shown good 
agreement in both the ngv passage and the stator-rotor region for 
two rotor positions. 
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Paper 46 
Author: Chana 

Q: Eisenlohr 

How do you account for the measurement of a &&abg flow in an area where one expects, and the CFD 
shows, an xwh tug  ' flow? 

A. The small area where the decelerating flow is seen is where the earlier vector plot shows a reduced density of 
data. Hence the deceleration is not likely to be real. To improve on this one could inspect other similar images 
to increase the point density here. 

Q: Weigand 

1. Did you also compare the directions of the velocity vectors? 
2. Do you have provisions in your current PW-system to discriminate reverse of the flow direction? 

A: 
1. The direction of the velocity vectors has not been compared yet, but we are hoping to do this soon. 
2. The current PW system does not discriminate for flow direction. However, we have recently purchased a 

new CCD camera, which is a cross-correlation camera with 2 CCD chips. This will permit flow direction 
evaluation. 
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1. SUMMARY 
Unsteady turbine film cooling flows are subjected to free 
stream disturbances which exceed those of a fully turbulent 
boundary layer. Hot wires. cold wires, and thermocouples have 
in the past been used to obtain locol, time resolved point 
measurements of velocity, temperature and mixing. The 
structure of the flow and its interaction with free stream 
structures remains largely hidden. Two-color. double pulsed, 
PIV (Particle Image Velocimetry) was used to investigate 
simulated turbine film-cooling flows with high free stream 
turbulence and wake passing. High resolution (3000x2000 
pixels), instantaneous, velocity distributions obtained by CCD 
camera have been compared against those obtained from 35mm 
film digitized at 2700 ppi resulted in realizations with similar 
spatial resolution. Averages of 1 to 30 instantaneous PIV 
velocity measurements have been compared against simulated 
turbine film cooling flow velocity profiles measured by hot 
wire. The resulting PIV velocity profile measurements were 
mostly within the envelope of the mean and nns velocity 
measurements of the hot wire. The PIV images allow 
instantaneous estimates of the shear layer development, vertical 
cooling jet film spread, turning, and interactions with the free 
stream turbulence. Instantaneous vorticity, and dissipation 
distributions have also been obtained. The lateral jet spread of 
the film at the wall was measured with liquid crystals and 
thermocouples and compared with the vertical PIV spread. The 
cenkrline vertical film jet spread, turning angle, and shear 
layer growih has been characterized from the PIV realizations 
as a function of blowing ratio, Reynolds number, periodic 
forcing amplitude, frequency, and free stream turbulence. 

NOMENCLATURE 
A 
& 
c, 

Film foot print with Tu or forcing, (cm2) 
Film foot print with Tu = 1% ( a n 2 )  
Constant f (accuracy of software determination of 
particle displacement, 1-10%) 

4 
d 
DVR 
MO 
A b  
R 
Re 

Tu 
U 
X 

Y 
f 

R 
W 

Recorded image diameter (mm) 
Filmcooling-hole diameter (1.905 cm) 
Dynamic Velocity Range = MO Aplaxl c, 4 
Magnification factor 
Maximum velocity displacement (pm) 
coolant blowing (mass-flux) ratio (pcUdpAJr) 
Reynolds number based on filmcooling-hole 
diameter 
Turbulence intensity (u’/U) 
Mean local streamwise velocity ( d s )  
Streamwise distance measured from the downstream 
lip of the injection hole (cm) 
Vertical distance from the injection surface (cm) 
Forcing frequency (Hz) 
Vorticity, I/2((V/(xxU/(y) (11s) 
Reduced frequency (free stream velocity/coolant-hole 
diameter/oscillation frequency, U/d f )  

2. INTRODUCTION 
PIV has been explored as an initial step for the measurement of 
unsteady flow phenomena associated with the film cooling of 
turbine components. Recent trends in aircraR gas-turbine 
combustor designs have resulted in short, high-temperature 
combustors which produce highly turbulent exit flows. These 
flows are further complicated by stator wake interactions, non 
steady passage vortices, end wall horseshoe vortices, along 
with non-steady up stream cooling flows. As the exit 
temperature of the combustors is raised to increase engine- 
cycle efficiency, effective film cooling of the turbine 
components downstream of the combustor becomes 
increasingly important. Modeling of turbine film cooling flows 
computationally requires extensive meshes and intersection of 
meshes of different densities such that experimental 
verification of film effectiveness and heat transfer coefficient is 
still required for code verification. The instantaneous 
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realizations of velocity obtainable from PIV can provide a 
detailed understanding of many of these unsteady flow features. 

Bons et al. (1994, 1995) investigated the effect of unsteadiness 
and high free stream turbulence on film-cooling effectiveness 
using physical probes including hot wires and thermocouples. 
Physical probes. however, are hampered by their intrusive 
nature, limited spatial resolution from point wise 
measurements, and spatial averaging over sparse arrays of 
measurement points. Liquid Crystals and IR measurements 
have been made of the surface temperature distributions but 
quantitative simultaneous spatially and temporally resolved 
measurements of the film flow are still lacking. This study 
provides instantaneous realizations of the film cooling hole 
centerline vector flow fields for a range of conditions 
encountered in turbine flows and summarizes results from 
several of our current PIV investigations of turbine film cooling 
flows. 

3. EXPERIMENTAL SETUP AND PROCEDURES 
3.1 Facility description 
The open-loop filmcooling wind tunnel, as shown in figure 1, 
has been described in detail by Bons et al. (1994, 1995). The 
main flow passes through a conditioning plenum containing 
perforated plates, honeycomb, screens, and a circular-to- 
rectangular transition nozzle. Downstream of the transition 
nozzle, at the film cooling station, free stream turbulence levels 
of 0.7% (-+ 0.05) cm be achieved, with velocity and 
temperature profiles uniform to within 1%. A single row of 
1.905-cm film-cooling holes at an injection angle of 35 deg. to 
the primary flow was investigated. The length-todiameter 
ratio of the film-cooling holes evaluated was 2.4. The ratio of 
integral turbulence scale to film-hole diameter is in the range 
2.88 - 4.23. depending on the turbulence level and turbulence 
generation mechanism. The ratio of momentum thickness to 
hole diameter typically is 0.05. The ratio of micro scale to 
film-hole diameter is in the range 0.1 - 0.39. The ratio of 
temperature or density of the film flow to primary flow is 
typically, 1.07 - 1.09. The variation in blowing ratios (R = 0.5 - 1.5) is achieved by varying the ratio of the film flow velocity 
to the primary flow velocity. For simulation of the vane-wake 
effects, the film cooling jet flow is modulated with a speaker 
located in the side wall of the coolant supply plenum at an 
appropriate reduced frequency Q. 

3.2 Range of Experimental Parameters Investigated 
Film-cooling air is injected through rows of typically 0.5 - 0.8 
mm diameter holes in the blade surface. The jet injection hole 
was scaled up by a factor of 35 to study the flow characteristics 
of a turbine-blade film-cooling hole. The cooling air is 
supplied from the compressor exit bleed flow and is maintained 
at essentially constant pressure. Typical engine Reynolds 
numbers for film cooling holes are in the range of 20,000. The 
Reynolds numbers (Re - based on the coolant-hole diameter of 
1.905 cm) which were investigated for the unforced flow in this 
investigation were 10,000, 20,000 and 40.000. The effect of 
free stream turbulence was investigated for turbulence levels of 
1%. 6%, 12% and 17% for the blowing ratios of 0.5, 0.7, 1.0, 

and 1.5 at a Reynolds number of 20,000. The effect of 
Reynolds numbers of the film at 10,000, 20,000, and 40,000 
was investigated for blowing ratios of 0.5.0.7, 1.0, and 1.5 at 
turbulence levels of 1% and 17%. The twocolor P N  
technique was used to examine the region around the film- 
cooling hole for 3 diameters downstream. to document the 
penetration of the film jet into the free stream, to determine the 
shear-layer characteristics, and to determine the film jet spread. 

The effect of vane wake on rotor film cooling flow was 
simulated by periodic forcing of the film-cooling flows at the 
typical rotor blade passing reduced frequency a. Phase-locked 
measurements at 45deg. increments of the periodic film 
forcing for free stream turbulence levels (Tu) of 1 and 17% 
were obtained for frequencies of 5 and 20 Hz. 

3.3 Two-color PN System 
PIV has been used for a number of years to measure velocity 
distributions in planar cross sections of aerodynamic flow fields 
(Adrian 1991. Lourenco et al. 1989). The twocolor PIV 
system uses color for temporal marking of the seed particles in 
the flow field which also results in higher data yields and 
signal-to-noise levels than are attainable with single color 
systems by eliminating any uncertainty in particle direction. 
The green (532-nm) laser output from a frequencydoubled 
Nd:YAG laser and the red (640-nm) laser output from a 
Nd:YAG-pumped dye laser @CM dye) are combined by a 
dichroic beam splitter and directed through sheet-forming 
optics. The laser-sheet enera is typically 20 mTlpulse. with a 
sheet thickness of < 1 mm at the test section. The temporal 
delay between the two lasers is dependent upon the flow 
velocity, optical magnification, and interrogation spot size. It is 
set at - 12 ps for a Re = 20,000 film flow velocity. A 105-mm 
micro lens with an f-number of 5.6 was used to record the 
images. -The Same lens was used for CCD and the 35mm film 
realizations. 

The implementation and selection of the seeding is an 
important factor in PIV measurements in complex three- 
dimensional flows. The seed particles must be small (typically 
< 1 (pm) to track accelerations in the fluid effectively. In the 
present experiment submicron size particles are introduced 
into the film cooling flow in the film plenum. 

One of the problems in the use of film for mean PIV 
measurements is the inability to maintain the absolute 
coordinates of the recorded features during the digitization 
process while multiple frames are averaged. This occurs 
because the film cannot be consistently loaded into the film- 
scanner to the degree required for reproducibility. This 
problem is eliminated when using a digital color CCD since no 
film digitization is required. The high-resolution Kodak DCS 
460 CCD system extends t w m l o r  PIV by recording the color 
images onto a single high-resolution color CCD camera, thus 
eliminating the processing time and subsequent digitization 
time of color film and the complexities associated with 
conventional image-shitting techniques. The DCS 460 has 
3060 x 2036 pixels. with each pixel being 9 pm’. The CCD 
camera has a built-in 12-bit analog-todigital converter for 
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increased dynamic range and a frame rate of 1 framdsec. It 
also features a PC-MCIA storage drive which delivers about 26 
exposures, with each PIV image occupying - 6 Mbytes. The 
color response of the DCS 460 CCD m y  is accomplished by 
overlaying the individual pixels of the camera with a series of 
red, green, and blue color filters. The chosen green and red 
laser wavelengths were situated near the peak of the 
transmission of the green and red camera filters, respectively. 
Because the camera was built to respond, as a human eye to 
color, most of the pixels are green-sensitive. The relative 
percentages of green, blue, and red pixels are 50%, 25%. and 
25% respectively. The distribution of the red and blue pixels is 
random for minimizing straightedge effects. The output from 
the camera controller to the computer is a 24-bit RGB tiff 
image; thus, the 12-bit AID camera output must be mapped into 
three 8-bit colors. each having a spatial resolution equivalent to 
the chip size (3060 x 2036). This is accomplished through 
proprietary sotbare developed by Kodak which involves some 
form of interpolation to increase the spatial resolution of the 
camera. Because of the proprietary nature of this interpolation 
sotbare, it was not known how the resulting resolution of the 
color camera would compare with 35 mm film or if it would be 
useful for accurate PIV measurements. The CCD camera 
allowed on line optimization of the seed density and intensity 
of the sheet illumination. 

The sotlware for data reduction uses the correlation of 5-8 
particles to compute the velocity vector at a single pint.  The 
cross-correlation technique is based on intensity maps of the 
red and green images of scattered light. The intensity 
distributions of the red and green images r(x,y) and g(x,y) and 
their corresponding Fourier transfonns are R(a,b) and G(a,b). 
The two-dimensional cross-correlation function 

is employed to determine the magnitude and direction of the 
average velocity over the interrogation area. Note that unlike 
processing methodologies that are based on auto correlation, 
the direction of the velocity vectors is uniquely detennined. 

The correlation function (1) is calculated over small segments 
(interrogation domains) of the PIV image. In order to process 
the digitized PIV image, it is dissected into small sub regions. 
The dimensions of each interrogation domain depend on the 
particle density, estimated local velocity gradients, particle 
image size, and the desired spatial resolution. The maximum 
displacement of each particle must be less than half of the 
interrogation spot. In the present experiments, the interrogation 
domain measures 64 x 64 pixels and corbsponds to 1.4 x 1.4 
mm area in the measured flow. hi order to enhance the overall 
resolution, the interrogation domains are overlapped by one- 
half the domain size. The peak of the correlation map 

calculated by Eq. (1) corresponds to the average velocity within 
the interrogation spot. An intensity weighted peak searching 
routine is used to determine the exact location of the peak to a 
sub-pixel accuracy. The number of particle pairs that are 
necessary to ensure a desirable signal to noise ratio is reduced 
to four or five pairs when this cross-correlation analysis is 
employed. 

3.4 P N  Calibration 
A comparison of the resolution and accuracy of 35 mm film 
against the CCD camera was performed using a disk rotating at 
a constant rpm. The measurement of the rotating velocity 
vector is illustrated in figure 2a and the calibrations obtained 
for film and CCD are compared in figure 2b illustrating that 
similar accuracy and resolution is achieved for film and CCD 
(Gogineni et al. 1996a). Figure 2a also illustrates the direction 
resolving capability of this configuration. Since the PIV 
measurements are instantaneous realizations, some sort of 
averaging is required to compare against mean and nns hot 
wire measurements. Figure 3a illustrates a film boundary layer 
comparison of 30 PIV realizations and a hot wire traverse of the 
same flow. The bars indicate the spread in an average of 5,10, 
20, and 30 PIV realizations at each data point for unforced flow 
conditions (Xld = 1, Re = 20,000, R = 0.7, and Tu = 1, 
(Gogineni et al. 1996d). The wide scatter is due to the high 
Reynolds number. high turbulence levels, and the large-scale 
turbulent structures of the film-cooling flow. Since only the 
filmcooling flow was seeded in this experiment, the velocities 
obtained in the interface region of the unseeded high-speed free 
stream and the seeded slower-speed film-cooling flow would be 
expected to deviate from those obtained with a hot-wire probe 
which cannot distinguish between the two flows. The ms 
fluctuation was measured at a constant flow condition, and the 
results show that the rms deviation approaches 20% as the 
number of samples is increased. The PIV images do however 
represent the instantaneous flow structures with fidelity. In the 
present experiment 30 images is of course not suficient for 
accurate determination of the mean velocity and nns velocities. 

Gogineni et al. (1997) has examined the sensitivity of particle 
size to the accuracy of the mean and nns errors for a variable 
particle size as well as the variable displacement error for a 
fixed particle size. A particle sue which records as 2.5 - 4 
pixels results in an rms error of 0.017 to 0.06 pixels in 
position. A fixed particle size of 4 pixels results in an error of 
2.5% at a 2 pixel pair displacement and 1.3% at a 20 pixel pair 
displacement as is illustrated by the plot of this relationship in 
figure 3b. Adrain's ( 1  996) Dynamic Velocity Range (DVR) for 
the Kodak CCD camera results in a useful range of velocity 
measurement of nearly 70 for this configuration. 

4. RESULTS AND APPLICATION OF P N  TO 
SIMULATED TURBINE FILM COOLING FLOWS 
Turbine-blade film cooling takes place in a very hostile, 
unsteady environment where velocity and temperature 
disturbances exceed 20%. The free stream and film cooling 
boundary layer wall conditions in these flows exceed those 
encountered in classical fully turbulent boundary layers. 
Parameters of interest in this problem include jet spread or film 
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effectiveness, R, Re, Tu, and Q. Accurate modeling of these 
flows has proved difficult due to the high level of unsteadiness. 
Nominally 10 - 30 instantaneous images were obtained for a 
given flow condition to capture the essence of the flow features. 

4.1 Liquid Crystal and Thermocouple Measurements of  
Mean Jet Spread and Film Effectiveness 
Liquid crystals w e  also use to measure wall surface 
temperatures allowing calculation of q, and h. Figure 4 shows 
liquid crystal measured temperature contours on the wall for 
turbulence intensities of 1%. 6%. 11%, and 17%. The green 
liquid crystal line is nominally 0.4"C wide. Figure 4 shows an 
increased spread angle with Tu for the same constant 
temperature contour. The film has virtually disappeared by a 
xld = 6 in figure 4. Figure 5 shows the spread half angle of the 
film coolant obtained by digitizing the temperature contours of 
figure 4. Figure 5 indicates the film spread angle to be nearly 
linear with Tu. 

Direct measurement of the film cooling effectiveness was 
obtained from thermocouples on the adiabatic test section wall. 
An array of 84 thermocouples provided the wall surface 
temperature distribution. Figure 6 illustrates the centerline 
film cooling effectiveness measurements for Tu=O.9% 6.5%. 
11.5%. and 17%. These measurements, which extended to 
large values of x/d, indicated a 50% attenuation in 
effectiveness over the low turbulence case at x/d=6, and an 
attenuation of 70% at x/d=22. 

The liquid crystal measured lateral jet spread, figure 4, is 
compared with the measured thennocouple centerline vertical 
attenuation or spread, figure 5. in Table 1 at x/d = 6.7. Table 1 
indicates similar jet spreads with turbulence from the two 
measurements 

Table 1 Comparison of Film Spread to Tu=l% 
Spread Area 

Tu in % AolA Liquid Crystal AoIA CI thermocouple 

6 0.76 
12 0.60 
17 0.44 

0.75 
0.67 
0.44 

The film cooling effectiveness drops rapidly as the pair of 
counter rotating vortices, formed by the interaction of the free 
stream horseshoe vortex with the film jet, pull free stream fluid 
under the film and the center of the film flow liRs off the 
surface. The free stream contributes significantly to the rapid 
mixing out of the coolant temperature. The cylindrical film 
hole results in symmetric spread with the maximum film 
effectiveness moving away from the wall as a result of the 
vertical lifting of the film. 

4.2 PIV Measurements 
The twoalor PIV technique was used to measure the 
penetration of the film jet, the shear-layer characteristics (scale, 
frequency and angle of spread), vorticity, and the jet spread 
angles. Figure 7 compares centerline flows from PIV 

realizations at Re = 20,000 as the turbulence level is increased 
from 1% to 17%. One can see that increasing the turbulence 
from 1% to 17% more than doubles the vertical film spread for 
R = 0.7. The resulting vector velocity fields are shown below 
the corresponding PIV realization in figure 7. The slope of the 
shear layer over the film cooling hole and after the film cooling 
hole in figure 7 indicates different interactions take place over 
and after the film hole with the primary flow. 

The resulting angles of the film coolant flow have been plotted 
in figure 8 for R=0.5, 0.7, 1.0, 1.5, and Tu=l, 6, 12, 17% 
(Gogineni et al. 1996b). Figure 8 shows a linear relationship 
between the jetexit slopes with both Tu and R, for R < 1.0. 
Different slopes of the linear relationship are observed for the 
spread angle over and aAer the film hole. There is a decrease in 
jet spread for R=1.5. however, the spread angle remains 
appreciable. Increased jet spread results in more rapid mixing 
out of the film cooling flow. 

Figure 9a illustrates CCD images obtained at a Reynolds 
number of 40,000, at free stream Tu levels of 1% and 17% for 
R = 0.7 and 1.5. The increase in Re has proportionally 
increased the frequency or reduced the scale of the shear layer 
over the film cooling hole, while after the film hole the blowing 
ratio and the free stream turbulence control the shear layer 
scales or frequency. When Tu was increased from 1 to 17% for 
R = 0.7, no appreciable change was observed in the eddy sizes 
in the shear layer after the film-cooling hole. A significant 
change however took place at Re=40,000 for R = 1.5. When R 
was increased from 0.7 to 1.5 at a free stream Tu level of 17%, 
the roll-up frequency for the shear layer aAer the filmcooling 
hole decreases. In the shear layer over the film hole, a second 
parallel shear layer can be detected (figure 9a, which may be 
associated with a separation from the back side entrance of the 
filmcooling hole. When R < 1.0, it is observed that the shear- 
layer roll up is the reverse of what would normally be expected. 
This reverse roll up is attributed to the filmcooling wall 
boundary layer. 

Figure 9b shows the vorticity distribution r, computed by 
central differencing of the velocity field. The solid lines 
indicate positive vorticity, and the dashed lines indicate 
negative vorticity. As expected, high values of vorticity are 
found in the shear layer and in the film layer at lower R. When 
R is increased to 1.5 and Tu to 17%, the vorticity is 
concentrated in the shear layer far from the surface. The 
vorticity distribution from the CCD data showed a significant 
improvement over that from the 35-mm, film data. This can be 
attributed to the presence of the more valid vectors and on line 
optimization of seeding and laser sheet intensity. 

4.3 Periodically Forced Film Measurements 
The passage of the stator-wake was simulated by periodic 
forcing of the filmcooling flow at the appropriate reduced 
frequency, R. Scaling up the film cooling holes on a turbine 
blade results in frequencies of interest for these simulated film 
cooling flows in the range of 5 to 50 Hz. The average q and 
average h resulting from periodically forced disturbances at 5, 
10, and 20 Hz was compared to that from random turbulence in 
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Bons et al., 1995 using thermocouples with either a constant 
heat flux surface or an adiabatic wall. The mean film cooling 
effectiveness at large xld (>20) from the adiabatic wall 
measurements shows that the attenuation was the same for a 
periodically forced film flow as that of continuous free stream 
turbulence of the same amplitude. Adiabatic wall 
measurements of these flows forced at 5, 10, and 20 Hz showed 
little difference between the 10 and 20 Hz cases A preferential 
amplification of a low forcing frequency (5 Hz) was observed 
near the film hole so 5 and 20 Hz cases were chosen for the 
PIV investigation . 

PIV was used to examine the flow field for film flows forced at 
5 and 20 Hz for preferential frequency response, flow structure, 
interaction with the free stream, and jet spread angle. PIV 
exposures were phase locked to the filmumlant driving 
frequency, and data recorded at phase-angle increments of 45 
degrees of the forcing cycle (Gogineni et al. 1996~). The 
blowing ratios of 0.5, 0.7, 1.0, and 1.5 were investigated at a 
Reynolds number of 20,000. Figure 10 shows a typical double- 
exposed PIV image and the corresponding instantaneous 
velocity distribution at a phase angle of 180 degrees for R = 
0.5. Re = 20,000. and Tu = 17% with periodic forcing at 5 Hz 
and 20 Hz. These realizations illustrate the double shear layer 
at the leading edge of the film hole, a reverse roll up of the 
shear layer, the two characteristic scales (one over the film hole 
and one after the film hole), and a preferential amplification of 
the low forcing frequency (this amplification was also observed 
with hot wire measurements). 

It was previously indicated that jet spread (angle of the film) 
was indicative of the mixed film temperature. The film flow 
angles for the shear layers and the film jet were obtained from 
the instantaneous PIV realizations. Typical results for the 
phase locked spread angle over the film cooling hole and aRer 
the film cooling hole are summarized in figures I 1  and 12. 
According to these results free stream turbulence of 17% 
contributed very little additional spread to the periodically 
forced flow. Periodic forcing of the film cooling flow resulted 
in forced film flows with twice the forcing frequency and 
average spread angles which were between those observed for 
the 1% and 17% free stream turbulence cases. Although the 
amplitude of the forced with or without Tu versus the 17% 
continuous case are similar, the average instantaneous spread 
angle for the periodically forced with or without Tu film is 57% 
less than the 17% continuous free stream case. An average of 
the phase averaged measurements should of course be 
investigated to see if this could be used to reduce film cooling 
mass flows. Table 2 presents the average spread angles for the 
periodically forced flows for both frequencies. A comparison of 
the forced PHI2 and 17% spread angles with the I %  PIV 
spread angle indicates AolA ratios of 0.70 and 0.36 
respectively which are found to be similar but slightly less than 
the lateral spread AolA ratios obtained from liquid crystal and 
thermocouple measurements. Near the film cooling hole (<3 
diameters) the forced 1% flow is spread at approximately half 
the 17% spread angle from the PIV realizations. 

Table 2 Mean Spread Angles d d 4  

Spread Angle Blowing Forced Tu= 

Mean PHI 1 0.5 29.5 
Ratio Tu=l% 1% 

0.7 34.3 22.2 
1 .O 39 

Mean PHI2 0.5 9.3 
0.7 12.4 8.7 
1 .O 13.1 
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Tu=17% 

29.2 

22.9 

5. CONCLUSIONS 
Short Vd film cooling holes significantly affect the flow by 
virtue of the film tube wall boundary layer. This film wall 
boundary layer remains a dominant driver in the development 
of the film coolant flow as evidenced by the reverse roll up 
seen in PIV realizations. 

Turbine film cooling data from 35-mm film after digitization 
and from a 3060 x 2036 pixel CCD camera have been 
compared and found to have similar spatial resolutions. The 
CCD allowed optimization of seeding and laser-sheet intensity 
which resulted in higher vector densities. Hot-wire data and 
the average of more than 20 PIV frames at xld = 1 agreed 
favorably for these highly unsteady flows; however, direct use 
of mean values for these flows would require an average of 
more than the 30 samples used in this investigation. 

Free stream turbulence of 17% results in attenuation of the 
cooling effectiveness by 50% at dd=6 and a 70% reduction at 
x/d=22. A linear relationship was observed between the 
instantaneous spread angle of the film, blowing ratio, and 
continuous free stream turbulence intensity. Periodic forcing 
and continuous free stream unsteadiness produce similar 
vertical jet spread at large xld. The film jet spread angle, at 
small xld, for periodic forcing with or with out free stream 
turbulence is 57% less than continuous free stream turbulence. 
Periodic forcing exhibited film fluctuations at twice the forcing 
frequency. The film shear layer is dominated by Reynolds 
number over the hole and by blowing ratio and free stream 
turbulence aRer the hole. 

PIV has proved to be extremely useful in obtaining additional 
information on the structure of turbine film-cooling flows such 
as jet spread, shear-layer growth. and shear-layer frequency. 
PIV also allows the computation of realizations of vorticity and 
dissipation for direct comparison with CFD data 
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Figure 1. Schematic o f  the High Turbulence Film Cooling 
Facility with 2 Color PIV. 

Figure 2s. Rotating Calibration Disk Velocity Vectors. 
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Flgure 2b. Cornpirim of CCD 8nd 35 mm 
Velocity Cdlbrrtioa. 
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Figure 3b. RMS Error for Particle Diipiiament in Pixda 
Figure 6. Centerline Film Cwlhg Effectivenerr VL d d  
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After insertion of the limits and with erf (0) = 0: 
In the following paragraph the intensity distribution inside 
the beam splitting domain will be derived. 
The intensity distribution inside the laser beam can be 
described by the gaussian function: 

-2.(I-)Z 

Z(r) = Io . e  (6.)  
The geometry of the laser beam as well as the gaussian 
function suggest a computation in polar co-ordinates, 
whereas the integration domain (see figure 5) is more easily 
described in Cartesian co-ordinates. 

-2.- 2 + y 2  

(7.) Z ( x , y )  = Io . e  r0 

Integration limits: 
X A  = 0 

X E  = Jm 
a 
2 y A  = r,, .cos(-) 

YA 

Figure 5 Geometry of integration domain 

The intensity distribution is integrated in two circle 
segments, making use of the vertical symmetry. 

P = - will be used for shortening. 
a 
2 

y=rocosCP) x=O 
Since the gaussian function does not have a primitive, it has 
to be integrated numerically at this point. The result of the 
integration is the so called error-function erf (x). 

JT With the substitution U = -. x the integration can be 
'0 

simplified to: 

The new integration-limits apply to: 
U A  = o  

x=o 

At the end it has to be integrated about the ordinate: 
r 

For the numerical calculation of this integral a ten point 
GauB-Legendre algorithm has been used (see Press et 
a1.[7], chapter 4). 
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Figure 6 Intensity decay in beam splitting domain 

Figure 6 demonstrates the rapid intensity decay within the 
beam splitting domain. The curve is normalised to unity. 

However, light sheets generated by polygon mirrors are still 
of a higher quality than those generated by cylindrical 
lenses. Another positive aspect is the fact that the beam can 
be deflected with a very high frequency (in experiments up 
to 16 lcHz were adjusted), thus allowing time resolved 
measurements even with cw lasers. 

2.1.2 Galvanometer Scanner 
The most attractive scanning method is galvanometer 
scanning. A mirror, mounted on a shaft, is driven by a 
magnetic field. The field can be controlled by an arbitrary 
command signal with the restrictions not to trespass the 
maximum amplitude nor frequency. The aperture angle is 
controlled by the signal amplitude, whereas the frequency 
equals that of the command signal. The maximum frequency 
lies in the order of several hundred Hertz, depending on the . 

mirror inertia. In the experiments an assembly with a 
maximum frequency of 170 Hz was used. 
The most attractive feature is the fact that the command 
signal can be prescribed, enabling the control of the 
remaining time in the probe volume. 
The mirror position cp is related to the command signal by 

q( t )=  A * U ( t )  (1 1.) 
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14 

12 

where A is an arbitrary constant, depending on the mirror 
driving unit. The mirror scan frequency 0, can be 
expressed as 

L ' r ' r . , '  _ .................. > ................... : ................... : ................... : ................ 

_ j E E e  .................. i .................... ; ................... ; ...................................... 

U U 
Figure 7 Galvo Scanner Command Signal 

If the command signal is a saw tooth (see figure 7), the 
COS' -distribution will turn out with the same reason as in 
the case of the polygon mirror. The command signal has to 
be modified in order to achieve a constant scan velocity 
over the whole light sheet expanse and therefore a constant 
light intensity. 
Any signal generator can be used, but the specific advantage 
of galvo scanners can only be experienced with 
programmable signal generators. 
Another payoff is the fact that the sheet height can be 
adjusted to the optical arrangement by simply varying the 
command signal amplitude. In the experiments the 
maximum beam deflection was k 30". 
Equation (4.) only holds, if inertial effects can be neglected. 
Whenever the galvo scanner works in the proximity of the 
frequency limit, inertial effects in the turning points will 
become dominant. For this case an autocalibration routine 
has been setup, compensating for delays in the turning 
points. 

2.2 Reflection suppression 

Whenever the light sheet method is applied in turbo 
machines, the problem of surface reflections arises, by 
which the measurement accuracy is vigorously influenced. 
Reflected light is in general several orders of magnitude 
more intense than the light scattered by particles. If 
reflections cannot be omitted, there is a possibility to 
suppress them. One technique is to cover the reflecting 
material with a thin sheet of fluorescent painting. The first 
author has created this paint by mixing the laser dye 
rhodamine 610 in ethanol having strong absorption bands 
for argon ion lines. 
The next step is to place the appropriate laser line filter in 
front of the camera, cutting all wavelength but the laser line. 
When the light touches the painted surface, the reflections 
will be wavelength shifted and thus filtered by the laser line 
filter. 

Light Sheet Probe 

Figure 8 Reflection suppression by fluorescent paint 

Another wide spread suppression technique is the use of 
black or soot painting. In figure 10a it can be seen that the 
decision if to use fluorescent paint, is strongly angular 
dependant. 

Metal Plate 

t '  B CCD 

Figure 9 Experimental Setup 

The study has been carried out with a metal plate, covered 
with 3 different surfaces (see figure 9). The first was the 
blank metal, the second was a soot painting and the third 
was the fluorescent paint. The laser beam as well as the 
camera were mounted stationary. While turning the plate, 
the scattered signal was recorded by the ccd. It turned out 
that for large angles a soot painting is recommended. 

a 10 
................. : .................... i ......... 

I - 1  j J 
.................. i ................... ................... ......... : .......... 

Y .  
5 6 _ .................. 1 

...................................... 

..................................... 

0 - ........ y :: - "Paint.. ........ 

I .................. ................... .i ................... : .................. ......... : .......... 
Y : niwescen ........... 

, .................. ; ...................................... j // .................................... /f 
2 2 .................. < .................. ; ................. J'............ .................... 

i soot 
z s  ............... -x-x+ , .................. , . "Paint.. ........ ! 

L . ; . i . i ' ; ' l  
0 10 20 30 40 50 

angle a["] 

Figure 10a Angular dependance of reflection 
suppression 

As can be seen in figure lob, there exists a break even point 
when a equals 40". 

i 
i 
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Figure 10b Break even point in suppression efficiency 

When turning to smaller angles, the filtering capacity of the 
fluorescent paint turns out to be nearly 100% whereas the 
efficiency of the soot suppression remains nearly 
unchanged. 
In light sheet experiments, the reflection angle a is very 
small in general. Therefore fluorescent paint is 
recommended. 

2.3 Optimum particle diameter 

Particles used in marker nephelometry should meet the 
following requirements: 
1. particles should be small in order 

to follow the flow 
2. the imaginary part of the index of refraction should be 
zero, yielding absorption free scattering 

The scattering efficiency increases with increasing particle 
diameter. From the viewpoint of signal to noise ratio larger 
particle diameters are preferred, leading to the search of a 
compromise between flow following and signal intensity. 

Three different domains can be distinguished: 
1. Rayleigh Scattering 
2. Mie Scattering 
3. Geometrical Optics 

Geometrical 
Mie 

Theory 

0 . 5 ~  2 . 0 ~  

Figure 11 Scattering Theories 

The fact that in the diameter range of the Mie theory the 
scattering cross section is very irregular but approximately 
proportional to the fourth power and in geometrical optics 
to the square of the diameter, leads to the conclusion that an 
optimum diameter must exist for maximum scattering 

efficiency from a given fluid volume, since the particle 
volume increases with the third power of d, . 
If a given fluid volume is atomised, it is supposed for 
computational convenience that all N particles possess the 
same diameter d ,  . The whole fluid volume will than be the 

sum over all particle volumes: 

(11.) 
7c V = N . - - . d 3  
6 p  

The scattered light primarily depends on the particle 
diameter and on the viewing angle. In general, the 
collecting optics are placed normal to the light sheet. For 
the a viewing angle range from 85" to 95" the following 
approximation holds for A, = 5 1 4 h m  : 

with: 
a, = 0.0608649p2 
a, = 2.263 
a2 = -1.376 

This approximation was received by performing a Mie 
computation, using the algorithm given in Bohren [4]. 
With I ,  as the laser intensity and c,, as the scattering 
cross section, the total scattering power will be: 

P = I ,  . c,, (d,, ) * N (13.) 
The maximum scattering power from a given fluid volume 
can now be estimated by differentiating equation (13.) with 
respect to d, . 

-- - 0, yielding an optimum diameter of 
W,) 
dP ! 

do,, = 1 . 8 5 ~  

i.e. particles with a diameter of do,,, have the highest 

scattering efficiency for a given fluid volume. 

2.4 POLARISATION 

Laser light is highly polarised. In general argon ion lasers 
are specified with a polarisation ratio of at least 100: 1. 
Theoretically, Mie scattered light conserves the polarisation 
property of the incident beam. But this is only true for ideal 
dipole scatterers (see figure 12). 

I 
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Figure 12 Conservation of polarisation in scattering 
process (taken from Hecht [SI) 

In practical applications there is usually a range of particle 
diameters more or less narrow, depending of the quality of 
the particle generator. But even a particle ensemble will 
conserve polarisation at least partly. 
Polarisation influences the intensity in the vertical direction 
of the light sheet. Experiments have shown that the 
influence is rather small compared to the influence of the 
scattering direction. It turned out that the maximum 
difference between parallel and vertical polarisation was in 
the order of 10 % (see figure 13 for expeiimental results). 

'3 
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't 

relative scattering 
intensity [-] 

Figure 13 Influence of polarisation on the scattered 
intensity 

Although it is possible to correct the image numerically by 
correlating with reference images, it is recommended to 
prevent the polarisation effect by introducing a %-plate 

into the beam path. 
If mounted properly, this should prevent any polarisation 
influence in the raw image. 

2.5 Extinction, a further error source 

Whenever light is scattered by particles, the incident light 
will be attenuated. This effect, called extinction comprises 
absorption and scattering. The loss of intensity along a line 
can be formalised by the Lambert-Beer-law in differential 
form: 

with a,, as absorption coefficient and 

coefficient. Supposing 
concentration in the field c # f ( x )  yields the well known 
Lambert-Beer law in integral form: 

as scattering 

CL =o and constant 

I(x) = Zo - e" (15.) 
i.e. in the case of homogeneous particle distribution the 
intensity decay is of exponential type. 
The first author has implemented a technique to compensate 
the extinction effect for arbitrary particle distributions. 
The basis of the correction algorithm is a so called shooting 
method. Other methods- such as relaxation can also be used 
but as mention Press et al. [7] shooting should be preferred, 
if the convergence property is satisfying. 
Equation (14.) denotes a first order ordinary differential 
equation. In case such an equation has to fulfil boundary 
conditions at more than one point, the problem is called a 
two point boundary value problem. 
In the case of light sheet measurements the boundary 
conditions are given by the laser intensity on both sides of 
the probe volume. 
Shooting means starting from the left boundary and 
integrating the differential equation until the right boundary 
is reached (see figure 14). 

I 

BI Ew Br 
I I 

X 

Figure 14 Shooting Method 

2.6.1 Implementation of a correction algorithm 
It is necessary to measure the integral extinction along each 
line in the image. This means that apart from the flow image 
there must be a second camera or line array saving the 
intensity profile. 
This knowledge must be correlated with the content of the 
mixing image. The algorithm will be explained for a single 
line. Each line in the image must be treated alike. 
The first step is the choice of an appropriate starting vector. 

gv(x> 
(1 6.) cO(x)  = max(gv(x)) 

gv(x) are the extracted grey values from the flow image. 
CO(X) is already the required start vector, with a definition 
range between 0 and 1. In a first step the local intensity of 
the laser beam must be computed. Therefore the local 
concentrations as well as the intensity at both boundaries 
are required. The start vector for local laser intensity is set 
arbitrarily to a value of 100. 
The measurement volume is divided into cells where each 
cell has the size of a pixel. 
As the laser beam enters the chamber, it will be attenuated 
progressively in each cell. The degree of attenuation 

1 

1 

i 

i 
i 



depends on the local particle concentration. Equation (14.) 
can be discretised by: 

li+l = I ,  - k . C, . I i  (17.) 
The frsz parameter k has to be assigned an arbitrary starting 
value and will be changed inside the iteration algorithm (see 

where j is the iteration step. 
The parameter k is altered, until 

If this is done, the concentration vector c(x) can be 
reassigned by 

figure 15). 

i represents the spatial co-ordinate, whereas j is the iteration 
index. Now, the concenkation vector is changed and a new 
intensity vector I(x) can be computed, using eq. (17.). In 
general, eq. (20) will no longer hold after the iteration so 
that a new iteration of k becomes necessary. 
If the method converges, neither the intensities nor the 
concentrations will change after a few iterations. At that 
time, the concentration values are corrected for extinction 
influence. 

2.6.2 A priori estimntion nf the free parameter k 
Parametric studies have turned out that an a priori 
estimation of the free parameter k is possible, if one knows 
the overall length of the measurement volume as well as the 
integral transmission: 

r 1 

r-009685 -- 
ko = (-0.29 + 2.335. e 045241 ) . Ar-‘ I -? 
Ax has to be given in pixel units. 

2.6.3 Convergence criteria 
The method converges rapidly with an upper l i t a t i on  of 
80% extinction. ?his amount should never be reached in the 
pure scattering experiment, but the shooting method could 
also be used, if one wanted to correct images with a high 
degree of absorption (U,, >> O), where extinction is a 
predominant problem. 

As will be shown in figure 21, extinction never occurs 
without an effxt called seconday or multiple scattering. 
This is why experiments with a high degree of extinction 
but without multiple scattering cannot be executed. 

C ’ W  22 l’W 

Figure 15 Shooting method, flow chart 

The local concentrations c, are taken from the starting 
vector co(x) .With eq. (17.) the new intensity vector is 
defined. The intensity at the right baundary is 1,. Now, the 
numerical transmission ?nm can be computed. 

2.6.4 Testing with synthetic images 
In order to test the potential of the shooting method, 
synthetic images have been computed, based on known 
concentration distributions. It could be demonstrated that a 
quasi perfect restoration could be obtained after a couple of 
iterations. 
Two different test images have been examined: 
1. homogeneous concentration distribution 
2. 3 separated gaussian peaks with the same amplitude 

In the first case of homogeneous concentration distribution. If the numerical transmission is higher than the transmission 
in the experiment (case I in figure 14). the free parameter k 
has to be reassigned in a way that after the next iteration 
numerical and experimental transmission will lie closer 
together. 
Therefore a scorefunction is introduced by 

(19.) Figure 16 Teat image, exponential deePy 
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Figure 16 shows the test image. An integral extinction value 
of 50% was chosen. 

. . . .  , . .  . . . .  . .  . . . . . . . .  . . , . ,  . . . . . . . .  4 ' ~ . ~ . ~ . , ~ ' ~ ~ ' ~ ~ ' , ~ ' ~ ' ~ ~  
i b l r l  

Figore 17 Correction of exponential atkennation 

Figure 17 shows the correction process. j=O shows a 
horizontal profile at iteration step 0 (raw image). After the 
first iteration (i=l) the corrected concenhation distribution 
is symmetric. The estimate for the maximum amplitude is 
6% too large. After the second iteration (j=2) the corrected 
concentration already equals the real concentration 
distribution, being supposed uniform. 

The second test case is far more challenging, thus showing 
very good results. 
lhree @y spaced gaussian peaks axe supplied in the test 
image, shown in figure. 18. 

I 
Figon 18 Test image 

The amplitude of the underlying concentration is equal for 
all peaks. 
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Figon 19 Correction of 3 eqndlr spaced gaossipn 
intensity peaks 

From figure 19 CM be deduced that the concentration 
distribution has been reconstructed completely. 
Figure. 20 shows the reconstructed image. 

Figure u)Recoastructed image 

Applying the correction algorithm to the experimental data 
leads- depending on the seeding density- to a significant 
increase of the measurement accuracy. 

2 7  Multiple ScatterSng 

The most challenging difficulty in scattering experiments is 
the correction of secondary scattering effects. 
Secondary scattering denotes the facts that particles can he 
light sources for adjacent particles. This effect is 
concentration dependant. The existence of multiple 
scattering has heen proved in a number of experiments. 

1, 
Kin 21 Multiple Scattering Corona mood 

Stationary h e r  Beam 
Figure 21 shows a stationary laser beam in a laboratory 
combustion chamber with homogeneous seeding. The 
incident beam entered the plane on the left side and left 
after a total distance of 15 cm. On the outlet side the 
transmission ratio r was measured by a photo diode. 
The chamber was seeded with four different particle loads. 
In the upper left image no extinction could be measured. 
The beam was thin. For the following experiments the 
seeding was intensified successively. On the upper right 
image the o v d  extinction was 10 % and a small increase 
in the beam thickness can be recognised. In the lower 
column both images show an increase in radial direction. 
But this expansion is not constant along the beam. In the 
first quarter of the path the expansion increases, due to the 
strong secondary scattering in forward direction. After 
reaching the maximum diameter the expansion decreases, 
caused by the coexisting extinction effect on the centreline. 

Another experiment is shown in figure 22. The image shows 
a cross section of a jet in crossflow, 2d downstream of the 
injection. The light sheet was obscured at two points by a 
light stop with a diameter of 4 mm. 



Intcadty Rofi A-A Intensity Rofi B-B 

Figure 22 Multiple Scattering 

Under the assumption that secondary scattering effects can 
be neglected, the intensity pro6les A-A and B-B can only 
show the camera dark current. At least the signal must not 
be correlated to the surrounding medium. 
Even though, the profiles show a highly correlated signal 
compared to the surrounding medium. The amplitude of the 
peak in the dark zone can used as an estimate for the 
influem of MS. The maximum intensity in the proximity 
of the dark zone was about u)o counts. 'Ihis equals a 
maximum influence of lW under realistic conditions. 

A number of different methcds have been examined for the 
correction of multiple scattering, however none of them has 
revealed satisfying results, yet. However, in spite of this 
uncorrected err01 source all the other optimisatioq lead to a 
maximum measurement e m  of less than 10%. 

3. APPLICATION IN AN RQL COMBUS'PIo# 
CHAMBER 

First concentration measurements with the light sheet 
method were carried out in the mentioned RQL combustion 
chamber under atmospheric, non-preheated condihn. Only 
the secondary flow was seeded. Figure 23 shows the upper 
section of the quench-region of the combustion chamber, 
where three rows of secondary air jet holes are prepared for 
quick downmixing. . The axial sheet was positioned parallel 
to the flow direction. 

I 

Figure 22 Isothermal Mixing in RQL chamber 

4. 

The core of the jets of the first and the third row of 
secondary air jets can be seen clearly. The penetration of 
the secondary air jets is strong enough to ensure a 
satisfactory mixing in the whole quench zone. 
Considering that this result could be collected in a very 
short time, the light sheet method has proven its 
qualitication for development tests and is at this time used 
as a tool for the optimisation of mixing configurations for 
combustors. 

c o N c L u s l o N  

A light sheet method for quantitative concenkation 
measurements has been treated. Optirnisation methods have 
bcen developed. Labmatory experiments have indicated that 
the measurement accuracy at the present stage is less than 
10% the largest part of which is due to the multiple 
scattering phenomenon. The actual research is focused on 
testing comction algorithms. 
Experimental results from Griebel111 and [2] showed a 
good agreement between mixing behaviour in the reacting 
and non-reacting experiment, indicating that the tight sheet 
method is an appropriate tools for the predesign of modem 
combustion chambers 
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Paper 48 
Author: Voigt 

Q: Wemet 

Does the particle size affect the location of the minimum in the extinctiodmultiple scattering plots that you 
showed ? 

A: I tried to show the 4 dominant influencing parameters separately. The diagram that you ask for is the line 
profile that appears, when you consider only the scattering direction. In this diagram the minimum strongly 
depends on the particle diameter. In the laboratory I measured that the minimum appeared at approximately 
1 IOo, although in general one expects the minimum to appear at 90'. However the multiple scattering effect 
also depends on the particle diameters, since its influence is proportional to the angular intensity distribution 
(phase function). 

In the plane which is perpendicular to the aforementioned, the polarisation state has to be taken into account. 

Q: Wemet 

The sample graph that you showed in your talk had a long path of the light sheet through the seeded flnid. For 
the case that you showed, it would appear that the light sheet intensity does not change significantly across the 
actual measurement region. 

Would it be possible to adjust particle size so that the change in intensity of the light sheet is minimised across 
the actual measurement region? 

A: If I want to correct the flow field image for beam attenuation, I have to record the whole flow field, starting 
at the point where the beam enters the measurement volume and including the location where the beam leaves 
the measurement volume. The whole path that undergoes extinction has to be taken into account. 
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Application of Two-Color Digital PIV for Turbomachinery Flows 

S. Copioed, J. ~ v a d e o r d . ’ ,  B. Sarka, and L. Goss 
hovahve  Scientific S O ~ U ~ ~ O M  Inc. 

2786 Indian Ripple Road 
Dayton, OH 454403638, USA 

W. Copenbaver 
Aero hpulsion and Power Diectontte 

WuPoTF, Bldg 18 
Wright Laboratory, 1950 Fifth Street 

Wright-Patterson AFB, OH 45433. USA 

ABSTRACT 
The potential application of a Two-Color Digital-Particle- 
Image-Vclocimetry @PIV) system to Nrbomachinery-type 
flows was evaluated. This system records double-exposed 
color images onto a single CCD sensor (3060 x 2036 pixel) 
and eliminates rhe photogmphicAlm p e s s i n g  NM and 
subsequent digitization time as well as the complexities 
associated with conventional imaee-&iffine techniaues. The 

ABSTRACT 
The wtential amlication of a Two-Color Digital-Particle- 
ImagbVelocvnZdy @PIV) system to NrboGhinery-type 
flows was evaluated. XIIS system records double-exposed 
color images onto a single CCD sensor (3060 x 2036 pixel) 
and eliminates rhe photogmfiicAlm p e s m n g  NM and 
subsequent d i g i W n n  6- as well 8s the Complexities 
associated with conventional imaee-&iffine techniaues. The 
system was calibrated using simdated kn&n dispbments 
and gradients and was applied to the flowfield in a 20-in.-dia 
axial fan. DPIV implementation issues such as optical access, 
seeding strstegies, and blade-passage syncbmnization related 
to turbomachinery flows were explored. Instantaneous 
velocity measuremmr~ were made at different spanwise 
locations. These measurements provided instantaneous 
information on the blade wake region, the flow separation off 
the blades, and the interaction between successive blades and 
also allowed a pater understanding of the impact of these 
phenomena on turbomachinery performance. 

1. INTRODUCTION 
Fuhlre Au Force missions will require air-breathing engines 
to operate at twice their c m t  thrust-to-weight capabilities. 
The turbomachinery components of these engines establish 
the ability of the engine to generate thrust and also a ~ ~ i ~ l t  
for the greatest percentage of weight in the engme. To meet 
the thrust-to-weight goals, turbomachincry weight must be 
reduced and prformancc increased by the use of thinner or 
even hollow blades, increased loading, increased tip speeds 
(flow Mach number), and d d  blade-row spacing. 
These factors individually cause increases in flowfield 
unsteadiness and in conjuncnon create significant design 
challenges. 

Although turbomachinery performance is governed by 
unsteady fluid flows, steady design methods are currently 
being used to develop turbomachincry, with the lack of basic 
knowledge being compensated by extensive empirical 
correlations. Advanced laser-based diagnoshc techniques are 
very useful for providing quantitative evidence of unsteady 
effects on the hladcpavage scale, for idenhfying the relative 
unportance of length and time scales of unsteady-flow 
phenomena in turbomachinery, and for providing future 
improvements in technology based on the recognition of 
unsteady phenomena Two pointwise vclocimmy techniques 
that have been applied to compressor research are Laser 
Transit Anernom- (LTA) and Laser Doppler Velocimehy 
(LDV). However, issues associated with low data rates (long 
run nmes), slow mapping due to the pomtw~se nature of 
these techni ues, and mcasuremmt uncertainties associated 
mth unsteJy flowfields make these methods difficult to 
apply outside of the basic-research environment. Particle 
Image Vclocimetry (PIV), an instantanwus two-dimensional 

planar velocimetry technique, offers the potential to 
investigate the effect of unsteady flowfields on blade 
loading, blade structural response, loss production. wake 
transport, wake attenuation, wake-induced houndary-layer 
transition, and flow separation if the obstacles to its 
application in a transonic turbomachine can he overcome. 

PIV bas bem used for a number of years to measure velocity 
dimibutions in planar cross sections of aerodynamic 
flowfields.’ One of the difficulties involved in implementing 
this technique is the 18Odeg. directional amhiguity which 
results &om the inability to determine the temporal sequence 
of the particle pairs. Several techniques have been developed 
to resolve this ambiguity; most involve imposing a shift 
between consecutive image exposures by means of scanning 
or rotating mirrors, pulse tagging, calcite crystals, or 
polarizing beam splitters. Recently, croskcorrelation 
cameras were introduced to resolve the directional ambiguity. 
In early ex+nenta l  approaches involving the PIV 
technique, the particle images were recorded on photographic 
film. However, this type of recording is time-consuming 
because of the need to wet-process the film before 
digitization and subsequent computer processing. For the 
high-cost turbomachinery test environment, wet-processing 
makes PIV prohibitive. In most m e s  tests cannot be 
repeated at a later time after wet-processing reveals 
incomplete data This didvantage can be overcome by 
recording the particle images directly onto a two-dimensional 
CCD array. This approach has been recognized by several 
investigators and successfully applied to a wide variety of 
flows. 

Extension of the two-color PIV technique to include CCD 
cameras has been hampered in the past by the lack of 
commercially available, high-resolution, color CCD camera 
systems. Because of recent developments in high-resolution 
color CCD cameras, the difficulty in utilizing them for two- 
color PIV has significantly decreared. The two-color DPIV 
system’ implemented in the presmt experiment records the 
color images onto a single, high-resolution (3060 x 2036 
pixel), color CCD sensor and has the following advantages: 
1) the processing time and subsequent digitization time of 
color film are eliminated as are the complexities associated 
with conventional imageshifting techniques, 2) higher data 
yields and signal-to-noise levels are attainable, and 3) the 
method is suitable for harsh test environments. This 
new technique was successfully applied to a wide variety 
of flows (e.g., periodically forced flat-plate film-cooling 
flows with high freestream turbulence,’ supersynic turbulent 
boundary layers involving pressure gradients, non-circular 
coaxial jets, and vortex-flame interactions?. The results 
demonstrated the resolution necessary for exploring the flow 
features in complex flowfields. 
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Several investigators have explored the application of 
various types of PIV techniques to unsteady flowfields in 
rotating machines."" In the present paper we describe the 
potential application of twosolor digital PIV for 
turbomachinery flows. As a test case a 20-in.dia axial fan 
was used to explore some of the challenges of 
turbomachinery flow measumnent and to capture salient 
flow features such as the blade wake re ion and the 
interaction between flows from successive bides. The two- 
wlor digital PIV system was calibrated using sunulated 
known dqlacements and gradients. In addition, a detailed 
uncertainty analysis of the two-color DPIV system was 
conducted using the numerical simulations. 

2. DPIV IMPLEMENTATION ISSUES RELATED TO 
TURBOMACHNERY FLOWS 

Some of the issues involved in implementing the PIV 
technique for turbomachinery flows are I) optical ~cees8, 
2) seeding stmtegies, 3). minimization of surface glare. 
4) blade-passage synchronuation, and 5) measurement-frame 
positioning. 

2.1 Optical Acccss 
Careful consideration must be given to the n a d  of 
wnsiderable optical access (lransmitter and recciver 
portions) for a PIV instrument and possible interference with 
the aerodynamic and aemmechauic prformance of the teat 
appmtus. The transmitter must deliver the lascr light sheet 
to the area being studied-typically, in embedded stages, 
between the rotor blades and perpendicular to the receiver 

cs. Because the rotor blades are staggered, the laser light 

generic rotor-blade setup. Several options are available for 
introduction of the laser light sheet into the rotor casing. 

r eet must enter the rotor at an angle. Figure 1 shows a 

I 
Axial View Side View 

Fig. I Schematic of the generic rotor-blade setup. 

A uniform-intmsity. parallel light sheet that illuminates an 
entire blade passage requires a combination of lenses having 
a diameter approximately qual  to the distance between 
adjacent rotor blades. This lens arrangement should be 
placed far upstream of the rotor to ensure minimum 
contamination of the flowfield." ' h i s  approach would not 
be possible for a turbomachinery blade row that has other 
blade rows upstream and downstream of it. A second 
approach would be to use an expandmg-beam or fan 
approach to illuminate the passage between adjacent blades. 
This approach permits the use of substantially smaller optics 
that can be built into a fiber-optic delivery system and 

inserted h e e n  blade rows. The drawback of this system is 
from these optics 
adjacent blades but 
lead to excessive 

glare which can significantly hamper a t m q  to make 
meanvrments near the blade muface. Brendel" suggested 
that a scanning wand be employed. This rotating prism 
wupled to a fiber-optic delivery system would deliver the 
light sheet in the desind ~ t r a  without having it hit the blade 
surfaces. Tbis approach, however, requires the use of a 
wntinuous-wave (cw) laacr for formation of the scanning 
light sheet. With the small-sizc particles required in the PIV 
technique for tracLing the flow, a scanning cw laser would be 
impractical. The optumrm solution to this problem would be 
to use a f iber-opt iebd fanning light shkt  in conjunction 
with high-powd lasers and to take steps to minimize the 
effects of glare. 

Andason et al.'' demonstrated the possibility of providing a 
fiber-optiebased laser-beam delivery system from NdYAG 
lasers. They used several individual fibas (bundles) rather 
than a single fiber for the twutrmsst ' 'on of high-peak-power 
pulses (> 20 ml) from Q-switched and hquenc doubled 
N ~ Y A G  lasers. % system sisolficantly JLxd the 
wmpromisc that takes place between the maximum 
transmittable power and the quality of the ou ut beam. This 
type of fiber-optic-bascd laacr-sheet &very Ti 
although not required for this study, can be 
either upstrean or downstream locations ktween b ade rows 
or, in the cnse of highly curved blades, in both locations. 

system, 
"PIoyd 

2.2 Seeding Strlt@€s 
For successful mcasurnrmts in wmplex high-speed 
unsteady air flows, selection and implementation of the 
proper seeding strategy is a ma'or factor. The seeding 
particles must be exoeme~y dl ( typ idy  c I prn) for 
W g  aceclerations in the fluid (air) effectively and 
avoiding the consequences of viscous and inertia forces. 
These particles must slso be efficient light scatterw to 
ensure exposun of the recording media Minimization of 
particle agglomeration and murance of uniform didbution 
are also inpartant factom in seed-particle selection. The 
tlammability of the seeding material and the risk of exposure 
of personnel to hazardous wncentrations of the seeding 
particles must also be d. Another impoasllt factor is 
the wst and availability of the seeding matennl. The mount 
of seeding required in high-mass-flow W i t i e s  limits the 
choice to materials available in large quantities at low cost. 

One possible method of seeding in hubomachinay 
applications is a smoke arrangement normaUy uaed in 
t h w c a l  presentations. In this system the particlea are 
produced when preswized fluid passes through a heat 
exchanger whm it is h d  to a hpmme near its 
vaporization point. The h d  and pmsurhd liquid is 
discharged through a n o d e ,  causing it to vaporiz+ BP the 
pressure drops. As the vspor mixes with wolcr ambient air, 
an aaosol or fog consisting of very fine particles is created. 
Tiwrmt and Breugelsmansg implemented this type of 
system and noted that them is a tendency for the particlea to 
wndense onto the blade surface and produce an oil film that 
smews onto the window under the action of centri!%gal 
forces. This led to their use of a shutter system to protect the 
receiver window. They also examined incense smoke 
consisting of solid particles; however, its prcduction q u i m  
a combustion proecss and generates strong odors as well as 
nicotine oil which causes desccnce. This coalescence 
atTects h e  particlbsize distribution because larger particlea 
are generated, thus, seeding with glycerin particles is 
preferred. Bryanston-Croas and Epstein cvaluntcd the type 
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of seeding particles for turbomachinery applications and 
concluded that gonish particles with a particle distribution of 
200 - 400 nm dia are suitable for use in high-temperature 
environments. Although styrene particles with 500 nm dia 
showed no agglomeration, they melted at temperatures 
> 100' C. For the present study particles generated from a 
mixture of glycerin and water were chosen for seeding. 

2.3 Miohbation of Surface Glare 
Excessive glare that can significantly hamper attempts to 
make measurements near the blade surface can he minimized 
using the following approaches. The first approach involves 
shifting the particle-scattering wavelength away from the 
laser wavelength using fluorescing dyes. Rhodamine 640 
added to the glycerin liquid, when excited with a NdYAG 
laser (532 nm), will fluoresce at - 610 nm. A wavelength 
shift would allow the use of a simple bandpass filter to reject 
scattering at the laser wavelength. The short fluorescence 
lifetime of the laser dye will minimize blurring effects, and 
its high quantum efficiency will result in strong signal levels. 
The second approach is to coat preformed alumina or 
titaniumdioxide particles with a concentrated Rhodamine 
640-ethanol solution. When dried, the coated particles could 
be used for wavelength-shifted DPIV. This may be 
necessary to minimize coating effects associated with the 
glycerin seeding technique. The third and most simple 
approach chosen for this study is to coat the blade surfaces 
with black p e t .  Although this approach does not 
completely e m a t e  the problem, it does minimize the 
surface-glare influences. 

2.4 Blade-Passage Synchronhtion 
For making successful measurements in turbomachinery 
applications, the DPIV instrumentation must be synchronized 
with the compressor-blade position. In conventional PIV 
methods the camera shutter is synchronized with the laser 
pulses to assure that both exposures are captured on the 
image. For turbomachinery applications this process must he 
phase locked with the blade passage. For this study blade- 
passage synchronization was achieved with a diode laser and 
a photodiode. The photodiode senses dropout in the diode 
laser signal when the blade blocks the beam. This signal 
dropout is used as the trigger for the DPIV system. For this 
study no attempt was made to capture a specific blade 
assage. This would require additional information on blade 

speed turbomachinery, blade-passage frequencies are as 
high as 20 kHz (50-ps paiod). In these situations, 
synchronization of all components must be controlled at 
levels of 5 ps or less. For this study the blade-passage 
frequency was on the order of 2 kHz, requiring 
synchronization accuracy of 50 ps. 

P ocahon relative to the shaft rotational position. For high- 

2.5 Measurement-Frame Positioning 
For turbomachinery applications, velocity data obtained 
within the blade passage is typically resolved in the rotating- 
blade reference h e .  For pointwise measurements, as with 
LDV, this requires only that the radial location of the "probe 
volume" be hown to ascertain radial sheets of relative 
velocity data Since radius is required to determine the blade 
relative velocity, pointwise measurements made on a constant 
radius lend themselves to vectorial conversion to the relative 
h e .  Since DPIV measurements are made on a flat (not 
constant-radius) plane and the blade relative motion is not 
constant along the plane in the blade pitchwise direction, care 
must be taken to ensure that the plane is tangent to a chosen 
minimum radius of interest. If assurances are made that the 

plane is parallel to the axial centerline of the turbomachine 
then the blade relative motion can be assumed to be constant 
along the plane in the axial direction. 

3. EXPERMENTAL. SETUP AND PROCEDURES 

3.1 Experimental FadUly 
The schematic of the experimental facility is shown in Fig. 2. 
A rectangular box (8 R. x 4 R. x 4 ft.) was fabricated for the 
settling chamber. This box contains honeycomb and coarse 
and fine screes for flow management. The settling chamber 
and the fan duct were connected via a convergent section. , ~~~~ Settling cha 

Fig. 2 Schematic of the experimental facility. 

A commercially available ZO-in.dia.-duct axial fan was 
considered for the investigation, and the original fan was 
replaced with an automotive engine-cooling fan [Fig. 3(a)]. 
This fan has 1 1  equally spaced forward-swept blades, and the 
shape of each blade is an airfoil having a bulbous leading 
edge. The tip radius is 9.92 in., and the hub radius is 3.64 in. 
The blades are made from injection-molded nylon and the 
hub from aluminum. The axial deflection of this fan is < 0.3 
in. at 2500 rpm. Both the transmitting and receiving windows 
Figs. 3@) and 3(a)] were made of Plexiglas. High-impact 
0.25-in.-thick polycarbonate sheet was used for making these 
accesses. Both windows were preformed to match the radius 
of the test section and clamped with an aluminum frame 
formed to the same radius. This port was made sufficiently 
large for visualizing the flow from blade to blade and the 
wake from the blade trailing edge. Instantaneous velocity 
measurements were made at three spanwise l o d o n s  [closer 
to the hub, tip location, and between hub and tip location]; 
results are presented only for the tip and the mid-region 
locations. The laser system and the CCD camera were 

r= 
i . 

Fig. 3(a) Photograph of the 20-in.dia axial fan. 

I 
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Fig. 3@) Photograph of the transmitting window. 

synchronized to the blade position for eliminating double- 
image and uncaptured-image problems. 

3.2 Two-Color DPW System 
The two-color DPIV system (Fig. 4) uses color for temporal 
marking of the seed particles in the flowfield. The green 
(532-nm) laser output from a frequency-doubled NdYAG 
laser and the red (640-nm) laser output from a NdYAG- 
pumped dye laser are combined by a dichroic beam splitter 
and directed through sheet-forming optics. The laser-sheet 
energy is typically 60 mJ/pulse, with a thickness of - 1 mm 
at the test section. The temporal delay between the two 
lasm is a function of the gas velocity, optical magnification, 
and interrogation spot size. In the present experiment, the 
time delay between the two lasers was set at 20 psec. The 
flow is seeded with sub-micron size particles generated from 
a mixture of glycerin and water. The scattering from these 
seed particles is recorded on a CCD sensor. 

CCD sensors are inherently monochromatic, which means 
that the individual photosites cannot distinguish the color of 
the light. For capturing color on the CCD sensor, digital- 
camera designers have developed a number of schemes." 
One of the simplest approaches is to mount an RGB filter 
wheel in front of a monochromatic sensor and make three 
sequential exposures, one for each color. In this case, all 
photosites on the sensor capture red-, green-, or blue-image 
data during the appropriate exposure. This method produces 
very hue colors, but it requires three exposures. Another 
method employs three separate full-frame CCDs, each 
coated with a filter to make it red-, green-, or blue-specific. 
A beam splitter inside the camem divides incoming 
images into three copies, one aimed at each CCD. This type 
of camera delivers high-resolution, good-quality color 
rendering; however, it is costly and bulky. 

Fig. 4 Schematic of the two-color DPN system 

For overcoming the above disadvantages, Kodak developed a 
unique single-chip camera (the one used in the present 
investigation) which has a resolution of 3060 x 2036 pixels 
and has the ability to capture all three colors with a single, 
full-frame CCD (Model DCS 460c). This is accomplished 
by coating each camera element @ixel) with either a red; 
green-, or blue-color filter. Becaue the green color yields 
the best measure of brightness to the human eye, the p e n  
pixels make up 50% of the camera sensor. The rema!nIng 
50% is equally divided between red and blue puels. 
Achieving a full 3060 x 2036 RGB image requires a mdti- 
step process in which red, green, and blue pixels are 
interpolated. The camera image when recorded is digitized at 
12 bits, but to save diskspace the image is automatidly 
compressed to 8 bits before storage. The first step in the 
interpolation process is to decompress the image back to 12 
bits. This is accomplished using a gray-scale response m e .  
Next, a panem correction of the camera image is undettaken 
to account far vmiations in pixel-to-pixel sensitivity formed 
in the manufacturing process. ?he pattem-correction fie is 
unique to each camera and is sup lied by Kodak. Because 

to red and blue planes for the human eye, the green 
interpolation is carried out fust, followed by the red and 
blue. S o h a r e  for the decompression of the Kodak camma 
image before processing has been successfully developed by 
ISSI. The software subdivides the image into strips 
corresponding to the image width and the interro atioo 

discarded, eliminating the need for large computer memory 
during analysis. 

One of the first problems encountered with the Kodak ROB 
images was the apparent bleedthrough of the green 
component into the surrounding red and blue components. 
While this m y  be an important feature in the reproduction of 
human eye performance, it has an undesired effect in PIV 
images. Before the decompression routines were develo 

analysis that allowed the user to selectively subtract portions 
of the green image from the red or blue images. While this 
feature was effective, it was apparent, after examination of 
Kcdak's interpolation routines, that the source of the problem 
was the interpolation sofhvare rather than the camera. To 
correct for this problem, the in-house decompression 
(interpolation sofhvare) was written in such a way that the 
green component was not added to the average pixel value. 
The immediate result was that the apparent g r m  crowtalk 
disappeared, and s u b w o n  of a portion of the green image 
from the red during data analysis was no longer necessary. 

green captures the luminance leve P s that can translate across 

region height. The strip is expanded, processed, an t then 

in-house, a cross-talk factor was employed during s" ata 
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3.3 Data Analysis 
Once the P N  image has been captured and digitized: the 
velocity field is obtained using a crosssorrelation techruque. 
The present croskcomlation technique is based on intensity 
maps of the red and green images of the scattered light. 
Consider the intensity distributions of the red and green 
images, r(x,y) and g(x,y), and their corresponding Fourier 
transforms, R(a,p) and G(a,p). The two-dimensional cross- 
correlation function 

~(x,Y) = j$I R r(a,P) g(x+a,y+P) da  dP 
= F [F(r(x,~)) F(g*(x,y))l 
= F- [R(&B) G'(a,PII (1) 

is employed to determine the magnitude and direction of the 
average velocity over the interrogation area (Note that 
unlike in processing methodologies based on autocorrelation, 
the direction of the velocity vectors is uniquely determined.) 

The correlation function is calculated over small qments 
(interrogation domains) of the PlV image. The dimensions of 
each interrogation domain are dependent on particle density, 
estimated local velocity gradients, particle-image size, and 
desired spatial resolution. The maximum displacement of 
each particle must be lesr than one-half the interrogation 
spot. In the present experiments, the interrogation domain 
m e a s d  128 x 128 pixels, correspanding to 1.88 x 1.88 nnn 
in the muMlred flow. For enhancin the overall resolution, 

by one-half the 
domain size. The peak of the correlation comsponds to 
the average velocity displacement wid?%e interrogation 
spot. An intensity-weighted peak-searching routine is used to 
detmnine the exact location of the peak to sub-pixel 
accuracy. The number of particle pairs n d l y  necessary to 
ensure a desirable signal-to-noise ratio is reduced to four or 
five pairs when the cross-correlation analysis is employed. 

3.4 Uncertain Analysis 

and blue sensnrs, the standanl analysis to determine 
lnstnunetlt uncertainties must be extended. Figure 5 displays 
the arran ement of the color sensor. The full-field red, 
green. ani blue images of a m e  are not captured with this 
detector, as would be the case with a three-sensor color 
camera, and, thus, errors in particle position and velocity can 
occur. The objective of this work was to identify these errors 
to ensure that the camera was operated in a manner which 
would minimize them. 

In order to asses8 the errors associated with the Kodak color 
camera, numerical simulations of the camera were 
undertaken. In the first simulation, a particle was positioned 
in an image at a known location and a gray image (simulating 
the information the camera records) conshucted. The gray 
image was then processed using the decompression software 
employed for data analysis and a threeampnent RGB 
image generated. From the RGB image, the location of the 
particle was determined using the same peak-fmding 
software employed in .the P N  analysis routines. The 
difference in the locations of the simulated and measured 
particle positions as a function of particle-image size is 
shown in Fig. 6. The three curves in this figure Mnspond 
to the cases where 1) the pixels are all the same color, 2) the 
particle is of green color only, and 3) the particle is either red 
or blue in color. The c w e s  in this figure correspond to the 
largest error encountered BS the particle position isvaried 

the interrogation domains are overapped B 

Because the CO 7 M sensor is divided into different red, green, 

I I 
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Fig. 5 Color-image pixel grid for Kcdak camera 

0 

Particle image size (pixels) 

Fig. 6 Particle positions as a function of 
particle image size. 

over pixels in both the x and the y dimtion. This error 
usually occurs when the particle is located between sensor 
elements. As can be seen from Fig. 6, even in the case of a 
monochrome sensor, the particle-image size must be larger 
than the pixel size to ensure error-free measurements. For 
this simulation the particle image is of Gaussian shape, with 
dimeter q u a l  to the 0.025 value of the Gaussian wings 
which corresponds to the first zem of an Airy disI3bution. 
In the green-color case of the Kodak camera, the particle- 
image diameter must be greater than 3 pixels to ensure an 
acceptable error in particle location, while it must be larger 
than 4 pixels for the red-pixel case. Figure 6 represents the 
maximum error which occurs when the particle is positioned 
at a ked location on the sensor. For assessing the errors 
associated with a random particle field, a second series of 
simulations which employed the existing PIV analysis 
software was undertaken. 



In the sccond simulation, a random particle field of constant- 
number, di lacement, and -image size was generated and 
analyzed wiz the P N  soilware. The associated mwn and 
rms errors of the particlepair displacements were determined 
as a h a i o n  of particle image size and displacement. I h e  
results of this simulation are shown in Figs. 7(&c). The 
inslnunental rms for a fixed particle displewnmt [see Fig. 
7(a)] inrreascs as the particlc&nage size decmses but is 
toluable with an image size above 2.5jixeIs Figure 7@) 
displays the instrumental rms for a fix 
(4 pixels wth a variable particle splacunent. The 
magnihd of the rms in-s wid%placenmt, whereas 
the relative rms decmses with displacement (2.5% at 2 
pixels and 1.3% at 20 pixels). Figure 7(c) shows the error of 
the s i m u l a t e d - t o - d  mean displacements as a function 
of particle %lacunent for a fixed particleimage size (4 
pixels). Note e systemntic error of - 0.035 pixels wbicb is 
relatively constant with particle displacrrnent. This m r  is 
small and should not significantly impact the experimental 

The above simulations indicated that the particle image size 
is critical to minimizing the instnrmen t contribution to the 
velocity rms and that the recorded size should be at least 
2.5 - 5 pixels to ensw afceptable errors. The chromatic 
correction of most lenses does not allow the widely separated 
green, red, and blue colors to focus at the sane satings; 
therefore, it is best to focus the green and allow the red and 
blue to be sh tly defocused, thus ensuring a larger image 
size for the r c f  and blue particles. 

From the simulation results discussed above, the dynamic 
velocity range and the dynamic spatial range of the amem 
can be calculated. Adrian" defines the dynamic velocity 
range (DVR) as the ratio of the maximum velocity to the 
minimum resolvable velocity which is given by 

d!-le-e size 

results. 

3 
? 0.2 

U" 

wberc MO is the magnification factor, Ax- is the 
maximum velocity displacement, c, is a constant that 
depends on the ability of the analysis soilware to determine 
the displacement (I - IO%), and d is the recorded-image 
dimetcr. In the esse of the K& color camera, the 
maximum velocity would correspond to a pixel displacement 
of 20 pixels for a 64 x 64 intmogstion spot size, resulting in 
an rms uncertainty of 0.3 pixels [E Fig. 7(b)] or a DVR of 
67. This is approximately onehalf the ex* DVR of a 
2k x 2k monochrome camm which is strictly due to the 
lower density of red and blue pixels. The dynamic spatial 
range (DSR) is defined as the ratio of the largest resolvable 
length d e  to the smallest resolvable length d e  and is 
given by 

- 

where L~ i the format of the recording medium (3060 x 
2036). If i e  smallest camm dimension is divided by the 
maximum displacement (20 pixels), the result is a DSR of 
100 which is the m e  as that of a 2k x 2k monocbme 
camera 

Thus. it cm be argued that while the DVR of the Kcdak 
color camera is less than that of the quivalent monochrome 
amera, the instrument is still capable of nearly a 70-fold 
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velocity mge. Considedug the 3k x 1k m n i i n g  
capnbilities of the Kodslr color c ~ m ~ a  and the simple 
removal of directional ambiguity that color allows, the 
Kodak 464 DCS camera is a good compromise for obtaining 
highqdity, high-resolution P N  images. 

4. RESULTS AM) DISCUSSION 
For understanding complex flow phenomena in low 
turbomachinery flows, several laser&- 
visualbtion 'm were obtained at different spanwise 
locations of %e blade. Figures 8(a) and 8@) are Tp'F"' 
photographs, representing mid-region (I = 6.15 in.) an hp 
region (I = 9 in.) locations. In the mid-region Fig. 8(a)], 
parallel trailing-edge wake s t r u m  cinawhn g from the 
suction side of Merent blade6 cm be seen. Thcse struchrrrs 
are very organmd and do not sigmficmtly interact with each 
0 t h ~ .  However, closa to the tipregion l d o n  Fig. 8@ ] 
complex interaction m among the trailin 4 e wak 
structure from the suction side of the bl$ 18, flow 
structure from the pres~e side of the smne blade, and 
the miling-edge wake structure Iiam another blade. This 
interaction is persistent and wns observed in many 
visualizatons obtained with the present experimcatal 
configuration. The flow shuctun from the pressure side of 
the gurfsoe is currently under investigation. From the above 
sample visualizations, a small region near the trailing edge 
(shown by a rectangular box) was chosen for obtaining 
quantitative infomtion such as velocity and vorticity. 

Figure 9(a) contains a typical double-exposed, lwo-color 
DPN image of the axial fan wben the illumination plane was 
nominally 9 in. from the hub cmkr. For clarity, the axis 
direction of rotation and the intemection of the laser sheet 
and blade suction d a c e  are indicated in the figure. The 
image is oriented such that the horizontal Mori 
the fan sxial direction, beginning just of=: 
hailing edge. while the vertical direction represents the fan 
pitchwise direction. The image is not tangent to the 
cimrmfrrenee of the rotor but is sligbtl tilted, resulting in a 
varying radial loeation for the verticalydircction. ~ in imal  
changes are expened in the flowfield oyer the radius 
variation. This figure shows the instantaneous flow 
struchufs near the exit of the rotor. A region of separated 
flow can be seen near the blade hailing edge at the suction 
ntrface, this results in a fairly large trailing-edge wake. The 
instantaneous absolute-velocity diskibution associated with 
the DPN image is shown in Figure 9@). 

The blade wake is clearly evidenced by the region of 
varying-direction velocity vectors behind the rotor. 
Dowlrean~ of the wake region, the fluid exits with 
considerable swirl in the directions of rotation. The higb- 
swirl flow eiists in the region previoudy identified 88 the 
complex-flow-sauctun region shown m Figure 9(a). Aft of 
these flow s t r u m ,  a small pm(lunt of swirl still exists. 
Figure 9(c) npresmts the relative flowfield In general, the 
relative velocity near the blade nuface follows the contour of 
the blade, 88 expened. The blade wake region, when the 
velocity vectors vary about the mean relative W o n ,  can 
be clearly seen in this reprcxntation. It appears that the 
wake region originates from the blade suction dace since 
the vectors deviate from the blade contour then. This wake 
region is also t in the relativwelocity T * o n  
Fig. IO@)] w c e  blade is cspnrred in 8no er poslhon 
in the frame. Figures lqa) and IO@) clearly demonmate 
the CO lexity of the flowfield in the tip region of this blade 
row. %e data suggest that tip gap flows influence the 
absolute velocity field, ereating regions of bigb swirl in the 
blade passage and just aft of the blade row. 

Fig. S(a) Trailing-edge wake structures in the 
mid-region location. 

DPN 

region 
cmeasument 

i 
DPN 

t 7 

Fig. 8@) Complex interaction of the trailing-edge 
flow structures in the tipregion location. 

Figure I 1  shows the flowfield at the wne spanwise lofi ion 
for on operating speed of 1200 rpm. In this figure the 
absolute velocity is nominally 21 dsec, while the relative 
velocaJ is 43 dsec. Figures I I(a) and I I@) indicate that 
the uence of the wake fluids extends f d e r  downstream 
than in the IOWR speed case. Also, the region of disturbed 
flow cm be sam more clearly. yain, it is possible that this 
region is influenced considerably y the hpckamce vortex 
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Fig. 9(a) Double-exposed PlV image (1.77 in. x 1.18 in.) 
@lane 9 in. from hub center). 

Fig. 9@) Instantaneous absolutevelocity distribution. 

Fig. 9(c) Instantaneous relative-velocity distribution. 
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t 
Fig. IO instantaneous velocity distribution (plane 9 in. from hub center, 622 rpm); 

a) absolute velocity, (b) relative velocity. 

Region of 
Disturbed 

/ 

t 
t 

Fig. 1 1 Instantaneous velocity distribution (plane 9 in. from hub center, 1200 rpm); 
a) absolute velocity, (b) relative velocity 

d b) 

Fig. 12 Instantaneous velocity'distribution (plane 6.5 in.. from hub center, 622 rpm); 
a) absolute velocity, (b) relative velocity. 
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a) 

l 

Fig. 13 Vorticity contours corresponding to Figs. 9-12 a) R =  9 in. (Fig. 9); -0.807 x lo3 < 1.21 1 x IO3, Am = 0.1 x lo3; 
b) R =  9 in. (Fi . 10); -0.639 x lo3 < m < 0.942x103, Am = 0.067 x103; c R 9 in. (Fig. 11 1200 rpm); -0.766 x lo3 c 

are normalized by rotational velocity (mxs)-l. 
m < 0.730 x lo', Am = 0.134 x lo3; d) R =  6.75 in. (Fig. 12); -0.375 x 10 3 = '  < m  < 0.357 x lo3; Am = 0.045 x IO3.  Values 

from the leading-edge region of an adjacent blade. The 
viewing window does not allow confirmation of this 
hypothesis. However, Figure 12 clearly indicates a 
reduction in the region of disturbed flow for a midspan 
location (r = 6.75 in.) where gap flows have minimal 
influence. These results at the mid-span location are for 
the 622-rpm operating condition and, therefore, are best 
compared with Fig. 9 results for the tip location. At this 
location the flowfield is fairly well behaved. 

The vorticity distributions corresponding to Figs. 9 - 12 are 
shown in Fig. 13. These distributions were obtained by 
central differencing the instantaneous velocity field. The 
solid and dashed lines correspond to positive and negative 
vorticity, respectively. The vortical structures in these 
figures clearly demonstrate the complexities of the 
flowfield in the wake and high-swirl regions. Two regions 
of high vorticity, aligned with the blade-stagger angle, can 
be seen in Figs. 13(a), (b), and (c), all of which contain 
measurement results obtained at the tip region of the 
compressor. The clearest of the three, Fig. 13(b), is for the 
higher speed test case. 

5. SUMMARY 
A two-color Digital Particle Image Velocimetry (DPIV) 
system employing a single-chip . CCD color sensor was 
developed and implemented to investigate the flowfield 
in a low-speed axial fan. This system eliminated the 
photographic-film processing time and the subsequent 

digitization time as well as the complexities associated with 
conventional image-shifting techniques. Errors associated 
with the digital color camera were assessed using 
numerical simulations. The results indicated that the 
particle-image size is critical in minimizing the instrument 
contribution to the velocity rms and that the recorded size 
should be at least 2.5 - 5 pixels to ensure acceptable errors. 

DPIV implementation issues such as optical access, 
seeding strategies, and blade-passage synchronization 
related to turbomachinery flows were explored, and 
instantaneous velocity measurements were made at 
different spanwise locations. These measurements along 
with the vorticity computations provided information on 
the spanwise variations of the blade wake region, 
suggesting increased complexity of wakes near the tip. 
These measurements aid our understanding of complex 
turbomachinery flows. 

Future work will concentrate on the development of a 
fiber-optic laser-beam delivery system, software for 
improving vorticity computation from the velocity field 
and computing the pressure field, and strategies for 
surface-glare minimization. This improved system will be 
used in the Compressor Aero Research Laboratory 
(Wright-Patterson Air Force Base) transonic compressor to 
investigate the effect of unsteady flowfields on blade 
loading, blade structural response, loss production, wake 
transport, wake attenuation, wake-induced boundary-layer 
transition, and flow separation. 

i 
i 

i 

4 
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Q: Broichhausen 

The measurements in a high pressure compressor are very challenging. Have you an idea already about the 
arrangement to realise optical access? 

A: The ideal optical transmitter for a high pressure compressor is a fibre optic Nd:YAG based laser sheet 
delivery system. Our company has initiated this research, and is planning to design this system. Until that time, 
the effective way io generate the sheet is by using the periscope approach as described by Dr Wernet of NASA 
Lewis (USA) and Prof Epstein of MIT (USA). ' 

Q: Edmonds 

Have you estimated the particle concentration in the measurement region? 

lmm interrogation window. 

Q: Fabry 

What is the accuracy of the velocity vectors? 

A: The errors involved are of the order of 1.3 % on the f i  

Q: Fabry 

, 

A: The particle concentration in the measurement region is of the order of 8-10 particle pairs over a lmm x 

i 

4 

I scale range. 

What is the resolution (in pixels and mm) and what is the overlap? 

A: Resolution is 68 pixels/mm and overlap is 50% in the interrogation window. 



50-1 

!- 

Recent progress in whole-field non-intrusive measurements 
of 3-D velocity vectors and particle size. 
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1 SUMMARY 
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Recent success in the implementation of particle image 
velocimetry (PIV) as a useful two-dimensional technique 
has encouraged efforts to  develop three-dimensional non- 
intrusive methods. Holography appears t o  be a suitable 
technique to  image three-dimensional flows seeded with 
small particles. 
A novel technique t o  process double or multiple exposure 
holograms has been developed during the last four years. 
Information about velocity and particle size is obtained 
by using an optical/digital processing technique. The  
interference pattern due to  light-waves emanating from 
particles images is imaged and then processed digitally. 
Applicability of the concept is first demonstrated by pro- 
cessing a double-exposed hologram of a synthetic parti- 
cle field submitted to  a known displacement. For differ- 
ent ratios between the depth (out-of-plane) displacement- 
component and the lateral (in-plane) one, results are dis- 
cussed. They show that  the accuracy is strongly related 
to  the choice of the digital processing parameters, espe- 
cially the number of fringes which are contained in the 
interference pattern. 
Additional benchmarking of the technique has been car- 
ried out by applying it to  a real flow of which velocity and 
direction are well known. Therefore, a je t  flow facility 
with adjustable yaw and pitch angle has been designed. 
Various flow configurations have been investigated. At 
present state of work, processing result have to be  im- 
proved. T h e  diffraction halo of the particle images is so 
small tha t  a limited number of fringes are available a t  
the output of the optical processing part. Thus results 
of the digital processing algorithm are affected by a large 
uncertainty. 

2 INTRODUCTION 

Development of the Particle Image Velocimetry (PIV) 
technique over the last decade has resulted in its success- 
ful application t o  many laboratory and industrial flows 
investigations ([I], [2], [3], [4] , [SI). This technique pro- 
vides whole-field two-dimensional unsteady velocity dis- 
tribution and recently efforts have been produced to  ex- 
tend the concept to  three-dimensional (3D) flow analysis. 
Since holography had been used long before the appear- 
ance of PIV as an imaging technique for particle fields, 
it  is quite natural to  a t tempt  the extraction of 3D veloc- 
ity information from the analysis of particle holograhic 
records [SI, (71. The major feature of that  recording me- 
dia is the 3D reconstruction of the particle field image. 
T h e  velocity vector is determined by the measurement of 

the three displacement components between two images 
of the same particle recorded at two different times. 
Besides the adaptation of two-dimensional analysis tech- 
nique (stereo-scopic method [8], scanning laser sheet tech- 
nique 191) t o  the determination of the three velocity com- 
ponents, an original optical processing scheme is pro- 
posed in 1992 by Moraitis [lo]. This scheme relies on the 
probing of in-line double-exposure holographic records by 
a relatively narrow laser beam resulting in the reconstruc- 
tion of only a narrow pencil within the initial flow field. 
The  lateral dimension of this pencil is given by the lat- 
eral dimension of the probing beam. T h e  selection of 
an axial position within this pencil, a process referred as 
depth discrimination, is accomplished by a pinhole aper- 
ture. Particles images reconstructed in the vicinity of the 
aperture produce waves which contribute to  a final inter- 
ference pattern, while any others are strongly attenuated. 
Thus the output of the optical processor is an interfer- 
ence pattern from double or multiple images of particles 
which lay close t o  a given point upon recording. Every 
such interference pattern corresponds to  a single velocity 
vector of the flow field. 
The whole concept was formalized mathematically by 
Moraitis in 1992. I ts  applicability was demonstrated us- 
ing computer-generated holograms. However further ef- 
forts have been required since then to  develop a reliable 
and universal processing algorithm for the analysis of the 
optical processor output. Experimental validation of the 
technique has been carried out using holographic records 
of an artificial particle distribution which was submitted 
to  a known displacement between exposures. The  next 
step of the practical verification is the application of that  
concept to  the measurement of velocity in the potential 
core of a round je t  whose direction can be adjusted in 
space. 

Skoufa 92.38 334 VOLOS, Greece. ’ Steenweg op Waterloo i 2 ,  1640 Sint-Genesius-Rode, Belgium tv here 

3 THEORETICAL BACKGROUND. 

3.1 Mathematical description of the pro- 
cessing scheme. 

Moraitis [lo] had established that  the output of the op- 
tical processor in the case of double-exposure holograms 
reads : 

Paper presented at an AGARD PEP Symposium on “Advanced Non-Intrusive Instrumentation 
for Propulsion Engines”, held in Brussels, Belgium, 20-24 October 1997, and published in CP-598. 
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A 1  

A2 
A x  

AY 
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is the magnification of the optical processor. 
is the recording laser wavelength. 
is the reconstruction laser wavelength. 
is the displacement of the particle between expo- 
sures along the x-axis. 
is the displacement of the particle between expo- 
sures along the y-axis. 
is the displacement of the particle between expo- 
sures along the z-axis. 
is the focal length of the first lens of the optical 
processor. ' 

is the actual particle size. 
is a constant depending on the holographic emul- 
sion. 

Equation (1) is the product of two fluctuating terms and a 
constant. Both terms contain different items of informa- 
tions : the Bessel function envelope depends on particle 
size while the cosine-squared term contains only veloc- 
ity (displacement-component) information. Therefore if 
the particle size is sought, modulations due to the co- 
sine squared term have to be eliminated by a low pass 
filtering of the whole digital image. If the spatial cut-off 
frequency of the filter is sufficiently low, the filtering of 
the image results in a bright spot whose diameter is in- 
versely proportional to  the particle size. Of course some 
sort of calibration might be required if the background in- 
tensity of the image is so high that  it is difficult to  locate 
accurately the first zero of the Bessel function envelope. 
As it  concerns the determination of the displacement 
component, the two-dimensional Fourier transformation 
of a pattern expressed by equation (1) could be used. 
Transformation of the Bessel function envelope results 
in the convolution of two cylinder functions in the fre- 
quency domain and give rise to  a kernel whose spatial 
extent equals 

d 
MXz f 

While the cosine squared term gives rise to  a term which 
reads 

cos [ ir - hli2 X i  f 2  ((2 + $ + + 'AY')] 
2x1 A z A 4 2 X i  f 2  

(3) 

The spatial period of this term for E=q=O reads 

3 (*) (4) 

If the spatial extent (2) of the convolution kernel is con- 
siderably narrow compared to  the spatial period (4) i.e., 
if 

d << 2 m  (5) 

the convolution kernel has no detectable effect on the 
result of the Fourier transform and can be ignored. In 
this case one can consider with reasonable accuracy that  

, the Fourier transform of (1) is equal to  (3).  Then, since 
expression (3)  is digitally computed, the modulus and 
argument can be processed separately. The  argument r#~ 
of expression (3) reads 

1 
Loci of zero argument describe a family of straight lines 
in the ( E . ,  '7) space. The  slope of this set of lines is related 
to  coefficients % and 2. 
The modulus 04 the expression (3) reads 

Loci of zero modulus describe a set of concentric circles. 
The  analysis of this set of circles as a digital pattern can 
lead to the determination of circle' radii which depend on 
A t  and on ratios evaluated upon the processing of the 
argument of (3). This processing scheme had original 
favors from authors [lo] because fast algorithms for two- 
dimensional Fourier transform were already existing and 
the implementation of analyzing tools for the modulus 
and argument of expression (3) were rather straightfor- 
ward. But the condition expressed by equation (5) limits 
the domain of applicability in terms of particles size or 
magnitude of A t displacement component. Therefore, 
an alternative processing scheme was developed. This  
new scheme relies on the geometric features of the inter- 
ference pattern described by equation (1). 
If one examines expression (1) carefully, it  becomes ob- 
vious that  the cosine-squared term in (1) will give rise t o  
bright fringes when its argument equals an integer mul- 
tiple of ir radians i.e. when, 

k = fO, 1 , 2 ,  ... (8) 

which is equivalent to, 

k = fO, 1 , 2 ,  ... (9) 

Equation (9) represents a family of concentric circles. 
Rather than analyzing the complete pattern one can rely 
on lines or columns of the  image. T h e  location of all 
intensity maxima along a line or a column is performed 
with a peak-finding algorithm. I t  is based on the sign 
variation of the first derivative of the intensity distribu- 
tion. Then one can set up  a system of equations which 
consists of as many equations as the number of detected 
peaks in the signal described by the left-hand side of 
equation (8). Considering tha t  maxima are located in 
abscissa x = x1 ,x = x2,x = 2 3  and x = x4 of a horizontal 
line described by y = yl. Those coordinates satisfy the 
following system of equations, 

p xi A s  + p YiA y+ V ( Z :  + y:)Az - k = 0 
p X ~ A X  + p y l A y +  V ( X ~  + ~ : ) A z  - k = 1 

p X J A X  + p y i A  y+ 
p X ~ A X  + p y i A y +  

v (x: + Y:)A 2 - k = 2 
V(X: + y:)Az - k = 3 

(10) 

where p = 1/(MX2 j) and v = Alp'. Ax, Ay, Az and k 
are the unknowns of the system which is solved by the 
singular value decomposition method [ll]. 
The processing algorithm is rather simple and robust. I t  
can be applied to  vertical or horizontal line so tha t  the 
computation time is reduced. 

, 
i 



3.2 Limitations of the technique. 
When the practical implementation of the technique has 
been carried out, some limitations appears. Some of them 
are relevant to the holographic technique itself whereas 
others are entailed to the processing algorithm. 
As for two dimensional PIV applications, seeding con- 
centration is an important parameter. Uniformity of the 
particle distribution is necessary to achieve a good veloc- 
ity field resolution since measurements are conditioned 
by the particle presence. On the other hand, a too high 
concentration will result in a loss of images quality. Holc- 
graphic film are actually recording the interference of the 
light diffracted by the object and a reference light beam 
which is not affected by the object. In the case of particle 
field recording, each particle is an object. Therefore if the 
concentration of particles is too high, multiple interfer- 
ences wil l  be generated by the light diffracted by different 
sources. Then images can not be reconstructed or if they 
are, the speckle noise level will make dficult  any ob- 
servation. However recent studies [l2] as well as our own 
experience tend to suggest that if optical hologram recon- 
struction results in particle images of acceptable quality, 
then there is no fundamental reason why those images 
shall not form the diffraction pattern which constitutes 
the very essence of OIU processing scheme. It means that 
if particle density is too high for the success of the optical 
processing scheme, it is already far too high for recording 
a hologram at all. 
As already mentioned in the previous section by equa- 
tion (S), particle size can have a decisive effect on the 
algorithm which can be used for the analysis of the o p  
tical processor output. Furthermore, the fringe pattern 
which carries veloaty information modulates the diffrac- 
tion halo of which spatial extent depends on the particle 
size. If we assume that at least three fringes must he 
visible for the success of the image analysis, the following 
condition should be satisfied. 

Since the right-hand-side of (11) is less than unity in most 
cases, the most severe limitation of the technique is that 
the depth displacement must be larger than the lateral 
displacement. 
Limitations of the digital processing algorithm are mainly 
due to the accuracy which affects the identification of 
intensity maxima position in the initial signal. Presence 
of Speckle noise introduces localired intensity maxima 
that might be confused with maxima pertaining to the 
interference pattern. Therefore, some preliminary low- 
pass filtering of the original image is applied before the 
peak detection process begina. In addition to the low- 
pass filter, some criteria were defined to decide if the 
maxima is pertaining to the interference pattern or not. 
A level of intensity ratio between two successive peaks is 
imposed, as well as a minimum separation distance. Also 
to be accepted, maxima should reach a threshold level. 
Values of thnse criteria are defined by analyzing some 
samples of optical processor output for a given hologram. 
A general calibration procedure is not yet defined. 

4 OPTICAL/DIGITAL PROCESSOR 
IMPLEMENTATION. 

4.1 Optical processing hardware. 
Fqure 1 is a schematic representation of the processing 
hardware set-up. The optical part of the processor con- 

Fig. 1 : Optical processing bench for particle holograms 
recording. 

sists of three distinct components, namely the illuminat- 
ing (i.e. reconstructing optics), the probing stage and the 
receiving (i.e. proces&g) optics. As shown on figure 1, 
the illuminating optics consists of a low power (30 mW) 
He-Ne laser complemented by a beam expander. Typ 
ically, the diameter of the re-illumination area is equal 
to 30 mm since only a small part of the holographic 
plate must be illuminated at a time. The size of the re- 
illumination area is mainly dictated by the intensity of 
light which provides a well contrasted interference pat- 
tern at the output of the processor. The choice of a He- 
Ne laser (wavelength equal to 632 nm) is imposed by the 
nature of light which is used upon holographic recording. 
A Ruby lascr is currently used and it has a wavelength 
equal to 694 nm. In order to limit the aberration appear- 
ing upon the reconstruction of the particle-field image, 
the reconstruction light wavelength should be as close as 
possible to the one used upon recording. 
The probing stage is a computer controlled X-Y-2 trans- 
lation stage carrying the holographic plate undergoing 
processing by means of a plate holder. The real image 
of the flow is formed between the probing stage and the 
receiving optics. 

Fig. 2 : optical processor unit. 

The receiving optics u e  sketched on figure 2. The first 
achromatic lens of the optical processor images the flow 
field in such a way that the probe volume is imaged in 
the vicinity of a narrow (200-800 am)  aperture (pinhole). 
Simultaneously thin lens acta as a Fourier transform lens 
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yielding a Fourier plane somewhere between itself and the 
pinhole. The second achromatic lens images this Fourier 
plane directly onto the charge injection device (CID) ar- 
ray of the camera. However because of the presence of the 
pinhole, only those components of the optically formed 
Fourier transform which give rise to particle images in 
the vicinity of the aperture contribute to the formation 
of the interference pattern seen by the camera. Hence the 
aperture accomplishes simultaneously the selection of the 
lateral position of the probe volume and the depth dis- 
crimination. Rather than moving the aperture the holo- 
graphic plate is moved instead to vary the position of the 
probe volume. 

. .  . . ,  

Fig. 3 : Optical processor output : (top)original signal 
(bottom)fltered signal. 

of the interference pattern. Acquisition of only the pixels 
contained in such limited areas instead of grabbing com- 
plete 512 by 512 pixel images allows image acquisition 
and image processing to proceed at higher throughput 
rates. The digitized image is acquired by a Data ‘Ikans- 
lation DT3851 frame grabber which enables the image 
display on the computer’s VGA monitor. 
In order to speed up digital processing operations, an 
Ariel DSP-C4O Cydops processor board (operating at 40 
Mflop) is currently implemented. It will receive images 
data over the DT-Connect port and accomplishes all the 
subsequent processing. 

4.2 Digital processing algorithm. 
Different steps of the processing are presented on figures 
3 and 4. Figure 3 is the digital image obtained by o p  
tical processing of a computer-generated hologram. The 
upper part of the picture corresponds to the initial sig- 
nal whereas the bottom has been modified by low-pass 
filtering. Observation of the original part of the im- 
age shows a rather complex pattern mixed with random 
noise. Fringes are not dearly visible. Therefore we need 
to improve the digital pattern before analyzing it. 
The filtering of the image is done by using a fitting poly- 
nomial interpolation slipping on the image to smooth it. 
Actually, each point of the initial image row (or column) 
is replaced by a value computed with a second order poly- 
nomial that fits surrounding points. This technique is 
quite efficient and does not introduce any shift in the peak 
intensity position which is essential for our purpose. Fig- 
ure 4 shows the noise reduction capability of the filtering 
process by representing simultaneously filtered and non- 
filtered intensity distribution along a line. The research 
of intensity peak loci is then carried out on several lines 
or columns. 
The evaluation of the theoretical uncertainties affecting 
the digital processing is done with the assumption that 
maxima position are determined with an uncertainty of 1 
camera pixel. Numerical simulation of the optical signal 
was done with equation (1) for a lateral displacement 
Az = 50 or 100 pm and a ratio ranging from 0 to 6. 
The number of intensity peaks used upon processing was 
imposed in order to c h d  its influence on the uncertainty 
value. 

Fig. 4 :Intensity distribution along a line of optical pro- 
cessor ontpnt. 

The digitization of the interference pattern is carried out 
with a CIDTEC CID2250 CID camera. Its resolution is 
512 by 512 physically square pix& covering an area of 
7.68 by 7.68 mm. The selection of a CID camera was 
dictated by the broad range of intensities present in the 
subject to digitization (ituference pattern). The very 
high intenaity of the zero-freqnency spot would have given 
rise to extensive image blurring if a CCD camera were 
nsed instead. Furthermore, the processing algorithm re- 
lies on informations contained in a spatially limited area 
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Fig. 5 : Relative uncertainty f l u t i n g  the measurement 
of in-plane displacement component Ax. 

Figures 5 and 6 are graphical presentations of the relative 
uncertainty affecting the determination of the in-plane 



Fig. 6 : Relative uncertainty affecting the measurement 
of in-plane displacement component Az. 

and out-of-plane displacement component with respect to 
parameters mentioned above. A first observation is that 
increasing the number of peaks improves the relative 1111- 
certainty. Secondly, the determination of the lateral dis- 
placement component is less affected by the uncertainty 
than the evaluation of the out-of-plane component. 
Since signah were simulated, errors between imposed 
conditions and processing results are negligible in all 
cases. Nevertheless, uncertainty distribution gives the 
propensity for error to propagate because of the addition 
of background noise inherent to any practical optical a p  
plication. 

5 EXPERIMENTAL VALIDATION. 

5.1 Benchmarking of the optical proces- 
sor. 

The holographic recording technique has been discussed 
by many authors in the literatnre [U], 1141. The basic 
principle is that one actually records on a frame the in- 
terference between a reference light beam and the light 
diffracted by the object. The generation of constructive 
interference is only possible when a coherent light source 
is used. In most of holographic applications the initial 
light beam is split in two part, one being used to build 
the reference beam while the other illuminates the object. 
Upon reconstruction the developed hologram should be 
illnminated with a light beam similar to the reference 
one. Then light is diffracted by the holographic emulsion 
and given rise to a virtual and a real object image. 
When micro-objects are recorded, it is possible to use a 
specific set-up which requires a single beam. If the pres- 
ence of small objects in the reference beam path are not 
disturbing it too much, it is still possible to get construc- 
tive interferences between the portion of light which is 
diffracted by micro-objects and the non-disturbed part 
of it. This kind of s e t u p  is called in-line holography or 
Gabor’s holography. Royer [E] demonstrated practically 
that this set-up was suitable to record relatively small 
objects. That technique is very simple and optical aber- 
rations are limited. 
As it is sketched on figure 7, in-line holography was uti- 
lised to record holograms of an artifiaal particle dbtri- 
bution which was submitted to a known displacement. 
That particle field was obtained by deposing a solution 
of talc particles on a glass plate. Once the solvent is e r a p  

5 0 5  

orated, particles adhere on the plate. Particles diameter 
range goes from 15 pm to 25 pm which makes them suit- 
able for in-line recording. The recording distance was 
fixed at 58 mm. 

Fig. 7 : In-line holographic recording set-up for artificial 
partide field. 

Double-exposure holograms are generated by recording 
two successive illuminations of the glass support. Be- 
tween both illuminations, the glass plate is moved and the 
displacement is carefully measured. A collimated He-Ne 
laser beam is used as a light source. 
In order to check the validity of the theoretical develop 
ment reported in previous chapter, hologram recording 
are carried out with different displacement conditions. 
The varying parameter is the ratio between in-plane (de- 
fined by directions x and y) and the outof-plane (along z- 
axis) displacement components. Imposed ratios yr = 2 
are 0 , 4  and 6. 
Before bringing ns quantitative results, the optical pro- 
cessing allows one to observe the evolution of the final 
interference pattern in a function of the ratio yz.  When 
yr = 0, the optical processor output is a set of straight 
fringes like in the case of two-dimensional PIV data pro- 
cessing. This observation is confirmed by considering Az 
= 0 in equation (8). By increasing the ratio ?=, the cur- 
vature of the observed fringes increases also. From equa- 
tion (9), we note that the radius of curvature is inversely 
proportional to ratios yr and yu = e. 

Fig. 8 : Optical processor output for % -6 and Ax = 
36.8 pm: (top)original sign$ (bottom)filtered 
signal. 

Figure 8 is an example of fringes pattern obtained when 
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Ax (rm) Y. 
176 
35.8 4 
36.8 6 

yy E= (So) cy (W) t. (Yo) 
0 0  2.3 

0 1.1 - 4.2 
0 2.1 4.3 

Table 1 : Errors associated to processing. 

yr = 6 and ~ ~ = 0 .  Bottom part of the image plane has 
been low-pass liltered. R h g e ~  are curved towards the 
right side. The distance between them is decreasing from 
a h t  to left. This variation of space between consecutive 
intensity maxima is mainly containing information about 
the out-of-plane (depth) displacement component. 
Parameten pertaining to the imposed displacement (Ax, 

yy) as well as relative errors (er, cy and ti respective 
to x, y and z directions) between measurement and real 
values are given in table 1. Processing is based on the 
detection of at least 7 peaks. Largest error is 4.3 % of 
the measured displacement while minimum relative error 
is 1.1 So. Those values can be reduced by improving the 
peak detection algorithm. Implementation of a subpixel 
interpolation scheme to refine the determination of peaks 
position could improved the resolution of the algorithm 
which is now limited by the pixel size. 

6.2 
5.2.1 Description of the facility. 

Application to a real flow. 

Experiments with a simple flow test case have a dou- 
ble purpose : on one hand, they are useful to optimize 
the holographic recording of micron flow-tracers and thus 
prepare more complex applications. On the other hand, 
they allows one to test the validity and the strength of 
the processing technique in real flow application. 
Hologram recording are carried out in the potential core 
of a round jet flow. The test-facility is sketched on figure 
9. It has two degrees of freedom in rotation. Therefore 
it is possible to modify the flow direction with accuracy 
by adjusting the desired yaw (a) and pitch ( p )  andes. 
In the potential core, the turbulence level is limited. So 
we can assume that both velocity and direction of the 
flow are well defined. The nozzle diameter is 80 mm 
and the velocity range extends up to 40 m/s. Flow is 
seeded downstream with glycerine-smoke particles which 
are introduced through a Venturi. 

Fig. 9 : Calibration jet-flow facility. 

The design of the holographic recording set-up (sketched 
on figure 10) is based on investigations of Royer [15]. 

Since the particle siae is very small, it is not possible to 
use the original in-line set-up as it was used upon the 
benchmarking procedure. Now it is necessary to illumi- 
nate the portion of flow field with a high intensity laser 
beam coherent with the reference beam. The energy of 
those beams should be balanced so that the amount of 
light scattered by flow tracers is equal to the intensity of 
the reference beam in order to produce constructive in- 
terference on the holographic plate. The ratio of intensity 
per surface unit between the auxiliary illnmination beam 
and the reference beam is r ag ing  from 5' to 8'. The 
balance of intensity was done by adjusting the position 
of a polarizer placed in the reference beam path. The 
laser source is a Ruby laser (wavelength = 694.3 nm) de- 
livering 400 mJ per pulse. The flow velocity was fixed at 
15 m/s and the time delay between both exposures was 
set at 10 ps. Depending on the flow configuration (be 
cause of geometrical constraints), the recording distance 
extends from 50 mm to 65 mm. 

spliuu I 

Fig. 10 : Recording set-up in the jet-flow. 

5.2.2 Discussion of results. 
During the first experiment, our investigations are re- 
stricted to two-dimensional flow configurations in order 
to o p W e  the recording conditions. A typical fringes 
pattern obtained with the optical processor is sketched 
on figure 11. The flow pitch-angle wan set at 36 degrees. 
Like in classical Fourier analysis of two-dimensional PIV 
image, we observe a set of straight fringes. This pattern 
is processed by naing auto-correlation technique and our 
digital processing algorithm. Respective measurements 
of the velocity are 15.2 m/s and 15.44 m/s, whereas eval- 
uation of the pitch angle are 33.74 and 32.5 degrees. The 
agreement between results of both processing techniques 
is good and thus validate our p r ~ ~ e ~ ~ i n g  method. 
Figure 12 is an interference pattern obtained from a flow 
having a yaw angle equal to 67.5 m f s  and a negative pitch 
angle of 5. degreea. It leads to a 3-D flow configuration 
with ~ ~ ~ 2 . 4  and yu=-10.5 .  fringe^ are slightly curved 
but Speckle noise and saturation of the central part of 
the CID sensor by the light intensity reduce the number 
of visible fringes. The noise makes the detection of the 
fringes position difficult. Therefore results are processed 
in a restricted area located in the left-side of the pattern. 
The horizontal and out-of-plane velocity component are 
respectively mersured to be equal to 9.35 m/s and 22.5 
m/s. Those values are quite larger than the imposed flow 
velocity, although the ratio between the measurements is 
matching the imposed ratio yr. The spatial period of 



Fig. 11 : Example of fringes pattern from two- 
dimensional flow test-case. 

I processing area 

dimensional flow test-care : 
Fig. 12 : Example of fringes pattern from three- 

%=2.4 and 
A*- --10.5 Au 

the fringes in the processing area is computed by Fourier 
transformation and it gives rise to a value of the hor- 
izontal velocity component equal to 10.5 m/s. At the 
present state of development, one can only explain differ- 
ences between imposed conditions and measurements by 
the fact that the processing is done with a limited num- 
ber of fringes. This limited information does not dlow 
one to compute accurately the horizontal displacement. 
It is nevertheless possible to measure the ratio ‘I= because 
the fringes curvature is well defined. But this curvature 
is not enough strong to enable the accurate measurement 
of the vertical velocity component. 

B CONCLUSION. 

The use of holographic particle records for t h ree  
dimensional velocimetry is proposed. The extraction of 
velocity information is based on the digital processing of 
the optical Fourier transformation of the partide-field im- 
age. When experiments are carried out with a synthetic 
planar partide field, the results confirm theoretical ex- 
pectations and demonstrate the validity of the technique. 

In the care of applications to real flows, optical noise and 
the sire of flow tracers makes the obtaining of satisfactory 
results more difficult. In particular the size of the particle 
diffraction-halo limits the number of “visible” fringes and 
thus leads to more inaccurate results. 
This processing technique is still in the early stages of 
its development. Further refinement of the noise removal 
algorithm and intensity peak finding should improve the 
quality of results. An concerns the improvement of the ac- 
curacy despite the limited number of observable fringes, 
an artificial decrease in the radius of curvature of the 
fringes (which is equivalent to an increase of the depth 
displacement component by moving the holographic plate 
between each recording exposure) can give rise to better 
resnlts. This technical refinement is currently being stud- 
ied by numerical and practical simulations. 
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Demonstration of PIV in a Transonic Compressor 

Mark P. Wernet 
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1. SUMMARY 
Particle Imaging Velocimetry (PIV) is a powerful 
measurement technique which can be used as an 
alternative or complementary approach to Laser Doppler 
Velocimetry (LDV) in a wide range of research 
applications. PIV data are measured simultaneously at 
multiple points in space, which enables the investigation 
of the non-stationary spatial structures typically 
encountered in turbomachinery. Many of the same 
issues encountered in the application of LDV techniques 
to rotating machinery apply in the application of PIV. 
Preliminary results from the successful application of 
the standard 2-D PIV technique to a transonic axial 
compressor are presented. The lessons learned from the 
application of the 2-D PIV technique will serve as the 
basis for applying 3-component PIV techniques to 
turbomachinery . 

2. INTRODUCTION 
Recent advances are leading to the emergence of PIV as 
a powerful velocity measurement technique which can 
be used as an alternative or complementary approach to 
LDV in a wide range of research applications. Refined 
data processing techniques and continuous increases in 
computational power have made PIV a more widely 
available and practical measurement technique. Stereo 
viewing optical configurations provide planar 3- 
component velocity measurements, which further 
enhances the usefulness of the PIV technique in 
turbomachinery applications. For a general overview of 
the various implementations of the PIV technique see 
Adrian, 1986 and Grant, 1997. PIV is a planar 
measurement technique wherein a pulsed laser light 
sheet is used to illuminate a flow field seeded with 
tracer particles small enough to accurately follow the 
flow. The positions of the particles are recorded on 
either photographic film or digital CCD cameras at each 
instant the light sheet is pulsed. In high-speed flows, 
pulsed Nd:YAG lasers are required to provide sufficient 
light energy (-100mJlpulse) in a short time interval 
(cl0 nsec) to record an unblurred image of the particles 
entrained in the flow. The data processing consists of 
either determining the average displacement of the 
particles over a small interrogation region in the image 
or the individual particle displacements between pulses 
of the light sheet. Knowledge of the time interval 
between light sheet pulses then permits computation of 
the flow velocity. Different data processing schemes 

are employed depending on the number of exposures 
per frame and the seed particle concentration (Keane 
and Adrian, 1993, Wemet, 1995). While each technique 
has some inherent benefits, the appropriate choice 
depends on the characteristics of the flow and recorded 
image constraints. 

Turbomachines are used in a wide variety of 
engineering applications for power generation, pumping 
and aeropropulsion. The need to reduce acquisition and 
operating costs of aeropropulsion systems drives the 
effort to improve propulsion system performance. 
Improving the efficiency in turbomachines requires 
understanding the flow phenomena occurring within 
rotating machinery. Detailed investigation of flow 
fields within rotating machinery have been performed 
using Laser Doppler Velocimetry (LDV) for the last 25 
years. LDV measurements are time and ensemble 
averaged over all of the blade passages in a rotating 
machine (Strazisar, 1986, O’Rourke and Artt, 1994, 
Skoch et al., 1997). Since the current state of the art in 
computational design tools deals with time averaged 
flow in turbomachinery blade rows (Ucer, 1994), LDV 
results are well suited for comparison to CFD 
predictions of the averaged flow fields. While a series of 
instantaneous spatial velocity measurements obtained 
using PIV can be averaged together to compute the 
time-mean flow field, individual PIV images enable the 
study of non-stationary spatial flow structures, making 
PIV a very powerful diagnostic for the study of unsteady 
flow phenomena. 

Numerous researchers have employed various PIV 
techniques to study the unsteady flows in rotating 
machines. Paone et al., 1988, used PIV to make blade- 
to-blade plane velocity measurements in a centrifugal 
compressor. Although not a rotating machine 
application, Bryanston-Cross et al. 1992 described 
photographic PIV measurements obtained in a transonic 
turbine cascade rig. The light sheet illumination was 
introduced via an 8.0 mm diameter hollow turbulence 
generating bar which was already part of the 
experimental rig. Post et al., 1991 also discuss PIV 
measurements in a turbine cascade using photographic 
film. In this work color film was employed and the light 
sheet pulses were of two distinct wavelengths, which 
then permitted cross-correlation data reduction of the 
electronically digitized photographs. Cogineni and 
Goss, 1997 have described a two color digital PIV 
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technique which should be applicable to turbomachinery 
applications. A high resolution (3000x2000 pixel) 
single CCD sensor color camera is employed to record 
the particle images at two instances in time on a single 
CCD image frame using red and green illumination 
pulses. Shepherd et al, 1994 used photographic PIV to 
study the flows inside both centrifugal and axial fans. 
The test setups employed water as the working fluid and 
hence were restricted to low rotational speeds. Tisserant 
and Breugelmans, 1997 used a digital PIV technique to 
measure the flow field in a subsonic (30-70 d s ,  3000- 
6000rpm) axial fan. They noted that an optical 
periscope type probe (similar to that used by Bryanston- 
Cross, et a1 1992) is required for introducing the light 
sheet into the flow and that out-of-plane velocities are 
sometimes significant, causing a loss of correlation of 
the in-plane velocities. Rothlubbers et al, 1996, used 
digital PIV to study the flow in a radial pump. Low 
seed particle concentrations were identified as not 
suitable for rotating machine studies, where high spatial 
resolution measurements are required. Oldenburg and 
Pap, 1996, used a digital PIV setup to investigate the 
flow field in the impeller and volute of a centrifugal 
pump. The lab scale facility used water as the working 
fluid and a transparent impeller. 

The application of PIV to turbomachinery at NASA 
Lewis Research Center (LeRC) is a two stage program 
wherein 2-D PIV is initially applied to resolve issues 
regarding optical access, light sheet delivery and flow 
seeding. In the second phase of the program, a stereo 
viewing optical system employing tilted CCD sensor 
planes which satisfy the Scheimpflug condition will be 
used to acquire planar, 3-component velocity 
measurements. The stereo viewing planar, 3-component 
PIV technique utilizing Fuzzy inference for maximized 
data recovery has been previously demonstrated in a 
supersonic nozzle flow at LeRC (Wernet, 1996). 

In this work we discuss the successful application of 
digital PIV to a transonic compressor. Measurements 
have been obtained in a single stage 50.8 cm diameter 
transonic axial compressor facility at LeRC. The 
measurements were obtained using upstream 
illumination of the blade-to-blade rotor passage at a 
rotational speed of 17,150 rpm and also using 
downstream illumination at a rotational speed of 13,800 
rpm. A special optical periscope probe was used to 
generate and introduce the light sheet into the flow. A 
brief description of the optical setup and some 
preliminary results are presented. Techniques for 
averaging together PIV velocity vector maps with 
spurious vectors are also presented and discussed. The 
averaged measurements illustrate that PIV yields high 
accuracy velocity vector maps in much less time than 
traditional LDV techniques. 

3. OPTICAL ACCESS AND LIGHT SHEET 
DELIVERY 

Obtaining optical access to the flow field is never a 
trivial issue in rotating machine applications since the 
casing through which the measurements are to be made 
is cylindrical. Ideally, the optical access port will permit 
the collection of light scattered from particulates in the 
flow without significantly disturbing the flow. The 
LeRC transonic compressor facility has a large optical 
access port which is Curved to match the radius of 
curvature of the compressor casing. Backscatter LDV 
systems are reasonably well suited for the single optical 
access port typically encountered in turbomachinery 
applications. However, the standard PIV technique 
requires that the light scattered by the particles 
traversing the light sheet be collected at 90" from the 
plane of the light sheet. Hence, the light sheet must be 
introduced either upstream or downstream from the 
optical access port used for scattered light collection and 
directed along the flow direction. Care must be taken to 
insure that the light sheet optics do not disturb the 
stream tube feeding the blade passage under study. If 
the propagation direction of the light sheet is aligned 
with the,stagger angle of the blades and the optics are 
located sufficiently far upstream or downstream, then 
the flow in the measurement region will not be 
disturbed. 

A very compact light sheet delivery system was 
constructed using a periscope type configuration as 
shown in figure la. The pulsed Nd:YAG beam is 
directed down the bore of the tube which contains light 
sheet forming optics and a 90° turning mirror. The 
periscope probe has an outside diameter of 12.7 mm and 
utilizes 8 mm diameter optics (200 mm focal length 
spherical and -25 mm focal length cylindrical lenses) to 
fork the Nd:YAG laser beam into a laser sheet. The 
light sheet exits the probe through a window which 
keeps the optics inside the probe protected from 
contamination by seed material. An implementation of 
this NASA designed and constructed probe is shown in 
operation in figure lb. The small diameter periscope 
probe is inserted through the compressor casing 
upstream of the measurement location, see figure IC. 
Moving the probe in and out through the casing changes 
the spanwise location of the illumination plane. In order 
to align the propagation direction of the light sheet 
along the blade stagger angle, the.light sheet probe is 
inserted below the horizontal rig centerline. This 
insertion location also ensures that the light sheet probe 
does not disturb the flow upstream of the actual 
measurement location. The mounting base which 
attaches the probe to the casing is designed so that the 
light sheet generating probe is oriented horizontally, 
even though the entrance point through the rig casing 
window is below the horizontal centerline of the rig. 
Maintaining a horizontal entry ensures that the plane of 
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the light sheet will remain parallel with the axis of the 
compressor, simplifying the recording system 
requirements. Figure Id shows a photograph of the PIV 
system installation in the compressor rig. Downstream 
illumination is being used in this configuration. The 
Nd:YAG laser is observed in the lower left comer of the 
picture along with an articulated arm which extends 
from the laser over to the light sheet probe. The light 
sheet illumination can be seen in the compressor blade 
rows and the P N  camera is mounted next to the rig. 

In the periscope probe configuration, directing the 
pulsed laser beam down the bore of the periscope tube 
is extremely challenging. An articulated light arm with 
mirror joints was used to easily and reliably direct the 
beam down the bore of the probe, see figure IC and d. 
Articulated light arms for Nd:YAG laser beam delivery 
are commercially available from several commercial 
PIV vendors and pennit the full energy range of the 
laser to be used (200 mJ/pulse at 532 nm). Use of the 
light arm simplifies the coupling of the Nd:YAG beam 
to the periscope and also adds an increased level of 
safety to the installation since the beam is entirely 
enclosed when ouiside of the compressor casing. The 
light sheet delivery probe depicted in figure l a  has been 
successfully used by the author to deliver 125 mJ pulsed 
illumination into the compressor facility. 

4. SEEDING 
A uniform and sufficiently high concentration of flow 
seeding is the most critical element in any PIV 
experiment. If the number of particles recorded on the 
CCD image frame is too low, then correlation 
techniques cannot be applied, although particle tracking 
could still be utilized. As discussed previously, particle 
tracking does not typically provide a sufficient density 
of measurements necessary to adequately characterize 
the complex flows encountered in turbomachinery 
(Rothlubbers et al, 1996). However, provided the 
particle concentration is sufficiently high to support 
correlation computations particle tracking can be 
combined with the correlation technique results to 
provide high spatial resolution velocity estimates 
(Keane and Adrian, 1993, Wemet, 1995). 

The global facility seeding system developed for use in 
laser anemometry measurement programs in the 
.transonic compressor facility was inadequate for PIV 
measurements. A sample calculation reveals the 
inadequacy. ' An LDV experiment utilizing a probe 
volume that is 100 pm in diameter by 500 pm long to 
measure a 200 m/s flow may achieve a data rate of 
2KHz. This measurement rate is obtained by using a 
seed particle concentration of 0.2 particles/mm3. 
Conversely, in a digital PIV experiment where the field 
of view is 50x50 mm (yielding a spatial resolution of 

about SOpdpixel), the light sheet thickness is 1 mm, 
and the interrogation region size is 32x32 pixels, the 
required seed particle concentration to ensure that there 
are 15 particles per interrogation region(or 15 particle 
pairs for double exposure image capture) is 6 
particles/mm3. Hence, the seeding requirements for PIV 
are more than an order of magnitude higher than that 
required for LDV. 

Global seeding of a large scale facility with high mass 
flow rates for PIV measurements is impractical. 
Instead, the seed material must be introduced locally 
near the measurement plane. For transonic flows, sub- 
micron particles are required for accurately following 
the flow. A multiple jet atomizing seeding system 
employing smoke juice and producing particles with a 
nominal diameter of 0.7 pm seeds the flow field via a 
small diameter tube through the compressor casing. 
Locating the seed injection tube many tube diameters ( 
> 70) upstream of the measurement station provided 
sufficient seed particle concentrations for correlation 
processing of the collected PIV images while adding 
negligible disturbance to the measurement region. 

5. IMAGE ACQUSITION AND PROCESSING 
The primary factors influencing the choice of image 
acquisition and processing techniques for the LeRC 
turbomachinery application are: efficiency of rig run 
time; maximum flexibility in image manipulation and 
storage; and optimal data processing. Although 
photographic film offers the highest spatial resolution 
image measurements, electronic image acquisition has 
several advantages such as: enabling cross-correlation 
processing; real time feedback of the flow seeding 
conditions; optimization of the laser inter-pulse timing; 
image focusing; on-line assessment of flare light from 
blade surfaces and simplified data archiving and storage 
(image files instead of photographic film). A judicious 
choice of the camera field of view can result in 
acceptable levels of spatial resolution. CCD cameras 
with 1000x1000 pixel sensors can image a 50x50 mm 
field of view with 50 pmlpixel resolution. Assuming 
64x64 pixel processing subregions with 50% overlap, 
the resulting velocity vector grid will have 
approximately 1.6 mm spatial resolution. In cases 
where larger fields of view are required and/or high 
resolution CCD imagers are not available, photographic 
film may be the only acceptable choice. 

Another advantage to using electronic image capture in 
PIV image acquisition has to do with correction of the 
images from window distortions. In many cases the 
optical access ports used to record the PIV image data 
are curved to match the inside diameter of the 
turbomachine casing. Image capture through these 
curved windows results in image distortion. By 
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recording a reference image of a calibration target with a 
Cartesian grid of points, a set of image warping 
coefficients can be computed to correct for the effects of 
the window distortion. The image warping is readily 
applied to the digital imagery, but is not so 
straightforward when photographic recording is used. 

Submicron particles are required to faithfully follow the 
flow in transonic machinery. Although the spatial 
resolution of the optical system is much larger than the 
actual geometric image of the particle on the CCD 
sensor, the diffraction effects of the optical system may 
produce effective particle images which are much larger 
(Adrian, 1986). For example, using an f/30 optical 
recording system operating at a magnification of 0.16 
and illumination wavelength of 0.532 pm, would yield 
45 pm diameter diffracted particle images for 0.7 pm 
particles. The diffracted particle images are on the order 
of the pixel size and hence will result in a minimal 
correlation peak centroid estimation error, (Wemet and 
Pline, 1993) 

Cross-correlation data reduction is the optimal data 
reduction technique for PIV since it offers directionally 
resolved velocity vectors, no self correlation peak and 
hence no restriction on the minimum particle 
displacement between exposures (the relative accuracy 
of the velocity measurements is inversely proportional 
to the displacement between exposures, therefore a 
reasonable displacement is desirable). To facilitate 
cross-correlation data processing, a pair of single 
exposure image frames are required. Refinement of the 
“frame-straddling” technique first demonstrated by 
Wernet, 1991 has led to the development of commercial 
PIV cameras which permit a pair of image frames to be 
acquired with a very small inter-frame period (c1 psec). 
The cameras employed are standard RS-170, 60 
fields/sec video cameras or high resolution full frame 
CCD imagers running at 30 framedsec. Using the 
frame-straddling technique, both camera systems offer 
inter-frame exposure intervals of 1/30 sec down to c 1 
psec. 

Flare light reaching the CCD camera can cause 
significant amounts of blooming, leaving large areas of 
the imaged field useless. Aligning the light sheet along 
the blade stagger angle minimizes the intersection area 
of the light sheet with the blade surface, hence, 
significantly reducing the amount of surface flare light. 
Painting the rotor hub and blades black also 
significantly improves the signal to noise ratio in the 
recorded images. Some flare light from the blade 
surfaces is desirable for referencing since it marks the 
position of the blade leading edgehrface in the 
recorded images. When all else fails, black tape can be 
placed on the optical access port window to block flare 
light caused by the light sheet hitting the blade surfaces. 

Recently available commercial PIV systems provide 
user friendly software interfaces and have made the 
technique close to “turn key”. The main benefit of these 
commercial PIV systems stems from their ability to 
provide real-time, or very nearly real-time velocity 
vector maps from the acquired imagery by using 
electronic cameras and fast data processing. The 
electronic image acquisition and real-time processing of 
the acquired imagery provides immediate feedback to 
the experimenter on the quality and uniformity of the 
flow seeding, the appropriateness of the selected inter- 
pulse exposure interval and laser power level. Once the 
experimental parameters have been fine-tuned the data 
acquisition system can be configured to rapidly acquire 
a series of data sets so that average flow properties can 
be computed. 

For the acquisition of images from facilities with high 
overhead costs, PIV systems which allow fast 
acquisition and storing of the acquired digital images 
are most desirable. Fast processing of the data is not 
important once the experimental parameters have been 
optimized; however, archiving the original image data 
is extremely important. . The processing parameters 
selected during the initial setup may not prove to be the 
best settings for achieving the maximum information 
recovery from the raw PIV images. Archiving all of the 
raw image data permits the investigation of spurious 
results in the processed vector fields. Without the raw 
image files there is no way to discern the real cause of 
spurious vectors. Additional image processing steps 
may be required to maximize information recovery in 
regions of the image where noise levels are high, or 
particle concentrations are low. The application of 
combined correlation/particle tracking data processing 
strategies are usually performed off-line due to the 
longer processing times and steps involved. Finally, 
future improvements in data processing algorithms and 
techniques may permit better data extraction. For all of 
these reasons, storing the original image files is 
desirable and may save the expense of having to rerun 
the experimental tests. 

6. AVERAGING VELOCITY VECTOR MAPS 
Each PIV measurement realization is spatially averaged 
and the accuracy of the average particle displacement 
estimate across the interrogation region depends on 
several factors: the particle seed density in the fluid 
must be high enough so that on the order of 15 particles 
are recorded in each interrogation region; the tracer 
particles must be sufficiently small so that the particles 
accurately follow the flow; and the recorded particle 
images should be small in order to minimize the error in 
estimating the particle displacement peak (Wernet and 
Pline, 1993). When these criteria are satisfied, PIV 
estimates on the order of a few percent are obtained 
(Adrian, 1986). Averaging the results from several 
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hundred image frames will lower these errors, yielding 
accuracies which are comparable to those obtainable 
with LDV, and yet the total acquisition time for the PIV 
data is nearly an order of magnitude shorter. 

One of the advantages of PIV over traditional point 
averaging techniques such as LDV is that both the 
instantaneous and average flow field properties can be 
examined. The sequence of instantaneous PIV images 
that are acquired must be combined to compute the 
average flow field quantities. This would be a straight 
forward process if all of the PIV images were uniformly 
seeded and of good quality. However, while the seed 
density is generally reasonably uniform, some image 
frames are acquired with sparse or non-uniform seeding. 
When processed, these images will yield velocity vector 
maps which are incomplete or have spurious vectors 
where the seed density is inadequate for proper 
correlation processing. These spurious vectors will have 
a detrimental effect on the computed mean flow 
properties, and therefore a procedure for judiciously 
removing them must be used. 

The procedure devised for computing the mean flow 
quantities from a series of processed PIV image velocity 
vector maps utilizes both hard velocity cutoff limits and 
an automated procedure for identifying outliers. The 
high and low velocity cutoff limits set by the user are 
applied and then the mean and standard deviation are 
computed at each grid point in the velocity vector map. 
The automated procedure for removing outliers is based 
on Chauvenet's criterion, (Taylor, 1982) in which the 
probability of occurrence of a given point deviating 
from the mean is computed. The main assumption here 
is that the parent velocity distribution is Gaussian. The 
number of standard deviations that a given point lies 
from the mean is first computed. Then the probability 
that a given point should deviate from the mean by this 
many standard deviations is computed from the error 
integral and multiplied by the number of points in the 
distribution. If the computed probability is less than a 
preset level then the point is removed. This technique 
may not be appropriate in instances where the parent 
distribution is not Gaussian, such as in the vicinity of a 
shock where the distribution of velocity measurements 
may be bimodal. An advantage of this technique is that 
it relies on the computed mean flow properties over 
several independent image frames to discriminate 
spurious vectors. In a single instantaneous PIV image 
acquisition, other criteria such as the ratio of the 
correlation peak to the first noise peak must be used, 
which can mistakenly remove good data points from the 
image maps. Other techniques for validation of the 
instantaneous velocity vector maps exist (Wernet, 
1995), however, none of these techniques were used to 
process the measurements presented here. 

7. EXPERIMENT 
The facility used in the study is a 50.8 cm diameter, 
single stage axial compressor with a design speed of 
17,188 rpm and a mass flow rate of 20.19 kg/s. The 
rotor has 36 blades with a span of 75 mm at the leading 
edge and 56 mm at the trailing edge. The blade stagger 
angle is 4 1 O  at the hub and 61" at the tip. The casing is 
fitted with a large optical access window (200x100 mm) 
which is molded to the complex contour of the casing. 
The glass thickness is 3 mm and produces a very small 
amount of optical distortion. None of the optical 
distortion effects will be considered here. 

The seeding was provided by a 6 jet atomizer 
(producing 0.7 pm diameter particles using Rosco's 
smoke juice) which injected seed through a 6 mm 
diameter seeding probe located approximately 80 probe 
diameters upstream of the rotor. The seeding probe 
position could be adjusted radially to provide seed in the 
plane of illumination. The light sheet was introduced 
into the rig via a LeRC-designed and built optical 
periscope probe depicted in figure la. The probe was 
inserted through the casing at two locations: at a 
circumferential position 45" below the rig centerline and 
approximately 200 mm upstream of the rotor; and also 
at 4 5 O  above the rig centerline and 240 mm downstream 
of the rotor. The inclination angle of the light sheet 
roughly matched the blade stagger angle at both mid 
span for the upstream illumination case and near the 
blade tip for the downstream illumination setup. The 
light sheet generated by the probe was approximately 45 
mm wide and 1 mm thick at the measurement location. 
A commercial articulated light arm was used to couple 
the light from a dual cavity Nd:YAG laser system to the 
periscope probe. The Nd:YAG light sheet pulse energy 
was approximately 125 mJ/pulse. A schematic 
representation of the optical system implementation in 
the compressor rig is depicted in figure IC. 

Commercial PIV system software running on a PC was 
used to collect and analyze the data. No array 
processing hardware was required. A 1000~1000 pixel 
cross-correlation CCD camera utilizing frame-straddling 
was used to acquire pairs of single exposure images. An 
adjustable electronic delay triggered from a once-per-rev 
signal on the rotor was used to trigger image acquisition 
and laser firing to record PIV data from a selected blade 
passage on the rotor wheel. The camera image 
acquisition and laser firing were all software controlled 
via a commercial synchronizer. Correlation processing 
was used to initially verify that sufficient seed particles 
were present and that the appropriate laser inter-pulse 
timing had been selected. After the PIV experimental 
parameters were determined, raw PIV images were 
acquired directly into the PC's memory and then saved 
directly to disk without processing the images. 
Correlation processing of the images was performed off- 
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line after the experiment was completed. The image 
acquisition rate was 10 frame pairslsec (limited by the 
Nd:YAG laser repetition rate) and the time to store each 
image to disk was approximately 1 second. This data 
acquisition mode minimized the rig run time and offered 
maximum flexibility in the selection of the appropriate 
post processing of the acquired images. 

8. RESULTS AND DISCUSSION 
For the upstream illumination case the camera image 
scale factor was 56 pdpixel, yielding a 56x56 mm field 
of view, and the inter-frame time was 2.67 p. The 
light sheet illumination covered most of a blade passage 
in the circumferential direction at a passage height of 46 
mm from the hub (70% span). The plane of the light 
sheet intersected the lower blade at constant radius, but 
was slightly inclined along the pressure surface of the 
upper blade. The compressor was operated at 17,150 

pressure ratio of 1.86. The flow velocity upstream of the 
rotor is 190 m/s and the blade speed at the measurement 
plane is 390 d s .  The flow direction is from left to right 
and the rotational direction is from top to bottom. A 
single exposure raw PIV image is shown in figure 2a 
and a processed instantaneous velocity vector map in 
figure 2b. Figure 2a shows the relative positions of the 
blades and the level of particulate seeding. Tape has 
been placed on the windows to reduce the flare light 
scattered off of the blade surfaces. The blade profiles at 
the measurement plane location are shown in figures 2b- 
d. The vectors in figure 2b are shown in the relative 
frame (wheel speed has been added) and are scaled in 
proportion to velocity vector magnitude and also gray 
scale coded by vector magnitude. The correlation 
subregion size was 64x64 pixels (3.6~3.6 mm 
subregions) with 50% overlap. Spurious vectors located 
around the blade surfaces and in the periphery of the 
image have been removed. No interpolation or data 
filling has been applied. Figure 2c shows the average 
velocity vector map from a 110 frame average of 
processed velocity vector maps. Under these rig 
operating conditions a strong shock forms off the upper 
blade leading edge and spans the blade passage. The 
position of the blade-to-blade plane shock is readily 
observed by the sharp drop in vector magnitude within 
the blade passage (light to dark shading). A bow wave 
also forms off of each blade extending outward (up and 
to the left) from each blade leading edge. The bow 
wave from both the lower and upper blades are observed 
in the left portion of the image. There is also a 
significant change in velocity magnitude across the bow 
waves as indicated by the change in gray scale shading. 
The average velocity vector map in figure 2c is 
smoother and has more filled in areas than the 
instantaneous vector map shown in figure 2b. Figure 2d 
shows the relative standard deviation for the frame 

I 
I rpm and a mass flow rate of 20.14 kg/s, yielding a 

averaged data shown in figure 2c. The magnitudes of 
the relative standard deviations for each velocity vector 
in the average vector map are denoted by gray scaled 
dots. The relative standard deviations shown in figure 
2d are on the order of 5% for most of the measurements. 
Larger standard deviations are observed where shocks 
exist in the flow due to the large velocity gradients in 
these regions. 

The computed relative standard deviations contin the 
effects of flow turbulence, the measurement errors of 
the PIV technique, the errors in the once-per-rev trigger 
signal and any particle seeding variations or particle lag 
effects. Since the expected flow turbulence is on the 
order of 2-3%, the low relative standard deviations 
shown here are believed to result mostly from the flow 
turbulence. The expected measurement errors from the 
PIV technique were previously discussed and are 
believed on the order of a few percent for the 
instantaneous PIV images, and on the order of 1% for 
the 110 frame average shown here. The contribution to 
the measured relative standard deviations arising from 
errors in the once-per-rev signal timing are expected to 
be less than 1%. The remaining particle lag errors 
arising from non-uniform particle seeding are also 
assumed to be less than 1%. Accounting for the 
contribution of all of these error sources agrees with the 
observed relative standard deviations. 

Previous LDV measurements (Strazisar, 1997) acquired 
in the same facility under similar conditions will be used 
to assess the quality and accuracy of the averaged PIV 
data. The vertical line inside the blade profiles in figure 
2c indicates the 20% chord position along the blade at 
70% span. Figure 3a and 3b show the relative Mach 
number versus % pitch measurements obtained using 
PIV and LDV, respectively. The LDV measurements 
were obtained at a higher sampling density across the 
blade pitch (200 points) and are closer to the blade 
surfaces than the PIV measurements (17 points). Both 
systems show the blade-to-blade shock occumng at 
approximately 65% pitch. Both sets of measurements 
show the shock spanning about 15% of pitch. Figures 
3c and 3d show the absolute flow angle versus % pitch 
measurements obtained using PIV and LDV. Again the 
measurements between the two techniques are in very 
good agreement, spanning essentially the same range 
and exhibiting similar features. 

For the downstream illumination case the camera image 
scale factor was 53 pdpixel, yielding roughly a 53x53 
mm field of view. The light sheet illumination covered 
most of a blade passage in the circumferential direction 
at a passage height of 50 mm from the hub at the blade 
trailing edge and 70 mm from the hub at the blade 
leading edge (nominally 91% span). Figures 4a and b 
show the velocity vector maps and relative standard 
deviations from both a 40 frame and 50 frame average 
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of processed PIV images. The inter-frame acquisition 
times were 2.67 p and 1.53 ps, respectively. The 
correlation subregion size was again 64x64 pixels with 
50% overlap. For these measurements the compressor 
was operated at 13,800 rpm and a mass flow rate of 15.4 
kgk, yielding a pressure ratio of 1.58. The blade speed 
at the measurement plane is 345 d s .  The vector 
magnitudes in figure 4a and b are again coded by length 
and gray scale and the standard deviations in figures 4c 
and d are coded by gray scale. The location and 
existence of the blade wake is easily identified by the 
low velocity region aligned with the blade. The width 
of the wake appears to be approximately 5 vectors 
across, which corresponds to a physical width of 8 mm. 
The location of the blade wakes in the instantaneous 
images were wider and randomly meandered about. 
Again as in the upstream rotor illumination case, the 
relative standard deviations are generally on the order of 
5% throughout most of the image, becoming larger 
mainly in the blade wake region. 

There are some slight differences in the velocity vector 
magnitudes shown in figures 4a and b. The location of 
the blade wake and velocity magnitude within the blade 
wake are essentially identical. However, the velocity 
vectors above and below the blade wake are of differing 
magnitudes and do not exhibit the same uniformity. 
This lack of uniformity may stem from: the unequal 
number of frames averaged together in the two cases; 
insufficient number of frames averaged in both 
instances; or a significant out-of-plane velocity 
component. The uniformity and similarity of the 
relative standard deviations obtained in figures 4c and d 
suggest that the differences in the velocity vector maps 
is not caused by a lack of a sufficient number of frames 
used to compute the averages. The upstream 
measurement results show that the PIV data are of high 
quality and have low measurement error. For these 
downstream illumination images' there may be 
significant tip clearance flow near the blade tips, which 
manifests itself as an out-of-plane or radial velocity 
component. The data in figure 4b was obtained using a 
shorter inter-frame time and hence, should be less 
sensitive to the radial velocity component. The 
measurements in figure 4a may be biased to higher 
velocities since the out-of-plane velocity component 
may cause a loss of correlation or velocity bias due to 
the longer inter-frame acquisition time. No definite 
conclusions can be drawn from these images, however, 
they do emphasize the importance of measuring all three 
velocity components in the complex flows encountered 
in turbomachinery in order to unambiguously 
characterize the flow. 

9. SUMMARY 
Recent advances are leading to the emergence of 
Particle Imaging Velocimetry as a powerful velocity 
measurement technique which can be used as an 
alternative or complementary approach to LDV in a 
wide range of research applications. Commercial PIV 
processors have matured to the point where they have 
simplified the data -acquisition and reduction of PIV 
imagery to a "turn key" operation. Successful PIV 
measurements have been obtained in a transonic 
compressor yielding both instantaneous snapshots and 
time averaged velocity vector maps of the complex 
turbomachinery flow. Techniques were demonstrated 
for averaging velocity vector maps which contain 
spurious vectors resulting from varying amounts of 
particulate seeding in the captured images. The 
preliminary results shown here and compared with 
previous LDV measurements prove that the PIV 
technique yields fast and accurate velocity information. 
The average velocity vector maps obtained here in just a 
matter of minutes have previously taken a factor of 6 
longer to obtain via LDV in similar facilities. The PIV 
results show clear evidence of the blade wakes. The 
instantaneous vector maps show the meandering nature 
of the blade wakes while the averaged images show the 
spatial extent of the disturbance. The PIV measurement 
errors have been shown to be less than variations caused 
by the flow turbulence. The nominal relative standard 
deviation in the PIV measurements were shown to be 
roughly 5%, except near shocks or in the blade wake 
regions. 

The study of the complex flow fields encountered in 
turbomachinery necessitates the use of 3-component 
velocity measurements to fully resolve the flow field 
features. On the road to development of a 3-component 
measurement capability we have demonstrated a 2-D 
PIV measurement program in a transonic compressor. 
Future work will concentrate on extending the 2-D PIV 
technique to obtain planar 3-component velocity 
measurements in high-speed turbomachinery using a 
two camera, stereo viewing arrangement. 
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Figure I :  a) Cut away view of the light sheet periscope probe showing lenses. mirror and esit window: 
b) Picture of light sheet probe in operation where the light sheet emerges from the probe horizontally: 
c) Diagram indicating light sheet insertion into compressor rig. location of casing window and CCD camera: 
d) PIV system installation. note laser in lower left comer and articulated armconnecting to probe (upper right). 
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Figure 2: a) Raw single exposure CCD camera image of seed particles in compressor flow, tape has been placed on the 
casing window over the blades to block surface !lare light; b) Instantaneous PIV image of the panicle field shown 
in (a); c) Average of I10 processed vector maps; d) Relative standard deviation of the 110 frame average shown in 
(C). 
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Figure 4a: Downstream illumination showing blade wakes from the average of 40 images and inter-frame time of 2.6 
p, b) same conditions as in 4a except 50 images have been averaged and the inter-frame time is 1.53 p; 
c&d) relative standard deviations for the velocity vector plot shown in figure 4a & b. 
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Author: Wernet 

Q: Chana 

Have you studied the issue of what minimum camera angles are required for the stereoscope approach, in order 
to achieve an adequate accuracy of the third componenty of velocity? 

A Yes, the error in the out of plane measurement is inversely proportional to the sine of the coupling angle 
between the two cameras. The optimal coupling angle IS 90’ for minimum error in the out-of-plane 
component of velocity. Nominally the out of plane error is 42 to 3 times as large as the in-plane velocity 
component. 

Q: Chana 

Do you believe that such angles cnn be achieved in turbomachinery, bearing in mind that window access will 
always be limited? 

A We have two unique facilities at NASA Lewis with large optical access ports (1oOmm x 1oOmm). Certainly 
not all facilities are so equipped and therefore will not permit the necessary optical access for stereoscopic PIV. 

Q: Edmonds 

How did you design a seeding probe to mix seed without disturbing the flow field? 

A The seedmg probe was a 6.3 mm diameter tube bent at a right angle through which the atomised seed 
material was introduced to the flow. The tube could be adjusted radially to place the seed in the plane of the 
light sheet and also rotated to place the seed stream at the appropriate circumferential position in the 
compressor. 

Q: Edmonds 

You claim that in 10 minutes you could measure 100 average images with a 2% confidence, with seed density 
of 6 particles/mm’, also that LDV would require 1-2 hours . With such a seed density would the LDV system 
not be able to measure the flow to the same resolution in less that 1 hour? 

A. The numbers that I quoted in the presentation are very conservative. In reality the time to acquire. and save 
an image is approximately 1.2 seconds. To acquire and save 100 image pairs would require 240 seconds or 4 
minutes. However, the main point to be made is that PIV measures the instantaneous planar velocity field. 
allowing the researcher to study non-stationary flow phenomena. PIV data are not meant to replace LDA data, 
but instead to complement them. The average measurements were presented only to provide a comparison to 
LDA measurements, not to replace them. The main point is that PIV is an instantaneous technique. 
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Abstract 
Doppler Global Velocimetry is an imaging 
anemometer. A DGV system optimlsed for time 
averaged three component velocity measurements 
was designed and set up. The first application of the 
system was the investigation of the flow field of a 
swirl spray nozzle in a cylindrical casing. The flow 
field In the whole volume of the combustor was 

The DGV %stem was also applied to investigate the 
wake region of a car model in a wind tunnel. An 
arrangement with three light sheets was chosen The 
3D-DGV results are in a good agreement with 3D- 
LDA measurements of the same flow. 
3D-DGV measurements were canied out inside the 
model of the inlet of a fighter aircraft. A flexible 

I _  
I 
I- 
t 

3 -  measured. 
I. 

more convenient features. DGV measures all three 
components of the flow vector in the light sheet 
plane. DGV Is fast concerning acquisition and 
processing (nearly on-line) and it is also applicable to 
rough experimental conditions. DGV was first 
presented In 1990 [l] and 1991 [2],[3]. The published 
results indicate that the DGV technique fulfils the 
mentloned requirements. however, it‘s measurement 
accuracy has not yet been examined. 

This report describes the DGV system which was set 
up by the Institute for Propulsion Technology and the 
experimental experiences which were gained In 
practical applications. An accuracy analysis is still 
under preparation. 

endoscope was used to overcome the serious 
problems of the optical excess of this fully capsuled 
flow. 

Principle of Doppler Global Veloclmetry 
Like LDA or PiV, DGV also measures the velocity of 

Introduction 
The spatially resolved measurement of flow velocities 
is of great Importance for experimental studies in the 
field of energetics, aeronautics and astronautics. 
Experimental data is needed to validate and improve 
numerical codes and to analyse unknown flow 
phenomena. Typical objects of investigation are for 
example jet engine or rocket engine components 
such as combustion chambers, engine inlets or 
propulsion nodes. 
Quite often only nonintrusive, optical techniques are 
applicable to such objects. Point techniques like 
Laser Doppler, Phase Doppler and Laser-‘2-Focus 
Anernometry are very accurate and have reached a 
high level of development. However the detailed 
analysis of three dimensional flows is rather time 
consuming, since numerous measurements at 
different locations are needed, therefore these 
techniques are rarely applied to research facilities 
with either short run times or high operational costs. 
Light sheet techniques, especially Particle Image 
Velocimetry (PIV) are capable of measuring velocity 
fields at one instant of time and are therefore in 
principle better suited to analyse 3D-flow structures. 
However to obtain the mean flow velocity with PIV. a 
large series of pictures need to be taken and 
processed. which is also time consuming. Aside from 
this, the 3D-capability of this technique is still 
restricted and PIV also requires quite proper 
experimental conditions. 
A new technique. known under the name of Doppler 
Global Velocimetry (DGV), has, at least in principle, 

tracer particles which have to be added to fhe flow. 
With one orientation of the laser light sheet and one 
direction of obsewation, one component of the flow 
velocity is measured. 
DGV takes advantage of the fact, that the frequency 
of the scattered light is shifted in frequency due to 
the Doppler effect: 

AV=V-Vo (1) 
vo : Laser frequency 
v : Scattered light frequency 
AV : Doppler shift 

This shift depends on the particle velocity V I  the 

light sheet direction f and the direction of 
observation C? : 

The first basic idea of DGV is to measure the 
scattered light frequency v by transmitting the 
scattered light through an iodine cell (Figure 2). 
Iodine has strong absorption lines, which are used as 
a frequency to transmission converter. These lines 
interfere for example with the 514 nm llne of the Ar+- 
Laser as well as the 532 nm line of the frequency 
doubled YAG-Laser. Consider the frequency v to be 
on the slope of one absorption line (Figure 3). Then v 
can be determined by measuring the iodine cell 
transmission of the scattered light. Therefore two 
detectors are required to measure the light intensity 

Paper presented at M AGARD PEP Symposium on “Advanced Non-Intrusive Insmrmenratwn 
for Propulsion Engines”. held in Brussels, Belgium. 20-24 October 1997. and published in CP-598 
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before and after the cell. To do this the transmission 
profile T(v) of the iodine cell must be known. 
The laser frequency vo must be known and stabilised 
precisely, so that the Doppler shift AV can be 
calculated according to equation (1). 
With equation (Z) ,  one component of the vector v 
can be calculated. It is the component in the dlrection 

of 0'- , the bisector of the angle formed by the 
direction of the laser light and the direction of 
ObSeNatiOn (Figure 1). 

* 

- 

laser beam direction I 

t 
> 

ObSeNatiOn 

dlrection of the 
measured velocity 
component 0-1 

Fiaure 1: Direction of the measured velocity 
component depending on the laser light direction and 

the dlrection of ObSeNatiOn. 

The second basic idea of DGV is to use two CCD- 
cameras as detectors, both watching the same 
section of a laser light sheet (Figure 3). By pixel wise 
division of the two pictures and further post 
pmcessing a map of one velocity component in the 
light sheet is obtained. Depending on the type of 
laser (cw or pulsed), the result is either a time 
averaged or frozen velocity picture. 
The second and the third velocity components are 

aser 

Fiaure 2 The Doppler Global Velocimetry set-up. 

measured by changing the arrangement of the 
optical setup. 

There are two alternative ways to accomplish this: 
With one light sheet direction and three 
synchronised camera systems in different 
positions which simultaneously capture 
momentary pictures, the momentary 3D-velocity 
distribution can be obtained. Such a configuration 
is needed to investigate instationary 3D-flow 
structures [4]. 
The second alternative is to use only one camera 
system In a fixed position and three light sheets 
with different orientations. The three pictures of 
the three light sheets have to be taken one after 
the other, with the consequence that this method 
is restricted to stationary flows only. 

The second method is well suited for long exposure 
times of the camera system. By working with long 
exposure times, the turbulent velocity fluctuations are 
integrated in each pixel of the camera chip. In this 
way the fluctuations are averaged and the result is a 
picture of the mean velocity distribution. Since the 
exposure times are in the order of several seconds, 
wen the low light sheet intensities achieved with an 
Ar+-Laser give sufficient illumination of the DGV 
pictures. 
The second method is also simpler, concerning set- 
up and handling, while the long integration times 
allow a sparser seeding. 

Because of these advantages, and with special 
regards to the experimental applications, the second 
method was chosen for the set-up described next. 

Cel l  
f Transmission 

V 

-Transmission profile of the 
iodine cell. 
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The HlghllgMs of DGV 
DGV gives velocity pictures. 
The technique is nearly on-line because of the fast 
data acquisition and the fast and simple post 
processing. 
DGV does not need to detect single particles. That 
means that very small particles like dust or soot 
with very good flow following behaviour can also 
be used. The optical access does not need to be 
brilliant. Wlndows for example do n d  have to have 
optical quality, but may have slightly uneven or 
culved surfaces. Endoscopes can also be used to 
solve more serious access problems. 

DGV-System Set-up 
The DGV-system consists of the following 
components: the laser with frequency stabilisation. 
light sheet generating optics, camera system and 
digital image acquisition and processing devices. 
These components will be briefly described in the 
following paragraphs. More detailed and basic 
information is given in [5],[6]. 

The laser & frequency control 
A Lexel 5 Watt Art -Laser with Etaion was used 
(single mode 1 W). To carry out accurate DGV 
measurements, the frequency of the laser has to be 
stabilised. The following example gives an estimation 
of the required stability: if the camera system is 
looking at the light sheet under an angle of 90' the 
measured component is pointing along the bisector of 
this angle, 45" to the light sheet. A resolution of 1 mls 
of this component equals to a frequency shift of AV = 
2.7 MHz. 
The frequency drifts of a commercially available Ar'- 
Laser are far too big to resolve this small frequency 
difference. Because of this it was necessary to 
enhance the frequency stability of the laser. Therefore 
the rear mirror of the resonator was placed on a piezo 
translator to rapidly change the length of the 
resonator. The etalon was stabilised by an external 
temperature control. 
The frequency vo is measured with a calibrated 
reference iodine cell or alternatively and even more 
accurate with the hyperfine structure of iodine [5],[6]. 
A controller unit stabilises vg by controlling the piezo 
translator and the etalon temperature. 
This control system has the following specifications: 

The precision of the reproducible adjustable laser 
frequency is f 1 MHz. 
The fast frequency fluctuations can be suppressed 
with the same precision. 
The laser can be continuously tuned along the 
frequency range of 2 GHz in the region of the 
iodine line, which makes a calibration of the iodine 
cell possible. 

Because of the enhancement of the frequency stability 
the remaining laser dependent errors of the velocity 
measurement are reduced to less than 0.5 mls in 
regards to the example mentioned above. 

Light Sheet generatlon 
To generate the light sheet the laser beam is guided 
through a fibre to a light sheet box which contains all 
the optics. The height of the light sheet and the 
distance of the waist can both be adjusted. The 
maximum height is 140 mm, the waist is smaller than 
1 mm with hardly any practical limits to the waist 
distance. Because of the separation of laser and the 
optic, the alignment of the laser light sheet relative to 
the object of investigation is quite simple. 
The light sheet optics are also optimised for long 
exposure times. The ligM sheet has a flat top-hat 
intensity profile, generated by a scanning technique 
with a modulation frequency of 10 to 20 Hz. A top-hat 
profile minimises the intensity dynamics in the 
measured picture with positive influence on the 
measurement accuracy. Three light sheet boxes are 
available to establish the three light sheets. An opto- 
mechanical switch is used to direct the light to either 
one of the light sheet boxes. 

The DGVcamera system 
The performance of the camera system equals in 
principle the setup in Figure 2. One collecting lens 
generates an intermediate picture, which is 
transferred by a transfer lens to the chips of the two 
cameras. A non polarising beam spliter plate is used 
to reduce polarisation influences. A laser line filter 
reduces ambient IigM. A pair of 12-Bit cooled slow 
scan CCD cameras are used because of their good 
signal to noise ratio (SNR) and their linear sensitivity 
charactelistics. Normal video CCD cameras usually 
do not have a SNR better than 100 (G 7 Bit) and show 
nonlinear behaviour for high intensities. 
By cooling the chip of the slow scan camera long 
exposure times of severai seconds are possible 
without integrating too much dark current. Therefore 
they are the ideal choice for this DGV-System which 
is optimised for time averaged measurements 
performed by long exposure times. 
In order to get identical pictures from both cameras, 
the cameras are mounted on micro positioning 
devices to allow precise alignment. An additional 
software alignment currently is not applied but may 
further enhance the quality of the measurement. 
Figure 4 shows a photograph of the camera system. 
The iodine cell is made from quartz glass, evacuated 
and filled with a small iodine crystal. The cell is placed 
in a temperature controlled oven. At a certain 
temperature all the iodine is evaporated (in our case 
57OC), so that the gas density remains constant at 
temperatures exceeding this level. In this way an easy 
density stabilisation is achieved. 
The calibration cuwe T(v) of the cell is obtained by 
linear scanning of the laser and at the same time 
measuring the cell's transmission The cell 
temperature Is fixed and can be reproduced in the 
experiment. 
From this data set a software look up table is 
generated for calibrating the DGV pictures. The 
images are acquired and stored with a PGbased 
system. 



This system also accomplishes the post processing, 
which includes: 

Background subtraction (ambient light and laser 
reflexes) 
Division of the content of the two pictures 
Pixel specific sensitivity correction 
The mapping T+v (T) : Look up table 
The mapping v+v (v) : Equation (2) 
Combination of three one component measure- 
ments to one 3D-measurement 
Vector or false colour representation of 
the results 

e Generation of data files readable with other 
software (if needed) 

A further point - not yet developed -will be the picture 
alignment by software and dewarplng of the pictures. 

me whole post processing takes about 30 seconds 
and can be started immediately after the DGV 
pictures are taken. In this way the technique is nearly 
on-line. The final measurement error of the ensemble 
of laser and camera result in a velocity uncertainty of 
f l  mls. 

- Fi &The DGV-camera system. 

DGV in the Flow of a Swlrler 
The flow field of a fuel atomisation nozzle was 
investigated. Such nodes are an important 
component of combustion chambers of jet engines. 
Two circular air flows pass two swirl generators and 
are combined in the exit of the nozzle. In this way a 
recirculating flow with strong shear stresses is 
generated. These shear stresses atomise the fuel film 
tearing off the atomisation lip of the nozzle. The fuel 
injector is placed in the center of the nozzle but is not 
used in the experiment. 
The atomisation node  has a outlet diameter of 11 
mm. It was operated under atmospheric pressure with 
a pressure drop of 30 mbar and was inserted in a tube 
with a diameter of 54 mm. The 3D-flow field in the 
pipe downstream the nozzle was investigated. Figure 
5 shows the experimental arrangement. A slit in the 
tube at the light sheet location avoids measurement 
disturbances, caused by reflections. Therefore the 
windows, which are needed to avoid flow leakage, are 
recessed from the inner wall. The light sheet and 
camera location was fixed. The nozzle was moved to 
change the axial position of the measurement. 
The direction of the velocity component vxr measured 
with the setup is also indicated in Figure 5. The other 
two velocity components needed to determine the 3D- 
vector could be measured by two further DGV- 

pictures taken with two other light sheets overlapping 
at the same location. with the light sheet direction 
rotated 120" and 240" around the pipe axis. However 
these two additional measurements are unnecessary, 
because of the cylindrical symmetry of the flow. The 
resulting measurement pictures equal the first velocity 
picture apart from a respective rotation around the 
pipe axis. This means that in a flow with cylindrical 
symmetry only one DGV-picture is sufficient to 
describe the 3D-flow. The other two components can 
be generated in the computer. Of course this 
simplified method may only be applied to measure 
mean values. The instantaneous flow distribution 
never shows any symmetry because of tubulent 
fluctuations. 
The presented experiment has got a cylindrical 
symmetry and only the time averaged flow field is of 
interest. Therefore the DGV-system optimised for the 
measurement of mean flow velocities was used to 
analyse the flow field. 
The light sheet illuminated the whole cross section. 
The Laser power was 300 mW. The air was seeded 
with glycerine particles with an average diameter of 
0.2 vm. The particle density was so low that, with the 
flow swltched on, the scattered light could hardly be 
seen by the eye. To achieve sufficient image quality, 
an exposure time from 1 to 5 seconds was needed. 
This time is sufficient to integrate the turbulent 
velocity fluctuations. 

light sheet 

3 
>swirler 

axial positioning 

Fioure 5; Set-up for DGV measurements in 
the flow field of a swirl nozzle. 
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Results of the swirler measurements 
The result of a DGV-measurement at a certain axial 
position x is  shown in Figure 6. The upper part shows 
the image of the camera behind the iodine cell and the 
lower part the picture of the reference camera. First 
the background light is subtracted, then the pictures 
are divided and the divided picture is corrected in 
accordance with the pixel specific sensitivity 
differences. Then, by the use of the calibration 
function T(v) and with regards to the geometry of the 
optical arrangement, the distribution of the velocity 
component vn is obtained (Figure 7). 
In the next step the user marks the symmetry centre 
of the picture and the computer calculates the two 
other velocity pictures by turning the resultant picture 
120' and 240" around the symmetry centre. These 
three pictures are combined to a 3D-vector field which 
is shown in Figure 8. 
The components in the light sheet are represented by 
a vector plot and the axial component is represented 
by a so called .luminescence plot". 
This result is obtained after about 30 seconds, the 
measurement takes 5 seconds, the post processing 
requires 25 seconds. 
The full volumetric flow field can be acquired within a 
few minutes by stepwise changing the axial position of 
the light sheet. As an example, Figure 9a shows the 
vector field in the plane along the tube axis. Figure 9b 
shows the distribution of the circumferential velocity. 
The pictures indicate quite clearly how fast the swirl 
flow in the tube is smoothed. Secondary flow 
structures can be obseived. especially the 
recirculation toms in the corners at the bottom of the 
tube and the axial recirculation. Both effects are very 
important for the combustion because they are 
needed to stabilise the flame. ... .... 

Fiaure 6; Signal and reference DGV picture 

Fiaure 7 Result of a DGV-measurement. The 
distribution of one velocity component. 

Axial component 

. . . . . . . . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . . . . .  
Flow vectors in the light sheet plane 

Fiaure 8; 3D-velocity distribution of the flow 2 mm 
above the swirl nozzle. 
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These results show, that this method Is an excellent 
tool for fast analysis of complex flow fields. The 
resolution is between 1 and 2 m/s, since the smallest 
vectors which still make sense have a length of 1.5 
mls. 
Reliable statements concerning the accuracy of DGV 
are not yet possible. Among many other potential 
error sources [4]. we assume that reflections of the 
laser, reflectlons of the scattered light and multi- 
scattering may affect the accuracy as weii as high 
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tutbuience in combination with non linearily of the 
iodine line and inhomogeneous seeding causing non 
linear averaging. 
if such error sources can be avoided, the absolute 
accuracy can be estimated to be at least smaller than 
5m/s. This was proven by a first comparison of the 
DGV results of the swifter with LDA-measurements at 
the same location. 
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Fiaure 9 ( a.bL Flow field of the fuel spray nozzle. 
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the model, force balance measurements, stream line 
seeding and wool tuft visualisation are used in the first 
place. 

integrated values that cannot be directly related to e 
celtain now phenomena, stream line seeding and 

represent a 

DGV measurements In the wake region of 
a car model 
Car designers have to Pay special attention to 
aerodynamic propelties such as drag, lin and side 

Process. The shape of a clay car model (typical scale 

The power of these c1888ic techniques is not always 
sufficient. The force balance gives only a few 

wool tufts only work up to Reynolds numb= which 

forces, aerodynamic noise and dirt deposition. 
The design procedure is an iterative experimental 

1 :5 or 1:4) is stepwise optimlsed by a series of short 
wind tunnel tests. The purpose of each test is to 
examine the aerodynamic effect of the last variations 
of the model. To evaluat? the actual performance of 

of kmh of the full size car, 

~ 
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mm . 
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Figure 10: 3D-DGV measurement in the wake region of a car model. (Acquisition time :30 seconds) 
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Fiaure 11 la,& 3D-U)A measurements at the lmtion of the DGV 
measurements in Figure 10. (Acquisition time: approximately 2 hours) 

DGV-set-up in the Wind tunnel 
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To measure flow structures at realistic Reynolds 
numbers, LDA measurements can generally be 
carried out, but it takes at least 10 seconds to 2 
minutes to measure only one LDA point. The reason 
for this is, that it is necessary to integrate the low 
frequency turbulent fluctuations. Therefore LDA can 
not be constantly used to support the aerodynamic 
optimisation process of the car model, but wlll only 
be applied to some exemplary test cases. This 
demonstrates that there is stili the need for another 
technique. This technique might be DGV, because it 
enables quick 3D-measurement within less than 30 
seconds in quite a large plane in the flow with no 
restkticm to the Reynolds number. 

The DGV system was used to investigate the wake 
region of experimental 1:5 car model in a 
1.8m x 1.3m low speed wind tunnel at Mercedes 
Benz in Sindelfingen/Stultgart. The light sheet boxes 
were installed left, right and above the open test 
section (Figure l lb) ,  illuminating a plane 
perpendicular to the main flow direction 150 mm 
behind the model. The model had a length of 800 
mm. This plane was observed from2down-stream the 
flow. It had a size of 140 x 140 mm . The free stream 
velocity was 50 m/s. A fog generator placed in the 
settling chamber was used for seeding the flow. 

A sequential 3D-DGV measurement was carried out. 
The exposure time for each picture pair was ten 
seconds, so that the final results were obtained after 
one minute, 30 seconds taken by the image 
acquisition and another 30 seconds for the post 
processing. The power in the light sheet was 
150 mW. 

Results of the car measurements 
Figure 10 shows the DGV results. A recirculation 
zone with a vortex was observed, which Is a typical 
structure in the wake region of a car. The main 
stream velocity component increased twards the top, 
bottom and left side of the measurement region 
because of the influence of the free stream. These 
results are in good agreement with 3D-LDA data of 
the same flow at the same location (Figure 11 a) [A. 

The vortices are detected at approximately the 
same location. 
The shape of the isoilnes are similar. 
The amplitudes of the recirculation are around 
mlnus 20mls concerning both, the DGV and the 
LDA measurements. 

Obviously the data density of the DGV measurement 
is much higher since it is an imaging technique. 
Therefor smaller structures like the recirculation 
vortex are observed more clearly. The LDA picture 
took approximately 2 hours acquisition time, which is 
very long compared to the DGV-acquisition time of 
only 30 seconds. 
A detailed comparison between the LDA and DGV 
results was not possible, because the model was not 
placed at exactly the same position In the test section 
and the boundary layer suction was not switched on 
during the DGV measurement. Especially the wake 
region of the car is very sensitive to such small 
changes of the aerodynamic boundary conditions, so 

this may be an explanation for the differences of the 
LDA and DGV data. 
An important observation was. that a lot of care had 
to be taken concerning the homogeneity of the 
seeding, in order to avoid biasing caused by 
correlated fluctuations of seeding density and 
velocity. This effect is generally well known in wind 
tunnel research. Homogeneous seeding also heips to 
keep the images in the dynamic range of the camera. 

DGV Measurements in the Model of an 
DASA-Engine Inlet 
The flow inside a model of an engine inlet was 
investigated with DGV. The experiments carried out 
were aimed to evaluate in how far DGV 
measurements could be a helpful tool for the 
development of an engine inlet. 
The engine inlet of a fighter aircraft is usually curved 
and long compared to it's diameter. Therefor the flow 
inside shows typical pipe flow phenomena which 
have to be examined and quantified in order to 
ensure a sufficient air supply of the turbo engine. 
Velocity inhomogenities such as the vorticity and the 
loss of total pressure have to be measured as a 
function of the mass flux and angle of attack of the 
air plane. 

The set-up is shown in Figure 12. A Seeding box with 
a blower and the fog generator inside was used 
generate a homogenous seeding. The seeded air 
was sagged in the inlet. The inlet was mounted on a 
so called optical module, which was used to 
investigate the flow at the exit of the inlet e.g. at the 
interface plane to the turbo engine. A glass ring 
serves as a window for the three light sheets. A stem 
with a mirror and a flexible endoscope is placed 
further down stream watching the light sheet. The 
endoscope transfers the image to the camera 
system. The mass flow rate and the stationary 
pressures at the wall near the light sheet were 
measured with pressure probes. 

The three light sheet boxes generated three light 
sheets forming an angle of 120". For each 
measurement three pictures were taken, each with 
an exposure time of 5 seconds. 

The inlet was blocked on one side to simulate an 
aerodynamic disturbance causing strong secondary 
structures. Figure 13 shows the result of a 
measurement. A strong vortex was measured. The 
distribution of the axial velocity was measured as 
well and is represented by grey vaiues. 

The axial velocities were used to determine the mass 
flow rate, the mach number, the total pressure 
distribution. Important design parameters were 
derived from this data, such as the total pressure 
loss, the total pressure distortion and the vortisity 
angle. 
The results were compared to Laser-2-Focus 
measurements and to measurements with pressure 
probes. The results were promising. Therefor the 
technique will be applied on a model in a wind tunnel 
next. A detailed comparison will be published. 



1 (Measurement Plane) 1 

Fiaure 12; DASA-engineinlet (one side was blocked), optical module, camera stem and endoscope 

c 

It should be stressed that these are the first imaging 
vdocimetry experiments using a flexible endoscope. 
This is an important characteristic of DGV since in 
this way, DGV can also be applied to flows with pour 
optical excess. 

Outlook 
Because of the encouraging results of the swirler and 
the wind tunnel experiment, continuation of the 
development of the DGV-System is intended. The 
system will be applied to investigate turbomachinery 
components in the first place. 
On the one hand, emphasis will be kept on sequential 
time averaged measurement with long exposure times 
and on the other hand, a pulsed, diode pumped YAG- 
laser is in preparation as a powerful and narrowband 
light source to visualise instationary flow structures 
and to enable measurements In flames. 

Summary 
With the aim of studying the capabilities of a new 
measurement technique called DGV. a measurement 
system was set up. The most important components 
were optimlsed with regards to accurate mean values. 

The 3D-flow field of a atomisation switl nozzle was 
investigated as well as the 3D-flow structure in one 
plane in the wake region of a car model. The results 
show that this technlque is very practical, when a 
quick general look to a flow is needed. 
DGV Is an important addition to the established 
velocimetry techniques. It is suitable as an analysing 
device for aerodynamic development; a tool the car 
and alrcraft Industry for example are already looking 
for. 
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Paper 52 
Author: Roehle 

Q: When operating the DGV it acquires much information in a short time. However, the tuning of the laser and 
filter is very critical for DGV as far as I know. How much hme do you need in practice to tune the laser and the 
filter and can you comment on the criticality? Does the tumng determine the uncertainty for DGV 
measurements’? 

A Before the DGV measurement starts, the laser is tuned until the desired frequency is reached. The durahon 
of this tuning process depends on the range the laser frequency has to be tuned. In general a tuning velocity of 
about 2 MHds to 4MHz/s is feasible. Usually one misses the desired frequency, by setting the etalon 
temperature, hy a few hundred MHz,  so that the operation point is reached after one to two minutes. The laser is 
then stabilised to this frequency. 

This process has only got to be performed once. After that the DGV system is ready to measure without time 
l i t a t ion  and without any further tuning of the laser, so that a lot of pictures can be acquired oneafter the other. 

The critical question is in how far the laser frequency is kept constant with the time. The best accuracy we ever 
reached was t l M H z  in the laboratory. Under test rig conditions we are definately less accurate. We never 
mvestigated this but I hope we can reduce the frequency fluctuations of the laser to less than + 4 MHz (= + 
2m/S). 
It should be pointed out only the component perpendicular to the light sheet plane is effected by an offset in the 
laser frequency. The components in the light sheet are only effected, when the laser frequency changes during 
the acquisition of the three pictures. 

Another critical point is beiig able to tune the laser linearly. This is not important a d g  &e-mexp&ent, 
but when we calibrate the iodine cell. We achieve a good linearity hy locking the laser frequency to an external 
interferometer which can be tuned linearly. Of course this calibration is not performed before each experiment, 
but only once in the laboratory. Thanks to the high quality of the iodine cells this calibration does not change 
over months or even years. 

Because of this the iodine cell (e.g. the Nter) does not cause big uncertainties. As explained in the paper we 
stabilised the vapour density hy fully evaporating the iodine crystal. In this way the cell profile was always quite 
reprcducible. 

The heating of the cell takes ahout half an hour before the experiment 

Q: Weigand 

Maybe, you can give us an idea of the accuracy of DGV data results of comparison with LDA - or other 
velocimetry measurements? 

A We once compared point DGV measurements with LZF measurements in a free jet. The accuracy was +- 
3 d s .  This was in good agreement with theoretical estimations. 

The velocity resolution however is better. The smallest vectors in the presented results have a length of only 
l d s  so the resolution should be of thii magnitude. 

The presented LDA and DGV measurement in the wake region of the Mercedes should not be compared in 
detail because the aerodynamic boundary conditions were not fully alike. Especially the way the seeding is 
introduced to a wind tunnel flow has in general strong influence on laser anemometry results. Since DGV 
needed a more dense seeding a different secdig generator was used which distributed the particles in a different 
way than the generator for the LDA measurements. A wind tunnel experiment like this is not well suited for 
accuracy analysis. 
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