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Sustained Hypersonic Flight 
(AGARD CP-600 Vol. 3) 

Executive Summary 

Sustained Hypersonic Flight capability is envisioned for several future military and civilian 
applications, such as long range immediate- reaction reconnaissance, high speed interception of air 
targets, long range precision strike against hardened or time critical targets, and access to space. The 
inherent reduction in time-to-target and low vulnerability will permit new operational tactics. 

The symposium outlined mission needs and operational scenarios for hypersonic vehicles. Addressed 
were: Technological issues and challenges in external hypersonic aerodynamics and design, propulsion 
and engine/airframe integration, military ramjet applications, overall system design including structures 
and materials development needs, and test facilities. 

Ground based test facilities cannot provide full simulation at Mach numbers above 5. ‘Therefore, the use 
of Computational Fluid Dynamics design tools is essential. For routine use of the computational tools in 
analysis, design and optimization, it is necessary to reduce the time for the entire computational process 
by two orders of magnitude. Hypersonic boundary layer transition remains a critical design issue 
because of the important impact on engine drag and on heating, which can affect the choice of materials 
and thermal protection systems. In addition, reliable prediction of scramjet net thrust is an absolute 
must in resolving hypersonic air breathing vehicle design issues. Due to current facility and 
computational shortfalls, the development of future hypersonic flight systems requires research flight 
tests in the technology areas of boundary layer transition and air-breathing propulsion engine 
performance. 

For sustained hypersonic flight beyond Mach 6 ,  the supersonic combustion ramjet (scramjet) engine is 
the only choice for the near future. Only this air-breathing concept offers a significant promise of large 
reductions in required propellant fractions, increased payload fractions, and reduced size vehicles, 
together with a foreseeable technological feasibility. Airframelengine integration, combustor design and 
thermal management are the predominant engineering tasks. Fuels - hydrogen or hydrocarbon - must be 
matched to the operational needs of military or civil use. Experience in existing ramjet propelled 
missiles capable of speeds up to Mach 4 can support the development effort. 

The potential mission and. cost benefits of sustained hypersonic flight to both military and civil 
applications are tremendous. From the budget point of view, the possibility of sharing development 
costs between military and civil programs offers a specific advantage. 
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Vol hypersonique soutenu 
(AGARD CP-600 Vol. 3) 

S yn thkse 

I Le vol hypersonique soutenu est envisag pour diffkrentes apl: ications civiles et mi - _  itaires futures, et 
notamment la reconnaissance lointaine de rkaction immkdiate, l’interception B grande vitesse de cibles 
akriennes, la frappe de precision B grande distance contre des cibles durcies et contre des cibles 2 temps 
de dkmasquage rkduit, ainsi que l’accks B l’espace. La rkduction du temps nkcessaire pour arriver sur 
l’objectif, ainsi que la faible vulnkrabilitk, permettront d’adopter de nouvelles tactiques opkrationnelles. 

Le symposium a soulignk les exigences des missions et les divers scknarios opkrationnels relatifs aux 
vkhicules hypersoniques. Les sujets suivants ont ktk kvoquks : les problkmes technologiques et les dkfis 
en matikre de conception akrodynamique hypersonique externe, la propulsion et l’intkgration 
moteur/cellule, les applications aux statorkacteurs militaires, la conception globale des systkmes y 
compris les exigences en matikre de structures et matkriaux, et les installations d’essais. 

Les installations d’essais au sol ne peuvent pas assurer la simulation intkgrale aux nombres de Mach 
supkrieurs B 5. La mise en oeuvre d’outils pour la conception B l’aide de l’akrodynamique numkrique 
est, par conskquent, indispensable. Cependant, le temps de cycle du calcul doit &tre rkduit de deux 
ordres de grandeur si lyon veut utiliser ces outils pour des opkrations courantes d’analyse, de conception 
et d’optimisation. La transition de la couche limite hypersonique reste l’un des points critiques de la 
conception CFD en raison de son impact sensible sur la trainee moteur et l’kchauffement, qui peut, B 
son tour, influencer le choix des matkriaux et des systkmes de protection thermique. En outre, il est 
absolument indispensable de pouvoir prkdire de faqon rkgulikre et fiable la pousske nette des 
statorkacteurs si l’on veut rksoudre les problkmes qui se posent pour la conception des vkhicules 
akrobies hypersoniques. Vu les insuffisances actuelles au niveau des installations et des moyens de 
calcul, le dkveloppement des futurs systkmes de vol hypersonique dkpendra de la possibilitk de rkaliser 
des essais en vol dans certains domaines technologiques, B savoir la transition de la couche limite et les 
performances des propulseurs akrobies. 

Dans un avenir proche, le statorkacteur reprksente le seul choix pour le vol hypersonique soutenu au 
deli de Mach 6.  Seul ce concept akrobie offre, B la fois, des rkductions potentielles suffisamment 
importantes pour rkduire la part du carburant et augmenter la charge utile et des vkhicules de 
dimensions rkduites, compte tenu de la faisabilitk technologique prkvisible. Les dkfis techniques 
majeurs sont l’intkgration cellule/moteur, la conception des chambres de combustion et la gestion 
therrnique. Les carburants - l’hydrogkne ou les hydrocarbures - doivent correspondre aux besoins 
opkrationnels civils et militaires. Ces efforts de dkveloppement pourront tirer un large profit de 
l’expkrience acquise sur les missiles B statorkacteur qui atteignent des vitesses allant jusqu’i Mach 4. 

Les avantages opkrationnels et kconomiques offerts par le vol hypersonique soutenu dans le cadre des 
applications civiles et militaires sont knormes. Du point de vue budgktaire, la possibilitk de rkpartir les 
coQts de dkveloppement entre les programmes civils et militaires est particulikrement intkressante. 
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Preface 

In the Spring of 1997, AGARD (NATO’s Advisory Group for Aerospace Research and Development), which was 
celebrating its 45 years of dedication to the improvement of military and civilian aerospace research and 
development in the NATO nations, held a major conference on “Future Aerospace Technology in the Service of 
the Alliance” at the Ecole Polytechnique at Palaiseau near Paris, France. The conference comprised three main 
parallel symposia, three forward-looking plenary sessions, and a presentation of the results of a two-year 
visionary study entitled “Aerospace 2020”*. Each symposium was organised by two AGARD Panels, with 
contributions from the Aerospace Medical Panel. 

The papers presented at the conference are contained in this and three other volumes, one of them classified. 

This volume contains the papers from the symposium on “Sustained Hypersonic Flight”, which was organised 
by the ‘Fluid Dynamics’ and ‘Propulsion and Energetics’ Panels (FDP and PEP). It had overview papers on: 

0 Mission Needs and Operational Scenarios for Hypersonic Vehicles 
0 Vehicle Configurations and Aerothermodynamic Challenges 

and sessions on: 

0 Propulsion for Hypersonic Flight 
0 External Hypersonic Aerodynamics and Design Challenges 
0 Military Ramjet Applications 
0 Test Facilities for Ramjets 
0 Configurational Design and Flight Validation 
0 Engine/Airframe Integration 

System Challenges 

Volume 1 contains the papers from the three plenary sessions: 

“Future Directions in Aerospace Systems” 
“Future NATO Trends and Mission Scenarios” 
“Human Machine Interaction in the Future”; 

and the papers on “Affordable Combat Aircraft” 

Volume 2 contains the papers on “Mission Systems Technologies”. 

*The results of Aerospace 2020 are contained in an Advisory Report, AR-360, “Aerospace 2020”. Vol. I is the 
Summary, Vol. I1 contains the full text of the report, and Vol. 111 contains supporting papers. It is planned to issue 
translations into French of volumes I and I1 later. 
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Quelques reflexions sur les missions militaires 
et les scenarios operationnels relatifs aux vehicules hypersoniques 

par Ph. CAZIN 
ONERA 
BP 72 

92322 CHATILLON CEDEX 
FRANCE 

----- 

SOMMAIRE 

On examine I ’ intMt du vol propulse dans 
I’atmosphere, 3 vitesse hypersonique, pour 
certaines applications militaires telles que: 

1) les missiles d’attaque au sol ou en surface 
A grande distance, pour lesquels la grande 
vitesse ameliore les capacites de penetrtion 
des defenses, 

2) les drones de reconnaissance et de 
surveillance, 

3) les missiles air-air tres rapides, capables 
d’intercepter, soit des missiles balistiques en 
phase accelkree, soit des cibles aeriennes de 
haute valeur a grande distance, 

4) les systemes de defense sol ou surfacelair 
a longue portee, 

5) I’acces plus rapide et plus souple a I’espace, 
en particulier en temps de crise. 

Deux aspects du probleme sont etudies: 
- la superiorite que la possession de tels 
vehicules hypersoniques apportera a I’OTAN, 
en 6valuant leurs avantages et inconvknients 
par rapport aux systemes qui utilisent d’autres 
filieres technologiques, 
- les menaces que pourraient faire peser sur 
I’OTAN des adversaires possesseurs de tels 
vehicules. 

INTRODUCTION 

Lors du symposium d’avril 1997 consacre aux 
technologies aerospatiales futures, I’AGARD a 
choisi d’examiner les perspectives militaires 
offertes a I’OTAN, a I’horizon 2020, par le vol 
sustente 8 vitesse hypersonique. 

C’est un theme qui est etudie depuis le milieu 
de ce siecle dans de nombreux pays, mais qui 
n’a pas encore produit de materiels militaires 
operationnels. 

A I’horizon 2020, les perspectives peuvent 
changer par suite, d’une part de la meilleure 
connaissance des phenomenes lies au vol 
hypersonique dans I’atmosphere (navette 
spatiale americaine), d’autre part de la 
progression des technologies permettant aux 
missiles de voler en croisiere jusqu’a Mach 4 
ou 5 (propulsion par statoreacteur). 

Ces acquis techniques permettent ainsi 
d’envisager des vehicules capables d’un vol 
susten te A vitesse hyperson iq ue (c’est-a-d ire 
au-del8 de Mach 5), et beneficiant d’une 
efficacite militaire accrue en terme de reduction 
du temps de vol ou d’amelioration de la 
capacite de penetration des defenses. Cet 
avantage de la haute vitesse sera primordial 
lorsque les systemes de detection auront fait 
des progres tels que les qualites de furtivite de 
I’attaquant ne seront plus un atout determinant. 

Si aujourd’hui on se contente de voler dans 
I’atmosphere a vitesse subsonique ou 
supersonique, en s’echappant de I’atmosphere 
pour atteindre I’hypersonique, c’est bien en I 

raison des immenses difficult& technologiques 
rencontrkes. 

Paper presented at the AGARD Symposium on “Future Aerospace Technology in the 
Service of the Alliance”, held at the Ecole Polytechnique, Palaiseau, France, 

14-1 7 April 1997, and published in CP-600 Vol. 3. 
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Mais ces possibilites font rever ! C’est pourquoi 
on .va s’efforcer ici de passer du reve 
d’aujourd’hui B la realite de demain ... avec le 
risque d’erreur inherent B toute reflexion 
prospective, en examinant quelques 
applications militaires de ces technologies 
hypersoniques qui paraissent prometteuses. 

Parmi celles-ci : 

1) L’attaque au sol ou en surface A grande 
distance 
2) Les drones de reconnaissance et de 
su rvei I lance 
3) L’interception aeroportee B grande distance 
4) La defense sol ou surface-air B longue 
portee 
5 )  L’acces rapide et souple B I’espace. 

1 - ATTAQUE AU SOL OU EN SURFACE A 
GRANDE DISTANCE 

L’utilisation d’un missile capable d’une vitesse 
de croisiere &levee (Mach 8) en altitude 
presente plusieurs avantages : 

1.1 - Le temps de vol pour atteindre la cible 
peut etre : 

- bien sQr, plus court que celui d’un missile de 
croisiere subsonique, 
- mais aussi, plus court que celui d’un missile 
balistique, pour des portees inferieures B 1000 
krn (Fig.1). 

Ce temps de vol reduit est particulierement 
favorable : 

- pour I’attaque des cibles mobiles (navires), 
- pour limiter I’erreur de navigation. 

En effet la reduction du temps de vol permet 
de limiter I’erreur de navigation inertielle 
e s s e n t i e l l e m e n t  due  aux  d e r i v e s  
gyrometriques, et proportionnelle B (TV0J3. 

La figure 2 illustre le fait que, si I’on accepte 
une erreur de navigation de 1000 m avec un 
missile volant B Mach 3, la portke devra rester 
inferieure A 1000 km, alors qu’avec un missile 
Mach 8 ,  on peut envisager une portee 
atteignant 2200 km. Ceci suppose une tres 
bonne initialisation de la centrale et I’emploi de 
gyromktres de la classe 0 , l  “/h de haute 
performance et donc de technologie 
relativement co0teuse. 

En resume, I’augmentation de la vitesse de 
croisiere permet, B precision donnee, 
d’augmenter la portee accessible d’une acme 
sans utiliser de dispositifs actifs de recalage, 
facteurs d’indiscretion. 

Mais si une precision decametrique, voire 
metrique, est requise I’utilisation du GPS et 
d’un guidage terminal de precision, par 
exemple au moyen d’un autodirecteur radar ou 
infrarouge, est imperativement necessaire. 

Un compromis devra alors etre trouve entre la 
precision du recalage de la navigation en 
croisi&e, la portee d’accrochage de 
I’autodirecteur et la capacite de manoeuvre du 
missile. 

Exemple : 
La portee d’accrochage necessaire doit etre 
telle que la duree d’autoguidage soit au 
moins Bgale 21 10 fois la constante de temps 
du missile pilote, B savoir environ 3 
secondes. 

La portee d’accrochage est egale B 3 V, . Si 
V, = 1200 m/s, on aura P = 3600 m 

En supposant que le missile ait une capacite 
de manoeuvre de 15 g, sa capacite 
maximale de rattrapage d’une erreur 
(navigation ou mouvement cible) sera : 

X = 1/2 Gt2 = 675 m 

Ainsi, A performance d’autodirecteur donnee, 
on peut etre amene, soit pour ameliorer la 
capacite de rattrapage, soit pour limiter les 
effets thermiques sur le radome ou I’irdome, A 
limiter la vitesse du missile en phase finale B 
basse altitude. 

1.2 - Les capacites de penetration d’une 
defense adverse peuvent etre excellentes 
dans les differentes phases du vol. Ainsi : 

- un missile hypersonique pourra penetrer les 
defenses de barrage en passant au-dessus du 
plafond des sol-air les plus avances. Ainsi la 
figure 3 montre I’altitude de croisiere 
envisageable pour le missile attaquant en 
fonction du Mach de vol, ainsi que le plafond 
utile de deux types de missiles sol-air, soit 
Mach 516, soit Mach 8 (improved SAM). 

- En ce qui concerne la manoeuvrabilite 
terminale, la vitesse du missile attaquant 
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permet une superiorit6 en facteur de charge 
sur le missile defenseur. Ainsi la figure 4 
montre la manoeuvrabilite maximale du missile 
de croisiere selon sa vitesse, en comparaison 
de celle du missile intercepteur, sachant que 
ce dernier doit avoir plus de 2 fois la 
manoeuvrabilite de I’assaillant pour que 
I’interception soit possible avec une forte 
probabilite. 

D’une faCon generale, un missile capable d’un 
vol de croisiere hypersonique peut mettre en 
difficult6 la defense ; en effet : 

- il passera au-dessous des zones d’action des 
ABM exo-atmospheriques, 
- iI passera au-dessus du plafond des 
intercepteurs endo-atmospheriques, 
- sa grande vitesse entrainera une diminution 
des delais de reaction de la defense, et donc 
risquera de condamner les politiques TCT 
(TirlContrdelTir). L’imprevisibilite de sa 
trajectoire aura le mQme effet (en comparaison 
avec le cas d’un missile balistique). Enfin, par 
rapport A un missile balistique, un missile 
hypersonique sera detect6 plus tard par les 
radars au sol, car plus bas sur I’horizon“). 
- A basse altitude, il peut rendre inoperant tous 
les systemes de defense contre les missiles de 
croisiere subsoniques (canons, SATCP, 
SACP). 
Bien sQr, un compromis devra Qtre trouve en 
phase finale d’attaque entre les exigences de 
penetration, qui favorisent les hautes vitesses, 
et les exigences de precision finale ou les 
problemes technologiques (echauffement) qui 
incitent A limiter la vitesse. 

1.3 - Une arrivee A grande vitesse sur I’objectif 
favorise les effets terminaux, grace A 
I’knergie cinetique elevee. Cet avantage peut 
etre marquant contre des navires, des radars 
de haute valeur fortement defendus, ou des 
postes de commandement enterres. 

1.4 - Neanmoins, un tel systeme offre 
quelques inconvenients : 
- en version aeroportee, ses dimensions et 
donc sa masse, seront superieures A celles 
d’un missile subsonique. Pour qu’il soit 
utilisable sur la plupart des avions de I’OTAN, 
sa masse maximale ne devra pas exceder 1,5 
tonne environ. 

r, Nota : L’horizon radioelectrique est 
X(km) = 4,2 [H(m)]o*5 

- I’utilisation d’aides la penetration 
(electromagnetique ou infrarouge) est difficile 
sur un missile hypersonique. 

2 - DRONES DE RECONNAISSANCE ET DE 
SURVEILLANCE 

L’utilisation militaire des drones HALE (Haute 
Altitude Longue Endurance) est plus 
particulierement orientee vers I’acquisition de 
renseignements en profondeur, derriere les 
frontieres d’un pays hostile ou les lignes de 
front en cas de conflit : par exemple I’Bcoute 
radar,  I ’analyse des reseaux de  
communications ou la detection du depart d’un 
missile balistique. 

En revanche, la recherche d’images A haute 
resolution’ n’est pas le domaine privikgie des 
drones HALE, car elle requiert des capacites 
de penetration en territoire hostile qu’ils ne 
possedent pas : ils ne peuvent que “regarder 
de loin“. 

Comment faire pour obtenir tres rapidement, et 
par tous les temps, des images de haute 
resolution sur une zone profonde (500 A 1000 
km) reputee interdite de survol ? 

- Le satellite ne peut pas offrir de reponse 
rapide, sauf si I’OTAN decidait, de s’equiper 
d’une constellation de satellites d’observation 
capables d’assurer une couverture quasi- 
permanente du globe. De plus, compte tenu 
des contraintes propres au satellite 
(trajectoires, encombrement des antennes), 
I’obtention d’une resolution infkrieure au metre, 
est difficile A obtenir au moyen d’un radar SAR. 
Enfin, la trajectoire du satellite etant 
parfaitement connue A I’avance, ceci favorise 
chez I’adversaire les operations de 
camouflage. 

- Les drones ou avions furtifs volant A basse 
altitude offrent la possibilite de s’approcher de 
I’objectif d’assez pres, mais neanmoins ils 
presentent quelques limitations d’emploi pour 
une telle mission (longue duree du vol, portee 
limitbe A basse altitude, vulnerabilit6 si 
I’adversaire a une bonne defense anti- 
aerienne, prises de vues rasantes ...). 

C’est pourquoi, dans la lignee de I’avion de 
reconnaissance SR 71, d’autres concepts, tels 
celui des drones hypersoniques, meritent 
d’gtre etudiks. Pour offrir un reel interet 
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militaire par rapport aux autres systkmes 
d’observation, les drones HAHV (Haute 
Altitude Haute Vitesse) devraient avoir les 
caracteristiques suivantes : 

- capacite 3 recueillir tres rapidement des 
informations de haute valeur, par tous les 
temps (par exemple pour &valuer les 
dommages causes par une premiere frappe), 
- forte immunite vis-a-vis des defenses anti- 
aeriennes adverses, 
- coot reduit, par rapport a celui des satellites 
et des avions ; ceci devant Qtre obtenu par une 
utilisation. de technologies proches de celles 
des missiles tactiques. 

Avec un rayon d’action atteignant 1000 A 1500 
km, le drone hypersonique de reconnaissance 
devrait Qtre capable de reconnaitre tout objectif 
hostile en moins d’une douzaine de minutes 
apres le lancement. II offrirait ainsi un temps 
de reaction tres court vis-a-vis de cibles de 
haute valeur, 3 apparition fugitive. 

Volant A tres haute altitude (30 000 a 35 000 
metres), il serait bien adapt6 a I’emport d’un 
radar SAR lui donnant une capacite 
d’observation a haute resolution, par tous les 
temps, avec une bonne couverture au sol. 
L’adjonction de senseurs optiques fonctionnant 
lors de certaines breves phases du vol pourrait 
&re envisagee. 

Une autre mission bien adaptee a un tel 
vehicule serait I’ecoute electromagnetique, en 
particulier celle des systemes de defense 
adverse situ& au-dela de I’horizon. 

Si le drone transmet des donnees en continu, 
en particulier des images, ceci conduira a des 
debits d’information tres importants qu’il faudra 
proteger contre le brouillage. La transmission 
vers les zones amies se fera, soit par 
I’intermediaire d’un satellite-relais, soit en 
direction d’une station aeroportee, soit en fin 
de vol vers une station au sol dans la zone 
amie. 

Apres avoir ralenti jusqu’a une vitesse 
subsonique, le drone sera recupere en vol, par 
exemple au moyen d’un helicoptere, lors de sa 
descente A basse vitesse sous parachute. 

Pour que la flexibilite operationnelle du drone 
hypersonique puisse Qtre exploitee au 

maximum, il pourrait avantageusement Qtre 
aeroporte sous avion de combat, en utilisant 
les interfaces standard, en particulier les lance- 
missiles. Sa masse au lancement devrait par 
consequent etre sensiblement inferieure ti 2 
tonnes (Fig.5). 

Sa propulsion en vol hypersonique serait 
assurke, soit par un statoreacteur (croisiere 
entre Mach 4 et 5), soit par un stato mixte 
(croisiere entre Mach 6 et 8). Bien entendu le 
combustible devra Qtre stockable (par exemple 
hydrocarbure endothermique). 

3 - INTERCEPTION AEROPORTEE A 
GRANDE DISTANCE 

L’utilisation de missiles aeroportes 
hypersoniques, utilisant une propulsion aerobie 
(statokuperstato) jusqu’a Mach 6 ou 8, pourrait 
Qtre d’un grand interet pour des interceptions A 
grande distance, en particulier pour les deux 
missions suivantes : 

3.1 - interception d’un missile balistique 
tactique en phase acceleree : c’est en 
principe le cas ideal, puisque I’autoguidage de 
I’intercepteur est facilite par la forte signature 
infrarouge du jet propulsif et parce que les 
debris du missile balistique retomberont dans 
le pays hostile. 

Mais c’est aussi le cas le plus difficile puisque 
la fenetre de tir ne dure que quelques dizaines 
de secondes, ce qui limite la portee utile de 
I’intercepteur a moins de 150 km. Celui-ci 
devra avoir la vitesse de croisiere la plus 
elevee possible, avec de skveres contraintes 
de tenue thermique des structures et des 
kquipements (en particulier de I’autodirecteur). 

Or lorsque I’on compare les performances d’un 
missile propulse par moteur fusee dote d’une 
forte capacite d’acceleration, i3 celles d’un 
missile hypersonique a propulsion aerobie, on 
met en evidence les limitations de ce dernier 
en portee et en altitude (Fig.6). 

Par ailleurs, B I’horizon envisage, d’autres 
systemes seront capables de remplir une telle 
mission d’interception : par exemple les lasers 
aeroportes, de forte puissance, qui beneficient 
d’un temps de rkponse tres bref et d’une 
portee utile de plusieurs centaines de 
kilometres A haute altitude (avec une efficacite 
rkduite 21 basse altitude). 
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Ce type de missile hypersonique A propulsion 
aerobie ne semble donc pas adapte a cette 
mission d’interception. 

3.2 - Interception a grande distance de 
cibles aeriennes de haute valeur (avions 
pi loth ou drones equip& de radars de 
surveillance, ou de systemes d’bcoute et de 
brouillage). 

Un missile capable d’attaquer une telle cible, A 
une distance de plusieurs centaines de 
kilometres en volant a Mach 618 B une altitude 
telle qu’il passe au-dessus des lobes du radar 
de surveillance, offre un reel interet. Sa grande 
vitesse simplifie son guidage inertiel et offre 
peu de temps A I’adversaire pour mettre en 
oeuvre des contre-mesures. 
Notons que la possession par un adversaire 
d’une telle arme capable d’intercepter des 
AWACS ou JSTARS a grande distance, serait 
d’un grand danger pour les pays de I’OTAN. 

4 - DEFENSE SOL OU SURFACElAlR A 
LONGUE PORTEE 

Une autre application, assez proche de la 
prkcedente, concerne la defense sol-air ou 
surface-air capable d’intercepter a une distance 
comprise entre 100 et 500 km une cible 
aerienne menagante, par exemple un avion 
volant A haute altitude et equip6 d’armement 
air-sol tel que des missiles de croisiere 
subsoniques ... qui prolifereront a I’horizon 
2020. Dans ce cas, une grande vitesse de 
I’intercepteur (croisiere hypersonique a Mach 
6/8) reduit le temps de reponse du systeme et 
favorise une interception de la cible hostile 
avant que celle-ci n’ait eu I’occasion de tirer 
ses armements. 

Pour ce type de mission, la contrainte de 
limitation de la masse du missile, contrainte 
tres severe pour les armements aeroportes, 
peut Qtre relclchee (par exemple, utilisation 
d’un moteur d’acc616ration tres puissant). 

5 - ACCES RAPIDE ET SOUPLE A 
L’ESPACE 

A I’horizon 2020, il est evident qu’une Alliance 
militaire, telle I’OTAN, utilisera de plus en plus 
de moyens spatiaux pour remplir sa mission : 
ce besoin conduira A des lancements de 
satellites de telecommunication, de navigation, 
d’observation, ou Bventuellement de satellites 

equipes d’armes laser. Ces satellites seront 
distribues, aussi bien sur I’orbite 
geostationnaire (pour les telecommunications 
ou I’alerte) que sur des orbites basses 
(observation, ecoute, telecommunication). 

5.1 - Pour des missions qui ne sonf pas 
urgenfes, I’utilisation d’un lanceur commercial 
sera de plus en plus recherchee afin de reduire 
le coot du lancement. C’est d’ailleurs ce qui se 
passe actuellement en Europe avec I’utilisation 
d’ARIANE pour le lancement de satellites 
militaires. 

Pour les lanceurs spatiaux futurs, on ne sait 
pas si ce besoin d’une reduction des coots 
conduira A des lanceurs a propulsion fusee ou 
a propulsion partiellement aerobie. A I’horizon 
2020, il est hautement probable que la 
propulsion fusee restera predominante. 

Pour ces missions non-urgentes, la necessitk 
pour I’OTAN de developper un lanceur militaire 
specifique est d’autant moins kvidente 
qu’apparaitront au tournant de ce siecle, une 
famille de nouveaux lanceurs classiques qui 
devraient reduire sensiblement le coot du 
lancement d’un satellite. 

5.2 - Pour une mission urgenfe, telle que le 
lancement de satellites tactiques miniaturises 
(observation, kcoute) en temps de crise, 
plusieurs solutions techniques peuvent Qtre 
envisagees : 

a) utilisation de lanceurs classiques 
consommables, multi-&ages, a propulsion 
fusee a propergol solide. Ceux-ci peuvent gtre 
derives de missiles balistiques et Qtre lances, 
soit Zi partir d’une base terrestre, soit a partir 
d’un navire ou d’un avion gros porteur. Ce 
dernier concept correspond au systeme 
americain PEGASUS, dont on pourrait 
augmenter la masse satellisable en remplagant 
le moteur fusee du premier etage par un 
moteur combine fusee-statorkacteur- 
su perstatoreacteur. 

b) utilisation d’un nouveau vehicule 
hypersonique recuperable et r&utilisable, dont 
la mise en oeuvre s’apparenterait a celle d’un 
avion militaire. On sait qu’un tel vehicule, de 
preference mono-etage, aura probablement 
une masse au decollage de quelques 
centaines de tonnes et utilisera un systeme 
propulsif complexe combinant propulsion fusee 
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et propulsion aerobie, celle-ci devant 
imperativement fonctionner au moins jusqu’8 
Mach I O .  

II faut alors rapprocher les contraintes 
militaires inherentes 8 I’urgence de la 
mission (c’est-&dire un lancement 
dans un delai de quelques heures, et 
au maximum de 24 heures) et les 
incertitudes techniques d’un tel projet: 

- peut-on utiliser les aerodromes de 
I’OTAN (longueur des pistes, type de 
carburant 8 mettre en oeuvre, ateliers 
de maintenance)? 

- peut-on utiliser, comme pour un 
avion, un decollage et un atterrissage 
horizontaux ? Si oui, n’est-il pas 
necessaire de disposer pour le 
decollage d’un chariot auxiliaire ? 

- I’utilisation d’ergols cryogeniques 
(LH, et LO,) est probablement 
indispensable pour atteindre la 
satellisation : est-ce compatible avec 
I’urgence de la mission ? 

En resume, on peut dire que, A ce jour : 
- la faisabilite technique de tels vehicules 
hypersoniques n’est pas prouvee, 
- I’incertitude sur les performances garanties 
(par exemple : masse satellisee/masse au 
decollage) reste grande, et ceci est 
malheureusement inherent 8 I’utilisation de la 
propulsion aerobie aux tres hautes vitesses, 
- les conditions de maintenance et de 
reutilisation sont mal connues. 

Par ailleurs, la necessitk, pour imperatif 
militaire, de se lancer d’ici 2020 dans le 
developpement d’un tel systeme n’apparait 
pas, puisque d’autres solutions, certainement 
moins coirteuses, permettent ou permettront de 
remplir cette mission : 

- pour une mission non urgente, 
utilisation de lanceurs commerciaux, 
- pour une mission urgente, utilisation 
de lanceurs classiques derives de 
missiles balistiques, ou utilisation 
d’autres systemes, tels les drones 
hypersoniques. 

Enfin la menace que pourrait faire peser sur 
I’OTAN un adversaire equip6 de tels vehicules 
spatiaux hypersoniques parait extremement 
lointaine. 

6 - CONCLUSION 

Cette premiere analyse montre que les 
technologies qui permettent le vol propulse 
dans I’atmosph8re 8 vitesse hypersonique 
pourraient avoir un grand interet militaire 8 
I’horizon 2020. 

6.1 - Les missions susceptibles de faire appel 
8 ce type de technologies sont principalement: 

- I’attaque au sol ou en surface 8 grande 
distance, 
- /’interception aeroportee, 8 grande 
distance, de cibles aeriennes de haute 
valeur. 

La possession de tels armements pourrait 
donner 8 I’OTAN une incontestable superiorite. 

Ces missiles auraient une masse de 1000 8 
1500 kg, et pourraient se monter sous la 
plupart des avions de I’OTAN. Leurs 
performances seraient approximativement : 

- croisiere hypersonique a 6 < Mach 
- altitude de croisiere : jusqu’8 35000 metres 
- portee maximale : 500 A 1000 km 

8 

La propulsion serait assuree par un moteur 
c o m b i n e  f u s e e  8 p r o p e r g o l  
solide/statorkacteur/superstator&acteur. Pour 
le moteur aerobie le combustible doit - 
imperativement Qtre stockable et si possible 
posskder une capacite de refroidissement. 4 

Les problemes techniques 8 resoudre 
concernent : 
- le systeme propulsif 
- les structures et les materiaux (legeret6 et 
tenue 8 I’kchauffement) 
- le guidage (precision et tenue aux contraintes 
thermiques) 

6.2 - D’autres missions sont concernees par 
ces techniques. II s’agit : 

a) des drones Haute Altitude Haute Vitesse, 
qui utiliseraient des technologies proches des 
precedentes 
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Pour ces deux cas une analyse technico- 
operationnelle plus poussee devrait permettre 
d'en preciser I'interet par rapport a I'utilisation 
d'autres systemes militaires. 

6.3 - Les missiles hypersoniques a propulsion 
aerobie sont mal adaptes a I'interception des 
missiles balistiques en phase propulsee, en 
raison de leur faible capacite d'acceleration. 

6.4 - II semble que I'implication de I'OTAN dans 
le developpement de lanceurs spatiaux -non 
classiques- ne presente pas d'interet militaire 
evident, eu egard aux contraintes financieres 
actuelles et futures auxquelles doivent faire 
face les pays de I'Alliance. 

6.5 - Le concept americain d'avion 
hypersonique capable de voler a plus de 
Mach 10 et d'atteindre n'importe que1 point du 
globe a partir du continent americain puis d'y 

revenir semble depasser largement les besoins 
et les possibilites des autres pays de I'OTAN. 

6.6 - D'autres emplois de vehicules a vitesse 
de croisiere hypersonique peuvent etres 
interessants pour des missions a courte 
portee : il s'agit d'armes capables de detruire 
des cibles durcies ou enterrees, et des obus 
propulses anti-chars. 

6.7 - L'organisation qui succedera a I'AGARD 
devrait s'interesser aux recherches et aux 
technologies relatives aux armements 
hypersoniques precises en 6.1 et 6.2, en 
conduisant les recherches de faGon progressive 
vers les nombres de Mach les plus eleves, 
sans brOler les etapes intermediaires. Ces 
efforts devraient conserver un certain caractere 
de confidentialite compte-tenu des menaces 
que pourraient faire peser, a I'horizon 2020, sur 
la superiorite, en particulier aerienne, de 
I'OTAN, des adversaires possesseurs de tels 
armements. 

1 5 -  

10- 

5 -  

Range (km) 
I I I )  

1000 2000 3000 

Fig.1 - Temps de vol d'un missile balistique et d'un missile de croisiere hypersonique. 
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Fig.3 - Altitude de croisiere d'un missile hypersonique. 
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CONFIGURATIONS DE VEHICULES ET DEFIS DE LA CONCEPTION 
AEROTHERMODYNAMIQUE 

(VEHICLE CONFIGURATIONS AND 
AEROTHERMODYNAMIC CHALLENGES) 

P.C. PERRIER 
Dassault Aviation 

78, Quai Marcel Dassault 
92552 St. Cloud Cedex 300 

France 

Summary 

Sustained hypersonic flight appears as a challenge for 
3 classes of concepts quite different in their use : one is 
relative to constant cruise, the second to transient (but 
slowly varying) high altitude flight, the latter to low 
altitude penetration. For each of the concepts, a review 
will be presented of the more promising configurations 
and the associated aerothermodynamic challenges. In 
conclusion a proposal for a common technology program 
is given with demonstration filling the envelope of 
specifications and dealing with the critical points they 
generate. 

Slowly varying high altitude flights may be part of the 
mission of satellite launchers in the acceleration 

E.H. HIRSCHEL 
Daimler-Benz Aerospace A.G. 

DASA LMLE3 
Postfach 80 11 60 

81663 Munchen, Germany 

phase or in reentry cross range cruise with or without 
rebouncing effects. During these flights, convective ratio 
to radiative heat transfer is a driving parameter of vehicle 
configuration, associated with the search for better lift 
over drag ratio. Low altitude penetrators are specified by 
the high pressure generated and heavy flutter 
requirements. On the contrary, the search for 
configurations with relatively low drag and fuel 
consumption per mile, for a minirnum structural weight, 
leads to configurations of pure cruisers to be at the 
pinpoint of aerodynamic efficiency only compromised 
by carry-and-release constraints. 

Compatibility with future European launch technology, 
as reviewed in the Festip program, is evaluated and 
general challenges, sufficiently open to variation with 
respect to future needs, are summarized. 

Paper presented at the AGARD Symposium on “Future Aerospace Technology in the 
Service of the Alliance”, held at the Ecole Polytechnique, Palaiseau, France, 

14-1 7 April 1997, and published in CP-600 Vol. 3. 
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0.1 INTRODUCTION 

Never has been so important, for the efficiency of 
aerospace vehicles, the aerothermodynamic configuration 
as for sustained hypersonic vehicles. It is clear that 
sustained hypersonic flight might afford fast and cheap 
long range capabilities ; it requires sufficient level of 
aerodynamic quality, otherwise design will be poor and 
its feasibility difficult to support. 

That can be more precisely expressed by consideration of 
the Breguet formula for constant propulsion efficiency : 

R = I s p x V x  L log 
D M2 

R being the range of sustained flight, Isp the specific 
impulse (related to a given combustion), V the sustained 
velocity, L/D the lift-over-drag ratio, M I  and M, the 
mass of the vehicle with or without fuel or ergols. The 
critical aerodynamic characteristic may then be evaluated 
first by the level of product V x L/D as compared to 
more classical cruise conditions : than in figures as large 
as 2, for L/D, and ten times more velocity than in 
subsonic cruise conditions gives by the parameter V x 
L/D, better cruise efficiency than the subsonic 
commercial aircraft in present long range operation. 

However a good performance assumes good balance 
between aerodynamics for ascent and descent terminal 
trajectories and other constraints coming from general 
design (volume and center of gravity acceptable 
locations) or from aerothermics and from stress analysis 
particularly for the high pressure in air ducts. So we 
cannot avoid to address the accelerated and decelarated 
part of the trajectory with a specific attention devoted for 
that class of vehicle that have almost no cruise as the 
satellite launcher or vehicles going to or coming back 
from orbital position. Alternatively it is also possible to 
use specific designs aimed to go from the ground to the 
starting point of the sustained hypersonic flight, like 
solid propellant boosters, or a flighter-bomber used as 
launcher. 

To be addressed particularly are the vehicles ending their 
flight by a dive towards target ; their kinetic energy, with 
or without addition of explosive mass, may be used as a 
passive mean for penetrating defences. In the final part 
of their trajectory constraints on internal pressure of 
airbreathing engines are critical. 

We have to evaluate if cruise vehicles aerodynamics 
(with their specific optimization in Isp. V. L/D, 'plus 
specific constraints related to ascent and descent phases 
of their trajectory), may appear as the alternate path to 
the derivation of rational configurations of hypersonic 
vehicles compared to blunt aerothemally constrained 

shapes without propulsion. Are they particularly 
interesting for exploration of advanced concepts, and 
evaluation of inclusion of such concepts in compromised 
vehicles ? A survey of different applications of the 
concepts will help to do such evaluation. 

1. CRUISE VEHICLE DERIVATION 

1.1 Aerothermics constraint from the leading edge 

The search for L/D maximisation is obviously the search 
for extreme slenderness and low angle of attack 
optimization of vehicles. Such overall tendency is correct 
as far as simplified Newtonian approach is considered 
because the local contribution to general maximisation of 
l/tga x ds L/D is a weighting of l/tg ads, a being local 
angle of attack of the local surface ds. However it is quite 
evident that we cannot avoid blunt leading edge for 
acceptable heat fluxes, because stagnation of incoming 
flow is requiring at least one point without sweep for 
symetry accounting ; local extreme heat flux may be 
predicted acurately by the Fay-Ridell formula, with a 
direct proportionality to the local gradient of velocity, 
source of shearing and so of thermal fluxes, itself related 
to the local mean curvature at stagnation point. Curvature 
C may be expressed as the square root of the product of 
principal curvatures of the surface of the vehicle at the 
stagnation point : kI,c2. 

If the flux constraint is maximised, the optimal shape is a 
sphere and, by symetry, its L/D is zero. Having large 
thermal constraints mean that we may put low angle of 
attack surfaces in the continuity with spherical noise, and 
two families of vehicle with largely increased L/D may 
be derived : one with axis of symmetry kept and 
geometrically not to far of sphere-cone topology, the 
other using a flatness higher with ellipso'id-cone 
topology. One interesting effect of L/D optimization with 
Newtonian law and sphere or ellipso'id constraint at 
stagnation point, is to produce curved shapes where the 
transition to small angles is as abrupt as the ellipso'idal 
shape is constrained, except if volume constraint smooth 
transition from ellipso'idal shape. Consideration of real 
flows appear then as the main driver to real optimization 
and it leads to continuous curvature with a newtonian 
perturbation of the shape of the bow-shock. This lead to 
the bow-shock s hieldin? concept where the avoidance of 
any peak local overheating, built with shock-shock 
interactions, led to generic shapes of X-24 and Hermes 
vehicles. Such derivation is summarized in Figure 1. I .  

On Figure 1.2 the specific constraint of bow-shock 
shielding is examplified by the critical point design of 
Hermes with angle of attrack and sideslip, effect of real 
gases and of local deflection of fin control surfaces. 
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The final L/D of such configuration is also given in 
figure 2 for checking that the L/D level of more than 1 
may be attained with angle of attack of 30 to 40 degree, 
when the I / tga value is 1.7. 

It then appears that the thermal constraints are the major 
driver in the shape derivation due to non-Newtonian 
interaction of bow-shock and the downstream part of the 
shape. As flat as will be the ellipsoidal leading edge as 
large will be the L/D. So we can derive a family of high 
L/D by optimization of flatness of elliptic nose with the 
constraint of surface and volume. It is clear that volume 
constraints for a given length will be the major limiter in 
the trend toward flat vehicles but we have now to 
consider also the problem of stability. 

Longitudinal stability cannot be achieved with ful l  
volume utilisation because the center of volume of the 
expanding body is aft the center of surface (assuming 
any X" distribution of local span or thickness, implies a 
( 2 2  - 1 + a) necessary shift of rearward location of 
3+q 2 +o( the center of gravity). Relying on non- 

linear behaviour of pressure derivatives, it is possible 
however to select a forward stable longitudinal center of 
pressure with higher lift on the front fuselage ; so it lets 
the hypersonic stability compatible with subsonic 
requirements, but it reduces again the fill-up of the rear 
volume. On lateral stability the same trend asks to 
increase rear lateral surfaces and their outward canting. 

- 

1.2 The Dassault Launac* generic shape 
* (launac, 16naz, losnes is an old french word that 
depicts a damp meadows site : it marks optimal 
location for a village in a valley) 

Taking in account the above conclusions it is now 
obvious that we can identify the optimal hypersonic 
lower surface of a generic hypersonic shape as a sole 
devoted to hypersonic constraints fulfilment plus a 
volume that needs to be in the wake of the forebody. 
Two ways are now open for such derivation, one related 
to  an (( almost flat plate concept )) and the other to the 
(( V shaped concept )). for such derivation we may 
consider again the problem of the leading edge, not near 
the stagnation point in the plane of symmetry, but on the 
lateral sides with increasing sweep angle cp. If we fit to 
the maximum heat flux constraint identical to the nose 
problem, it is no more necessary to keep low curvature, 
as on the latest shapes of X-24 and Hermes concepts, but 
we can reduce the curvature with the cosz cp, and so the 
sole concept will appear in the shape derivation given in 
Fig. 1.3. 

If we consider now a circular cylinder at effective angle 
of attack as will appear the lateral high curvature border 
with the combination of angle of attack a, ellipso'id bow 
shock shielding, we can examine the generation of the 

oblique shock surface past a circular cylinder at 
incidence. Fig. 1.4 gives the shape of shock wave 
induced by a circular cylinder in the hypersonic M=8 
Poitiers CEAT wind tunnel. One can check that the local 
swept bidimensionality appear only after 8 diameters, so 
that the transition from the leading edge to the lateral 
border allows a significative snow-plough effect, that 
leads to the proposal of a U or rounded V basis for 
critical thermal parts of the design to  be fitted to the low 
flux low curvature sole surface baselines. 

V is reinforced in the Figure 1.3 drawing of the Dassault 
(( Launac )) sole concept. 

One interesting feature of the V is that we may consider 
what topology of the bow shock geometry is induced by 
different ratios of radius of the leading edge to the 
vertical spacing of leading edge and bottom surfaces. 
Such topology is presented in the Figure 1.5 below ; it 
shows that it is possible to build a concave sole (it cannot 
be too concave because the self reradiating effect will 
increase the heat fluxes as for the sole of an oven for 
pottery) and so to derive an optimal wave rider with 
constraints on heat fluxes at leading edges. Major parts 
of the lower surface drag may then be cancelled, 
whatever the fact that it contributes typically only to one 
thud of the drag breakdown but to ninety percent of  the 
lif t .  

1.3 The interaction of propulsion in Launac 
concept 

One major requirement for propulsion efficiency is to 
include air intakes and exits in the design in such a way 
that negative interactions will be always minimised if 
positive cannot be obtained. 

One positive effect is the d&ectional stability 
improvement by rearward location of the air intake 
because the deflection of upstream flow to a vehicle- 
fixed duct is a major contributor to lateral stability 
coefficients. If a very short duct and combustion 
chamber may be designed, such rear position is possible 
and very attractive. On the other side the compression by 
the bowshock cannot be neglected in the entropy losses 
related to the air intake drag (Ref. 1). 

Two ways are open for selection of vehicles 
configurations with air breathing propulsion more 
demanding that smaller rocket engines : rocket 
propulsion has just to include in the base the large 
expansion ratio of high altitude nozzle design (however 
such rocket propulsion, including air augmented rocket, 
have very low specific impulse demanding large volume 
constraints for the high mass of ergols if cryogenic). One 
way to baseline is to build a convex compression ramp 
and the other a concave one. In the first case the design 
configuration is examplified by the NASP configuration ; 
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the second is typified in axisymetric or highly convex 
shapes, not so attractive due to difficulties for low speed 
control constraints in longitudiual and lateral stability 
and under carriage location. 

One major problem it related to the nozzle exit 
integration, knowing that the performance weight of the 
efficiency of the nozzle is much larger than the 
performance weight of the air intake efficiency for the 
global performance. The higly convex design is not 
compatible with other than convex exit, and so with plug 
nozzle that are of limited efficiency without very narrow 
(and so difficult to control) throat and exit areas. The 
highly concave shape are similarly complex to control 
but on a much smaller peripheral length ; the 
intermediate, almost square, exit is very simple to control 
with simple hinge and almost flate plate deflection flaps ; 
but square shapes are not so able to whitstand high 
pressure levels induced by high Mach number. 
Airbreathing propulsion efficiency requires a ratio of the 
mean pressure in the ducts and combustion chamber to 
wing surface loading much higher than in low speed 
design; except for futuristic attractive external 
combustion. 

1.4 Off-design constraints related to out of cruise 
conditions 

Two different pathes of configuration compromise, with 
out-of-cruise conditions, are generated by the 
compatibility with launching and recovery constraints. 

For recovery constraints major problems are induced by 
the landing phases. If the recovery is by chutes, the 
constraints are not so large and include mainly 
mechanical constraints and geometrical volume 
reservation for the related packs and ropes. However the 
runway landing is to be favored more and more, due to 
difficulties and high costs of recuperation on large areas. 
Launac type designs are compatible with empty landing 
on runways if some additive aerodynamic devices 
(winglets, fins, canards, ...) are properly designed and 
integrated ; more difficult is the landing of highly convex 
bodies - like axisymetric bodies. 

For the acceleration to cruise conditions major 
difficulties are generated for inclusion of boosters 
outside in parallel or in integrated design. The first one 
requires the same separation studies than external store in 
aircraft separation development aircraft strategy. The 
second one needs a long body volume reservation for 
propellants, unfortunatelly around the center of gravity 
position, increasing the overall maximum cross area of 
the vehicle. Such selection of configuration is in direct 
relation with the slenderness of the design. Easier to 
implement are the internal liquid rocket or the external 
first stage or air-breather booster allowing use of 

balanced tanks in or outside (external tank as for the 
shuttle Orbiter of Rockwell) the main fuselage. 

2. DECELERATING/ACCELERATING 
VEHICLES 

In this chapter some major design issues of  hypersonic 
vehicles are highlighted by looking at configurations 
employed or studied for space-transportation purposes. 
The discussion is restricted to winged vehicles flying in 
the earth atmosphere. The related aerothermodynamic 
design and verification problems are not commented on 
in detail. 

2.1 The "Classical" Re-entry Vehicle 

The "classical" re-entry vehicle, like the US Space 
Shuttle, is ascending in a typical rocket mode, i.e. it 
climbs fast out of the atmosphere, without the heat loads 
connected to aeroassisted flight. For the descend, 
however, such a vehicle is essentially an aeroassisted 
(winged) braking device, which reduces the total energy 
of (low) orbital flight to zero on the ground after landing. 
In order to create enough drag, such a vehicle is blunt 
and flies at large angle of attack, Fig. 2.1. The blunt 
configuration and the large angle of attack flight are on 
the other hand necessary to reduce the ensuing heat loads 
to such a degree, that the vehicle is in principle fully 
reusable. The reduction of the heat loads is due to the 
large bluntness of the nose region and the leading edges 
together with the large angle of attack (a = 30" to 40°), 
which leads to boundary layers of such large thickness, 
that (passive) surface-radiation cooling becomes very 
effective, and sufficiently reduces the heat loads to a 
level, at which no additional active cooling is necessary, 
Ref. 4. 

At the leading edges of wings it is on the one hand the 
leading-edge radius and on the other hand the sweep, 
which, when increased, reduces the heat loads. Usually a 
large sweep is preferred in order to reduce drag at lower 
angles of attack, when down a n d o r  cross range is flown. 
Low-speed flight demands larger aspect ratios, which can 
be obtained by a double-delta wing plan form (US Space 
Shuttle, BURAN), or by winglets ( H E M E S ,  and, e.g., 
some FESTIP configurations, Sub-chapter 4.4). 

Surface radiation cooling can reduce effectively the heat 
loads on the structure, i.e. the radiation-adiabatic 
temperature. Of course conduction processes will always 
convey some heat into the structure, .hence a heat 
insulation becomes necessary. The insulation system 
should be the lightest and cheapest system possible with 
the smallest technological risk, as easy and inexpensive 
as possible to manufacture and to support in operation. 
The optimal solution for pure re-entry vehicles sofar is a 
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materials & structure concept with a cold primary (load 
bearing) structure with a heat-protection system (tiles, 
shingles), which has a thickness according to the 
penetration depth of the heat front during the re-entry 
flight. The opposite solution would be a hot primary 
structure with an internal insulation system, and, of 
course, mixtures of both. A cold primary structure has 
the additional benefit, that it is not prone to 
aerothermoelastic effects, which does not rule out 
ordinary aeroelastic effects especially on wings, fins and 
control surfaces. 

2.2 The airbreathing lower stage of a two-stage-to- 
orbit vehicle 

Some years ago especially in Europe some two-stage-to- 
orbit concepts were studied, with an airbreathing lower 
stage and a staging Mach numbers predominantly in the 
5 to 7 range (SANGER, STAR-H, RADIANCE). 
Although the airbreathing lower stages of such concepts 
at the considered Mach numbers are also hypersonic 
vehicles, the configurational issues are significantly 
different from those of "classical" re-entry vehicles, Fig. 
2.2. First, and most important of all, the mission of the 
configuration is not a braking mission. It is an 
acceleration mission, which asks for a low drag, and 
sufficiently large lift to drag ratio layout. Very important 
is the role of the lower side of the forebody, which, while 
flying at angle of attack, entails a pre-compression of the 
inlet-onset flow, and hence a reduction of the inlet 
capturing area. This in turn reduces the vehicle length, 
because the bow shock must not interfere with the 
propulsion-system package, and especially its foremost 
part, the inlet (inlet shielding), Ref. 5 .  

A special problem is the nozzle/afterbody of airbreathing 
hypersonic vehicles. Since the flight Mach number and 
altitude span of such vehicles is very large, the nozzle 
throat must be controlled, which leads to a rectangular 
cross-section, and to  an asymmetric outer nozzle (single 
expansion ramp nozzle (SERN)). The outer nozzle then 
must be considered as a constituent part of the afterbody, 
which becomes larger with larger flight speed. 
Nozzle/afterbody efficiency (thrust) and the thrust-vector 
angle couple strongly into the pitching moment and the 
l i f t  of the vehicle. Plug nozzles in principle could 
overcome the thrust-vector angle problem, if they would 
be employed with a bell nozzle. However, vehicle 
integration needs make a combination with an 
asymmetric outer nozzle (Plug SERN) necessary, which 
poses other problems. 

This short discussion shows, that the lower side of an 
airbreathing hypersonic vehicle actually is a coupled 
IiWpropulsion system, Ref. 5, which unfortunately, 
depending on the degree of forebody pre-compression, is 

strongly influenced by the aero(thermo)elastic behaviour 
of the forebody. This in turn will depend on the 
structural concept. A cold primary structure could have a 
better stiffness/weight relation than a hot one. However, 
the thermal protection system for a cold structure ought 
to have a sufficiently smooth surface in order to avoid 
roughness and waviness induced viscous drag increments 
of the (below approximately 50 km altitude on a large 
portion of the surface) turbulent boundary-layer (see also 
Sub-chapter 4.1). 

Wave drag considerations enforce a small nose radius, 
small leading-edge radii, and large edges sweep. At 
noses and leading edges hence heat loads have to be 
traded against wave drag: small radii lead to thin 
boundary layers and hence to  reduced surface-radiation 
cooling effectivity. If the radii become too small, active 
cooling becomes necessary, with the related penalties of 
weight and systems complexity. At the inlet and in the 
propulsion system of course radiation cooling is reduced, 
or not possible at all, respectively. The entailed cooling 
needs enforce a carefully designed overall heat 
management of the vehicle. 

The strong coupling of aerodynamics, propulsion, 
aerothermoelasticity and surface radiation cooling poses 
very large design problems ("positive thrust minus 
drag"). Low speed performance demands (usually also 
double-delta plan-form approaches), and especially off- 
design (engine-out) flight pose additional problems, the 
latter because of the coupling of the thrust vector into the 
pitching moment of the vehicle. 

2.3 Rocket-propelled single-stage-to-orbit vehicle 
solutions 

Provided the structural mass and the thrust problem, 
respectively, can be solved, both ascend and descend 
flight will lead to shapes similar to those of the 
"classical" re-entry vehicles. Advanced rocket motor 
concepts like the linear plug nozzle bring in the, 
otherwise not so important, problem of aerodynamic 
airframe/propulsion integration. New vehicle shapes, like 
that of the Venture Star, will further reduce heat loads 
due to the very large radii, but apart from structure- 
topology problems, can lead to lateral stability problems, 
and a general Reynolds number sensitivity, which can 
pose extra design problems. 

In the frame of FESTIP a concept with extreme large 
down-range is studied (once-around concept, Ref. 6). For 
such a system the demand to have low drag, and , a  
sufficiently large lift to drag ratio on the down range 
segment of the trajectory contradicts the bluntness and 
large angle of attack demands on the re-entry segment 
down to 50 to 70 km altitude. Skip trajectories might be 
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a way to reduce heat loads, wave-rider vehicle elements 
might improve the aerodynamic performance. Active 
cooling will be a problem during descend flight because 
no fuel-flow per se is given. 

Delta-clipper like concepts have other problems, which 
must be overcome: heat loads, if a nose-first descend is 
considered (small nose radius: large heat loads combined 
with long flight times for deceleration), very low roll- 
damping, asymmetric side forces at large angle of attack 
(vortex shedding), and small lift to drag ratio (down and 
cross range restrictions). 

2.4 The airbreathing single-stage-to-orbit vehicle 

Airbreathing single-stage-to-orbit concepts demand low 
drag configurations with a very large coupling of the lift 
and the propulsion system (see the preceding Chapter 1 
and Sub-chapter 2.2), together with very large heat 
loads, which will make active cooling of larger portions 
of the airframe necessary. Such a vehicle might fly with 
airbreathing propulsion modes (RAM, SCRAM) up to 60 
krn altitude (M = 12 to 16), then rocket propulsion must 
take over, Fig. 2.3. This is due to the fact that on the one 
hand the inlet capture area (mass flow) will become too 
large (also the wing area, because with declining thrust, 
flight would have to become increasingly aeroassisted), 
and on the other hand the specific impulse falls below 
that of rocket propulsion (see introduction). Even with 
air (oxygen) collection and combined SCRAWrocket 
propulsion systems the limits will not go up much. The 
early employment of rocket propulsion, however, will be 
beneficial, since it reduces the flight time with large heat 
loads, because of the rapid climbing out of the 
atmosphere. 

Remains the descend. It is not conceivable at this time, 
how the inlet (and the propulsion-system package) can 
be shielded from the heat loads during re-entry without a 
massive weight penalty. Even if this would be possible, 
trim of the vehicle appears not to be achievable. Upside- 
down solutions would entail further large weight 
penalties, because of the need of a full-fledged thermal- 
protection system also on the upper side of the vehicle. 
Certainly a very large technological effort would be 
necessary in order to achieve such type of vehicle. 

2.5 Specific heat-loads constraints and 
compromises 

As was mentioned above, surface-radiation cooling is the 
major cooling means of (outer) surfaces of a hypersonic 
vehicle, Ref. 4. Heat loads on "classical " re-entry 
vehicles can be considered decoupled from the 
aerodynamic performance, because these vehicles are not 
drag critical (on the contrary), except for possible 
vehicles with very large down-range demands. 
Airbreathing vehicles in general will be drag critical, and 
hence heat loads and the outer shape and its drag (wave 
drag and viscous drag) are intimately coupled via the 
coupling of surface-radiation cooling with the boundary- 
layer properties (boundary-layer thickness, transition 
laminar-turbulent, laminar and turbulent state, influence 
of surface temperature on wall-shear stress (increasing 
temperature reduces wall-shear stress), catalytic surface 
recombination and surface near mass-diffusion 
mechanism with non-equilibrium thermo-chemical 
effects). In general a trade-off must be made at the nose 
and leading edges with regard to wave drag and heat 
loads. Active cooling will entail weight and system- 
complexity penalties. With increasing speed also cooling 
needs of the propulsion system rise and. the overall heat 
budged (cryogenic fuel as heat sink vs. cooling needs) 
may become the limiting factor. 

Extra coolants (water) might help to solve local problems 
(heat sink, transpiration cooling). Heat transport, e.g. by 
heat pipes, from hot zones to cooler ones, where the heat 
can be radiated away, is also a possible solution for local 
problems. Slender vehicle shapes (Chapter I), which fly 
upper and lower surfaces both at similar low angle of 
attack, do not have the large differences (heat loads 
differentials) of the radiation-adiabatic temperatures 
between windward side and leeside, found, for instance, 
on a re-entry vehicle (several hundreds up to one 
thousand Kelvin). Therefore the possibility to get rid of 
excess heat by cross-fuselage transport is limited. 

Heat loads differentials on a forebody, e.g. SANGER 
forebody at M = 6.8: = 200 K, can give rise to 
deformation problems with hot primary structures. An 
elegant way-out would be the tailoring of the radiation 
emissivity coefficient E, in such a way that with s,& 
< st&, equal (but then larger) temperatures on the 
upper side result. This would have the additional benefit 
of reducing the viscous drag of the turbulent boundary 
layer on the upper side (the drag of the laminar boundary 
layer is only weakly affected). Anyway a tailoring of the 
emissivity coefficient everywhere on the vehicle, just in 
order not to exceed locally the materials limit, would 
help to reduce the overall viscous drag to a not negligible 
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3. LOW LEVEL PENETRATORS 

3.1 The high dynamic pressure static constraint 

When the dynamic pressure increases, two types of 
problems are emerging, one static and related to' high 
pressure in some parts of the vehicle and associated high 
heat fluxes management, the other dynamic and related 
to flutter constraints. 

Major pressure and heat fluxes are present at leading 
edges of wing and air intake and in the combustion 
chamber. For the leading edge of the wing there is no 
particular requirement except to rely on the smallest 
radius as possible associated with radiative cooling (see 
sub-chapter 2.5) : pressure is decreasing with sweep 
angle, so extreme high heat fluxes at leading edge are 
localised. It will be very beneficial to use liquid cooling 
or maintaining larger surface than the stagnation area at 
high temperature and using the upper surface like a crest 
or tuft emerging upwards. Such device is to be avoided 
for the lips of the air intake but it is possible to retain a V 
shape for the inlet lip avoiding portions without sweep 
and their peak heating. 

For the combustion chamber it is clear that the only 
circular cross section baseline, self stabilized in tension 
by pressure, is the possible, geometrical candidate and 
has to include the begining of the nozzle. Similarly the 
internal compression air duct, before the open concave 
configuration, has to avoid the complexity by 
axisymetric design. The skin of the combustion chamber 
has also to be an external radiating piece of hardware, if 
possible open to lower and upper side radiation. 

3.2 The high pressure dynamic constraints 

The flutter problem is of major importance for 
hypersonic penetrators and appears not in the very high 
pressure of the combustion chamber, where the thickness 
of the skin is large, but in the aerodynamic fairings, 
where flutter of panels are of major concern for the 
designers. It is clear that flat, or slightly convex or 
concave surfaces, may have too small rigidity to avoid 
panel flutter. More contoured design is better from that 
point of view, however it generally implies inflexions 
areas that need specific reinforcement as far as the 
movable parts. 

Low transient phenomena, coming from necessary 
insulation of fuel and equipments bay areas, are also 
generating transient thermal stresses and are feeding 
instabilities of panels. A very powerful aeroelastic 

(22-1 

multidisciplinary tool is mandatory for the feasibility of a 
hypersonic penetrator. 

4. RESEARCH TO SUPPORT ADVANCED 
CONFIGURATIONS 

In this chapter research and development problems are 
sketched, which are seen to be necessary to support the 
design and development of cruise vehicles and also of 
low-level penetrators. A short reference to FESTIP work 
is given in Sub-chapter 4.4. Table 4.1 contains a 
summary of the technology issues. 

4.1 Critical Issues of Surface-Radiation 
CoolinglThermal Protection 

Surface-radiation cooling depends (locally) inversely on 
the boundary-layer thickness (T: - 1 6 ) .  The efficiency 
of surface radiation cooling in general reduces, if the 
Reynolds number rises, i.e. vehicles flying with 
hypersonic speed at low altitudes are not amenable to 
full-fledged radiation cooling. 

Surface-radiation cooling in any case depends strongly 
on the state - laminar or turbulent - of the boundary 
layer, which holds also for heat fluxes at surfaces with 
fixed temperature (target temperature of actively cooled 
surface portions). It is influenced by attachment lines 
(hot-spot situation: "vortex scrubbing"), and separation 
lines (cold-spot situation). Because a ground-facility 
simulation of the flight situation is not possible, the 
determination of the radiation-adiabatic surface 
temperature as conservative estimation in the design 
phase, has to be done with computational tools. This also 
holds for the sizing of the thermal protection system, or 
that of a hot primary structure, when part of the heat 
enters the structure, regardless of the effectivity of 
radiation cooling. 

Six research and development topics can be identified: 

I .  With or without radiation cooling, effective and 
reliable aerothermodynamic computational tools, 
and especially the flow-physics (transition laminar- 
turbulent, turbulence) and thermochemical 
modelling (surface catalytic effects, (turbulent) 
mass diffusion) are of utmost importance. Indeed 
the biggest problem is the determination of the 
transition zone, followed by the modelling of 
turbulent heat conduction and mass diffusion 
processes: Of equal importance, because of the 
ensuing large heat (and mechanical) loads, is the 
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determination of location and strength of strong- 
interaction phenomena. 

2. Effective and reliable computation tools, which 
permit the coupling of aerothermodynamics and 
structures, in order to determine - on the whole 
trajectory - the penetration depth of the heat front in 
thermal protection systems, the heat loading of hot 
primary structures, the thermal deformation and 
stresses, et cetera. 

3.  Criteria for the permissible surface roughness, 
waviness, gaps, steps et cetera, because these can 
give rise to peak heating by loosing radiative 
cooling a n d o r  by premature transition ; surface 
irregularities are also generating large mean viscous 
drag and heatlloads increments. On the other hand 
manufacturing tolerances should be as large as 
possible in order to keep down manufacturing costs. 

4. Aeroelastic and aerothermics multidisciplinary 
working tools with their experimental validation. 

5 .  Integrated, heat-loads oriented vehicle design and 
optimization strategies, which take into account in a 
holistic manner all aspects and interelations of 
vehicle aerodynamics and surface-radiation 
cooling, Ref. 4. 

6. Active flow control of unsteadiness of propulsion 
(unstart of air intake, combustion instabilities, ...) 
for reduction of design stresses and increase of 
safety. 

4.2 Critical Issues of Inlet and Nozzle/Afterbody 
Development 

The major problem is the design for the large Mach 
number and altitude span, in view of the strong viscous 
and interaction effects, and especially at the 
nozzle/afterbody, also thermochemical effects. Both the 
inlet and the nozzle/afterbody flow path must be 
minutely supported and controlled by light-weight 
structures with movable parts, which demands exact and 
reliable predictions of mechanical and heat loads and 
flow/structure couplings. 

The most important research and development topics are: 

1 .  Computer-aided design and optimization strategies 
and tools for the mean flow paths of both the inlet 
and the nozzle/afterbody. 

2. Effective and reliable aerothermodynamic 
computation tools with adequate flow-physics and 
thermo-chemical models. The' time has come, with 
present codes and super computer performances, to 
take into account the possible unsteadiness of the 
flow and its control. The source of unsteadiness is 
mainly related in hypersonics to incoming and self 
generated turbulence and to the fluctuations 
induced by shock-waves and separated areas ; 
advanced multiscale unsteady codes, with 
convenient simplification in smooth flowfields and 
mesh refinement in critical areas, open the way to 
the control of  flow with combustion and its 
extended range of safe and efficient flight. 

3. Effective and reliable computation tools, which 
permit the coupling of aerothermodynamics and the 
structure, with special attention to the length of 
correlations in unsteady excitation by noise and 
turbulence of the structural panels. 

4. Ground-simulation facilities and techniques, as well 
as in-flight techniques for the experimental 

aerothermodynamics and (hot) structures. This is 
economically possible only with sub-scale models, 
appropriate and reliable transfer models, (Ref. 5 )  so 
the development of the full-scale hardware must be 
provided for validation of such advanced design. 

investigation and verification of 

4.3 Critical Issues of Aerothermodynamic 
AirframeA'ropulsion Integration 

Aerothermodynamic airframe/propulsion integration, i.e. 
the shaping of the (controlled, elastic) vehicle, is the 
most demanding design problem, since the vehicle 
actually is a highly integrated lift and propulsion system, 
as was discussed above. Most important is the 
development of effective and reliable integration and 
optimization strategies and tools, and the verification by 
means of suitable experimental (ground-facility) 
strategies and experimental flight vehicles. A 
prerequisite is the advanceme'nt of the critical issues 
discussed in the preceding Sub-chapters 4.1 and 4.2. and 
a specific effort devoted to the validation of integration 
problems because they generally include complex 
interfaces between different industrial partners (Ref. 3). 

4.4 Compatibilities with European Launch-System 
Technology Development (FESTIP) 

The Euture European Space Transportation Investigation 
Programme (FESTIP), Ref. 6, is an effort to provide the 
enabling technologies for the development of an 
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advanced, cost-effective, reusable European space 
transportation system, which should become operational 
in the time frame 2015 to 2020. Presently system- 
concept studies are performed with harmonized mission 
scenarios, system requirements, design standards, 
technology assumptions, analysis tools and assessment 
criteria in order to identify potential system concepts, for 
which then the needed technologies will be developed. 

rocket-propelled and airbreathing single- and two-stage- 
to-orbit systems, which will be narrowed to one or two 
most promising system concepts within the next few 
years. Present technology work in several technology 
areas is aimed at the development of general and long- 
term technologies. This work is focused gradually in 
time according to the narrowing of the range of potential 
system concepts. System-concept study and technology 
work directly related to the present topic is that with 
regard to system concept FSS- 12 (airbreathing 
SANGER-like two-stage-to-orbit concept). Elements of 
technology work (on structures, materials, 
aerothermodynamic and thermal management) with 
regard to  other system concepts are of direct relevance 
(FESTIP) and natural programs for the present topic, too. 

I The system-concept studies cover a wide range of 

I 

I 

National research programs, outside FESTIP, particularly 
the French one, are oriented towards military and space 
applications and need. They have a lot in common on 
basic research, but a larger basis covering all the items ; 
all efforts enhance the global European knowledge for 
the various applications emerging in hypersonics. 

I 

4.5 Critical issues for the preliminary phases of 
hypersonic programs 

Major issue remain the correct prediction of the viabililty 
of future programs. It first relies on the accurate 
prediction of anticipated performances (mainly related to 
thrust minus drag and specific consumption) and of the 
technologically critical points. They need to be precisely 
identified soon and put in as sound and securely 
scheduled development program as possible. Studies 
assume at this stage the building of sensitivity derivatives 
and of alternate pathes or alternate solutions with 
degraded performances in order to  secure the feasibility : 
it is no more acceptable to engage a major program 
without a step by step reassessment of the research and 
development work from the view of the technical and 
managerial problems encountered in ended parts of the 
work. 

In the aerodynamic configuration assessment such 
principles mean that the preliminary work has to go 
deeper in the demonstration by computation of the target 
performances and of critical detailed parts and by 

validation of the involved tools in comparison with 
reduced size model tests. 

In the preliminary conceptual phasis, the proof of 
concept has to rely on wind tunnel tests of a complex 
model with combustion (if needed as critical), and 
thermal fluixes ; wind tunnel test has to be rebuilt with 
the same tools used for flight prediction, including the 
comparative building of sensitivity derivaties and 
uncertainties (Ref. 2). In the industrial feasibility phases, 
same type of demonstration-validation has to be rebuilt, 
but using a reduced scale flip- U, covering the same 
or higher criticity where needed on the same concept and 
flow topology if possible. No large scale demonstration 
of elementary critical part has to be put away from such 
step by step simulation - experimentation continous self 
substantation procedure. 

Conceptually in aerothermodynamic such validation 
procedure has to go  from elementary research 
workshops, for elementary codes and a given scale of 
phenomena, to multiphysics, . multidisciplinary and 
optimisation industrial workshops supported by specific 
models able to validate integra1:ion capabilities and 
interfaces correctness. Such models, in wind tunnel and 
then in flight. Have a specific validation of integration 
models aimed to reduce future globally catastrophic 
misunderstanding or incorrect fittings between major 
industrial partners. 

5. CONCLUDING REMARKS 

Generation of advanced configurations of hypersonic 
vehicles may be put at a level of quality that was not 
possible earlier, thanks to the development of 
multiphysics-multiscale simulation tools and the 
identification of major constraints in technology by past 
program experience. 

We have shown that a new rationale for vehicle 
aerothermodynamics configurations allows the selection 
of more generics test vehicles. 'They are useful for 
assessing future possible performances, if sufficient 
optimization is carried out. Reduced scale flight models 
in a progressive (compatible) modular configuration 
relying on a generic basic sole concept, able to be 
extended to include later propulsion, seems from now 
attractive : such real flight demonstration concept is 
mandatory for the validation of design tools and the 
technology of future programs. 
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Fig. 1. I Axisymelric and elliptic bodies 
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Fig. 1.4 Schlieren picture of bow shock wave past a circular cylinder a f  incidence at M = 8 
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. 

Fig. 1. S €rtL.mul und intrrnal hoos~rr!/uuncher construints 



C2-14 
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system 
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Fig. 2. I "Classical" reentry vehicle and some configrational aspects (schematically) 
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inside bow shock 
integrated RAM) package 
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Fig. 2.2 An airbreathing lower stage of a two-stage-to-orbit vehicle and some confgurational aspects 
(schematically) 
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Hypersonic Air-Breathing Missile Propulsion 

Paul J. Waltrup 
The Johns Hopkins University 
Applied Physics Laboratory 

Johns Hopkins Road 
Laurel, Maryland 20723 USA 

ABSTRACT 
A comparison of the performance of storable, liquid hy- 
drocarbon fueled, scramjet-powered axisymmetric mis- 
sile configurations using several types of fuel piloting/ 
fuel pre-preparation methods are presented along with an 
initial methodology to permit these comparisons to be 
made. The merits of each engine type are discussed, and 
a first attempt at defining an upper flight Mach number 
bound on these types of engines ispresented. 

NOMENCLATURE 
A area 
C, drag coefficient 
Cf wall skin friction coefficient 

CTN net vehicle force coefficient 
ER, effective fuel-air equivalence ratio 
M Mach number 
4 dynamic pressure 
P pressure 
a angle of attack 
qKE inlet kinetic energy efficiency 
q, fuel combustion efficiency 

gross engine thrust coefficient cT, 

Subscripts 
C combustor 
des design 
i inlet geometric 
max maximum 
ref reference 
W wall 
0 free-stream 
1-5 engine stations (see Figs. 1 and 2) 

INTRODUCTION 
High-speed air-breathing technology, using storable fu- 
els, has evolved over the last several decades to a point 
where it is appropriate to proceed with a demonstration 
of these technologies in a system configuration aimed at 
Mach 8.0 capability. However, before discussing the tech- 
nology challenges and potential of the Mach 8 vehicle, it 
is appropriate to review the historical evolution of this 
high-speed, air-launched capability from its origins. 

The conventional ramjet engine was used primarily for 
missile propulsion in the post World War I1 period. Many 
countries developed ramjet-powered surface-to-air mis- 
siles, such as Bloodhound (UK), Bomarc and Talos (USA), 
and the Russian SA-4 (Ganaf). In France, the Vega and a 
ramjet-powered target vehicle, the CT41, were also de- 
veloped. Many other ramjet-powered projects were un- 
dertaken to develop improved surface-to-air missiles, such 
as the Typhon (USA), and also to expand the flight enve- 
lope of such systems. In the latter class were the UK Na- 
tional Gas Turbine Establishment (NGTE) test vehicle 
series and the French Stateltex project. Ultimately, very 
large subsonic-burning engines were developed for the 
intercontinental range missiles Navajo (USA) and Buran 
(USSR). 

These early ramjet systems were essentially axial flow 
systems, using single- or multi-cone inlets with modest 
turning angles: following supersonic compression, the 
flow was subsonically diffused and axially introduced into 
a combustor that typically used gutter stabilizers and/or 
can-type burners. An extensive international database for 
inlet and combustor design was generated during the late 
1940s and the 1950s. Furthermore, extensive research and 
development flight testing took place, adding to the data- 
base for engine development; for example, in the USA, 
the Lockheed X-7 vehicle alone resulted in over 100 test 
flights. Of course, rocket boosters were essential for these 
early ramjet systems, and externally mounted solid-fuel 
boosters of both parallel and tandem configurations 
were used. 

Following the initial period of extensive ramjet develop- 
ment and the maturing of the associated technology base, 
flight performance of this class of engine was widely dem- 
onstrated in the Mach 4.0-5.0 region. There was consid- 
erable interest in the performance of hydrocarbon-fueled 
ramjet engines at still higher Mach numbers, and this in- 
terest was captured in many of the discussions recorded 
in the Fourth AGARD Colloquium held in Milan in 1960.’ 
However, there was some divergence of views on the prac- 
ticability of extending the performance of such ramjet 
engines to speeds of Mach 5.0-10.0. Mallinson, of NGTE, 
noted2 the rapid fall-off in predicted engine performance 

Paper presented at the AGARD Symposium on “Future Aerospace Technology in the 
Service of the Alliance”, held at the Ecole Polytechnique, Palaiseau, France, 

14-17 April 1997, and published in CP-600 Vol. 3. 
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between Mach 4.0 and Mach 7.0, but other authors main- 
tained that much higher speeds might be achieved. At 
NGTE, significant exploratory work was undertaken in 
the mid-1960s on a ramjet type of combustor, using a tube- 
matrix injector, at Mach 6.0 conditions. This work was 
led by A. B. P. Beeton and demonstrated the engineering 
feasibility of such combustors. During the same period, 
an interesting study of real gas effects on a Mach 7.0 kero- 
sene-fueled engine was performed by Hawkins and 
with particular emphasis on the nozzle recombination 
problem. In the USA, there were also continuing studies 
of hypersonic engine component design and performance. 
Much work was performed on high-speed inlet design. 
Also, regenerative cooling of the combustor was devel- 
oped; much of this work was to find application to a hy- 
drogen-fueled combustor designed for Mach 8.0 condi- 
tions. The key problem of exhaust-nozzle performance 
continued to attract much effort. 

However, in retrospect, not enough work was performed 
to establish the realistic performance capabilities of con- 
ventional ramjet engines at the higher flight Mach num- 
bers; preferred engineering design approaches also were 
not firmly established, and candidate engines did not pro- 
ceed into flight test. Moreover, beginning in the late 1950s, 
research interest in high-speed propulsion was increas- 
ingly turning to the study of supersonic combustion ram- 
jet (scramjet) engines. Two early foundational papers on 
this topic were published, one by Weber and Mackay in 
19584 and the other by Dugger in  1960.5 The latter paper 
was largely concerned with the relative flight perfor- 
mances of the subsonic and supersonic combustion en- 
gines. Although this discussion of performance was fairly 
straightforward from a cycle-analysis point of view, the 
then existing lack of knowledge concerning actual 
scramjet component behavior (flow phenomena and per- 
formance characterization) on the one hand and the lack 
of accurate hypersonic ramjet performance data on the 
other clouded quantitative comparisons of the ramjet and 
scramjet candidate engines in the Mach 6.0-8.0 regime. 
In any event, as a result of the rapidly emerging interest 
in space launch vehicles, scramjet engine research was 
soon focused on the potential performance of hydrogen- 
fueled engines at very high Mach numbers and on their 
applications to the single stage-to-orbit aerospace plane 
concept.6 Interest in the conventional hydrocarbon-fueled 
engine rapidly faded, and a major thrust to develop 
scramjet engines was launched; the major achievements 
of this effort, funded by the U.S. Air Force (USAF), in- 
cluding the development of the dual-mode ramjet engine, 
are well documented in Ref. 7. Much of this emerging 
work was led by Dr. Antonio Feni8  

Initially in the aerospace plane program, it was assumed 
that the vehicle would be accelerated to about Mach 8.0 
by a combined-cycle turbo-accelerator; the vehicle would 
then accelerate from Mach 8.0 to near-orbital speeds on 
scramjet power. Later studies looked at the possibilities 
of operating the scramjet engine duct at lower flight 
speeds, in the subsonic combustion mode.9 This gave rise 
to the concept of a dual-mode combustor in which the 
ramjet duct could operate over a wide speed range, ini- 
tially i n  a subsonic combustion mode and later 
transitioning to supersonic combustion. A Marquardt dual- 
mode scramjet was successfully demonstrated,I0 with 
smooth transition between modes, in 1967, using hydro- 
gen fuel. Later, when the attention of the USAF turned to 
scramjet-propelled missiles, the supersonic combustion 
of hydrocarbon fuel was demonstrated using a relatively 
longer combustor and an energetic piloting system.I0 
Many more details of dual-combustion operation can be 
found in Refs. 11-13. 

Unfortunately, these early focused scramjet development 
efforts did not proceed into a successful flight test, and 
USAF-funded scramjet work was to lay fallow until the 
initiation of the National Aerospace Plane program in 
1985. Fortunately, some limited work on the develop- 
ment of scramjet engines for missiles was to proceed. 
Under NASA and U.S. Navy ~ponsorship, '~ detailed work 
on scramjet engine technology continued and, in particu- 
lar, work on a liquid-fueled Supersonic Combustion Ram- 
jet Missile (SCRAM) was sponsored at the Applied Phys- 
ics Laboratory (APL) of The Johns Hopkins University 
starting in 1961 and continuing until 1977. This engine 
program provided significant fundamental scramjet mis- 
sile technology, and this effort is well documented by 
Billig.14 Unfortunately, this engine development was 
based on pyrophoric and toxic fuel blends, which were 
not ultimately acceptable to the operational community. 
However, liquid-fueled scramjet work continued through 
the 1980s at APL, focused on a dual-combustor ramjet 
concept using storable heavy hydrocarbon fuels. l5 

Meanwhile, the potential of the integral rocket ramjet 
(IRR) concept as a viable missile propulsion system at- 
tracted much attention, particularly with the advent of the 
Soviet SA-6 missile. The IRR concept of integrating the 
rocket booster inside the ramjet engine combustor led to 
a compact air-launched missile configuration. Although 
most of these IRR systems operated at modest Mach num- 
bers, the USAF air-launched ASALM missile was tested 
to flight speeds approaching hypersonic Mach numbers. 
Unlike the French ASMP missile and the FSU kH17 mis- 
sile, the ASALM was not to see operational service; 
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however, the fully successful flight tests of the ASALM 
conclusively showed the potential of a high-speed, air- 
launched IRR missile that could be carried internally in a 
bomber aircraft and could possess long stand-off strike 
capability. In summary, the marriage of the high-speed 
capability of the ramjet and a compact air-launched mis- 
sile has been successfully demonstrated. 

One should also note in passing the significant French 
exploratory work on the surface-to-air missile SCOR- 
PION.I6 This missile used a subsonic combustion ramjet 
operating up to Mach 6 after a tandem boost to Mach 3. 
Although this work did not proceed to flight demonstra- 
tion, the analysis and experimental work demonstrated 
an important advance in high-speed ramjet technology. 

Turning now to the subject of future developments in 
scramjet technology, it appears that a need is emerging 
for a high-speed, fast-response, air-launched missile. This 
military need is discussed at length in Ref. 17, and the 
candidate system for study is a hypersonic air-breathing, 
hydrocarbon-fueled, scramjet-propelled weapon achiev- 
ing mission speeds as high as Mach 8.0. The technology 
for such a system concept is already being addressed in 
the USA by the USAF-funded “HyTech” program.’* 

It is tacitly assumed that hydrocarbon-fueled scramjets 
will be used for a variety of other missions, and it is ap- 
propriate to investigate the ultimate flight performances 
and engineering constraints of various engine configura- 
tions. 

Obviously the existing hydrocarbon scramjet technology base 
is currently very limited, largely empirical, with testing 
largely restricted to a few engine geometries and with lim- 
ited approaches to pilot and combustor design. Future tech- 
nology efforts will be planned to derive a structured approach 
to the synthesis of a preferred engine configuration. 

Although the scramjet engine is simple in concept, the 
creation of an optimally performing engine operating over 
a wide range of Mach numbers is a significant engineer- 
ing challenge. This is particularly true for a dual-mode 
engine using hydrocarbon fuel and operating over the 
speed range of Mach 4.0-8.0. Also, compared to the con- 
ventional ramjet engine, the scramjet development is much 
more complex. In the ramjet engine, the overall engine 
could largely be developed by integrating the basic en- 
gine components: inlet, fuel injectodflame holderkom- 
bustor, and nozzle. The component interactions, although 
not insignificant, could be addressed in a relatively 
straightforward manner. In the scramjet engine, operat- 
ing with mixed flow or predominantly supersonic flow, 

the gas dynamic interactions are severe. Typical internal 
flow phenomena include, but are not limited to, shock 
propagation along the duct; shock-boundary layer inter- 
actions leading to unsteady mixed-flow areas; boundary 
layer separations and reattachments; fuel-injectionkore 
flow interactions, spatially evolving mixing and combus- 
ting flows; thermal choking, both global and local; and 
severe boundary condition interactions involving pseudo- 
shocks, shock impingement on the wall, and wall physi- 
cal-chemical effects such as quenching. 

These phenomena present severe challenges to engine 
development for hydrogen-fueled systems; it is possible 
that successful, effective engine operation may only be 
achieved with a sophisticated active-control system. 

A further problem is that despite some 40 years of research, 
a standard scramjet design configuration has yet to emerge 
that would provide a focus for ongoing scramjet research. 
The same can be said for a standardized design methodol- 
ogy for the integrated engine and its individual compo- 
nents. The closest approach to commonality has been the 
axisymmetric dual-mode engine configuration typified by 
the NASA Hypersonic research engine,’ the U.S. Navy 
SCRAMI4 engines, the French ESOPE engine,I5 and the 
Russian dual-mode scramjet engine flight tested on the 
Kholod vehicle. Two additional distinct configurations are 
the two-dimensional NASA airframe integrated engine,7 
which has also been studied at CIAM and TsAGI, and the 
U.S. Navy dual combustor ramjet16 engine developed at 
APL. As a consequence of the lack of a standard configu- 
ration, engine development to date has been diverse and 
lacking focus on common approaches to a specific pre- 
ferred design incorporating standardized subprocesses such 
as combustor configuration, fuel injection, and flame hold- 
ing. In the exploration of new engine concepts operating 
over different speed ranges and employing hydrogen and 
storable fuels, such diverse approaches are to be antici- 
pated. However, development will be speeded if more ef- 
fort is placed on configurations that lend themselves to 
engineering approaches that will enable control of flowpath 
phenomena, e.g., a multistep burner where a standard 
“step” component is used sequentially to spatially anchor 
heat release along the combustor. 

The current USAF HyTech program is evaluating various 
design approaches to the Mach 4.0-8.0 hydrocarbon-fu- 
eled dual-mode scramjet engine. These engines initially 
included designs by United TechnologiesPratt & Whitney, 
Aerojet, Rocketdyne, and Kaiser-Marquardt but were 
subsequently reduced to the United Technologies and 
Aerojet configurations. It is to be hoped that a configura- 
tion will emerge from these andor other current research 
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and development studies that can be confidently developed 
using standardized and sophisticated computational fluid 
dynamics analyses and state-of the-art experimental tools. 

The purpose of this paper is to present, discuss, and com- 
pare the performance of a number of various engine con- 
cepts in terms of how they are able to meet and overcome 
fundamental performance issues associated with efficient 
scramjet operation; these issues are presented and dis- 
cussed in the next section. Subsequent sections of the paper 
.will address the relative performance of a limited number 
of these emerging engine concepts. Finally, an initial at- 
tempt to define an upper bound on flight Mach number 
for hydrocarbon-fueled scramjet engines is presented and 
discussed. 

SCRAMJET DEVELOPMENTD‘ERFORMANCE 
ISSUES 
One fundamental and several primary issues are associ- 
ated with the development and efficient operation of a 
supersonic combustion ramjet (scramjet) engine that in- 
hibit its use in its simplest form (Fig. 1). The fundamen- 
tal issue is the pure scramjet’s inability to operate on stor- 
able liquid hydrocarbon fuels alone for flight speeds at or 
below Mach 8. The primary issues include distribution, 
mixing, and ignition of the injected fuel with the air stream, 
and the thermal balance required between the cooling 
available from the engine fuel flow (for thrust genera- 
tion) and the actual cooling needed for structural survival. 
There are other issues, such as inlet and nozzle efficiency, 
inletlcombustor isolator requirements, engine/combustor 
wall friction losses, etc., that are not insignificant but are 
also not fundamental to the “yes” or “no” operation of a 
scramjet engine, and no further discussion of them is pro- 
posed. However, one item of key interest for engine ap- 
plications is the determination of a practical upper bound 
on flight speed with hydrocarbon fuels. 

The requirement to add either a very energetic and/or 
reactive fuel or oxidizer source to a liquid heavy 
hydrocarbon fuel or to pre-prepare the fuel for efficient com- 
bustion in the supersonic combustor has been well docu- 
mented experimentally over the past 30 years.10*13-16,19,20 

Fig. 1 Engine schematic of supersonic combustion ramjet. 

One only need read Ref. 9, written in 1963, to appreciate 
how long this has been an issue and how long many of 
the resolution methods have been recognized. 

Solutions to the fuel ignition and efficient combustion is- 
sue tested to date include the addition of very reactive, 
pyrophoric (and generally toxic) fuels (such as boranes) 
to the liquid hydrocarbon fuel, the injection of a very re- 
active oxidizer (such as chlorine trifluoride) or fuel near 
the point of hydrocarbon fuel injection, or the use of pi- 
lots in which a portion (or all) of the liquid heavy hydro- 
carbon fuel is pre-prepared for efficient combustion in 
the supersonic combustor. Of the solutions successfully 
tested, only the fuel pre-preparation solution is logisti- 
cally acceptable in today’s operational environment. 

However, this solution includes a number of fuel pre- 
preparation options that are quite dissimilar; many of the 
concepts that have appeared in the literature have been or 
are being investigated. These include the dual combustor 
ramjet (DCR) engine16 (Fig. 2), a wall piloted scramjet 
concept21*22 (Fig. 3), a split inlet piloted   cram jet^^ (Fig. 
4) concept, a catalytic pilot scramjet concept20 (Fig. 5) ,  
and strut-ducted-rocketlscramjet concepts13 (Fig. 6) .  Each 
may also be used in combination with an endothermic 
liquid hydrocarbon f ~ e 1 , ~ ~ v ~ ~ v ~ ~  such as JP-7, to provide 
some or all of the requisite structural cooling. However, 
it must be kept in mind that an initial, non-flow-path heat 
source is needed to initiate the endothermic process should 
it be needed at the takeover flight condition of the ramjet 
or scramjet engine. There has also been international in- 
terest in  the enhancement of kerosene-type fuel combus- 
tion in scramjets, mostly in Russia (see, e.g., Ref. 26), but 
this topic is not included in these discussions for, among 
other reasons, a lack of flight configuration detail. 

To compare the relative merits of each engine type or con- 
cept is not an easy task. However, a set of criteria (figures 
of merit) such as those described next is used herein in an 
attempt to do just that. These criteria include the following: 

1. The fuel type that can be used in the engine, whether it 
be liquid, gaseous, or both, including endothermic fu- 
els in either of their phase states, and whether an ener- 
getic fuel or oxidizer pilot source is required to sustain 
combustion. Note that endothermic fuels (or other ac- 
tive cooling heat sinks) are generally required for flight 
speeds above Mach 6-6.5, depending on the specific 
engine or vehicle design .and flight dynamics. 

2. If a cold start ignition source is required, what it might 
be, and the ability of the ignition source chosen to 
relight the engine should its flame be extinguished. 
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Fig. 2 Engine schematic of dual combustor ramjet. 

3. The stability of the fuel pilotlpre-preparation system 
and its sensitivity to such things as inlet stability, dy- 
namic pressure variations (Reynolds number), wall 
effects (viscosity and heat transfer), geometry, required 
fuel dishibution, and pressure matching. 

4. Weight and volume penalties associated with the pro- 
posed engine cycle (including multiple fuel supply/ 
control systems). 

5. The engine's performance compared to that of a pure 
scramjet. 

With these criteria, let us now turn our attention to a de- 
scription and discussion of the candidate engine cycles. 

CANDIDATE HYDROCARBON-FUELED, 
HYPERSONIC ENGINE CYCLES 

Pure Scramjet 
The pure scramjet has been around since the late 1950s. 
at least in concept." In its simplest form, as shown in 
Fig. 1, it comprises an air inlet to diffuse the hypersonic 
air stream to a supersonic speed, an isolator duct to pre- 
vent combustion-induced disturbances from interacting 
with the performance of the air inlet, a fuel injection sta- 
tion, a simple flame holder (such as a wall step increase 
in area), a constant or moderately diverging area combus- 
tor, and an exit nozzle. As previously discussed, this en- 
gine can only operate with very reactive fuels (such as 
akylated boranes) or fuel  mixture^'^; even gaseous hy- 
drogen fuel will not ignite and efficiently bum at the lower 
(Mach 3-5) flight speeds. Storable liquid hydrocarbon 
fuels alone will not burn with any acceptable efficiency, 
even at Mach 8. Consequently, modifications to this con- 
cept are necessary if storable, logistically suitable hydro- 
carbon fuels are to be used. 

, 
I 

Dual Combustor Ramjet 
The DCR (Fig. 2) was originated by J. L. Keirsey at AF'L 
in the late 1970s to permit the efticient combustion of 
storable liquid heavy hydrocarbon fuels in a hypersonic 

mi 

, \--+-- 
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Fig. 3 Wall-mounted pilot scramjet concept?* (a) Hy- 
drocarbon-fueled scramjet missile; (b) scramjet vehicle; 
(c) combustor concept; (d) air-breathing pilotlinjector. 

air-breathing engine. In the DCR concept,'6 a small 
fraction of the air captured by the inlet (12.5-25%) is 
diffused to a small embedded subsonic dump combustor, 
where all of the liquid fuel is nonunifonnly injected at or 
near the dump plane. This nonuniform fuel injection pat- 
tern permits a stoichiometric flame to be maintained in 
the center of the dump plane via a spark plug, the heat 
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Fig. 4 Split inlet piloted scramjet concept?4 

Fig. 5 
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Catalytic piloted scramjet combustor concept." 

strut Strut rocketr 
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Ram h scram injectors - 
Fig. 6 Strut-ducted-rocketcramjet engine concept?* 
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from which is used to vaporize and crack the remaining 
liquid fuel. This hot, molecularly light, mostly gaseous 
effluent is then axially (or nearly axially) injected into 
the supersonic combustor, where it mixes and reacts with 
the main supersonic inlet airflow as shown in Fig. 2. 

With respect to the above five criteria, the DCR can oper- 
ate with either a cold, liquid heavy hydrocarbon or a hot, 
light gaseous fuel. Endothermic (e.g., JP-7) fuels are 
permitted whether structural survivability requires their 
use or not. Remember, however, that the volumetric en- 
ergy density of typical endothermic hydrocarbon fuels is 
only 70-80% of that of other liquid heavy hydrocarbon 
fuels (such as JP-10). The DCR uses a simple spark plug 
located in the gas generator’s dome region that operates 
continuously. The DCR, therefore, does not require a cold 
start energy source and is capable of re-establishing com- 
bustion should a flameout occur. 

The gas generator and its interaction with the main super- 
sonic combustor have been experimentally demonstrated 
to be stable in the Mach 3-4 speed regime, a regime where 
one would expect any combustion or aerodynamic insta- 
bilities to be most pronounced. These tests were conducted 
with both cold (room temperature) JP-5 and RJ-5. More- 
over, this full-scale, axisymmetric version of the DCR 
combustion system has demonstrated combustion efficien- 
cies in excess of 90% at these flight speeds with dynamic 
pressures as low as 35 kN/m2 (750 lbf/ft). 

At low flight Mach numbers, however, the DCR can be 
sensitive to the pressure matching requirements of the gas 
generator exit and supersonic combustor entrance flows. 
In this flight regime, the gas generator inlet may unstart, 
but since the gas generator inlet(s) are separated from the 
supersonic combustor inlets, there are no additional 
adverse interactions. 

Some weight and volume issues are also associated with 
using the DCR (as there are with all of the engines de- 
scribed below). The DCR requires a separate gas genera- 
tor air inlet system and a rather large (compared to the 
other concepts described below) fuel pre-preparation sys- 
tem (gas generator). It does not, however, require more 
than one fuel supply and control system. 

The performance of the DCR is compared in detail to both 
a scramjet and ramjet in Ref. 15. The results show that 
the DCR’s performance is comparable to a subsonic 
combustion ramjet at Mach 3 but is better at Mach 6. This 
is to be expected since the DCR operates more like a 
scramjet at the higher flight speeds. Reference 15 also 
shows that the DCR performs much better than the 
scramjet at Mach 4 but has poorer performance at Mach 

8, again due to the fact that the DCR operates much like a 
ramjet at the lower flight speeds. Their comparative per- 
formances are discussed in detail in the next section. 

Wall Piloted Scramjet 
An alternate piloting scheme involves the use of a wall- 
mounted subsonic combustion pilot within the combus- 
tor. In one implementation of this approach, small half- 
axisymmetric, fixed-geometry, conical inlet, subsonic 
combustion ramjets are attached to the engine’s wall(s) at 
the entrance of the supersonic combustor21*22; the num- 
ber of ramjets varies with the particular engine size and 
combustor design. These ramjets are designed to provide 
a pilot flame for the main supersonic flow. Each ingests 
less than 5% of the supersonic flow entering the combus- 
tor, including the wall boundary layer, and operates at or 
near stoichiometric with a gaseous hydrocarbon fuel. The 
projected frontal area of each pilot is on the order of 15- 
20% of the air stream tube to be piloted. 

The remainder of this engine concept is identical to that 
of a pure scramjet except for a rather short inletkombus- 
tor isolator duct that may be required to provide adequate 
flow into the pilots. The main fuel injection locations are 
either around the periphery of the pilot’s exit plane or 
from discrete normal hole wall injectors staged down- 
stream and outboard of the pilot flame. 

Tests of the wall-mounted pilot indicate that this engine 
concept operates most efficiently using a heated gaseous 
fuel, such as would be present when an endothermic liq- 
uid hydrocarbon fuel is used to‘actively cool the engine 
and select portions of the airframe. Tests with the pilot 
alone show that it cannot operate on liquid or heated/flash 
vaporized JP-5 and that its best operation is achieved when 
either a pyrophoric fuel is added to the ethylene (SiH,- 
silane), the ethylene is heated (such as would be present 
in an endothermic process), or a bluff body in-stream flame 
holder is located in the ramjet combustor. The preferred 
option is to use the heated products of an endothermic 
fuel cracking and heating process. The tests also show 
that the pilot will need a separate ignition source for speeds 
below approximately Mach 4.5. 

Operation of the pilot in conjunction with the main fuel 
injectors shows that the integrated pilollsupersonic com- 
bustor performs best when using heated ethylene fuel. 
Unheated ethylene injected through the primary fuel 
injectors also works well for flight Mach numbers above 
approximately Mach 5.4. Unheated liquid hydrocarbon 
fuels, such as JP-5 or JP-7, on the other hand, exhibit very 
little heat release at any of the simulated flight conditions 
tested. However, if either is heated and flash vaporized 
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during injection into the main supersonic combustor flow, 
increased performance is realized, but only at low equiva- 
lence ratios. At the higher equivalence ratios, performance 
is still poor. This poor performance of the liquid heavy 
hydrocarbon fuels is to be expected since they require on 
the order of 36 MJkg (15,000 BTUAbm) of fuelI5 to 
achieve 80% or greater combustion efficiencies, whether 
this energy comes from the air static enthalpy or an ener- 
getic pilot. 

In summary, engine concepts using small wall-mounted 
pilots may require the use of a light gaseous fuel in the 
pilot(s) and a light (heated or unheated) gaseous fuel in 
the main supersonic combustor if it is to operate efficiently. 
The heated, gaseous products of a liquid endothermic hy- 
drocarbon fuel reactor process used to cool the engine 
structure would be an ideal fuel. Cold or heated liquid 
heavy hydrocarbon fuels do not work very well, espe- 
cially at the lower flight speeds. Furthermore, an inde- 
pendent ignition source for the gaseous pilot fuel is needed 
below Mach 4.5, and this concept will need to carry a 
separate energy source to provide heat to start the endot- 
hermic liquid hydrocarbon reaction process at the end- 
of-boost flight condition. It has yet to be determined if a 
third energy source would be needed to relight the engine 
in the event of a flameout; the hysteresis and residual gas- 
eous fuel products in the endothermic reactor may be suf- 
ficient for this purpose. 

Another issue to be considered is how effective these wall 
pilots are in achieving the requisite combustor perfor- 
mance as the cross-stream dimension of the supersonic 
combustor increases. Two major issues in scramjets is how 
to get the fuel out into the center of the combustor and 
then how to get it to bum efficiently. Pilots located on 
both walls of a two-dimensional combustor and around 
the periphery of an axisymmetric design can only pen- 
etrate so far (approximately 100 mm), especially with 
downstream wall fuel injection where the cross-stream 
dimension of the combustor has increased. This issue 
needs to be carefully addressed in any missile design, es- 
pecially two-dimensional designs where pilots located on 
the cowl side would be difficult to integrate, cool, and 
supply with a controlled fuel flow rate. 

As with any piloted scramjet engine concept, this approach 
also has weight and volume penalties for the pilot(s), pi- 
lot fuel supply and control system, multiple staged main 
combustor fuel injectors and controls, and cold start en- 
ergy source for the endothermic reactor. 

Split Inlet Piloted Scramjets 
A third alternate for piloting involves splitting the inlet 
flow at the throat and directing a portion of the flow into 

a subsonic combustion pilot. An example of this approach 
is described in Ref. 23. In this approach, a two-dimen- 
sional, fixed-geometry, subsonic combustion ramjet pilot 
is used to sustain combustion in the main supersonic com- 
bustor. The pilot is embedded in the throat of the super- 
sonic inlet diffuser (Fig. 4) and sized to capture approxi- 
mately 25-30% of the ingested air. The exit of the pilot is 
the entrance of the supersonic combustor. The pilot is 
operated either stoichiometrically or slightly fuel rich 
using an in-stream v-gutter flame holder and a hydrocar- 
bon fuel. The remainder of the hydrocarbon fuel is in- 
jected at or downstream of the entrance of the supersonic 
combustor from wall orifices. 

The literature available on the split flow inlet concept in- 
cludes only an initial set of experimental data on the inlet 
performance at a free-stream Mach number of 4.23 These 
data indicate that the inlet’s performance is sensitive to 
the amount of backpressure induced to simulate combus- 

= 3.4). No data with combustion are available. 

With respect to the criteria for assessing the merits of each 
engine concept given at the beginning of this section, the 
split inlet piloted concept is intended to operate on either 
liquid or gaseous hydrocarbon fuels. However, like the 
wall-mounted pilot concept, it is expected that this con- 
cept will require light gaseous hydrocarbon species in- 
jected in both the pilot and main supersonic combustor if 
efficient combustion is to occur. The pilot is quite small, 
i.e., the residence time is quite short, and it only pre-pre- 
pares a quarter to a third of the liquid heavy hydrocarbon 
fuel. Consequently, it most likely will require light, gas- 
eous, and perhaps heated fuel species in  both the pilot 
and main supersonic combustor to operate efficiently. 

I 

tion, even in this low inlet area contraction design (A,/A, I 

i 

, 

This concept would be another good candidate for liquid 
hydrocarbon endothermic fuel use, especially since the 
engine side of the pilot structure as well as the flame holder 
will require active cooling at all flight speeds. It would 
also require a cold start energy source for an endotheimic 
process to be initiated at end-of-boost flight speeds, and 
the ignition source for the pilot is not discussed. In addi- 
tion, since this two-dimensional concept will scale with 
size in the normal direction, fuel and pilot flow distribu- 
tion and mixing do not appear to be a problem for mis- 
sile-size engines. 

In addition to the combustion issues, there are issues as- 
sociated with the operability and stability of the inledpi- 
lot system. As alluded to in the initial discussion on the 
experimental data, the initial tests were conducted on a 
very low area contraction ratio inlet, one that would not 
be very efficient for flight up to Mach 8. Furthermore, the 
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data indicate a stability problem, especially with the pilot 
flow. At very low values of backpressure, indicative of 
low heat release levels in the supersonic combustor, the 
pilot unstarted, creating large wall boundary layer sepa- 
rated zones upstream of its inlet. This type of operation 
has serious implications for the performance and oper- 
ability of the pilot alone and its ability to effectively pilot 
and maintain high-efficiency combustion in the supersonic 
combustor. In addition, these effects would only be exac- 
erbated with heat addition in the pilot, especially at the 
low fight speeds. 

Again, since this is a piloted scramjet engine concept, there 
are weight and volume penalties associated with i t  com- 
pared to the pure scramjet engine. These include the 
weight and cooling requirements of the pilot, a separate 
pilot fuel supply and control, and a cold start energy 
source. Because of a lack of design information, no per- 
formance estimates for this concept or comparisons with 
other concepts are attempted in the next section. 

Catalytic Pilot Scramjet 
A fourth approach to the piloting problem attempts to 
minimize the size of the pilot through the use of a catalyst 
within the pilot. An example of this approach is a modern 
version of a 1960s MA194 “Alligator Inlet” scramjet de- 
signlo (Fig. 5). The original design used a series of small 
flame holder wedges located along the upper and lower 
walls of this two-dimensional engine concept. These were 
preceded by two sets of small wall orifice fuel injectors. 
The first set was used to inject chlorine trifluoride into 
the airstream, followed by the injection of a liquid heavy 
hydrocarbon fuel. While this piloting system worked, CIF, 
is not an environmentally friendly nor logistically suit- 
able pilot. This piloting concept, however, is the closest 
to that of a pure scramjet of the piloting concepts dis- 
cussed in this paper. 

Because CIF, is an unacceptable pilot oxidizer, the origi- 
nal CIF, pilots and flame holder are replaced with split 
wedge fuel pilots with catalytic internal screens. One could 
consider these pilots to be smaller, two-dimensional ver- 
sions of the wall-mounted pilot concept with the addition 
of catalytic surfaces and “hypermixing” interdigitated 
wedges on the external and internal flow exit nozzle sur- 
faces (Fig. 5). 

While early results on configurations with catalytic pilots 
are encouraging, a number of issues (or figures of merit) 
still require attention. These include the ability of this con- 
cept to use liquid heavy hydrocarbon fuels, its cold start 
and relight energy requirements, the stability of the pilots 
with variations in Mach number, Reynolds number, and 

wall boundary layer thickness, the stability of the pilot 
with variations in the combustor shock system, the active 
cooling requirements and durability of the pilot and other 
structures, and the weight and volume penalties associ- . 
ated with the above. 

The performance of this engine would be expected to most 
closely match that of a pure scramjet of the four alternate 
piloted concepts discussed thus far. However, because of 
the combustor drag losses associated with the pilot(s), its 
performance would still be less than that of the pure 
scramjet. Further discussions of its performance potential 
are left for the next section. 

Strut-Ducted-Rocket Scramjet (SDRSJ) Concepts 
There is no particular engine concept in the literature that 
has been proposed using this piloting scheme for Mach 
4-8 flight but, like the previous piloting concepts, it is 
considered as a candidate concept in these discussions. 
Recent applications of this concept by Aerojet have been 
for space transportation, generally as a first-stage, 
combined cycle engine accelerator from take-off to Mach 
8-10.28,29 In the SDRSJ concept, one or more in-stream 
struts are placed partially or completely across the inlet 
throatlisolator duct region of a scram-jet engine (see Fig. 
6)28 to provide one or more of the following: 

Static thrust from either a high-pressure ejectant or 
rocket motor located in the downstream base region 
Reduced combustodinlet isolator length 
Increased inlet area contraction 
Enhanced in-stream fuel distribution 
Base flame holding region 
Fuel piloting source 

The penalties one pays for these “enabling” features are 
increased internal leading edge, wave and friction drag, 
increased structural cooling capacity, weight and com- 
plexity, and increased fuel system supply and control 
weight, volume, and complexity. Multiple fuel and oxi- 
dizer systems may also be required. 

Since the purpose of this paper is to discuss hypersonic 
missile propulsion, the static thrust feature will not 
be addressed nor will the attendant ejector performance 
and mixed cycle static-to-supersonic speed engine per- 
formance. Rather, the discussions will focus on the 
operation and performance of the engine in the Mach 3-8 
speed regime, i.e., during dual-mode scramjet operation. 

During dual-mode scramjet operation, the strut(s) provide 
an excellent platform on which to place small fuel/oxi- 
dizer pilots, whether they be in the form of wall orifice 
injectors or small, hot, fuel-rich axial rocket motors. They 
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are also ideal for enhanced fuel distribution in the main 
supersonic combustor when the maximum cross-stream 
dimension exceeds that permitted for center stream pen- 
etration from normal wall orifice injectors (generally 75- 
100 mm for liquid fuels).30 It is clear, however, that a liq- 
uid hydrocarbon pilot will not operate in this configura- 
tion for all of the same reasons listed for the previous three 
pilot concepts. The pilot would have to use a gaseous re- 
actant that was heated and close to an ignition source to 
be effective, especially at the low flight Mach numbers. In 
addition, use of an endothermic liquid hydrocarbon fuel 
(for active cooling) would most likely be required for flight 
speeds above Mach 6-6.5, at least for the aft end(s) of the 
strut(s) and the supersonic combustor. 

As mentioned previously, a fuel-rich rocket pilot could 
also be used, provided the requisite fuel and oxidizer sys- 
tem are logistically suitable and used in the low-speed 
ejector system. Carrying an oxidizer system just for 
scramjet operation would be detrimental to the overall 
engine fuel specific impulse, and hypergolic fuels are not 
logistically suitable. However, the use of a very energetic 
pilot would permit the use of conventional liquid heavy 
hydrocarbon fuels rather than require the use of their en- 
dothermic cousins. 

Addressing the figures of merit previously discussed, the 
SDRSJ piloting concept will require either an ignition and 
cold start energy source for end-of-boost ignition, low 
Mach number operation, and restart potential, or a fuel- 
rich rocket pilot using a logistically suitable fuel and oxi- 
dizer. The hydrocarbon fuel injected in the main super- 
sonic combustor should be a gas, preferably heated, but 
this would depend on the energy level of the pilot. An 
endothermic liquid hydrocarbon fuel would meet these 
requirements, as would, perhaps, a heated conventional 
liquid hydrocarbon fuel when flash vaporized. Other sys- 
tems advantages and penalties for this concept have been 
discussed above. 

The performance of this engine cycle compared to that of 
a pure scramjet will depend on the type and extent of pi- 
loting from the strut(s). The configuration that would per- 
form comparably to the pure scramjet would be one where 
the strut pilot comprised a series of small hot gaseous 
fuel injectors with independent, active ignition sources. 
The only performance decrement compared to a pure 
scramjet's performance would be due to the increased iso- 
lator duct wall friction drag and weight attributable to the 
strut(s). When the pilot used is a rocket motor, this differ- 
ence in performance would increase. While the thrust of 
the SDRSJ will increase with increasing flow rate and 
size of the rocket pilot, its efficiency will decrease, even- 
tually approaching that of a pure rocket. 

HYDROCARBON-FUELED HYPERSONIC 
ENGINE PERFORMANCE COMPARISONS 

Comparisons of engine and vehicle performance for the 
ramjet, pure scramjet, dual combustor ramjet, and inter- 
nally piloted designs are discussed and presented next. 

The performance of the pure scramjet is based on the ana- 
lytical techniques described in Ref. 31 and updated with 
the advances described in Ref. 32, and that for the DCR 
is.based on the techniques described in Ref. 15. The per- 
formance of the other piloted scramjet concepts is based 
on an internal drag decrement assessed against the super- 
sonic combustor in the form of an increase in  the com- 
bustor wall skin friction coefficient. 

The magnitude of this additional drag decrement depends 
primarily on the projected frontal area of the pilot. A sec- 
ond-order effect will be the internal pilot performance 
penalty associated with its being a subsonic, rather than 
supersonic, combustion process. However, since at the 
lower flight Mach numbers (MO < 5-6) and higher levels 
of heat addition (during vehicle acceleration) the dual- 
mode scramjet engine is generally operating in its sub- 
sonic combustion mode (see Ref. 31 for further details), 
the differences in  performance between the subsonic pi- 
lot and dual-mode supersonic combustion combustor are 
expected to be very small. At the higher flight speeds 
(above Mach 6), these differences in performance are ex- 
pected to be somewhat larger but still not of the same 
order as the pilot external drag. 

In any event, only the external surface drag increment of 
the fuel pilot is included in this study. This drag incre- 
ment is estimated by computing the cowl leading edge 
and wave drag generated by generic pilots as a function 
of combustor inlet conditions, pilot size, pilot projected 
frontal area, and pilot shape (external pilot cowl angle). 
Skin friction on the external wetted surface areas of the 
pilot are assumed to be equivalent to what would be 
present on this surface in the supersonic combustor, the 
net first-order effect being no change in the overall super- 
sonic combustor skin friction drag. In all cases, two-di- 
mensional (rather than conical) shocks were assumed. The 
resulting two-dimensional drag coefficients, therefore, 
represent a probable upper bound on pilot external drag. 

These internal engine drag increments were calculated for 
the internally piloted scramjet concepts for flight at Mach 
4 with the angle of attack, a = 0" and ERe = 1 ,  which is 
representative of an accelerating vehicle after boost, and 
at Mach 8 with a = +5" and ERe = 0.5 or 1.0, which is 
representative of cruise or acceleration at the cruise alti- 
tude, as a function of the inlet design Mach number, Mdes. 
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These conditions are also consistent with engine and ve- 
hicle performance previously pre~ented. '~ .~ '  While com- 
bustor inlet conditions at each MO will vary somewhat with 
Mdes, a fixed value at each MO regardless of Mdes was as- 
sumed in this study for simplicity. For example, at Mach 
4, the combustor inlet Mach number, M,, was taken to be 
1.8 for all values of Mdes, even though M, varied between 
1.7 and 2.1 for 4 I Mdes I 8. Note that the computed pilot 
drag coefficients, when transformed into an increment in 
the combustor wall skin friction coefficient, must be on 
the same area basis as the skin friction coefficient, i.e., on 
a wall wetted area rather than combustor inlet area basis. 

The internal engine drag increment associated with the 
catalytic piloting concept was computed assuming that five 
pilots are used with the pilot leading edge diameter as- 
sumed to be 0.25 cm and the wedge angle 5". The inlet 
capture area of a single pilot is 1.33 cm2 and its maxi- 
mum projected (axial) area is 4.1 cm2. The combustor in- 
let area was varied between 245 and 375 cm2. The result- 
ing increment in wall skin friction coefficient is 0.00015 
at Mach 4 and 0.0001 1 at Mach 8 for five pilots. These 
compare with a combustion-induced wall skin friction co- 
efficient that varies between 0.00408 and 0.00470 when 
ERe = 0.5 and 1 .O, respectively; the internal drag loss will 
be 2% to 3% above the combustor wall friction loss at 
both flight speeds. 

The internal drag increase due to the wall-mounted pi- 
lots, however, is larger because the pilots are assumed to 
be physically larger and to have a different shape. The 
projected area of the pilot is 20% of the area to be piloted. 
Again a 0.25-cm diameter for the cowl lip and an exter- 
nal cowl angle of 15" were assumed. The increment in 
combustor wall skin friction coefficient will be 0.00192 
and 0.00091 at Mach 4 and 8, respectively. These repre- 
sent 47% and 19% increases in the internal combustor 
drag loss for ERe = 0.5 and 1 .O, respectively. These drag 
coefficients were added to the supersonic combustor skin 
friction coefficients in the cycle analysis (RJPA) of Refs. 
31 and 32 to account for pilot drag losses in the engine 
performance calculations. 

These engine performance numbers, generated for Mach 
4 and 8 flight in the stratosphere, were then combined 
with the scramjet external drags and engine comparisons 
in Refs. 15 and 3 1. Here, the reference missile configura- 
tion is a 50-cm-diameter axisymmetric, nose inlet 
configuration with a length-to-nozzle exit diameter of 8 
(length = 400 cm) that is boosted by a tandem rocket to 
the sustainer take-over Mach number of 4 at an altitude 
of 15.24 km. Other inlet types could have been chosen 
but would not have altered the conclusions presented 

herein, only the absolute values of performance. For con- 
sistency, the combustor exit-to-inlet area ratio for the 
scramjet and piloted concepts is taken to be the same as 
in Ref. 31, i.e., A4/A2 = 4. The nozzle stream thrust effi- 
ciency in all cases is 0.98, the nozzle exit-to-inlet area 
ratio is unity (A,/A, = l),  and the nozzle chemistry is as- 
sumed to be two-thirds of the way between 
equilibrium and frozen. Each engine is assumed to 
operate with other component efficiencies and perfor- 
mances as described in  Refs. 15 and 31. The fuel in all 
cases is RJ-5, a dense, storable liquid heavy hydrocar- 
bon, and the combustion efficiency is taken to be 100%. 
The air flow split between the supersonic combustor and 
subsonic gas generator for the DCR is 7: 1. 

Externally, each configuration is ide.ntical except for the 
DCR's split inlet configuration. Internally, the only dif- 
ference in the configurations assessed is the sustainer air- 
breathing engine type, i.e., the pure scramjet, a piloted 
scramjet, or the DCR. Vehicle drags are as presented in 
Ref. 3 1, and the performances of the scramjet and DCR 
are taken from Refs. 31 and 15, respectively. The refer- 
ence area is taken to be a 50-cm-diameter circle. 

The resulting performance comparisons are presented as 
a function of Mdes in Fig. 8 for cx = 0" and a flight Mach 
number of 4, and in Fig. 9 for cx = f5"  and a flight Mach 
number of 8. In Fig. 7, comparisons of the pure scramjet31 
with the DCRI5 and the internally piloted scramjet pow- 
ered vehicle concepts at Mach 4 show that the DCR pow- 
ered vehicle exhibits the best thrust performance and that 
the lower the inlet design Mach number the higher the 
thrust performance of all of the engine concepts. This lat- 
ter effect is to be expected since the inlet air capture in- 
creases at a fixed MO with decreasing Mdes. 

Compared to the pure scramjet, the DCR powered ve- 
hicle exhibits 10-15% better thrust performance, prima- 
rily because both the DCR gas generator and supersonic 
inlets are operating near their critical pressure recovery 
while the scramjet inlet is not. Furthermore, the perfor- 
mance of the catalytically piloted enginehehicle combi- 
nation is, as one might expect, nearly identical to that of 
the pure scramjet. This performance is less than 1 % less 
than that of the scramjet. The t.hrust performance of the 
wall-mounted pilot engine concept, on the other hand, is 
on the order of 2-3% lower than that of'the scramjet. 

However, at Mach 8 with OL = f5", there is an optimum 
Mdes and the DCR and scramjet performance are reversed, 
as shown in Fig. 8. Here, the scramjet exhibits the opti- 
mum thrust performance at both ERe = 0.5 and 1.0 with 
Mdes near 6. The stoichiometric performance of the 
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Fig. 8 Effect of engine type and design Mach number on vehicle performance at Mach 8, CY = 5", and ERe = 0.5 or 1 .O. 

DCR is 19% lower than that of the scramjet when Mdes = 
7, the optimum for the DCR, and 23% lower when 
Mdes = 6 ,  the optimum for the scramjet. When ERe = 0.5, 
these differences increase to 47% and 54%, respectively. 

The performance of the catalytically piloted concept with 
Mdes = 6 ,  conversely, is less than 1% below that of the 
scramjet powered vehicle at either equivalence ratio. For 
the wall-piloted engine concept, the decrease in perfor- 
mance increases to 4% when ERe = 1 and 15% when ERe 

= 0.5. These differences are larger at all other values of 
Mdes, but all are still well above the performance of the 
DCR powered concept. 

UPPER BOUNDS ON FLIGHT MACH NUMBER 
In addition to assessing the merits of each of the candi- 

date engine configurations, performance sensitivity stud- 
ies were performed to provide some guidance on an up- 
per flight Mach number bound for liquid hydrocarbon 
fueled 'scramjet-powered missiles based on the physics, 
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Fig. 9 Maximum flight Mach number for axisymmetric 
scramjet powered vehicle versus A,/A, for a = O", 5", 
and 10". 

chemistry, and requisite energy balance. To keep the ini- 
tial computational matrix to a manageable level, only the 
axisymmetric nose inlet scramjet engine/missile configu- 
ration was ~ o n s i d e r e d ' ~ ~ ~ ~ ;  all other candidate engine con- 
figurations would have lower thrust performance, prima- 
rily because of their lower air capture. It was also assumed 
that the inlet design Mach number was the same as the 
flight Mach number and that the vehicle flew at a con- 
stant dynamic pressure, qo, equal to 47.88 kN/m2 (1000 
lbf/ft2). 

Furthermore, an alternative to the semi-empirical inlet area 
contraction limit [(A,,/A2),,x = 8.51 given in Refs. 15 and 
3 1 was used since the original is based on fixed-geometry 
inlets designed and tested at flight Mach numbers of 8 or 
less. The bounds on inlet area contraction chosen are based 
on work with variable-geometry inlets and, therefore, are 
more representative of the upper limits on inlet area con- 
traction for all flight speeds, including those above Mach 
8. The corresponding inlet kinetic energy efficiencies were 
also obtained from Ref. 33. 

JP-7 endothermic liquid hydrocarbon fuel was chosen 
rather than RJ-5 as used in Refs. 15 and 31 and the previ- 
ous section since such a fuel will likely be required for 
structural cooling at flight Mach numbers above 6 to 6.5. 

For simplicity, it was assumed that any engine structural 
cooling required was accomplished with the engine fuel 
flow, the net effect on the energy balance being zero. Here, 
it is assumed that the energy transferred to the fuel during 
structural cooling exactly equals the energy added to the 
fuel prior to its injection in the combustor. While this 
would not be the exact case in an actual engine or flight 
vehicle, it is representative of what happens in an engine, 
i.e., any energy extracted from the engine's structure via 
fuel cooling to maintain its integrity will end up being 
injected into the combustor (or the exit nozzle if the cool- 
ing fuel flow rate is higher than that required by the en- 
gine). The best circumstance is when all of the heated 
fuel is injected into the combustor, resulting in a nearly 
adiabatic energy extraction and addition process. Any in- 
fluence on engine performance other than this is beyond 
the scope of the current study. 

The remainder of the reference engine and vehicle geom- 
etry is as described in Ref. 31, i.e., as in Table 1 herein. 

Sensitivity studies were then performed wherein gross en- 
gine thrust coefficient (CTg) was computed as a function of 
these inputs using the following parametric variations: 

Inlet qKE 
Inlet A,IA2 

CombustorA4/A2 = 1 to 4 
Fuel 
Nozzle A,/A, = 1 t o3  
Angle of attack, a = 0", 5", 10" 

= fO.O1 from the nominal 
= nominal to -35% of the 

n omi n a1 

= JP-7, RJ-5, and ethylene 

The resulting engine performance was plotted as a func- 
tion of MO and total vehicle drag coefficient (C,), with 
the flight Mach number at which the two curves cross 
defined as the maximum flight Mach number, (MO),,. 
These curves are presented in Appendix A at the end of 
the paper for reference. Note that fuel temperature (or 
enthalpy) is not among the variables investigated since, 
as discussed above, the energy used to heat the fuel would 
have come from energy extracted from the engine's struc- 
ture to maintain its integrity, and the net effect on engine 
performance (other than enhancing the ability of the fuel 
to ignite and burn) is essentially nil. 

The results are given in  Figs. 9-13 wherein the Mach 
number at which the net thrust coefficient of the engine 
and vehicle equal to the vehicle's external drag is plotted 
against the sensitivity parameter. Here, the vehicle exter- 
nal drags ,are those presented in Ref. 31 or an extension 
thereof from Mach 8 to 12. Included in each plot are the 



C3- 14 

0 -  

-10 -- 
0 

C 

.- 
E 
.- 

E 0 

g -20- -  

E 
2 -30 
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(a) ER, a 1.0 

I 
I 
I 

I 

Missile maximum diameter 50 cm 
Reference area, Aref 1963.5 cm2 
Missile length 400 cm 
Engine 

Inlet'8 A, = Ai when ci = 0" 
8 9 10 11 12 
12.278 13.922 15.500 17.002 18.428 
0.9662 0.9673 0.9700 0.9722 0.9740 

MO 
(A,IA2)max 
~ K E  
Cowl angle 6" 
Isolator LID (9 10 
Combustor area ratio 4 
Combustor wall area 40 A, 

Effective equiv. ratio, ER, 
Inlet and combustor chemistry Equilibrium 
Nozzle efficiency 0.98 
Nozzle chemistry Equilibrium or frozen 

Combustion efficiency, q, 100% 
0.5, 1.0 

engine performance curves at ERe = 0.5 and 1 .O for both 
equilibrium and frozen flow in the exit nozzle. 

In Fig. 9, the influence of A6/Ai on is presented 
for all three angles of attack. Note that in all cases, 
the value of for frozen nozzle flow is less 
than or equal to that for equilibrium nozzle flow. Since 
the nozzle chemistry at these flight speeds will be 
assumed to be frozen, subsequent discussions will 
be focused on the frozen chemistry results. The results 
show that for ER, = 1.0, the maximum flight Mach 
number experiences a substantive drop (about 2 
Mach numbers) as A,IA, increases from 1 to 3 for a = f5" 
with a similar trend at the other two values of ci. 

Here, decreases from 1 1.75 to 9.65 'for (Y = f5". 
When ci = 0", is 1 1  or greater. However, when 
ci = IO", (MO),, is 9.6 or less, falling below Mach 8 for 
A,/Ai > 2. 

A similar trend is noted for ERe = 0.5 as well, although 
the absolute values of are substantially lower. For 
ci = 0", drops from 10.3 to 8.3 as A,/A, increases 
from 1 to 3, and at ci = & 5 O ,  it drops from a maximum 
value of 9.5 when A,IA, = 1 to below 8 when A,IA, ex- 
ceeds 2.15. For ci = +_lo", 

What does all of this mean? First, when ER, = 1.0, the 
vehicle will have no additional axial acceleration capabili- 
ties, so the values of are just that: absolute 
maximums. If acceleration capabilities are desired or re- 
quired (as they almost always are) at these flight speeds, a 
reduced ERe is necessary. In this study, the lower bound 
on this reduced ERe is assumed to be 0.5. Furthermore, for 

is always less than 8. 

the altitudes of interest in these studies (>30 km), the 
vehicle will require an angle of attack of 5" or greater to 
cruise, so the ci = 0" results are not applicable unless a bal- 
listic trajectory is commanded, a highly unlikely scenario 
since this is an air-breathing engine. As a consequence, the 

kWm2 

-- I 

8 9 10 11 12 

Maximum flight Mach nurnber,(M,Jmx 

Fig. 10 Maximum flight Mach number as a function of 
inlet area contraction. 
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Fig. 11 
of inlet kinetic energy efficiency for cx = 5". 

Maximum flight Mach number as a function 

maximum Mach number curves applicable to this vehicle 
when cruising at a dynamic pressure of 47.88 kN/m2 are 
those bounded by ER, = 0.5 and 1.0 and cx = f5". 

While these arguments compress the bounds on 
there is still a substantial spread. For example, forA,/A, = 
1 ,  the maximum flight Mach number will vary 
between 9.5 and 11.75, the choice depending on 
the acceleration capability desired. Note that engine thrust 
and fuel specific impulse (Isp) exhibit opposing trends with 
the value of A,/A,. The lower the value of A,/A,, the higher 
the absolute value of thrust (for a fixed nozzle exit area) 
because of an increase in the amount of air captured by 
the engine. The opposite is true, however, for Isp. As a 
result, an engine with a "high" I may well have a low 
thrust and vice versa. These trends are apparent in the 
curves of Fig. 9 wherein the maximum Mach number de- 
creases with increasing A,/A, because of decreasing en- 
gine thrust. Ultimately, the actual value of will 
depend on the specific vehicle design and mission range 
and acceleration requirements. Because of this dichotomy, 
subsequent sensitivity curves are present for cx = f5" and 
two values of A,/A,, 1 and 3. 

SP 

Figure 10 presents the sensitivity of to decreases 
in  the inlet area contraction ratio given above (increase in 
the inlet throat area, AJ. The results indicate that (MO),, 
is not very sensitive to increases in the inlet throat area, 
irrespective of the value of A,/A,, at least in the 0% to 
30% range investigated herein. For ERe = 1, (MO),, de- 
creases from l l .75 to 1 l .05 with a 30% increase in the 
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Fig. 12 Maximum flight Mach number as a function o 
combustor area ratio. 

inlet throat area (A2) with A,/A, = 1.0. When A,/A, = 3.0, 
decreases from 9.65 to 9.25. For ER, = 0.5 and 

A,/A, = 1.0, decreases from 9.5 to 8.8. For ASIA, 
= 3.0, is always less than 8. 

Figure 11 presents the corresponding curves for a kO.01 
variation in inlet kinetic energy efficiency, qKE. These re- 
sults show that (MO),= is not sensitive to large changes 
in inlet pressure recovery, at least at the flight speeds of 
interest. When EReandA,/Ai = 1.0, a kO.01 change in qKE 
changes only by +0.35 and -0.45, respectively, 
ranging in value from 12.1 to 11.3. When A,/A, = 3.0, the 
range is from 9.75 to 9.4, respectively, and when 
ER, = 0.5 and A,/A, = 1.0, the range i!j from 9.75 to 9.3, 
respectively. is always less than 8 when ER, = 
0.5 and A,/A, = 3.0. 

Figure 12 presents the sensitivity of to the com- 
bustor area ratio, A4/A2. The sensitivity of to 
changes in combustor area ratio is large and on the same 
order of magnitude as its sensitivity to A,/A,. For the cases 
studied with ER, = 1 .O, varies from 11.75 when 
A4/A2 = 4 to 10 for a constant area combustor for A,/A, = 
1. The respective values when A,/A, = 3 are 9.65 and 8.1. 
When ER, = 0.5, (MO),, varies between 9.5 and 8.6 when 
A,/A, = 1 (about 50% of the variation at ERe = 1) and is 
always less than 8 when A,/A, = 3. 
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Fig. 13 Maximum flight Mach number as a function of fuel type for (Y = 5' 

Why this sensitivity to combustor and nozzle exit area 
ratio? Because of the influence of the type of kinetics in 
the exit nozzle. The larger the area expansion in the exit 
nozzle, the stronger the influence of frozen chemistry on 
engine performance. For example, for a fixed exit nozzle 
area, a low value of combustor area ratio will result in a 
larger nozzle exit-to-combustor exit area expansion than 
for a larger combustor exit area (or combustor area ra- 
tio). This, in turn, results in more of the total nozzle exit- 
to-combustor inlet area expansion taking place in the 
nozzle when the chemistry is nearly frozen, as compared 
to the expansion taking place in  the combustor, where 
the chemistry is assumed to be in equilibrium. 

As a result;care must be taken in the amount of area ex- 
pansion permitted (or assumed) in the combustor when 
performing engine cycle performance calculations such 
as those in this (or any previous) study. Since the total 
area expansion between the combustor entrance and nozzle 
exit can be assigned to either the combustor or exit nozzle, 
and equilibrium chemistry is assumed in the combustor 

. and frozen chemistry in the exit nozzle, quite different 
engine and vehicle performance estimates can be com- 
puted for the same engine configuration depending on 
where this area expansion (and, therefore, type of chem- 
istry) is assumed to take place. For example, the limits 
shown in Figs. 10-14 would move to the left as less area 
expansion is taken in the combustor (less energy is avail- 
able for thrust; it is tied up in dissociated chemical 

species) and to the right as the combustor area ratio ap- 
proaches the total area expansion available. 

Consequently, care must be exercised as to where the to- 
tal combustor-plus-exit nozzle area expansion is taken. 
Remember that the assumption of equilibrium chemistry 
in the combustor is based on a low to moderate area ex- 
pansion in the combustor.'Otherwise, the actual combus- 
tor exit chemistry will move away from equilibrium and 
toward frozen flow. As a result, an upper bound on A,IA, 
of 4 was taken for this study. 

The last set of sensitivity curves is for the type of hydro- 
carbon fuel used in the engine. As shown in Fig. 13, (MO),, 
is quite insensitive to the type of fuel used, irrespective of 
ER,, for A,IA, = 1 .O. Here, RJ-5 is a dense (sp. gr. = 1.08) 
storable hydrocarbon, JP-7 is a lighter (sp. gr. < 0.8) stor- 
able endothermic hydrocarbon, and ethylene (C,H,) is a 
light gaseous hydrocarbon and one of the endothermic de- 
composition products of JP-7. Since these same trends (with 
lower absolute values) are valid for other values of ASIAi, 
they are not included for brevity. 

Finally, if one were to limit the value of ERe to 0.5, it is 
possible to set a more precise (and also reasonable) bound 
on If this hypothesis is accepted, the maximum 
flight Mach number of a hydrocarbon-fueled, scramjet- 
powered vehicle flying a qo = 47.88 kN/m2 trajectory would 
be between Mach 9 and 10. 
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To summarize this section, a reasonable upper bound on 
flight Mach number would appear to be around Mach 
10, but the precise value is a strong function of the 
vehicle design and mission acceleration and cruise 
range requirements. The upper bound is most sensitive 
to variations in the nozzle exit-to-diffuser-inlet and com- 
bustor area ratios and much less sensitive to inlet area 
contraction and inlet efficiency. It is very insensitive 
to the type of hydrocarbon fuel used, but range and 
other systems considerations may be quite sensitive to 
the fuel type. 

CONCLUDING REMARKS 
A number of piloting and fuel pre-preparation approaches 
to ensure efficient combustion of storable liquid hydro- 
carbon fuels in scramjet engines have been presented. A 
methodology for comparing the relative performance of 
piloted and unpiloted scramjet engines has been promul- 
gated based on first-order physics and chemistry within 
these engines. Comparisons of the Mach 4-8 integrated 
performance of each of the engine types i n  an 
axisymmetric missile configuration show the pure 
scramjet to perform best at Mach 8 and the DCR to per- 
form best at Mach 4. Alternately, the DCR exhibits the 
lowest performance at Mach 8. Integrated missile perfor- 
mance using the other piloted engine types falls below 
the performance of the scramjet at both flight speeds, with 
the choice of engine type dependent on other factors dis- 
cussed in the paper. 

An initial attempt at defining an upper flight Mach num- 
ber bound on hydrocarbon-fueled scramjets has also been 
presented. The results indicate that this upper bound lies 
between Mach 9 and 10 for the configurations of interest 
in this paper. 
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APPENDIX A: Scramjet Performance Curves for Determination of 
Maximum Flight Mach Number 
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supersonic combustion, and could possibly be 
associated with other cycles such as rocket, 
detonation, cooled &r, .. . - 

Airbreathing sustained hypersonic flight could have 
operational advantages for military applications. By 
an other way, airbreathing propulsion could have a 
potential interest for the future reusable launcher, in 
connection with rocket engines. High speed ramjets 
(scramjet and dual mode ramjet) are a key 
technology for these two kinds of military or space 
future applications. 

Airbreathing launcher using scramjet have been 
recently studied in France within the scope of 
PREPHA program. The chosen concept, which 
seems to be the most powerfull and robust, is a dual 
mode ramjet, associated with rocket engines 
completely separated. More generally, the use of 
scramjets for launchers is typically associated with 
hydrogen as a fuel, a maximum airbreathing Mach 
number of 12, and reusability. Less energetic fuels 
could also be used in dual fuel ramjets to take 
benefit of their higher density. 

Hypersonic military applications ares typically 
associated with liquid hydrocarbons, a maximum 
Mach number of 8 and in general non reusability. 
Advanced studies of such missiles have been 
conducted in France by AEROSPATIALE Missiles 
and ONERA. Reusability (for aircraft of for 
recognition missiles) could also be specified, and 
some studies (in particular in the USA) are dealing 
with Mach 10 military aircraft. 

The typical performance of scramjets and dual mode 
ramjets suitable to these two kinds of applications 
will be presented in the paper as a typical 
enveloppe. 

The considered engines use subsonic combustion 
(with movable or thermal nozzle throat) andor 

The integration with the vehicle and the key points 
of the engine development (and its associated 
components design and tests) will be presented in 
the paper with the state of the art in France. 

Forebody and air intake are the first key 
components, as detailed in paper C36 of the present 
symposium, for example. 

Combustion chamber can be fixed or integrate 
jetisonable parts (missiles) or movable walls. 
Problems and state of the art of injection and 
combustion will be detailed in paper C7. The French 
experimental scramjet called (( chamois D is an 
example of realistic scramjet combustor for tests up 
to Mach 6.5. Three dimensionnal Navier-Stokes 
computations of supersonic combustion of air and 
hydrogen in such a 3D scramjet have .been 
performed and compared with experimental 
measurements. 

The difference in the range of variation of the fuel 
mass flow along the trajectory is one of the 
noticeable differences between dual mode ramjet for 
military or space vehicles. 

To take benefit of the previous elements, the 
expansion has to be carefully taken into account. 
Different concepts (axisymetrical, 2D, 3D, single 
expansion ramp nozzle, . . .) could be integrated with 
the vehicle and the engine. The small size of the air- 
launched missiles and the high speeds of operation 
for the launchers could in particular led to different 
methodology for the design of the nozzles. 

The confluence, trim and kinetics effects are to be 
taken into account for all the applications. 

Paper presented at the AGARD Symposium on “Future Aerospace Technology in the 
Service of the Alliance”, held at the Ecole Polytechnique, Palaiseau, France, 

14-17 April 1997, and published in CP-600 Vol. 3. 
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A very important point is the structural point of 
view, which has to be taken into account in the 
preliminary design of the scramjets. 

Heat fluxes and mechanical loads have to be 
estimated and simulated during ground tests. 

The behaviour of protected or cooled structures of 
the engine has to be designed and analysed and 
tested. The analysis is often difficult because of the 
combination of thermal and mechanical structures, 
of the possible use of non isotropic composite 
materials and because of the fact that generally 
hypersonic engines are not axisymetrical. 

The fuel could be used in an integrated way to cool 
the structures. In case of military applications, the 
endothermic effect is a key point to be investigated. 

Some elements on the structural challenge will be 
given in the present paper and also in other papers of 
the symposium. 

In the methodology of design and upgrade of 
hypersonic ramjets, a close connection between 
numerical studies and experimental work is 
required. 

Experimental facilities are of course the key point 
for the development of these engines. 

For example, ground tests facilities available in 
France present a high complementarity between the 
laboratory level (highly instrumented), the small 
scale facilities (several kg/s of hot air) and the 
available big size test benches (20 to 100 kg/s of hot 
air). The effect of vitiation, the measurement 
technics (sometimes optical technics can be adapted 
and used even in industrial facilities), the possible 
new concepts have to be studied. Free jet testing ang 
flight test have to be prepared. 

Some propulsion systems have also to be studied 
and qualified, such as the fuel feeding components 
and the overall thermal management. 

The effect of the integration between the engine’and 
the vehicle is a well-known key point, even if the 
sensitivity of the propulsion performance could 
depend on the application. The iterative way to 
optimize the hypersonic integrated system is really a 
challenge for the hypersonic airbreathing flight. 

Whatever the application (military or space 
launcher), the interest and the communality between 

ramjets, scramjets and dual mode ramjets is 
noticeable. In France, the tools are well in place at 
AEROSPATIALE and ONERA. To prepare future 
use of hypersonic scramjets or dual mode ramjets, 
this know-how has to be emphased in particular in 
case of military application. 

2. INTRODUCTION 

Le statoreacteur se confirme de plus en plus comme 
le systeme propulsif le plus prometteur pour le vol 
de longue duree dans I’atmosphtre a des vitesses 
suptinewes a Mach 3. Diffdrentes applications, 
civiles (lanceurs spatiaux reutilisables) ou militaires 
(missiles, ...) sont envisagees. Les performances 
thkoriques sont attrayantes, mais de nombrew defis 
technologiques doivent &e releves (performances 
des differents composants du moteur, tenue 
thermique et mecanique, moyens d’essais). I1 faut, 
pour maitriser la propulsion a base de statoreacteur 
de tels vthicules hypersoniques, disposer du savoir- 
faire et des moyens numkriques et experimentaux de 
mise au point de chacun de ses composants, mais 
aussi mettre en oeuvre une methodologie 
(( systbme)) qui demande a etre approfondie et 
validie. En France, AEROSPATIALE-Missiles et 
ONERA, qui niaitrisent la technologie pour 
statoreacteurs des missiles supersoniques 
operationnels, travaillent depuis plusieurs annees a 
etendre ce savoir-faire aux tres hautes vitesses, que 
ce soit pour les applications militaires (avec le 
soutien de la DGA) ou pour les applications 
spatiales (PREPHA, en cooperation avec 
DASSAULT-AVIATION, SNECMA, SEP). 

3. MISSIONS ET VEHICULES-SUPPORTS 

3.1. Lanceurs rkutilisables akrobies 

Depuis plusieurs anndes, diverses etudes ont ete 
mentes de lanceurs spatiaux recuperables utilisant 
une propulsion aerobie, qui doit thkoriquement 
limiter le gain d’indice constructif a realiser pour 
assurer la faisabilitt du systeme [l, 21. Dans le cas 
d’un lanceur monoetage, la masse suppltmentaire 
lite a l’emport d’un moteur aerobie autre que le 
moteur fusee necessite pour Stre rentabilisee 
d’utiliser l’oxygene de l’air sur une plage la plus 
large possible, d’ou l’emploi du statoreacteur au 
dela de Mach 7, si possible jusqu’a Mach 12 ou 
davantage. 
En France, dans le cadre du programme PREPHA 
differents concepts ont ete etudies. Le concept 
propulsif qui a &e retenu finalement est 
l’association d’un statoreacteur mixte (a combustion 
subsonique puis supersonique) intCgr6 sous le 
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fuselage et 1C IS gammeMach1.5a 
12 a v k  de I'hydroghe et de moteurs fuske installes 
dans le d o t  d u v M d e .  A la diE&ence du concept 
am&i& ((RBCC)), le statorkacteur mixte a 
ejecteur n'est pas a p p m  meillem (ni en tame de 
charge utile ni en terme de robustesse) Ion de 
l'analyse menke dam le &e du P W H A  13, 
4,5,61. 

-1: 
vue du vkh ide  gQlQipue du programme PREF'HA 

generic vehicle of French PREPHA program 

On peut envisager kgalement d'utiliser des ergols 
plus denses mais m o b  &erg&ques que 
l'hydmghe sur m e  partie de la trajectoire, le gain 
en volume permet de diminuer la a k e  du vfihicule 
sur tome la mission (notamment quand le b i  
pmpulsif a h b i e  devient dklicat, d partir de Mach 
IO). Il faut dam ce cas utiliser un statoriactem 
&e bi-combustible [6, lo]. 

3.2. Applications militaires 

Les applications militaires impliquent l'emploi 
d'hydmcmbures stockables liquides ( k h s h e ,  .)  
avec un Mach maximal de 8. Un certain nombre 
d'avant-pmjets a &k r&k en France par 
~ R O S P A T I A L E ~ e s  et par ONERA, en ce 
qui conceme l'application missile 
Panni les diffkentes missions envisagees Ion de ces 
avant-pmjets, on pew citex la reconnaissance (dam 
ce cas la portbe &it de l'ordre de 3000 km et la 
masse au depart de l'orctre de 3 tonnes), l'attaque au 
sol et L'interception a longue distance (masse an 
largage de l'ordre de 1 A 2 tonnes). 

fieures 2 et 3 : concept de missile hypmnique 
h d i k  d AEROSPATIALE-Missiles 

hypersonic missile concept studied at 
AEROSPATIALE-Missiles 

Certaines missions (reconnaissance) ou cataim 
concepts d'avions militaires pewent introduire m e  
contrainte de rkutilisation m h e  pour des 
applications militaires Ainsi le concept d'avion 
militaire am&icain (( Global Reach)) [4] est 
rhtilisable, utilise nu superstatorkacteur a 
l'hydroghe et vole a Mach 10. 

4. UTILISATION DES STATOREACTEURS 

4.1. Performances attendues 
La pouss6e d'un statorkacteur peut en p r e m i k  
approximation &e considkrke comme 
proportionuelle a la pression dynamique de vol 
notee Pdyn. Si on le normalise par la section de 
captation de la prise d'air AI, 1'6volution du 
coefficient de pouss6e d'un statoriactenr avec le 
Mach de vol est typiquement comprise dans la 
gamme de la figure 4 L'ordre de m e w  varie peu 
enue le k h s h e  et l'hydroghe, mais bien siir 
l'incidence de vol, La richesse Bqwalente et 
I'mt6gration influent sur les performances du 
stator6actem. 



fimrre4 : &volution typique du coefficient de 
pousde maximum de statorkcteurs en fonctiou du 

Mach de vol. 
Typical evolution of Thrust coefficient of ramjets 

depending on flight Mach number 
L'impulsion sp6cifique d6pend quant a elk 
notablement du combustible utilise, comme le 
monire la t i m e  5.  

-*MI I m: 
&volution typique de l'impulsion sptcifirpe de 

statorkcteurs en fonction du Mach de vol. 
Typical evolution of fuel specific impulse of ramjets 

depending on flight Mach number 

Ces onires de grandeur sont des grandeurs rMistes, 
typiques de statorkcteurs devant fonctionner SUI un 
large domaine : ils pewent p d u e  failes et ne 
correspondent pas au maximum que Yon peut 
obtenir du cycle thmodynamique des 
s t a to rkc tm (A combustion subsonique ou a 
combustion supersonique). 

4.2. Diflkrents types, association de cycles 
propdsifs 

Le shtodacteur mixte associe dans le meme moteur 
la combustion subsmique et la combustion 
supersonique. La combustion subsonique peut se 
faire en utilisant un col de tuy& A ghm&ie 
variable [Z, 61 ou un col thermique 171 Si la &e 
de prise d'air est souvent mobile, la gkom6!de du 
statodacteur mixte peut-etre fure ou mobile, le 
choix rksulte d'un niveau tecbnologique, de la 
mission a rkaliser, d'un compmmis 
performancedmasse du motem, 
Le statorbcteur peut &tre associe de fawn plus ou 
moins combinke a d'autres cycles comme la fusee 
(Pjecteurs a oxygbe ou air refroidi ou liqukfiie 
h d i e s  en France par MROSPATIALE et ONERA 
en collaboration avec SEP [Z, 4,7,20, ..I) 
AEROSPATIALE ewisage egalement d'associer au 
statodacteur un cycle bas6 sur la detonation, qu'elle 

soit pulsee ((( P D m  ))) jusqu'a Mach 2 151 ou stable 
et oblique A partir de Mach 10 (a ODWE D) [5,6].  

5. DEFIS LIES AUX DIli'FERENTS 
COMPOSANTS 

5.1. Avant-corps et prises d'air 
Les avant-corps font l'objet d'une optimisation like 
A I'akodynamique interne (champ ahodynamique a 
I'enirk de la prise d'air), mais aussi exteme 

portance, Cquilibmge) en prenant en 
compte les contraintes likes uotamment a 
l 'amhgement du vbhicule, A la tenue t h b r p e  
(nez houss&) 
Dans le cas des missiles, des problhes spkifiques 
pewenf apparake (senseurs, furtivitk, . ) ou etre 
accentu6s (mamaon de la couche limite, importance 
relative de la couche d'enmpie) par rapport aux 
lanceurs 10 fois plus longs 

firmre6 calcul du champ abdynamique sous un 
missile hypersmique 

CF'D analysis of hypersonic airbreathing missile 

Les prises d'air font l'objet d ' h d e s  
AEROSPATIALE-Wssiles et ONERA et dounent 
lieu ?I diEhents concepts ZD, 3D, a giam&ie fixe 
ou mobile La difficult6 principale dans la 
conception de prise d'au d'un statomixte est de 
d e f d  une ghmetrie alliant un debit d'air important 
A bas Mach et un taux de contraction mflifisant a haut 
Mach (performances du superstatorhcteur) La 
mithodologie [2, 3, 5 ,  8, 91 associe prise en compte 
des contraintes autres qu'akodpamirpes, approche 
empirique, calculs Navier-Stokes et etudes 
expQimentaJes On tmuvera dans la p&entation 
C36 [9] de plus amples details 

5.2. Chambre de combustion 

Suivant la mission, la chambre de combustion du 
statorkctax hypersonique peut Etre fixe ou a 
geometric mobile (avec des blements kjectables dans 
le cas d'une application rmssile par exemple) La 
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chambre de combustion d'un statodacteur mixte 
necessite thhriquement pour 6- opjmum des 
f o m s  ids  difErentes le long de la trajectoire. En 
phase d'accilkmtion continue, on d&m augmente 
par exemple typiquement : 
- la presence d'un col de tuyke de plus en plus 
feme5 lorsqne le nombre de Mach en combustion 
sonique, 
- une section th divergente en d a i t  de 
combustion snpersonique (risque de blocage 
thermique si I'apport de cbaleur est tmp rapide par 
rapport a la divergence), 
- une section t r b  peu divergente en combustion 
supersonique a haut Mach (performances 
maximales). 
n faut noter que si nne chambre de combustion a 
ghmdhie mobile permet ainsi de meilleures 
pdormances qu'une chambre fixe, sa rblisation est 
cependant plus difficile et dtlicate. Les d&is 
concernant l'injection, le melange et la combustion 
et l'etat de l'art associe sont davantage dttailles 
dam la prkentation C7 [lo]. 

Le snperstator.6acteur CHAMOIS est nn exemple de 
dalisation de chambre de combustion de 
superstatorhcteur essayee a une echelle rd is te  
jusqu'i Mach 6,s. 

w:  
Superstator&cteur CHAMOIS A Bourges-Subdray 

CHAMOIS scramjet tested at Bourges-Suhdray 

La chambre mouo-m?t des cellules ATD permet 
d'hdier la combustion supersonique a tchelle plus 
rkduite, mais jusqu'aMach7,5. 

Divers c a l d s  Navis-Stokes 2D et 3D r6actifs 
tnrbulents ont it6 r&lis&s sur ces configurations 
rialistes et des cas-tests plus simples dans le cas de 
combustion supersonique air - bydroghe. La 
comparaison avec les resultats expkrimentaux a &ti 
effectuee dans un certain nombre de cas 15, 10, 111 
Les mod&les physiques et les temps de calcul 
demandent encore A &e am6liords , et les ontils 
numkriques ne sont pas encore utilisables au niveau 

oplgationnel dam le cas des superstatorhctm 
fonctionnaut avec du k h s h e  [lo] 

Parmi les diffdrences entre les stator6acteurs pour 
applications spatiales (accClkmtion continue) et 
milibires (accellgation, croisike, manoeuvres), il 
convient de noter la d i f f h c e  sur 1'6volution du 
d&it de combustible lors du vol, rapport6 par 
exemple au db i t  a Mach 2 

m: 
evolution du ddhit r6duit en fonction du temps 

typical evolution of normalized fuel mass flow for 
airbreathingvehicles 

5.3. Tuy&re 

Pour transformer efficacement l'hergie apportk 
par la combustion, il faut preter une attention toute 
particulike A la detente des gaz b d l k  a611 
d'optimiser le torsenr propulsif rMtant .  La t uyk  
peut &e adsymdhique, bi ou tridimensionnelle, 
interne ou exteme. Dam le cas de lanceurs spatiaux, 
elle est ghh lemen t  prolongee par l'arri&re-corps 
du v&hicule, avec un volet (mobile ou fixe) 
prolongeant la partie hasse du moteur. Sur les petits 
vibicules comme les missiles, la detente peut 
sawent &e moins optimale que pour un lanceur 
spatial. 
Comme les autres composants, la tuy&re doit &re 
optimisee non pas en nn s e d  point mais sur toute la 
gamme d'utilisation du moteur et m h e  du 
vkhicule. Une attention toute particulike doit S ~ R  
port6e A l'influence de la cinktique chimique 
(recombinaisons, ...) et A l'equilibrage (&ant le 
point de vol et le fonctionnemenl moteur, la m€me 
tuyke peut crier un moment piqueur ou cabmu). 
La figure 9 montre a titre d'exemple L'kvolution de 
la pousske entre nne d6tente figee et nne d&ente a 
I'Cqdibre, et un c a l d  prenant en compte la 
cinetique chimique qui peut &re consid&& comme 
repkentatif de la rMit6. on remarqne que 
malheureusement quand le Mach de vol augmeute 
1'6coulement est plut6t du type fig4 et que les 
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performances sont encore diminkes par rapport au 
maximmn que l'on peat -&er thhriquement 

I ~ .................................................... 

Mach de Vol 

- 9 :  
&volution avec le Mach des maformances du motenr 
en fonction de la cinitiqne 'chimique dans la tnyke 

effect of kinetics on nozzle performance 

Dn point de vue structural, la partie exteme est 
refmidie en partie par rayonnement vers l'extQieur, 
mais la partie interne doit &re ghb lemen t  mitee 
comme la chambre de combustion. Pour les 
applications ditaires, une contrainte 
snpplimentaire pent &e donnie par la signatnre du 
jet propulsif. 

5.4. Tenue thermique et mkanique 

Compte term des importantes vitesses de vol 
(tempbture d'm& de Y a i r  de 1650 K 8 Mach 6 et 
5000 K B Mach 12) et de l'apport de cbaleur dil 8 la 
combustion, le moteur snbit des contraintes 
thermiqnes trbs impurtantes. Pour les parties internes 
dn moteur, ancnn refroidissement passif n'est 
possible vers l'atmosphhe B - 6OoC, contrairement 
am il6ments dn v&hle.  Les flux t h&y  en 
jenvarient typiqnement entre 1 et 100 MW/m. 
Les efforts indnits sont igalement impurtants 
(pression interne jnsqu'a 8 bars). Pour les missiles 
hypersoniqUes, on considhe ghkralernent un 
accilhtenr exteme pour kiter d'avoir B supporter 
pendant quelqnes secondes la pression de 
fonctionnement d u n  accilhteur B propergol solide 
integr.4 B une chambre de combustion de forme 
bidimensionnelle (les stator6acteurS des v i h i d e s  
hypersoniqnes sont en g h h l  de forme 
bidimasiomelle essentiellement pour des raisons 
dkitigration sous le fuselage) donc beaucoup moins 
propice 8 la tenue m6caniqne qu'une chambre 
classiqne asym6trique. 

Ces efforts thermiqnes et mkaniques sont A prmdre 
en compte d8s la conception du motenr 151 : par 
exemple les rayons des bods d'attaqne ntiIis.3 porn 
la conception de l'ahdynamiqne interne et de la 
combustion ne penvent misonnablement &e pris 
inf6rienrs B 1,5 mm. 
mhts outils de c a l d  de structures refroidies 
activement ou passivement sont utilisis d k  la phase 
d'avant projet. Par exemple, le Deartement 
Propulsion d' AEROSPATIALE-Missiles utilise 
M h t s  logiciels decrivant la condnction (1D ou 
2D), le refioidissement parietal, les refroidissements 
par impact on par circnlation... Leur utilisation se 
fait gh idemen t  de fa$on couplie avec les logiciels 
d'ahthermochimie pennettant d'estimer le 
fonctionnement (et donc les flnx thetmiqnes ghMs 
dam le motenr) et les performances du statodactenr 
(ithtions snr les temphtures de paroi et 
I'ichanf€ement du combustible, prise en compte de 
la diminution du frattement en cas de 
refroidissement pari&al, .. .). 
Une attention pa r t id ike  est apportde aux m a o d e s  
d'&aluation des flux thermiques, delicate dn point 
de vue expgimental (flnxm&es, m a o d e s  inverses, 
pymm&res optiques 8 balayage, ... ) comme de celni 
de la simulationuum&iqne [5, 11, 161. 
Pour tons ces aspects, une validation expgimentale 
systimatique est recherchie, hentnellement SUI des 
composants 8 ichelle rkduite, en pnviligiant la 
simulation simultan6e des contsaintes micaniqnes et 
thermiques. Les snrflnx lies aux interactions des 
chocs incidents avec la couche limite et avec les 
chocs d h c h i s  anx bods d'attaqne 1141 doivent &re 
caract&is& puis trait& en g h i d  par nne m h d e  
de refmidissement locale [151. 
L'emploi de mat6rianx avancts disponibles et 
adapt& aux contraintes spicifqnes dn vol 
hypersoniqne akobie pent se r h 6 k ,  I o q ' i l  est 
demontri, nn atout notable afin d'augmenter les 
performances. Ainsi le d t  d'injection en 
CamondCamone r U 6  par AEROSPATIALE dans 
le cadre de l'ophtion de R&D interne baptisie 
SAINT-ELME permet un gain substantiel en masse 
(an moins divisee par deux par rapport 8 une 
solution mmlique reiiuidie) et en Fraznee, puisqne 
les calcnls thermomhniques par &iments fk 
detailles effectueS montrent que le bord d'amqne 
refroidi est capable de &sister anx flnx thermiques 
d'un Mach de vol de 12 avec nn rayon infkrienr 8 2 
mm [13, 151. 



firmrelo. 
le mfrt d'iniection SAINT-ELME de ~ ~~ 

A~ROSPATIALE 
The SAINT-!&ME injection shut developped and 

tested at AEROSPATIALE 
Le fluide refroidissew est typiquement le 
combustible qui refmidit le moteur avant d'&tre 
inject&. Une analyse s y s t h e  doit &in wnduite afin 
de d&ermina compte tenu de la mission et des 
contraintes thermomhuiqu~ le trajet optimal en 
double peau. Par exemple le fluide disponible ;i une 
forte pression (30 ;i 150 bars) et faible temphture 
(50 a 300 K) est divise en tmis circuits . 
- le premier refmidit la tuyke puis la chambre de 
combustion avant d ' k  inject6 par les dts ,  
- le sewnd reiiuidit la carbe et la partie inteme 
de la prise d'air avant d ' k  inject6 par les mfrts, 
- le tmi s ihe  refroidit le b o d  d'attaque des d t s  
d'injection avant d'&e inject&. 

Le choix du combnstiile doit prendre en compte les 
m k a h t e s  de refroidissement en terme de nature du 
fluide (capaatk de reiiuidissement), de debit a 
utiliser (le debit peut en certains points de la 
trajectoire &e impose par le refroidissement et non 
pas la combustion) et de compatibUt6 avec les 
mat&iaux. La figure 11 fomnit une .$volution 
typique de la puissance sptcifique a absoxber pour 
refmidir un statodactew metallique en vol 
hypasoniqne, et les capacitb calorifiques de 3 
combmiles (Mrosbe, hydmghe et 
endothermique) Pour les applications missiles, la 
mise en oeuvre des combustibles endothenniques est 
clairement une technologie cl6 et un axe de 
recherche ;i privil6gier. 

fieure 11 : besoins et capacitb en refroidissement 
du statoficteur hypasonique 

needs and heat sink capabilities of ramjets 

5.5. Moyena d'essais 

Dans la methodologie de mise au point de 
statm5actem hypersoniques, une synergie entre 
amlyse num&que (du logiciel d'avant-projet aux 
appmches 3D Navier-Stokes) et Btudes 
exp6rimentales est plus que jamais nkessaire, 
compte tenu des limitations de c h a m e  des deux 
appmches. 
Les moym d'essais sont ainsi un point cle pour le 
dheloppement de stator6acteurs hypesoniques [3, 
5, 16, 17, 18, 191 
On remarque que les moyens d'essais disponibles en 
France par e x q l e  permettent une grande 
complhentarite ccomplexite des p h h m b e s  - 
taille - niveau &investigation )) enire le niveau du 
laboratoire (hantement instrument&, pour I ' M e  
d'un p h h o m h e  isole), les installations d'essais de 
taille r6duite (quelques kg/s d'air chaud) et les 
installations indushielles (20 a 100 kg/s) et le 
module pmpulsif en vol 

I 

cnmplementarite des moym d'essais 
hypersoniques airobies franpis 

complementarity of French hypersonic airbreathing 
test benches. 

Davantage que pour la mise au point des motem 
plus basse vitesse, l'utilisation de m6thodes optiquu 
non inwives  est indispensable, mais necessife un 
important travail afin de choisir et d'adapter aux 
besoins et aux contraintes indushielles des m&hodes 
de mesure mises en oeuvre par des organismes de 
recherche dam des installations souvent 
sptcifiquement btudiees pour y faire des mesures 
tr& fines[l6]. Un exemple de cette nouvelle 
appmche est donne par la cartographie de la 
temp&-e statique et de la concentration en vapeur 
d'ean en sortie du superstatodacteur CHAMOIS 
(dam les moyens indushiels de AEROSPATIALE a 
Bourges-Subdmy) par spectroscopic passive mise en 
oeuvre par un laboratoire specialise [18]. 

Les effets de la viciatian de l'air a l'ent& du 
moteur doivent 8tre quanti% En effet, la 
tempQature de l'air doit &e prealablement 
augmentee jusqu'a la temphture d'arret du point de 
vol de fa$ou axtiiicielle ;i sou passage dam la tuyhe 



d'alimentation du moteur avec nn systeme de briileur 
(H2/02 ou hydrocarburd02) ou a travers un 
tchangeur prblablement chauffe. La composition 
de I'air sonant du brhleur et entrant dans le moteur 
peut ainsi contenir de la vapeur d'eau, par exemple, 
qui aura un effet physique (modification de la 
cbaleur massique ...) et nn effet chimique 
(modification du delai d'allumage par exemple). 

Outre les moyens d'essais exislants, un certain 
nombre de reflexions et de premieres rblisations 
sont conduites pour les moyens d'essais fnlurs : 
- noweaux moyens sols, tels que le Tunnel de 
Compression Adiabatique [5, 171, don1 la faisabilite 
a kt6 dimontree par une etude theorique et 
experimentale (air non vici-4 fort debit delivre 
pendant plusiem secondes a 2400 K), mais qu'il 
reste a conmire,  
- essais envol 13, 5, 191. 

5.6. Syst6mes lies P In propulsion 

Les specificites de la propulsion aQobie dans le cas 
des lanceurs, et de I'ambiance lbermique dam le cas 
des missiles conduisent a mener des etudes 
partidibres pour tow les systemes lies a la 
propulsion (reservoirs, alimentation, ... ). 
Les calories doivent etre evacuees ou stockees pour 
assuer la reussite de la mission , mais pewent aussi 
&tre utilisees afin daugmenter le rendement du 
systeme propulsifvoire du v e h i d e  (amelioration de 
I'ahdynamique exteme par refroidissement de la 
coucbe limite, initiation de piles thermiques par 
I'echauffement, ... ). 

6. LES ASPECTS SYSTEME : 

Les lois de guidage pilotage, deja critiques du fait de 
la vitesse des v i h i d e s  consid&&, doivent en outre 
prendre en compte la sensibilite du systeme 
pmpulsif et sa rkgularite aux kolutions d'altitnde. 
Par ailleurs, compte tenu de la limitation des 
possibilitBs d'essais complets et representatifs au 
sol, le systeme de pilotagelgnidage d e w  sans doute 
integra une proportion plus ou moins importante 
d'identifkation du comportement aerodynamique et 
dautoadaptation. 
Etant donne les limitations tres fortes des moyens 
d'essais au sol, et malgre la disponibilite esp&ee de 
moyens d'kaluation nurn&ique puissants et valides, 
la connaissance du comportement aeropropulsif du 
systeme complet vihiculdensemble pmpulsif avant- 
vol sera reduit. De ce fait, les systemes de pilotage 
et de guidage devront Stre dotes de moyens 
imponants d'identification du systeme de vol et 
dune large capacite dautoadaptatiun. Par ailleurs, 

ces systemes, don1 la mise an point est toujom 
delicate pour des vehicnles evoluant a vitesse 
dlevee, devront prendre en compte I'extr&me 
sensibilit-4 du systhme pmpulsif et de sa dgulation 
aux variations d'altitude. 

Plus genedement, la conception d'nn v e h i d e  t r b  
grande vitesse a propulsion aerobie requierl un 
Nveau iris pousske d'inteption et la rblisation 
d'nn grand nombre de cornpromis interddpendants. 
Audela de la mise au point de moyens numeriques 
et experimentaux tres puissants, le dkeloppement 
dune methode de conception iterative, intern1 au 
plus pres toutes les disciplines scientifiques et les 
specificites tecbnologiques, restera, meme au niveau 
de l'avant-prqjet, I'element cl6 pour le 
d~veloppement de futures applications du statomixte 
et du superstator6acteur [ Z O ] .  

7. CONCLUSION 

Quelle que soit l'application (militaire ou lanceur 
spatial), I'int&&t et la commnnalitC des technologies 
des statoreactem a combustion subsonique, des 
superstatoreactem et des statoreactem mixtes est 
Claire. En France, on peut considerer que les outils 
sont bien en place a ONERA et AEROSPATIALE. 
Les resultats obtenus sout encourageants Pour 
prdparer les statoreactenrs necessaires pour 
propulser les vehicules bypersoniques du XXIime 
siecle, en particnlier pour des applications militaires, 
ce savoir-faire et ces investissements doivent etre 
dheloppes, en tirant parti des &pipes et des 
installations existantes. 
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Paper C-4 

Question 1: L.M.B.C. Campos 

You mentioned the interest of an endothermic fuel for cooling, as an alternative to 
hydrogen; the problem is to avoid the volume occupied by hydrogen, or are there other 
issues? Which are the candidates for endothermic fuels? 

Author's reply: 

Endothermic fuels could be used for military applications (essentially for missiles and 
drones) in the case of "limited" flight Mach number (up to Mach 8). For these 
applications, they have the following advantages: 

better volume impulse for compatibility with volume constraints (specially 
for airborne applications); 

- operational constraints (long time storage, immediate disposability, safety...). 

Preferred candidates would probably be hydrocarbon fuels with cracking temperature 
strongly reduced by using a catalyst covering the regenerative cooling system. 
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Critical Physical Phenomena in Scramjet Propulsion 
G .  Kurth 
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84544 Aschau am Inn 
Federal Republic of Germany 

SUMMARY 
This pa er gives a short overview about the critical 
physicaf phenomena occuring in scramjet propulsion 
systems. 
After the description of these phenomena, an en 'nee 
ring approach will be given to analyze and pre$si& 
scramjet combustion processes and complete scramjet 
propulsion systems respectively. 
NOMENCLATURE 
a combustion chamber width 
A 
b 

CT 
h 
H 
P 

C 

Prt 
U 

combustion chamber area 
combustion chamber height 
dimensionless heat transfer rate 
(ah/aP) I T 
static enthalpy 
total enthalpy 
static pressure 
turbulent Prandtl number 
velocity 

6 boundary layer thickness 
E, turbulent eddy viscosity 
@ arbitrary source term 
p molecular viscosity 
71 dimensionless pressure 
p density 

indices 

1 entrance 

BL boundary layer 
core core flow 
HM enthalpy related mass addition contribution 
HQ enthalpy related heat flux contribution 
M mass related 
PR impulse related friction contribution 
PM 
P w  impulse related drag contribution 

2 exit . _  

impulse related mass addition contribution 

1 INTRODUCTION 
Scramjet propulsion covers a broad range of physical 

henomena not to be encountered in ' convenhonal" 
pow speed propulsion [1,2]. Es ecially the nonlinear 
high speed viscosity dominatexeffects result in phe- 
nomena not to be encountered within "low speed" pro- 

ulsion. Especially the shock wave - boundary/mixin 
Eyer interactions which are strong1 coupled in hi a 
s eed aerothermodynamics govern t r e  character of t i e  
&w field of the scramjet engine. Further, nonequilibri- 
um effects also have an impact on the fluiddynamic 
structure of the engine flow field and, with it, on its 
performance characteristics. Although these henome- 
na must not be neglected when determining &e en 'ne 
performance characteristics they can be regardef  as 
uncritical" accordin to the engine operability since 

they alter only the kermodynamic behaviour of the 
flow field [3-61 while the strong viscous interaction 
phenomena are able to change the whole character of 
the flow field, f.e. a pressure rise within the combus- 

tion chamber can cause engine thermal choking/block- 
age through boundary layer detachment or inlet un- 
start caused by local separated flow regons [7]. 
Therefore, in this presentation major emphasis will be 
laid on these phenomena prior to the nonequilibrium 
effects which become dominant with accelerated ex- 
pansion flows only. 
2 THE SCRAMJET PROCESS 
The scramjet cycle consists of three different subcycles 
which are closely linked (figure 1): 

the aerodynamic compression of the incoming 
flow by the intake, 
the mixing and combustion rocesses within the 
combustion chamber generayly requiring some 
kind of isolator to decouple the combustion 
chamber pressure rise from the intake flow, and 
the acceleration of the combustion products within 
a nozzle which does not exhibit a decisive nozzle 
throat. 

V 

m 
.e 

cii I. 

Intake Combustor Nozzle 

Combustion 
Shock 
Compression Injection 

Isolator 

J 

Entropy b 

Sketch of scramjet thermodynamic cycle 
Within the total scramjet process a phenomena 
can be associated as well with dei!L%ofations of the 
propulsion system as with the propulsion system in 

eneral. While the problem of strong shock wave - 
goundary layer interaction or strong viscous interac- 
tions respectively is present at every location of the 
propulsion system, other phenomena such as super- 
soruc mixing and combustion can be restricted to the 
combustion chamber duct flow in total. Further, the 
nonequilibrium effects occurrin in hypersonic flow 

ow in their influence in the cfownstream direction. 
Rhile they might be of marginal interest concerning 
the intake flow field, their importance grows within 
the combustion chamber where the mixing and reac- 
tion processes have to take place within a geometrical- 
ly limited area. During the ex ansion process of the 
combustion products nonequigbrium effects become 
dominant since recombinahon effects determine the 
performance characteristics strongly. 

Paper presented at the AGARD Symposium on "Future Aerospace Technology in the 
Service of the Alliance ", held at the Ecole Polytechnique, Palaiseau, France, 

14-17 April 1997, and published in CP-600 Vol. 3. 
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Therefore, the presentation of the critical phenomena 
will be given in relation to their location within the en- 
gine cycle. 
3 PHYSICAL PROBLEMS RELATED TO 

The nonlinear viscous effects that take place in hyper- 
sonic flow are strongly related to the turbulence level 
of the flow. 
Turbulent flows reveal higher heat transfer rates into 
the structure than laminar ones. This leads to signifi- 
cantly higher thermal structural loads which have to 
be compensated by active cooling mechanisms. Also, 
the upstream influence of a pressure rise caused by 
oblique shocks, f.e., depends on the boundary layer 
thickness which itself depends on the turbulence level 
of the flow field again. 
Further, boundary layer separation leads to very high 
heat loads in the reattachment region of the separated 
boundary layer. 
Within super/hypersonic duct flows boundary layer 
separation due to complicated shock wave - boundary 
layer interactions leads to U stream influences causing 

block the complete flow section leading to a complete 
collapse of the internal flow field. 
Within the combustion chamber the mixing processes 
are also determined by viscous effects, especially the 
shear layer development after fuel injection. Here, a 
strong coupling between chemistry, turbulence, and 
asdynamic structure of the surrounding flowfield can 

i e  observed. 
Therefore, the phenomena arising from strong viscous 
interactions are dominatin the whole scramjet process 

ly. Up to now, a detailed understanding of the strong 
viscous interaction phenomena could not be gained. 
The figure 2 shows the different strong viscous interac- 
tions taking place in scramjet propulsion. 

SCRAMJET OPERATION 

a shock train or pseudo s r: ock system which might 

to a high extend and shou K d be understood complete- 

3.1 Intake Ramp Flow Field 
The intake precompresses the incoming flow field by 

or elevated heat transfer rates into the structure 
caused by impinging shocks have a negative impact on 
the overall scramjet performance. 
Therefore, it appears to be desirable to have an idea 
about the transitional Reynolds number. 
On the other hand, computational and analytical ef- 
forts to simulate transition and with it skin friction and 
heat transfer appear to deliver satisfactory results only 
partially. Since stability theory is not able to predict 
transition for arbitrary shapes [9],  skin friction and 
heat transfer prediction is validated for generic sha es 

regime considering upstream influence, detachment 
and reattachment arpears to deljver reliable data only 
if semi-em iric in ormation is incorporated into the 
modelling [I-131. 
3.1.1 Boundary Layer Transition 

only [lo]. Further, the prediction of the separated K ow 

Schematic representation of viscous interaction 
taking place during scramjet operation 
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laminar to turbulent flow and the length of the transi- 
tion region [14]. 
This onset of transition depends on the free stream 
Mach number in the first instance. As experimental re- 
sults show the transition Re olds number grows with 
free stream Mach number . 3). The results gained 
from free flight experiments kvelop hi her transition 
Reynolds numbers than wind tunnef experiments, 
even if the experiments are performed in quiet wind 
tunnels. The turbulence level of the incoming flow 
plays therefore a dominant role too in boundary layer 
transition. 

1E+08 

1E+06 ;, 

0 2 4 6 8 10 12 14 16 

Fip. 3: Transition Re olds numbers as a function of 
free stream &h number (Data taken from 
1141) 

Besides the free stream Mach number, other effects af- 
fect the transition significantly. The most important are 
commented below. 
3.1.1.1 Wall Temperature 
As has been gained by a lot of experimental and theo- 
retical investigations, the wall temperature lays a 
dominant role in boundary layer transition. Jamely, 
the cooling of the wall significantly below the adiabat- 
ic wall temperature increases the stabili of the boun- 

tion to turbulence which reduces the boundary layer 
thickness. 

dary layer and, therefore, results in a 2 elayed transi- 

I I I I I I I I 
I I I I I I I I I 
4 5 6 7 8 9 1 0 1 1 1 2  

Fit. 4: Extrapolated "stretch" factor of the transition 
Reynolds number for cooled walls (Data taken 
from [14]) 

3.1.1.2 Pressure Gradient 
Positive pressure gradients in boundary layers are able 
to cause boundary layer separation, but also decrease 
the stability of the boundary layer such that transition 
to turbulence takes place earlier. Otherwise ne ative 
pressure gradients are favourable ever time, &e to 
their stabilization effects. Unfortunate Er y, the biggest 

pressure gradients occurring in the intake flow field 
are generated by the oblique shock waves emanatin 
from the wedges, so that transition to turbulence a n i  
boundary layer separation might take place at the 
wedge location. 
3.1.1.3 Nose Bluntness 
The nose bluntness effects in hypersonic flow are quite 
irritating. While sharp leading edges show lower tran- 
sition Re olds numbers than small radius leading 
edges [15Ehis effect is reversed with growing leading 
edge radius [16]. Although not fully understood, an 
explanation might be that the entropy layer generated 
by a small radius blunt leading edge stabilizes the ini- 
tial high frequency disturbances while with growing 
radius low frequenc instabilities between the boun- 
dary layer and the Jtached nose shock appear to ac- 
celerate transition [17] 
3.1.1.4 Three-dimensional Effetcs 
With rowing Mach number, real eometries develop 
seconiary flow patterns that stronJy interact with the 
main flow. These crossflows also generate instabilities 
which are su er osed to the almost two dimensional 

dients as exist in the vicinity of leadin edges of side 
walls, for example, the flow gets locaiy accelerated, 
develo ing crossflow patterns which lead to inflection 

transition. Experimentaf [18] and computational 
[19,20] investigations on hypersonic three dimensional 
boundary layers have been erformed, but it appears 
that the three dimensional elects are not being under- 
stood in detail. 
3.1.1.5 Structural Vibration and Roughness 
Structural vibration and roughness can cause a quicker 
transition to turbulence, since the nonlinearihes en- 
countered in hypersonic flow amplify the disturbances 
originated by them in a manner such that no natural 
transition occurs but a bypass transition takes place. In 
this case, the amplitudes of the disturbances become so 
large that the linear mechanisms were completely ig- 
nored and, as a result, the problem becomes fully non- 
linear. 
3.1.2. Shock Wave- Boundary Layer Interactions in 

Compression Ramp Flow 
Compression ramp flow field is dominated b the 
oblique shocks generated by the intake ramps. !f the 
pressure rise is strong enough boundary layer detach- 
ment occurs incorporating recirculating subsonic flow 
regimes and local sta ation point flows caused by re- 
attachment [ll, 21,22$ 
Within this separated flow field elevated heat transfer 
rates are observed at  the reattachment region causing 
significant local structural loads. 
Further, the upstream ressure rise depends on the 
turbulence levellboun8ary layer thickness of the in- 
coming flow. Besides the boundary la er thickness the 
upstream interaction len th de e n L  on the Mach 
number of the incoming fkw an$ the deflection angle 
of the wedge. 
With constant free stream Mach number the interac- 
tion length grows proportional to the deflection angle 
while on the other hand a higher free stream Mach 
number at constant deflection angle reduces the inter- 
action length due to the fact that the influence of rela- 
tive subsonic boundary layer compared to the overall 
boundary layer thickness vanishes. 
These tendencies can be simulated qualitatively by 
most numerical schemes incorporating different turbu- 
lent models. Nevertheless their quantitative analysis 
exhibits methodical and modelization dependent devi- 
ations from experimental data [ll, 231 which cannot be 
explained satisfactorily. On the other hand, even very 
simplified analytical models show the same pheno- 
menological and numerical congruence concernin 
pressure distribution along the ramp while the len t 
of the upstream interaction region can be correlated%y 

main profile. 7 %  n t e existence of negative pressure gra- 

of the K ow profile causin instabilities causing quicker 

a 
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local expansion / -fan 
impinging shock 
detached diverter 
lip induced shock 

empirical data of limited validity [24-271. 
The following figures show a comparison between 
measured [for details see: 131 and calculated dimen- 
sionless ressure and heat transfer rate distribution 
along a E" flat late compression ramp at Mach 14 
free stream con8itions. Calculations have been 
formed using a fourth order accurate TVD method?:; 
two-dimensional turbulent flow incorporating Cebeci- 
Smith turbulence modelling (in house development by 
the author) for fully turbulent flow and an artificial 
turbulence onset at the reattachment point. The com- 

arison shows that the fully turbulent flow heat trans- 
Fer prediction are arbitrarily inaccurate while the 
forced turbulence onset at the reattachment location 
shows a com aratively good agreement between com- 
putation anxexperiment. Nevertheless, these results 
could only be obtained incorporating an a priori 
knowledge of the transition point into the code. Fur- 
ther, the numerical results ained by the BC-TVD-code 
match quite well with thesornier code used to com- 
pute the flow field in [13]. 

, slip 

fuel 
injector 

lirk 

reattachment 
shock 

/ I -region 
recirculation zone 

I I I  
Fig. 5: Schematic representation of compression ramp 

flow field with separation 
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Fig. 6: Com arison of experimental and numerical 

(dimensionless pressure distribution) 
data i? or Mach 14 compression ramp (15") flow 
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Fi?. 7 Com arison of experimental and numerical 
data For Mach 14 compression ramp (15") flow 
(dimensionless heat transfer rate distribution) 

The pressure distribution on the other hand, is nearly 
independent of the turbulence modelling and exhibits 

the inability of predicting the pressure rise in the reat- 
tachment region correctly. 
3.2 H personic Isolator and Combustion 

Clamber f low 
The part of the scramjet engine housed in the airframe 
of the vehicle consists of an engine module inlet fol- 
lowed by an isolator which decouples the inlet flow 
field from the ad'acent combustion camber. 
Since the module inlet is bounded by side walls, 
shocks originatin from these side walls cross the in- 
coming flow fie12 interact with the shock from the in- 
take lip and, as glancing shock waves, with the boun- 
dary layer in the vicinity of the walls. Due to the pres- 
sure rise within the combustion chamber caused by ei- 
ther fuel injection, combustion, and shock interaction 
phenomena an isolator has to be em loyed between 

to reduce the upstream influence of the pressure rise 
within the combustion chamber, especially durin 
moderate flight Mach number o eration [28,29]. W i g  
increasing flight Mach number, &e ability of the pres- 
sure rise to cause an unstart decreases because the 
combustion enthalpy become small compared to the 
total enthalpy of the ca tured air flow. At flight Mach 
numbers above Mach i, an unstart is quite unlikely. 
Nevertheless even in the "non-unstart re ime", strong 
interactive phenomena can cause severe famage to the 
structure since heat loads increase significantly with 
flight Mach number. On the other hand, the stronger 
the interactions the higher the thermodynamic losses 
and with them the loss of en ine performance. Since at 

refativef to the total enthalp and momentum of the 
ca turedlair, even losses whicK at the first sight appear 
tog, neglectible can result in diminished thrust. 
In order to reduce the influence of the pressure rise, it 
a pears to be reasonable to reduce boundary layer 
tfickness and, with it, the potential of high entropy 
production through local flow separation and separa- 
tion induced oblique shock systems. 
3.2.1 Interactions between Supersonic Flow and 

Cavities with Bleed 
The most common way of boundary layer diversion is 
the introduction of a bleed cavity within the upper 
side wall of the combustion chamber since the boun- 
dary layer thickness is maximum there. The flow field 
developing from this configuration is depicted in fig- 
ure 8 schematically. 

the module inlet and the combustion c K amber in order 

hi h fli ht Mach numbers t a e performance decreases 

IldllUll recirculation bleed induced 

\ 
recirculation 
zone 
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entropy layer develo s, a subsonic jet intrudes the cav- 
ity interacting with t\e flow in the bleed channel and 
the cavity. The pressure rise within the cavity forces a 
bow shock to emanate from the starting comer of the 
diverter cavity. 
The entropy layer which exhibits a comparatively 
thick subsonic flow region in the vicini 
wall interacts with the pressure rise of t e combushon 
chamber in a manner such that in case of the concur- 
rence of the entro y layer with separated boundar 
layers a backflow tl!rough the entropy can occur whic 
causes higher mass deficits. On the other hand, such’a 
backflow can definitively reduce the risk of inlet un- 
start since a stabilization of the flow field takes place. 
At this place it has to be mentioned that boundary 
layer bleed of course is limited to moderate hypersonic 
flight Mach numbers (i.e. total temperature) to avoid 
excessive internal kinetic heating. 
Experiments performed at DLR-Cologne and BC indi- 
cate that es ecially within the moderate Mach number 
regime the functionality of the internal inlet can be im- 
proved. To simulate the ressure rise through combus- 
tion, a throttle was useJto obtain a sufficient pressure 
rise by a normal shock at the end of the isolator. 

x Of the upper 

x 

m 2 0,l 

0 

0 0 2  0,4 0.6 OB 1 

total pressure ratio [-I 

Fi:. 9: Mass diversion through cavity as a function of 
isolator total pressure ratio for different 
combustor entrance Mach numbers M,, 

3.2.2 Glancing Shock - Boundary Layer Interactions 
Glancing shock waves are generated either by obsta- 
cles within the main duct flow field (fuel injectors, f.e.) 
or by the side walls of the combustion chamber. A s e 
cia1 character of glancing or swept shock waves is t lai  
although being generated as oblique shock waves they 
develop ualities of seudo normal shock waves in the 
vicinity 8 the wall. The resulting flow field consists of 
complicated separation and secondary flow zones 
which are not fully understood up to now [30, 311. Es- 
pecially the unstead interactions between the subson- 
ic part of the boundky layer and the secondary flow 
pattern, which seem to exist for special flow conditions 
only, exhibit immense problems as well in basic 
cal understanding as in analytic or numeric mo el ing 

As has been observed the general far side flow field 
structure is in principle inde endent of the near wall 
interaction in the vicinit9 of the apex. As has been 
pointed out by [31] even a gap between wedge and 
wall has no significant influence the shock location 
and downstream flow field, although the upstream in- 
teraction line moves downstream with growing gap 
height. With increasing free stream Mach number the 
flow field pattern downstream of the main shock 
changes from the smooth recompression sketched in 
figure 10 to a steep pressure rise in the reattachment 
region due to the im inging jet characteristic of the re- 
attaching flow whic: causes a local normal shock(fig- 
ure 11). 

B h P -  
[321. 

incoming shock 
flow 

slip rear 

front 
shock 

recompression 
waves 

fan 

Fic. 10: Sketch of general glancing shock wave flow 
field 

incoming flow - 
recirculation 

Fir 11: Sketch of flow pattern of a swept high Mach 
number shock wave (after [33]). 
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Fig. 12: Dimensionless wall pressure distribution for 
swept shock wave (after [33]) 

3.2.3 Shock- Boundary Layer Interactions due to 
Blunt Body Obstacles and Fuel Injection 

Within the combustion chamber major disturbances 
are caused by fuel injection or fuel in’ectors, respec- 
tively. While the fuel injectors work as blunt body ob- 
stacles within the su ersonic flow which enerate 
strong detached bow sEock waves the injectetflow it- 
self acts as a eometric blunt body area contraction as 

tum and enthalpy addition. In general the blunt body 
detached shock wave attern looks like the one depict- 
ed in figure 13. Here,%ighest pressure and heat loads 
are encountered in the subsonic flow region. Further, 
the detached normal shock in front of the injector ele- 
ment causes separation and, with it, a counterrotating 
recirculation zone at the injector wall. Both vortices 
form a reattachment line which enerates a divergent 
streamline pattern (fi ure 13). &at transfer rates are 
extremely high at thisqocation, too [MI. 
Fuel injection on the other hand generates similar flow 

well as a gas B ynamic contraction due to mass momen- 
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patterns with even more com licated recirculation re- 

!he primary bow shock is due the obstruction of the 
incoming main flow by the injected fuel. Boundary 
layer separation takes place right before the emergent 
jet due to the shock induced pressure rise causing an 
oblique separation shock which intersects with the 
bow shock. 
Here, maximum interest is focussed on the mixing ca- 
pabilities of the fuel injection s stem, i.e. the interac- 
tion of the separation, bow shoci and fuel with the in- 
coming flow. On the one hand, mixin is enhanced 
when the bow shock lifts from the wall aflowing a par- 
tially subsonic mixing between injected fuel and the 
incoming boundary layer [35]. 
This phenomenon is observed mainly with very thick 
boundary layers where large eddies influence the flow 

attern si nificantly and with separated boundary 
Eyers. Wig  this phenomenon occurring fuel can trav- 
el U stream and react with the incoming subsonic art 

loads encountered in transverse fuel injection even 
more. Therefore, despite of the mixing enhancement 
through shock elevation fuel injection should take 

lace in regions of comparatively narrow boundary 
Payers, to avoid on the one hand hot spots in the vicini- 
ty. of the wall and the undesirable ressure rise in front 

ions embedding the fuel jet ( P igure 14). 

of tfe boundary layer. This worsens the hot spot K eat 

of the fuel injection due to precom !t ustion phenomena. 

/ 1 sonic / 
/line 

/ 

Fip. 13: Sketch of flow field at the fuel injector nose 

--- 

separation region fuel jet 

gion. This is due to the fact, that for constant d namic 
ressure and mass flow rate of the injected Y uel the 

[eight of the Mach disk does not vary very much for 
separated or attached boundary layer flow respective- 
1 The location of the Mach disk can be interpreted as 
t le  penetration depth of the fuel jet due to the fact that 
the momentum losses across the Mach disk limit the 
penetration of gaseous jets into supersonic flow. In 
act, the high momentum of the incoming supersonic 

main flow is the limiting factor for jet penetration since 
the fuel jet will be turned downstream very rapidly. 
3.2.4 Shock Impingement 
The shocks generated by the obstacles, walls, and fuel 
injection hit the combustion chamber walls and are re- 
flected there. This reflection produces local pressure 

bnder certain circumstances, the reflected impin ing 

in local hot spots due to reattaching separated flows. 
The criterion for boundar layer separation is the 
strength of the impin ing sKock, represented through 
the deflection an le opthe flow. 

ate Mach numbers in order of 2, the boundary layer 
stays attached to the wall exhibiting a marginal growth 
of the subsonic part of the boundary layer due to the 
slightly upstream influence of the pressure rise gener- 
ated by the impinging shock (figure 15). 
The pressure rise observed is nearly identical to the 
one obtained by inviscid calculations. Therefore, the 
influence of the shock impingement appears to be ne- 

%n the other hand, with increasing deflection angle, 
boundar la er separation occurs, changing the char- 
acter of t ie  &w field. Here, a dead-air recirculation re- 
ion develops with a pressure lateau exhibitin near- & the level of a wedge flow. TRe imaginary we&, an- 

gle is near1 proporhonal to the deflection angle of the 
incoming l o w  up to 50, a roximately, 'umping to a 
constant level of about lO'&r higher de h ecbon angle 

eaks and, even more important, heat loads. 

shock may cause boundary layer separation, resu B ting 

For moderate de a ection angles of about 5" and moder- 

lectible small. 

" " 
levels [36]. 
The figures 15 to 18 show the flow field characteristics 
in correlation with the wall pressure profiles. 

impinging 
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vaves . //' 

/// 
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Fit. 15; Sketch of the impinging shock reflection 
without boundary layer separation 

'9' r 

Fip. 14: Sketch of the flow field for perpendicular fuel 
injection into a supersonic main flow 

Further, it should be mentioned that, des ite of the un- 
desired hot s ot effects, the penetration [eight is only 
marginally aPfected by the size of the separation re- 

i I -  I I I I J - -  
Fip. 16; Dimensionless ressure distribution for 

impinging shoc P( reflection without boundary 
layer separation (data taken from [37]) 

I 
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Fig. 17; Sketch of the impinging shock reflection with 
boundary layer separation 
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Fig. 18; Dimensionless ressure distribution for 
impinging shoci reflection with boundary 
layer separation (data taken from [37]) 

3.2.1.6 Hypersonic Mixing and Combustion 
Processes 

The injected fuel has to be mixed with the incoming air 
to be burned completely. Therefore, it is mandatory for 
the fuel jet to penetrate as deeply as possible into the 
air stream. The deepest penetration will be gained for 

erpendicular injection, causing high additive losses 
&y injection induced shocks and se arated flow re- 
gions. On the other hand, the inducelshocks and se 
arated flow re ions generate higher turbulence le& 
of both injectei fuel and incoming air stream resulting 
in enhanced mixing by breaking the fuel jet macro- 
scopic into smaller eddies. Therefore, the required 
mixing length decreases sensibly. 
As an alternative, parallel fuel injection can be utilized 
resulting in less losses through shock generation but 
an increased mixin length since the mixing process 
will be dominated f y  the shear layer solely. In this 
case, mixin takes place as the shear layer decays into 
smaller ed fy-like macroscopic structures. Contra to 
the perpendicular injection the development of a x c i -  
sive mixin zone depends strong1 on the convective 
Mach num%er between the fuel andrthe airflow. For ex- 
ample, convective Mach numbers between 0.4 and 0.8 
seem to be optimum for an parallel H, - air mixing. 
Further mixing will be enhanced by shocks crossing 
the developing shear layer since they first rise the mi- 
croscopic turbulence level of flow field, second force a 
macroscopic decay of the shear layer due to local pres- 
sure gradients, and third decelerate the flow enlarging 
the time scales for mixin 
Combustion can only ta e place if mixin is complet- 
ed, at least locally. Reaction efficiency is &fined as the 
ratio of the actual amount of fuel burned within the 
combustion chamber and the amount of fuel that can 
be burned theoretically. Therefore, combustion effi- 
ciency is closely coupled with the mixing properties of 
the combustion chamber under investi ation. 

mixing rates, so that the reactions proceeds very fast, 

&' 

If the reaction rates are considerably a igher than the 

the com lete combustion process can be re arded as 
mixing Zominated. Since the fuel is injectez into the 
combustion chamber the resulting combustion rocess 
is most1 mixing dominated, resulting in so calred dif- 

Within the low Mach number operational regime, the 
pressure rise due to combustion can result in the gen- 
eration of a terminal shock train system which could 
lead to unstart, since the aerodynamic contraction re- 
sulting from the pressure rise induced boundar layer 
separation forces the terminal shock train and t e se 
arated flow regime to move upstream. Methods x to 2- e- 
lay unstart are: 

staged fuel injection to distribute the heat addition 
along a spacially broader region, 
a prolongation of the isolator duct by placing the 
fuel injector far downstream of the module inlet ex- 
it, and 
an increasing of the combustion chamber diver- 
gence at the location of the fuel injection to compen- 
sate geometric and aerothermodynamic blockage. 

3.3 Hypersonic Expansion Flow 
Since the scramjet engine does not exhibit a decisive 
nozzle throat which decouples combustion chamber 
and nozzle flow regimes for conventional pro ulsion 
s stems, all disturbances generated in the com&ustion 

ing b sonic transition. 
BesiJs the high heat loads resulting from the high 
stagnation temperatures of the combustion 
the shock impin ement henomena due to ex aust gas 
flow and outer l o w  fie]: interactions and the nonequi- 
librium recombination effects, expansion corner effects 
on the transition from combustion chamber to nozzle 
occur which cause boundary layer detachment. 
Interaction with impingin shocks further results in 

overall cycle efficiency significantly. 
4 A SIMPLIFIED ENGINEERING MODEL FOR 

SCRAMJET DESIGN AND ANALYSIS 
On the basis of the main effects dominating the scram- 
'et process, a highly simplified engineering model has 
been developed. This model incorporates 
- the calculation of the intake flow field by a two di- 

mensional zeroth order cou ling of the steady, non 

tem erature equilibrium gases with a Riemann 
pro8,em based method of waves capable of comput- 
ing wave-wave and wave-wall interactions respec- 
tively of any kind, 

- the calculation of isolator and combustion chamber 
flowfield utilizin a highly coupled boundary layer 

account the ressure rise due to shock trains, fuel 
injectors anxcombustion as well as their interac- 
tions by semi-empirical correlations. Further, the su- 
personic mixing process is included by an empirical 
diffusion flame correlation ado ted to numerous 

- the calculation of the high speed nozzle flow using 
the same coupling as applied to the intake calcula- 
tions. To take into account the nonequilibrium phe- 
nomena occurring in the accelerated flow (freezing 
of chemical recombination) a modified Bray criteri- 
um [38] is applied which checks the individual re- 
combination rates according to the characteristic 
time scales. 

fusion d ames. 

c K amber influence the expansion flow without damp- 

KrodUCtSf 

enhanced total pressure H osses which decrease the 

similar, turbulent boundary P ayer equations for high 

- one dimensiona ? core flow solver which takes into 

experiments performed at the M K I. 

4.1 Modelling Approach 
The physical gas model applied to the whole set of 
computations is that of an equilibrium high tempera- 
ture gas with variable thermal, caloric, and transport 
properties. The gas model is based on the computation 
of partition functions for the single constituents of a 

as mixture and the solution of the law of mass action 
for the whole gas mixture to obtain the correct compo- 
sition. The transport roperties of the single parts are 
obtained by the well Known formulas obtained by ki- 
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netic theory, while the gross values of the gas mixture 
are obtained by applying Wilke's law. 
The set of boundary layer equations solved is generat- 
ed by ap lying a eneralized Falkner-skan-transforma- 
tion on tf-te well k o w n  steady, two-dimensional, tur- 
bulent boundary layer equation with ressure gradient 
in downstream direction. The turburence model em- 
plo ed is the Cebeci-Smith model. This results in a set 
of l v e  ordinary differential/al ebraic equations. This 
set can be solved b any .or&nary boundary value 

!he external two-dimensional flow field is described 
by the steady Euler equations. This set of partial diffe- 
rential equations can be solved analytically when treat- 
ed as an initial value problem (Riemann problem). 
A coupling between the boundar layer and the exter- 
nal flow field can be achieved as 8 r  as the pressure rise 
by the intake ramps does not induce boundary layer 
se aration. 
d t h i n  the isolator duct a semi-empirical approach is 
used [39] which delivers typical performance charac- 
teristics of a constant area isolator duct with shock 
trains. Alternatively, a diverging isolator duct can be 
taken into account which does not exhibit a shock train 
of the strength. observed in a constant area isolator. 
The combustion chamber process is simulated in a 
manner such that the pressure rises due to fuel injec- 
tor-flow interactions are taken into account through a 

roblem solver (DASk f.e.). 

semi-em irical approach proposed by Billig [40] -and 
Schetz ,&I. 
Here, the injected fuel stream is mimicked by an equiv- 
alent half body and an detached curved shock wave, 
following the correlation of Billig. The influence of the 
injector is included by an detached shock wave which 
delivers a pressure rise in the part of the combustion 
chamber not reached by the injected fuel. This ap- 
proach was introduced by Baranovsky [42]. 

Shock 

Incoming - Flow //- 
Equivalent 
Half Body 

Injector 

Fig. 19: Sketch of fuel inejction system modelling 

Equivalent Flow Regime Disturbed 
Half \ Body ~ ~ ' & o ~ d ~ d  

Interaction Zon 

Fir. 20 Sketch of flowfield simulation in the vicinity of 
fuel injectors 

To cope with the chemical energy conversion through 
mixing and combustion processes, a distribution func- 
tion is introduced which couples the pressure rise in 
the combustion chamber with the equilibrium values 
obtained for an imperfect burned gas mixture through 
a semi-em irical correlation. The resulting combustion 
chamber eiicienc y depends on the geometry, the num- 
ber of fuel injectors, and the equivalence ratio can be 
described as an "if it is mixed it is burned" approach. 

q = 1 - exp(-a() 

Here, q can be interpreted as the combustion chamber 
efficiency which depends on 

0 4 8 12 16 20 24 

5 [-I 
Fig. 21: Combustion chamber efficiency according to 

The simplified combustion chamber simulation is a 
semi-two-dimensional one, which couples an one-di- 
mensional core flow with two-dimensional boundary 
layers while simultaneously takin into account the 

viscous ef Y ects occurring during turbulent supersonic 
mixing. 
The balance e uations solved for combustion chamber 
analysis are Formulated in conserved quantities as 
mass-, momentum and enthalpy currents instead of the 
usual primitive variable approach in pressure, velocity 
and temperature, f.e. The advantages of this formula- 
tion lie in the inherent conservative structure of the set 
of equations neglecting approximate approaches to 
equilibrium gas flows via variable y for example. 

Baranovsky [42] 

gross gasd namic structure of the a ow and the strong 
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The equations are: 
Mass balance: 

L -1 

= ~ + @ M  

~ ( A z  + A1)/2 + ( p u Z   ore * 
Momentum balance: 

1 1  A2 - 2(a + b - 26) lo81 -F (PUZ ) I 
L 

= PI + @pR + @pM + @pw + pl(A2 - Al)/2 
Enthalpy balance: 

L 

= H I  + @HM + @HQ 
The boundary layer equations solved are the ones for 
turbulent nonsimilar e uilibrium flow with strong 

lence model employed is the algebraic Cebeci-Smith 
model. 
Mass conservation: 

density changes due to c a emical reactions. The turbu- 

a p u  a p v  
ax ay -+-=o 

x-momentum balance: 

y-momentum conservation: 

ap= 0 
ay 

Total enthalpy balance for chemical equilibrium flow: 

-?i ay (P(l-+-)+PEm(l-+-))u~+(;+g)y] 

The nozzle flow field is calculated by a coupling of the 
turbulent bounda layer equations with the Euler 
equations for steary two-dimensional high tem era 
ture equilibrium flow. Here, the none uilibrium egecti 

less than the local production rate, the flow is regarded 
as frozen, i.e. no chemical reactions take place, while 
the molecular energetic contributions (rotation, vibra- 
tion) are treated as equilibrium ones. 
4.2 Results 
The results to be resented are an analysis of the com- 
bustion chamber {ow within a dual mode scramjet and 
a redesign of a complete scramjet v p u l s i o n  system . 
TEe experimental results were o tamed within the 
German Hypersonic Research Program as a ’oint effort 
between the russian research institute TsAdI and sev- 
eral erman research a encies and companies 
(DLR,EASA,TU Stuttgart, ?H Aachen). Experiments 
took place at TsAGI with support from german re- 

are taken into accout by appl ing the 1 ray freezing cri- 
terion [38] locally. If the loca Y recombination rate is far 

searchers concerning combustion chamber design and 
modern measurement methods. 
The predesi of the com lete scram’et pro ulsion sys- 

ESA WLC study [43]. 
4.2.1 Combustion Chamber Analysis 
The fi res 23 to 26 show the pressure distribution 
along E e  combustion chamber walls of a dual mode 
scramjet combustion chamber for both cold and hot 
flow. As can be seen quite clearly, the supersonic flow 
entering the combustion chamber remains supersonic 
throughout the whole repme when no combustion 
takes place. Even the fue injechon system does not 
cause any notable pressure rise at the walls. 

tem is closerrelated to t R e results oitamelduring the 

0 500 1000 1500 

Fip. 22: Geometry of the combustion chamber under 
investi ation (divergence angle at the injection point 1 % ) 

0 

o lower wall (cold) 
upper wall (cold) - calculated 

O I I  
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Fip. 23: Comparison between measured and calculated 
wall ressure distribution for cold combustion 
cham$er flow 
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Fip. 26: Calcualted combustion chamber core flow 
Mach number distribution without combustion 

On the other hand, the hot flow produces a pressure 
rise after the fuel injection strong enough to slow down 
the flow to subsonic regime clearly upstream of the fuel 
injection. This is due to the complicated detached shock 
- boundary layer - mass addition coupling effects gen- 
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erated by the fuel injection. The f i  re demonskates 

erates the flow in a manner such that a subsonic flow 
re ime is encountered and a enhanced mixing process 
ta&, place. Therefore, in this case the combustion pro- 
cess apppears to be similar to premixed combustion. 

clearly that this very strong induce 6;" shock train decel- 
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Fle.25: Comparison between measured and calculated 
wall resure  distribution for hot combustion 
chamier flow 

&& Calcualted combustion chamber core flow 

4.2.2 Scramjet Propulsion System Predesign 
The predesign data presented here relate to a vehicle 
designed within the ESA-WLC study [Be with an 

generated performance data for this SSTO vehicle 
could be improved by a slight modification of the ge- 
ometry. For details see [43]. 

Mach number distribution with combustion 

preliminary issue of the desi n tools utilize Y1 now. The 
application of the advanced % esign tool shows that the 

/n 
/ U  

Fig. 27  Sketch of the generic SSTO vehicle under inves- 
tigation [43] 
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Fig. 28: Installed thrust o f  the vehicle according to 
figure 27 a s  a function o f  flight Mach number 
with incidence as  parameter 

5 CONCLUSION 
Scramjet propulsion systems house most o f  the nonlin- 
ear high kin crature effects to be encountered in fluid 
dynamics. &ile ex erimental investigations are limit- 
ed t o  a narrow d c h  number range computational 

non simulation a s  in whole 
While some physical effects as nonequilibrium relaxa- 
tion phenomena might have an important impact on 
the performance o f  the vehicle, but are as a conse- 

uence o f  hy ersonic propulsion inevitable, other ef- 
?ects a l so  resiItinh from the high speed are substantial- 
ly more prohibiitvc t o  proper scram'et operation. These 
effects are the strong viscous-shocL wave interaction 
phenomena which have the capacity of being a show 
sto per to all scramjet activities. 
As \ as been said in this - at best - short and incom lete 
survey, all these interactions work in the same & r e -  
tion, which means that on the one hand they decelerate 
the flow within the Combustion chamber sensibly pro- 
longing the residence time of the fluid and weaken the 
influence of nonequilibrium relaxation effects. On the 
other hand these interactions have the unpleasant 
quality o f  developing strong upstream influences 
which narrow the effective aerodynamic cross section- 
through flow separation which might cause a complete 
collapse of the  s u  crsonic flow in the combustion 
chamber or the  w hcle'engine, respectively. 
The understanding of these highly nonlinear henome- 
na is far from being complete since neither t\eoretical 
nor numerical nor experimental methods can su ply 
us with satisfying explanations or sound data. J h i l e  
theoretical approaches and numerical simulations lack 
from a complete understandin of the phenomenon of 
turbulence or the behaviour o f  genuine nonlinear sys- 
tems, the experimental facilities available up to now 
can deliver only data for minimized geometries or very 
short measure times referring to more or less generic 
problems and not to the interacting phenomena occur- 
ring in the scramjet en ine 
Therefore, besides thesasic research and investigation 
efforts, f l i  ht experiments with engine modules as  big 
and compfex as possible are mandatory to gain a dee - 
er understanding o f  the phenomena taking place wit!- 
in a scramjet engine. 
6 REFERENCES 
(11 Hunt, J.L.: Hypersonic Airbreathing Vehicle Design 
(Focus o n  Aero-Space Plane). in: Bertin, J.J et al. (eds): 
Hypersonics, Volume 1. Birkhauser, Boston 1989 
[2] Roudakov, A.: Some Problems in Scramjet Propul- 
sion for Aeros ace Planes. Part I - Scramjet: Aims and 
Features. AGA$D-LSl94, paper 3 
(31 Brun, R.: Non-Equilibrium Effects in Hi h Speed 
Flows: M(t.leliing and Experimentation. in:%ertm, I., 

simulations of the dfects to be observed 
hibit unsatisfactory results 



C5- 1 1 

et al. (eds): Hypersonics, Volume I. Birkhauser, Boston 
1989 
[4] Clarke, J.F.: Physico-Chemical Gas Dynamics and 
its Relation to Hypersonic Flow. in: Bertin, J.J et al. 
(eds): Hypersonics, Volume I. Birkhauser, Boston 1989 
[5] Marsilio, R. and Pandolfi, M.: None uilibrium 3D 
Flow of Air through Inlets. AGARD-CP-!?lo, paper 42 
[6] Scott, C.D.: Effects on Thermochemistry, Nonequi- 
librium, and Surface Catalysis on the Desi n of Hyper- 

Volume I. Birkhauser, Boston 1989 
[7] Tretyakov, P.K.: The Study of Supersonic Combus- 
tion for a Scram'et. in: Desideri, J.A. et al. (eds): Ex eri 

bulence, and Combustion. John Wiley and Sons, Chi- 
cester 1994. 
[8] Dklery, J.M.: Basic Ex eriments on High Mach 

Separated Flows. in: Desideri, J.A. et al. (eds): Ex eri 
mentation, Modelling, and Computation in Flow, qur; 
bulence, and Combustion. John Wiley and Sons, Chi- 
cester 1994. 
[9] Herbert, T. and Esfahanian, V.: Stabilit of Hyper- 
sonic Flow over a Blunt Body. AGARD-Cg514, paper 
28 
[lo] Galassi, L. and Scaggs, N.E.: Experimental and 
Com utational Com arisons of Mach 6 Hi h Re nolds 
Num&er Heat Trans/& and Skin Friction. WGAlD-CP- 
514, paper 21 
[l l]  Dolling, D.S.: Problems in the Validation of CFD 
Codes through Comparison with Experiment. AG- 
ARD-CP-514, paper 19 
[12] Dolling, D.S. and Narlo 11, J.C.: Driving Mecha- 
nisms of Unstead Separation Shock Motion in Hyper- 
sonic Interactive $ow. AGARD-CP-428, paper 7 
[13] Simeonides, G. et al. Experimental, Analytical, and 
Computational Methods Ap lied to Hypersonic Com- 
pression Ramp Flows. AGAfD-CP-514, paper 22 
[14] Arnal, D.: Laminar-Turbulent Transition. in: 
Murthy, T.K.S. (ed.): Com utational Methods in Hy- 

gordrecht 1991 
[15] Potter, J.L. and Whitfield, J.D.: Effects of Slight 
Nose Bluntness and Rou hness on Boundary Layer 

chanics, Volume 12, Part 4 (1964) 
[16] Stetson, K.F. et al.: Laminar Boundar Layer Sta- 

Cone. ALA-84-0006 (1984) 
[17] Malik, M.R. et al.: Effect of Nose Bluntness on 
Boundar Layer Stability and Transition. AIAA-90- 
0112 (194b) 
[18] Stetson, K.F. et al.: Laminar Boundar La er Sta- 
bility Ex eriments on a Cone at Mach 8 - A r t  g Sharp 
Cone at lng le  of Attack. AIAA-85-0492 (1985) 
[19] Balakumar, P. and Reed, H.L.: Three-dimensional 
Stabili of Boundary Layers. Physics of Fluids A. Vol- 
ume 3x991) 
[20] Reed, H.L et al.: Stability of Hypersonic Boundary 
Layer Flows with Chemistry. AGARD-CP-514, paper 
29 
[21] Mallison, S. et al.: High-Enthalpy, Hy ersonic 
Com ression Corner Flow. AIAA-Journal, Vo P ume 34, 
Numter 6 (1996) 
[22] Mallison, S. et al.: Upstream Influence and Peak 
Heatin in Hypervelocity Shock Wave/Boundary- 
Layer fnteraction. Journal of Propulsion and Power, 
Volume 12, Number 5 (1996) 
(231 Zheltovodov, A.A.: Investigation of Su ersonic 
Turbulent Separated Flows. in: Desideri, J.1. et al. 
(eds): Experimentation, Modelling, and Computation 

sonic Vehicles. in: Bertin, J.J et al. (eds): a ypersonics, 

mentation, MO d elling, and Computation in Flow, qur; 

Number Two-dimensiona P and Three-dimensional 

ersonic Aerodynamics. K P uwer Atademic Publishers, 

Transition in Supersonic 8 lows. Journal of Fluid Me- 

bility Ex eriments on a Cone at Mach 8 - F art 2: Blunt 

in Flow, Turbulence, and Combustion. John Wiley and 
Sons, Chicester 1994. 
[24] Roshko, A. and Thomke, G.: Supersonic Turbulent 
Boundar La er Interaction with a Compression Cor- 
ner at d i y .  Kigh Reynolds Number. Proceedings of 
the Symposium on Viscous Interaction in Supersonic- 
Hypersonic Flow. University of Dayton Press, Dayton 
1969. 
[25] Settles, G.S. et al.: Incipient Separation of a Su er 
sonic Turbulent Bounda Layer at Moderate to&& 
Reynolds Numbers. AIAT175-0007 (1975) 
[26] Settles, G.S. et al.: A Detailed Stud of Attached 
and Separated Compression Corner FLw Fields in 
Hi h Re nolds Number Supersonic Flow. AIAA-78- 
ll%7 (19118) 
[27] Settles, G.S. et al.: Upstream Influence Scaling of 
2d and 3d Shock/Turbulent Boundary La er Interac- 
tions at Compression Corners. AIAA-81-03h (1981) 
[28] Waltrup, P.J.: The Dual Combustor Ramjet: A Ver- 
satile Propulsion System for H ersonic Tactical Mis- 
sile Applications. AGARD-CP-a, paper 7 
[29] Waltru , P. and Billi F.: Prediction of Precom- 

1181 (1972) 
[30] Fomison, N.R. and Stollery, J.L.: The Effects of 
Sweep and Bluntness on an Glancing Shock Wave Tur- 
bulent Boundary Layer Interaction. AGARD-CP-428. 
paper 8 
[31] Bogdonoff, S.M.: A Stud of the Structure of High- 

actions. AGARD-CP-438, paper 21 
[32] de Ro uefort, T.A. and Daghsstani, K.: Experi- 

Turbulent Boundary Layer/Shock Wave Interaction. 
in: Desideri, J.A. et al. (eds): Ex erirnentation, Model- 

bustion. John &ley and Sons, Chicester 1994. 
[33] Garg, S. and Settles, G.: Unsteady Pressure Loads 
Generated by Swept-Shock-Wave/Bounda -Layer In- 
teraction. AIAA Journal, Vol. 34, No. 6 (1993 
[34] Hummel, D.: Experimental Investi ations on Blunt 

AGARD-CP-428, paper 6 
[35] Gruber, M.R. et al.: Bock Shock/Jet Interaction in 
Compressible Transversi Injection Flow Fields. AIAA- 
Journal Volume 14, Number 10 (1996) 
[36] Green, J.E.: Reflection of an Oblique Shock-Wave 
b a Turbulent Boundar La er. Journal of Fluid Me- 

[37] Delery, J.M. and Marvin, J.G.: Shock Wave - Boun- 
dary Layer Interactions. AGARD-AG-280. 
[38]. BEJ, K.N.C.: Atomic Recombination in a Hyper- 
sonic ind-Tunnel Nozzle. Journal of Fluid Mechan- 
ics, Volume 6, Part 1 (1959) 
[39] Waltru , P.J. and Billig, F.: Prediction of Precom- 

gines. AIAA-72-1181(1972) 
[40] Billig, F.: Shock Wave Sha es around Spherical- 
and Cylindical-Nosed Bodies. yournal of Spacecraft 
and Rockets, Volume 4, Number 6 (1967) 
[41] Schetz, J.: Interaction Shock Shapes for Transverse 
Imjection in Su ersonic Flows. Journal of Spacecraft, 
Volume 2, Numger 2 (1970) 
[42] Baranovslky, S. et al.: A Program of the Scramjet 
Design and Ophmization. AIAA-91-!5073 (1991) 
[43] Berry, W. et al.: Studies on a Scram'et propelled, 
Horizontal Launch and Landing, Single-dtage-to-Orbit 
Launcher. AIAA-93-5053 (1993) 

bustion Wa R Pressures in &ramjet Ehgines. AIAA-72- 

ly Swept Shock Wave Turbu Y ent Boundary Layer Inter- 

mental Stu 2 y of Unsteadiness in Sharp Fin-Induced 

ling, and Com utation in Flow, ! urbulence, and Com- 

Bodies and Corner Configurations in 2 ypersonic Flow. 

cianics, Volume 40, Part P J  , (1 70) 

bustion Wa P 1 Pressure Distributions in Scramjet En- 



C5- 12 

Question 1: N. Malmuth 

We strong agree about the need to study the effects of bluntness on transition in 
connection with scramjet inlet flows. We have been working on this problem for some 
time. Not only does it involve strong interaction but upstream interaction as well. This 
issue was also indicated by the previous speaker. 

Author’s reply: 

Yes, I agree 
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EVALUATION OF AN EJECTOR RAMJET BASED PROPULSION SYSTEM 
FOR AIR-BREATHING HYPERSONIC FLIGHT 

Scott R. Thomas, H. Douglas Perkins, and Charles J. Trefny 
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Lewis Research Center, M.S. 86-6 
21000 Brookpark Road 

Cleveland. Ohio 44135. USA 

1. ABSTRACT 
A Rocket Based Combined Cycle (RBCC) engine system 
is designed to combine the high thrust to weight ratio of a 
rocket along with the high specific impulse of a ramjet in  a 
single, integrated propulsion system. This integrated, com- 
bined cycle propulsion system is designed to provide 
higher vehicle performance than that achievable with a 
separate rocket and ramjet. The RBCC engine system 
studied in the current program is the Aerojet strutjet engine 
concept, which is being developed jointly by a 
government-industry team as part of the Air Force HyTech 
program pre-PRDA activity. The strutjet is an ejector- 
ramjet engine in which small rocket chambers are 
embedded into the trailing edges of the inlet compression 
struts. The engine operates as an ejector-ramjet from take- 
off to slightly above Mach 3. Above Mach 3 the engine 
operates as a ramjet and transitions to a scramjet at high 
Mach numbers. For space launch applications the rockets 
would be re-ignited at a Mach number or altitude beyond 
which air-breathing propulsion alone becomes impractical. 
The focus of the present study is to develop and demon- 
strate a strutjet flowpath using hydrocarbon fuel at up to 
Mach 7 conditions. 

Freejet tests of a candidate flowpath for this RBCC engine 
were conducted at the NASA Lewis Research Center’s 
Hypersonic Tunnel Facility between July and September 
1996. This paper describes the engine flowpath and 
installation, outlines the primary objectives of the program, 
and describes the overall results of this activity. Through 
this program 15 full duration tests, including 13 fueled tests 
were made. The first major achievement was the further 
demonstration of the HTF capability. The facility operated 
at conditions up to 1950 K and 7.34 MPa, simulating 
approximately Mach 6.6 flight. The initial tests were 
unfueled and focused on verifying both facility and engine 
starting. During these runs additional aeiodynamic 
appliances were incorporated onto the facility diffuser to 
enhance starting. Both facility and engine starting were 
achieved. Further, . the static pressure distributions 
compared well with the results previously obtained in a 
40% subscale flowpath study conducted in the LeRC 1x1 
supersonic wind tunnel (SWT), as well as the results of 
CFD analysis. Fueled performance results were obtained 
for the engine at both simulated Mach 6 (1670 K) and 
Mach 6.6 (1950 K) conditions. For all these tests the 
primary fuel was liquid JP-IO with gaseous silane ( a  
mixture of 20% SiH, and 80% H2 by volume) as an 
ignitodpilot. These tests verified performance of this 
engine flowpath in a freejet mode. High combustor 
pressures were reached and significant changes in axial 
force were achieved due to combustion. Future test plans 

include redistributing the fuel to improve mixing, and con- 
sequently performance, at higher cquivalence ratios. 

2. INTRODUCTION 
A Rocket Based Combined Cycle (RBCC) engine system 
is designed to combinc the high thrust to weight ratio 
(T/W) of a rockcl with the high specific impulse of a 
ramjet in  a single, integrated propulsion system. This 
integrated, combined cycle propulsion sys tern is designed 
to provide higher vehicle performance than that achievable 
with a separate rocket and ramjet. The potential perform- 
ance advantages of RBCC engine systems for various 
applications such as space access or global transportation 
vehicles are outlined in Refs. 1 to 3. The potential benefit 
of air-breathing engine cycles over a rocket only system is 
shown in Fig. 1 (as presented in Ref. I) .  Air-breathing 
engines, such as turbojet and ramjet engines, have much 
higher specific impulse. These systems add weight and 
system complexity, and it  is necessary to incorporate a 
rocket system at high Mach numbers where air-breathing 
propulsion is no longer practical. As shown in Fig. 2, 
(presented in Ref. 2) combined cycle propulsion systems 
may require a significantly lower vehicle propellant mass 
fraction compared to an all rocket system. This will 
ultimately yield a much increased payload capacity for 
comparably sized vehicles. 

The RBCC engine system studied in the current program 
incorporates the Aerojet strutjet engine concept, which is 
being developed jointly by a government-industry team. 
The features of the basic engine concept are presented in 
Refs. I ,  3, and 4, and shown in Fig. 3. The strutjet is an 
ejector-ramjet engine in which small rocket chambers are 
embedded into the trailing edges of the inlet compression 
struts. This engine is a compromise between the high Isp, 
low T/W all air-breathing options and the low Isp, high 
T/W of an all-rocket system. An advantage of the strut- 
ducted concept is that i t  transitions from an air augmented 
rocket to ramjet and finally to pure rocket with a minimum 
of variable geometry. The engine operates as an ejector- 
ramjet from take-off to slightly above Mach 3. Above 
Mach 3 the engine operates as a ramjet and transitions to a 
scramjet at high Mach numbers. For space launch appli- 
cations the rockets would be re-ignited at a Mach number 
or altitude beyond which air-breathing propulsion alone 
becomes impractical. The focus of the present study is to 
develop and demonstrate a candidate strutjet flowpath. The 
primary application of consideration is a hydrocarbon 
fueled missile engine designed for up to Mach 8 cruise 
conditions. This report presents the freejet engine test 
results obtained at the HTF (Hypersonic Tunnel Facility) 
at Mach numbers up to 6.6. Details of this facility are 
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presented in Refs. 5 to 7. The H T F  is a blowdown, 
nonvitiated, free-jet facility capable of testing large-scale 
propulsion systems at Mach numbers up to 7. Models 
typically up to 3 meters in length and 0.6 meters in 
diameter can be tested. lllustrations of the major HTF 
components are presented in Fig. 4. The energy source of 
the facility is the graphite core magnetic induction 
nitrogen heater which can supply nitrogen up to 59 kglsec 
at conditions of 2800 K and 8.3 MPa. Ambient oxygen and 
nitrogen (if required) are mixed with this hot nitrogen 
downstream of the heater to produce a test flow with true 
temperature, composition, and altitude simulation. The 
HTF facility is one of the few operational freejet 
hypersonic propulsion test facilities in  the United States. 
The HTF facility is unique because it combines the cap- 
abilities of large scale (107 cm nozzle diameter) and up to 
Mach 7 enthalpy clean air. 

Prior to the present program, two other test activities were 
completed to provide information to maximize the effi- 
ciency and minimize the risk of this HTF testing. The first 
study, presented in Ref. 8, was the testing of a 40% scale 
model of the inlet used in the current RBCC engine. This 
study was conducted to explore the operability and per- 
formance of this inlet with three different inlet compression 
strut geometries. This established that the best performance 
and operability was achieved with the untapered strut 
design which was subsequently used in the RBCC model 
for the present study.A CFD analysis, presented in Ref. 9, 
complemented the test results and provided more detailed 
information an the RBCC inlet flow. The second experi- 
mental study was a direct connect combustor test dis- 
cussed in Refs. 1,  3, and 4. In this activity the combustor 
configuration used in the freejet model was demonstrated. 
This program established a fueling scheme for this 
geometry and operating conditions (Mach numbers and 
simulated altitudes) which resulted in both successful 
ignition and piloting as well as high combustion efficiency. 
These two studies verified adequate inlet and combustor 
performance at the component level. The goal of the 
present study, therefore, was to demonstrate that this 
engine design would operate effectively as an integrated 
propulsion system. 

3. APPARATUS AND PROCEDURES 

3.1 RBCC Engine Geometry 
The engine model is a fixed geometry, heat sink design 
shown in Fig. 5. The leading edges of the inlet are water 
cooled; the remainder of the engine is uncooled and con- 
structed largely from 5.1 cm thick OFE copper plates. The 
inlet incorporates two identical struts which segment the 
inlet into three channels. This engine is a modular design 
which may utilize more channels in some applications. 
The center passage represents a full channel. The sidewalls 
are flat representing symmetry planes and the two side 
passages are approximately half the width of the center 
channel. The struts reach a maximum thickness at the cowl 
lip (inlet entrance). The net internal geometric cross- 
sectional area is constant from the cowl lip station to the 
base of the struts but the cross sectional geometry varies. 
Convergence between the cowl and the top wall is 
compensated for by a reduction in strut thickness. Since 
there is no internal contraction downstream of the cowl 

leading edge, the inlet is able to self start at Mach 
numbers below approximately 4 (approaching the inlet). 
The last 27.3 cm of the struts are constant height and width 
such that the cross sections of all channels are rectangular 
and constant geometry. 

The struts are assembled in sections and include the inlet 
compression and two fuel injection stations. The first 
section is entirely for the inlet compression process. The 
next two sections make up a constant geometry area of the 
model and incorporate fueling stations as shown in Fig. 6 
The forward station includes normal fuel injection from 
both sides of each strut approximately 25 cm upstream of 
the base. The forward fueling scheme was normal injection 
of silane (a mixtureof 20% SiH, and 80% H, ,by volume) 
coupled with normal injection of ambient liquid JP-10 
I cm downstream (and in line with) the silane injectors. 
The aft strut section is the region where the strut rockets 
are incorporated. In the present study the rockets were not 
used, therefore, a set of “dummy blocks” with the same 
dimensions were used which included the same fueling 
scheme as the rockets. Liquid JP-IO is injected into the 
base of the struts through trapezoidal shaped “shower 
heads” as shown. 

Downstream of the base of the struts is the continuation of 
the combustor and the nozzle. The bottom plate (cowl) and 
side wall surfaces remain flat throughout the engine. In this 
combustorhozzle region the top wall is made up of 
manually adjustable sections; including two 30.5 cm long 
sections and one 49.9 crn long section. These are adjust- 
able using a set of jack screws located above the model. 
Throughout this test program the engine configuration 
remained constant and these three top wall sections were 
positioned with the geometry shown in Fig. 5. 

3.2 Installation of Engine into HTF 
The engine was installed into the Hypersonic Tunnel Facil- 
ity as shown in the isometric drawing of Fig. 7(a) and the 
photograph of Fig. 7(b). The engine assembly was sus- 
pended from the overhead thrust stand using two I-beams. 
To protect the instrumen tation and equipment immediately 
above the engine from the test flow this region is protected 
by shrouding with copper plate. A flat plate designed to 
simulate a representative vehicle forebody was mounted 
upstream of the inlet as shown; i t  is 71 cm long, 63.cm 
wide at the leading edge and tapers back to the engine 
inlet width of 23 cm. The plate is mounted at an 8” angle 
relative to the facility test flow direction, which matches 
the top wall angle of the inlet. During the present study the 
plate was positioned such that the bottom surface of this 
plate is flush with the top wall surface of the engine such 
that the engine ingests the boundary layer. I t  can also be 
mounted offset (2.5 cm) to the inlet top wall to divert the 
boundary layer although this was not done during the test 
program. 

The H T F  has three existing axisymmetric contoured noz- 
zles with nominal exit Mach numbers of 5, 6, and 7, each 
with a 107 cm exit diameter. During the current study the 
Mach 5 nozzle was used for a few tests and the Mach 6 
nozzle was used for the majority of the tests. Based on the 
nozzle calibrations as reported in Ref. 7, both of these 
facility nozzles have exit flow distributions with uniform 
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cores of approximately 76 cm diameter. In this installation, 
the leading edge of the cowl is 15.7 cm below the nozzle 
centerline, and the leading edge of the precompression 
plate is 15 cm above the nozzle centerline. The capture 
area of the plate and the engine inlet fi t  within this region 
of uniform flow. The precompression plate is mounted to a 
support structure which is not part of the thrust meas- 
urement system (non-metric), therefore, the loads meas- 
ured by the thrust stand include only those of the engine. 
There is a gap of approximately 0.6 cm between the 
trailing edge of the precompression plate and the engine 
inlet top wall leading edge. This 'gap is sufficient to 
prevent interaction between these sur faces due to thermal 
growth or deflection of the thrust stand mounts; an inter- 
locking, noncontacting seal was installed across this gap to 
prevent excessive flow spillage. 

The engine instrumentation consists primarily of 82 static 
pressure taps located along the top and side walls of the 
engine and along the top surface of the precompression 
plate. Additional static pressure taps were included in the 
engine shrouding to determine approximate thrust loads for 
those surfaces. Other measurements included the engine 
thrust and 5 combustor wall temperatures. The HTF is 
equipped with 3 data systems serving 3 different applic- 
ations. Overall facility data recording and display is 
accomplished using an ESCORT D system which scans a 
maximum of 527 channels at a rate of 1 Hz on all chan- 
ne1s.A 64 channel high speed MassComp system was set 
up to sample the following research data at a rate of 
20 timedsec: engine thrust, model wall temperatures, fuel 
system properties and flow rates, and facility stagnation 
conditions. There is also a 192 channel Electrically 
Scanned Pressure (ESP) unit which was used to sample 
engine static pressures at a rate of approximately 
17 samples/sec. 

3.3 Test Obiectives and Seauence 
The first test objective was to further demonstrate reliable 
operation of the HTF at conditions up to simulation of 
Mach 7 flight. These initial tests were unfueled and 
focused on verifying that both the facility and engine flow 
path started at all conditions. The unfueled data was also 
compared to the results of the 40% subscale flowpath 
study. Fueled engine performance tests were then con- 
ducted to demonstrate the free-jet performance of this 
engine flowpath in a ramjetlscramjet mode at both 
simulated Mach 6 and Mach 6.6 conditions. For all these 
tests the primary fuel was ambient temperature liquid 
JP-IO with gaseous silane as an ignitor. Although this 
engine flow path is designed to incorporate the strutjet 
system and operate as a Rocket Based Combined Cycle 
(RBCC) engine, the rocket system was not demonstrated 
in the current program. The fueled engine tests were, in 
part, an extension of the direct-connect combustor test 
activity discussed in Refs. 1, 3, and 4. This data base 
would, therefore, provide a comparison between the 
resultant performance and operability of the freejet engine 
relative to the direct-connect experiment. Achieving 
equivalent performance in the freejet configuration requires 
effectively managing the inlet flow, which is inherently 
less stable and has significant flow distortion at the exit 
(entering the combustor). It is also essential to establish 

the proper fuel distribution in order to achieve ignition and 
flameholding, as well as efficient fuel/air mixing. 

The HTF operation requires that the graphite heater be 
brought up to the required operating ternperature and the 
supporting systems be energized prior to facility operation. 
The test total temperature is limited by the maximum 
temperatures to which the graphite blocks can be heated 
without exceeding any temperature limits within the 
heater. During the present study a facility total temperature 
of 1950 K was reached; this was limited by some high 
temperature readings observed in the heater insulation and 
support pedestal (not limitations in the blocks). Reaching 
full Mach 7 enthalpy (approximately 2200 K) with the 
HTF will require some facility modifications. During the 
operating sequence, the facility is ramped up to the 
required test condition, then a dwell time of approximately 
3 sec is allowed for the pressure and temperature to settle 
before the engine operation is initiated. At that point a 
specified schedule of silane and liquid JP-IO fuel are 
injected into the model; the total fuel on run time for the 
engine was typically 15 to 20 sec. These total run times 
were limited by thermal constraints of the model and 
facility. In general, the silane/H2 mixture was introduced 
about 1 sec prior to the JP-IO fuel to establish a pilot 
flame. Tests were conducted to establish the maximum 
forward station fuel flow. Subsequent tests were conducted 
where the forward fuel flows were set at near (75 to 80%) 
maximum to generate the greatest possible pilot flame. 
Fuel was then increased in 2.5 to 5 sec increments (based . 
on test objectives) through the aft fuel station. The primary 
goal in these tests was to achieve. maximum performance 
at both the Mach 6 and Mach 6.6 conditions by 
optimization of the fuel schedule. 

. 

4. RESULTS AND DISCUSSION 
Through this activity 15 full duration tests were made; IO 
were at Mach 6 conditions and 5 were at Mach 6.6 
conditions; 13 of the runs were fueled. The facility con- 
ditions and test configuration for this test series is outlined 
in Table 1. Fueled performance results were obtained at 
both simulated Mach 6 (1670 K) and Mach 6.6 (1950 K). 

4.1 Inlet Operabilitv and Performance 
The initial tests were unfueled and focused on verifying 
that both the facility and engine flow path started at all 
conditions. An unfueled test was conducted for each Mach 
number and unfueled static pressure profiles were obtained 
at the first increment of each test prior to fuel increment- 
ing. The subscale inlet flowpath study of Ref. 8 was 
conducted prior to the HTF test program. In this experiment 
the model shown in Fig. 8, which is a 40% scale of the 
inlet used in the current RBCC engine, was tested at the 
correct Mach numbers and Reynolds numbers to validate 
inlet operability and performance. The CFD analysis of 
Ref. 9 also complemented this study. Figures 9 and IO 
compare the unfueled static pressure distributions achieved 
within the HTF RBCC flow path using both the Mach 5 
and the Mach 6 facility nozzles with the equivalent results 
from the 40% scale 1x1 SWT tests. Corrected for scale, 
these profiles show that for facility exit Mach numbers of 
both 5 and 6 the subscale test results provided an accurate 
assessment of the full scale inlet performance. These 
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earlier studies along with supporting CFD analysis pro- 
vided detailed information regarding inlet air mass capture 
and flow distortion. 

4.2 Fueled Engine Performance 
As previously described, the engine has three fueling 
stations and the focus of these engine tests was to achieve 
and quantify performance with different fuel schedules. The 
combustor configuration used in this study was previously 
demonstrated in the direct-connect experiment of Refs. 3 
and 4. This established a fueling scheme for this geometry 
and operating conditions which resulted in both successful 
ignition and piloting as well as high combustion efficiency. 
The behavior of the inlet with backpressure in the com- 
bustor area was also characterized during the subscale 1x1 
SWT flow path study. The results for this subscale study at 
Mach 6 are presented in Fig. 1 I ;  backpressure was 
achieved using the mechanical mass flow plug at the exit 
(Fig. 8(a)). These results indicate that significant com- 
bustor back pressure and, therefore, high engine perform - 
ance is possible without inlet unstart. 

A total of 13 fueled engine tests were conducted during the 
present program. The fueled engine test results are pre- 
sented in Ref. IO. Figure 12 shows a representative 
pressure distribution along the length of the engine for a 
fueled case overlaid with a plot of a subscale inlet result. 
,As shown, the subscale testing accurately modeled the 
pressure profile in the inlet/isolator region. Generally, at 
higher simulated Mach number, decreased combustor/inlet 
interaction and lower pressure ratio were observed, and 
higher forward fuel equivalence ratio was achieved without 
engine unstart. Future test plans with this engine include 
enhancing engine performance through the optimization of 
fuel distribution. 

5. SUMMARY 
This test program served to demonstrate the freejet ramjet 
operability and performance of a candidate engine flow- 
path for application as a Rocket Based Combined Cycle 
(RBCC) propulsion system at simulated Mach 6 and Mach 
6.6 conditions. This engine is the strutjet concept which is 
designed to operate as an ejector-ramjet engine in which 
small rocket chambers are embedded into the struts. This 
activity was accomplished between July and September 
1996, and 15 full duration tests were conducted. Ignition 
and piloting of the liquid hydrocarbon (JP-IO) fuel was 
achieved using a gaseous pyrophoric mixture (20% SiH, 
and 80% H2) as an ignitor. The results of this study also 
compared well with the results of previous studies 
including a 40% subscale (aerodynamic) flowpath test 
conducted in the LeRC 1x1 SWT, CFD analysis, and 
direct-connect tests of this combustor geometry. 

6. CONCLUSIONS AND RECOMMENDATIONS 
This test program provided a strong technical foundation 
by successfully demonstrating freejet performance of the 
engine flowpath studied. This engine system is a first 
generation design and several improvements could signi - 
ficantly enhance the performance. Optimization of the inlet 
is possible in order to improve the stability and reduce the 
distortion of the flow entering the combustor. Since 
subscale inlet test results were shown to accurately 
characterize the full scale inlet behavior, a parametric 

inlet development program, including subscale testing and 
CFD analysis, would provide an improved inlet 
Configuration. Optimization of the fuel distribution 
including both the axial stations (i.e. scheduling) and the 
vertical distribution of this fuel to match the air flow 
distribution would enhance performance. The RBCC model 
is relatively parametric and can be easily modified to 
change the inlet, struts, or combustor geometry. Additional 
fuel stations (manifolds) could be added within the struts 
or on the model side walls. Achieving good performance 
using liquid hydrocarbon fuels was a challenging technical 
objective. Obtaining comparative results with other fuels 
(for example, gaseous hydrocarbon or hydrogen) and/or 
other ignitor and piloting techniques would also be a 
valuable objective. The focus of these tests could be 
directly relevant to the current application (Mach 4 to 8 
hydrocarbon fueled air-breathing missile) or could be more 
generic in nature providing data relative to the perform- 
ance potential of candidate RBCC systems for broader 
applications such as space access or global transportation 
vehicles. 
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Figure 7.-lnstallation of RBCC engine and precompression plate into HTF. (a) Isometric view of model 
mounting. @) Photograph of model. 



c6-9 

plate 

0.0 cm 

‘Pre-compression 

+ 87.0 cm 
T 

t 4 1 . 8  cm 4.1 cm 

t 28.4 cm -71.0cm 

Mass 
Interchangeable flow 

struts 7, plug7, I 
L 
6.7 cm 

T 
Cowl removed I 

, 

Figure &-.Sub-scale RBCC inlet moael. (a] scnemauc or moael now Pam. {DJ rnorograpn of model 
mounted on tunnel sidewall in 1x1 SWT. 



c6-10 

"1 HTFengine 
25 -0- 1x1 Model 

10 

-50 0 50 100 150 200 250 
X, cm 

Figure 9.-Unfueled pressure distributions of HTF 
full scale engine and 1x1 sub-scale inlet model 
at Mach 5. 

30 

2 5 F  i -0- 1x1 Model 
+ HTFengine 

20 c 

5 

L 3 00 

tl 

70 r 

. 

U 
200 250 

X. cm 
Figure 11 .-Static pressure distributions for the 

sub-scale inlet model with increasing back- 
pressure at Mach 6. 

-a- HTFengine 0 
-0- 1x1 Model d 70 

60 1 
8 50 n 2 40 

30 
20 
10 
0 
-1 0 

-50 0 50 100 150 200 250 
X, cm 

Figure 10.-Unfueled pressure distributions of HTF 
full scale engine and 1x1 sub-scale inlet model 
at Mach 6. 

X (HTF Engine), cm 

Figure 12.-Pressure distribution of fueled HTF full 
scale engine and mechanically backpressured 
1x1 sub-scale inlet model. 



C6-11 

Question 1) 

I .  Reference No. of the paper: G6 

2. Discussor’s Name: Robert H. Korkegi 

3. Authorsname: ScottR.Thomas 

Question: In response to shock wave turbulent boundary layer interacticm, 
the glancing shock causes much earlier separation than the two dimensicmal 
case. That is to say in an inlet, the shocks generated by compression slufices 
cause much earlier separation on the side walIs him on the compression 
sufiice and, therefore, offset the flow in a combustion chamber. This eEect 
is exacerbated as Mach number increases. 

Author response: This question was really more of a statement made to point 
out a behavior observed with high Mach number inlets. The discussor 
wanted to know ifwe had considered the behavior of glancing shocks in the 
mtqretation of the engine test results. We have established the inlet 
performance both analytically and experimentally through the research 
activities described and re fmced  in the paper. These studies served to 
characterize the inlet with various degrees of back pressure and providecl a 
detailed understanding of the overall inlet pedomce,  includmg the resulting 
shock systems through the inlet. 

Question 2) 

I. Reference No. of the paper: C-6 

2. Discussor’s Name: Dr. David Van Wie 

3. Author’s name: Scott R. Thomas 

Question: In the preliminary tests conducted thus far, has the engine 
produced thrust? 

Author response: I cannot discuss the specifics of the thrust data in this 
forum since this infarmation is restricted; but the answer is no and we did not 
expect to produce a positive net thrust during the ramjet testing of this mgiue. 
The reason for this is that the fieejet test configuration is not aerodynamically 
streamlined like an engine W e d  onto a vehicle, In a fkeejet test the 
engine is mounted onto a strut and hangs out in the flow stream, compared to 
an instdled engine whkhis integral with under-e of the vehicle. This 
strut as well as all the tubing that is connected to the model (used for cooling 
supply M fuel supply, pressure/ternperature measurements) must be heavily 
shrouded for thermal protection and results in a high zefo fuel drag. The 
change in thrust (i.e. the reduction in drag) between the fuel on and f ix1  off  
was the thrust measurement used in the yaluation of engine performance. 
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Conception de la chambre de combustion 
et des systGmes d'injection 

D. Schemer (ONERA), M. Bouchez (AEROSPATIALE) 
B.P. 72, 92322 Ch2tillon Cedex, France 

R6sum6: La conception de la chambre de combustion et du systkme d'injection d'un.stator6acteur hypersonique sont 
prCsentCs au travers de trois aspects: 

- conception dune chambre de combustion de stato mixte alimentCe 2 l'hydrogbne et analyse de ses modes de 
fonctionnement entre Mach 5 et 7,s 

- concepts de mks d'injection pour un superstatorkacteur aliment6 B l'hydrogbne 

- problbmes sp6cifiques posCs par I'utilisation dhydrocarbures stockables 

INTRODUCTION 

Le superstatoriacteur ou stator6acteur 8 

combustion supersonique est le seul moteur aCrobie 
apte 2i assurer la propulsion des vChicules 
hypersoniques au-del8 de Mach 7 environ. Les 
difficult& associCes la conception d'une chambre de 
superstatorkacteur et de son systbme d'injection sont 

bien connues et sont likes principalement B 
I'optimisation du mClange et a la minimisation des 
pertes de pression d'arret. Dans le cadre du programme 
PREPHA, les activitCs IiCes B ces aspects ont conduit 2 

I'expCrimentation 2 Mach 6 dans les installations de 
I'AEROSPATIALE au Subdray d'un superstatorCacteur 
de grandes dimensions [ 1,2]. 

Pour la plupart des applications, ces 
difficultCs sont accrues par le fait qu'il y a intCret B 
utiliser le statorCacteur le plus tbt possible en 
combustion subsonique (on parle alors de stato mixte): 
pendant ce mode de fonctionnement, les problkmes sont 
plutbt liCs h la stabilisation de la flamme et a la 

prtvention du dCsamorpge et les contraintes de 
conception qui en resultent sont difficilement 

compatibles avec I'optimisation du mode 
superstatorCacteur. Ces aspects, qui concernent surtout 
la gComCtrie du foyer, sont abordCs dans la premibre 
partie de ce papier. 

La deuxikme partie est consacrCe plus 
spkcifiquement aux aspects liCs B I'injection 
dhydrogkne dans une chambre de superstatorCacteur. Un 

travail important a CtC  rCalisC tians le cadre du 
programme franpis PREPHA, tant pour ce qui 
concerne la conception de mlts d'injection que pour 
I'Ctude des phCnombnes de mClange et de combustion de 
jets CICmentaires. 

La troisibme partie est consacrCe B une 
analyse des difficult& spCcifiques IiCes B I'utilisation 

d'hydrocarbures (kCrosene, combustible 
endothermique, ...) dans u n  statoriacteur mixte. 
Indispensables pour les applications militaires pour des 
raisons opCrationnelles, les hydrocarbures ont un interet 
potentiel pour les lanceurs bas Mach de par leur 
densit6 beaucoup plus ClevCe que celle de I'hydrogbne. 

CONCEPTION D'UNE CHAMBRE DE 
STAT0 MIXTI2 

On prCsente dans cctte partie une Ctude 
prkliminaire d'influence des principaux parambtres de 
dimensionnement sur le mode de fonctionnement et les 
performances d'un statoriacteur mixte entre Mach 5 et 
7.5 . Cette Ctude, basCe s u r  des calculs 
tridimensionnels, est relative B une chambre 

expCrimentale de petites dimensions ( IOOXlOO mm2), 
munie d'un miit d'injection disposC verticalement dans 
le plan de symCtrie de la veinc. Cette chambre a pour 
vocation I'Ctude et la caractCrisation des rCgimes de 
combustion dans un statorkacteur mixte. Elle doit faire 
prochainement I'objet d'essais dans les installations de 
I'ONERA B Palaiseau entre Mach 4 et 7 3 .  

Paper presented at the AGARD Symposium on "Future Aerospace Technology in the 
Service of the Alliance", held at the Ecole Polytechnique, Palaiseau, France, 

14-17 April 1997, and published in CP-600 Vol. 3. 
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La chambre, schtmatisee sur la figure 1, 

comprend une case ii injection de section constante 

suivie d'un foyer 2 double divergence. Le miit, 

reprtsente sur la figure 2, prevoit' deux niveaux 

d'injection, aux parois (jets ii 45") et au culot du miit. 

Un isolateur, constituC de quatre tronqons identiques, 

peut Ctre implant6 en partie ou en totalitt en amont de 

la case 2 injection. Un g6nCrateur d'hCterogCnCitC, 

constitue d'une cale en forme d'accent circonflexe peut 

&tre place sur la paroi inferieure en entree de I'isolateur. 

Aprbs une rapide description du code de 

calcul utilis6 pour cette Ctude, on prCsente plus 

particulikrement les aspects suivants: 

- analyse des rCgimes de combustion B Mach 7,5 , 6 

et 5 

- influence de la divergence du foyer sur le rCgime de 

combustion supersonique 21 Mach 6 

- effet d'un gintrateur d'hCtCrogCnCitC (cas Mach 6) 

Conditions ge'ne'rales des  calcii ls  

Code de calcul 

Les calculs ont C t t  effectuCs avec le code 

MSD, dtveloppC ii I'ONERA [3]. Ce code rtsout les 

equations de Navier-Stokes pour un  fluide compressible 

multi-espkces rCactif. La version utilisCe dispose en 

particulier de la fonctionnalitC multidomaine adaptatif 

qui permet d'ajouter ou retirer des domaines en cours de 

calcul lors d'une reprise. 

Le modble de combustion utilis6 est le 

modble purement cinCtique de Rogers&Chinitz ii deux 

Cquations [4]. Ce modble fait I'hypothkse que le 

mtlange turbulent ii I'tchelle de la maille est beaucoup 

plus rapide que la chimie. Dans ce cas la combustion 

est localement contr61Ce seulement par la cinitique 

chimique, reprCsentCe ici par un schCma global h deux 

riactions rCversibles : 

H2 + 0 2  C-----> 2 OH 

2 OH + H2 <-----> 2 H20 

Le modble de turbulence est le modble k-I, 

sans effets de compressibilitC. 

Conditions d'alimentation 

Les calculs ont 616 effectuCs pour les 

conditions simulant Mach 5 , 6 ct 7 3  . 

Un profil de couchc limite est imposC en 

entrte de I'isolateur pour toutes Ics variables afin de se 

rapprocher des conditions expirimentales (les valeurs 

indiquCes dans le tableau correspondent & I'Ccoulement 

sain). L'Cpaisseur de couche limite 6 cst de 14 mm 

pour les conditions Mach 5 el 6, et 28 mm pour les 

conditions Mach 7 5 .  

Les conditions dc calcul relatives ii d 

I'alimentation en air et hydrogkne sont rassemblies 

dans le tableau ci-dessous. Cinq grandeurs 

akrodynamiques sont imposCes: la pression d'arr6t Pi, la 

tempCrature d'arrct Ti, le nomhrc de Mach, I'Cchelle de 

turbulence I et le taux de turbulcnce T. La composition 

de I'air est exprimCe en fractions massiques Y. 

Mach 5 Mach 6 Mach 7,s 

4ir 
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Maillage 

Du fait de l'existence d'un plan de symttrie, 

seule la nioitit de la chambre est maillte et calculte. 

Pour les calculs sans gtnCrateur 

d'hettrogtntitt,  le maillage est compos6 de deux 

domaines se raccordant exactement. Le premier domaine 

s'ttend de la sortie de la tuybre d'alimentation nu plan de 

culot du mbt: i l  comprend I'isolateur et la case 

d'injection du miit. Le second domaine dtcrit le foyer et 

s'ttend du plan du culot h la sortie du foyer. Le 

maillage comprend dans ce cas I86992 mailles au total. 

La prise en compte du ginerateur 

d'httCrogtn6itt conduit h instrer u n  domaine 

suppltmentaire pour dtcrire le premier tronGon de 

I'isolateur niuni de cet tltment. Le maillage initial de 

I'isolateur est dans le mCme temps concentrk sur les 

trois derniers tronqons et raccordC exactement au 

domaine suppltmentaire, ce qui autorise une description 

satisfaisante de la rtflexion des ondes de choc et de 

detente dans I'isolateur. 

A n a l y s e  des  rkgirnes d e  combust ion 

ci M a c h  7 3  , 6 et 5 

On prtsente dans ce paragraphe une 

description et une analyse des rCgimes de combustion 

obtenus sans gintrateur d'htttrog6ntitC pour des 

conditions simulant Mach 7 3  , 6 et 5 .  Pour les 

conditions Mach 6 et 5 ,  la r6partition du dtbit inject6 

est de 20% aux parois du mLt et 80% au culot; pour les 

conditions Mach 7,5 , elle est respectivement de 40 et 

60%. 

Conditions Mach 6 

Pour les conditions Mach 6 richesse I ,  on 

obtient un regime de combustion supersonique en 

moyenne dans tout le foyer, sans remontCes de 

dtcollements dans I'isolateur. 

un plan horizontal d'injection pariitale. On remarque 

que I'allumage des jets parittaux n'est pas instantant: i l  

intervient peu avant le culot. L'ecoulement est trbs 

stratifit, ce qui est la caractCrisiique des tcoulements B 

haute vitesse. Cependant, les vucs en perspective de la 

tempirature (figure 4) montrcnt que le mtlange est 

relativement bon dans la direcrion verticale. C'est dans 

la direction horizontale qu'il se I'uit trbs mal, une grande 

partie du f lux  d'air n'ttant pns concernte par la 

combustion. 

L'Cvolution longitiidinalc du nombre de 

Mach moyen (figure 5) montrc que I'Ccoulement reste 

supersonique en moyenne dans lout le foyer, atteignant 

Mach 1,3 en fin de foyer. Les plans de coupe 

transversale reprtsentts sur la figure 6 montrent 

toutefois que la zone de combustion proprement dite est 

subsonique dans la premibre partie du foyer. On 

qualifiera toutefois ce rCgime de combustion 

supersonique dans la mesurc oh I'Ccoulement est 

supersonique en moyenne dans la totalitt du foyer. Le 

champ de pression (figure 7) est caracttristique de ce 

type de regime. On note en piirticulier I'absence de 

chocs de prtcombustion: le gradient de pression dans la 

zone de I'injection est insuffisant pour provoquer des 

remonttes de dtcollements. 

L'tvolution longiliidinale des dtbi ts  

massiques d'eau et d'OH (figure 8) confirme I'allumage 

des jets parittaux avant le culot. On note tgalement que 

la pente de la courbe du dtbit d'cau reste forte en fin de 

foyer, ce qui indique que la combustion est loin d'Ctre 

terminee et qu'une augmentation de longueur du foyer 

serait certainement btntfique sur le plan du rendement 

de combustion. 

Cette dernibre observation est confirmte par 

le calcul du rendement de combustion (calcult sur 

I'hydrogbne) que I'on trouve Cgal h 54,4% en fin de 

foyer, ce qui est faible. Le rendcment de pression d'arrCt 

est lui aussi assez faible, tgal h 17,774~ en fin de foyer. 

La figure 3 prisente les champs de 

temperature statique et d'espbces H20,  H2 et OH dans 
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Conditions Mach 7.5 

Pour les conditions Mach 7 3  , la premibre 

constatation est que, contrairement aux conditions 

Mach 6, les jets parittaux ne s'allument pas avant le 

culot, comme le montre la figure 9 qui reprtsente les 
fractions massiques de OH et H20 dans un  plan 

d'injection parittale. Si la production de OH dtbute dbs 

I'injection parittale, on n'observe pas de production de 

H20 ni d'tltvation de temperature. Le tracC des courbes 

de dtbit massique de OH et H 2 0  (figure IO)  confirme 

que In production d'OH commence dbs I'injection 

parittale alors que la production d'eau ne commence que 

trbs en aval du culot, au niveau de la rupture de pente 

du foyer: c'est le choc oblique gCnCrC h ce niveau qui 

dtclenche alors I'allumage. On note d'ailleurs que celui- 

ci est assez violent, car intervenant dans un  Ccoulement 

dtji  bien prtmClangt. 

L'obtention d'un dtlai d'allumage plus Clevt 

i Mach 7,5 qu ' i  Mach 6 peut sembler a priori 

surprenant, mais s'explique principalement par le fait 

que la tuybre d'alimentation Mach 4 produit une 

temptrature statique assez basse. En outre, la pression 

d'arret ttant limitte par les capacitts du banc, elle n'est 

pas representative des conditions rtelles de vol 2 Mach 

7,5: de ce fait, la pression statique obtenue est elle- 

meme trop faible. 

La visualisation du nombre de Mach dans le 

foyer (figure 1 1 )  permet de mettre en Cvidence des 

dCcollements de couche limite dans les coins de la 

chambre dans la premibre partie du foyer. Ces 

dtcollements sont dus au fort gradient de pression 

gtntr t  par I'allumage, assez violent comme le montre 

la figure 12. En dehors des couches limites, on note 

que I'tcoulement est partout supersonique: on a donc 

clairement un rCgime de combustion supersonique, ce 

que confirme la courbe d'tvolution du Mach moyen 

(figure 13). On voit aussi clairement sur cette courbe la 
chute brutale du Mach moyen due aux zones dtcolltes 

et i I'allumage. 

Le rendement de combustion calcult en fin 

de foyer est tgal h 69,O% . Cctte valeur assez Clevte 

peut s'expliquer par la forte turbulence gtntr te  par les 

dtcollements de couche limite. II semble aussi que la 

ptnktration et le milange des jets d'hydrogbne, en 
particulier les jets parittaux, soient plus forts en non 

rCactif qu'en riactif, sans doutc ii cause d'une pression 

d'air plus faible. De ce point de vue, le "retard i 
I'allumage" serait favorable au rendement de  

combustion. 

En revanche, le rentlcment de pression d'arret 

est trbs faible, tgal B 6,2% . On peut noter i ce propos 

que I'Cpaisseur de couche limitc gCntrCe par la tuybre 

Mach 4 est trbs importante (deux fois plus que la tuybre 

Mach 3 utiliste pour les conditions Mach 6) et i I  en 

rtsulte une perte de pression d'arr&t de plus de 40% rien 

que dans I'isolateur, comme le montre la courbe 

d'tvolution de la pression d'arrEt moyenne (voir figure 

14). On remarque sur cette m&me courbe que la 

pression d'arret moyenne subit une chute brutale au 

moment de I'allumage: i l  s'agit ici de la perte de 

Rayleigh associCe h la combustion dans un Ccoulement 

i vitesse Clevte (dans le cas Mach 6 ,  elle est moins 

visible car plus continue). 

Conditions Mach 5 

Pour les conditions Mach 5, quatre valeurs 

de la richesse ont C t t  explortes: successivement I ,  0,8 

et 0,6 . Les rCsultats de ces calculs sont prtsentCs dans 

les paragraphes suivants. 

Calcul a richesse I 

Le calcul est dans un premier temps rCalist i 
richesse 1 avec une rtpartition paroi-culot de 20% et 

80% respectivement. On observe dans ce cas la 

formation de dtcollements dans les coins de la chambre 

au niveau du mL. Ces dtcollements sont initialement 

dus aux forts gradients de prcssion gCntrts par la 

combustion. Par I'obstruction qu'ils constituent et les 

pertes de pression d'arrEt qu'ils induisent, ces 

dicollements provoquent le blocage de I'tcoulement 

avec amorpge d'un col sonique au niveau du culot du 
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miit, prCcCdt d'un systbme de chocs de dCsamorpge. Le 

dCbit passant par ce col Ctant infirieur au dCbit entrant, 

on assiste alors au dtsamorqage de I'ensemble de la 

veine: la pression monte progressivement en amont du 

col, repoussant le systbme de chocs qui remonte dans 

I'isolateur, entrainant avec lui des dCcollements de plus 

en plus importants. Ce processus est visible sur la 

figure 15 qui reprCsente le nombre de Mach dans 

I'isolateur et la case h injection dans un plan de coupe 

horizontal proche de la paroi infkrieure h differents 

instants successifs. Aucun Ctat stationnaire n'est atteint 

dans ce cas, le calcul Ctant finalement interrompu 

lorsque le choc de disamorqage atteint I'entrte de 

I'isolateur: on a alors en effet incompatibilitt avec la 

condition d'entrCe supersonique du calcul, seul un 
maillage incluant la tuybre d'alimentation pouvant 

permettre de poursuivre le calcul. 

Calcul  Ci r ichesse  0,8 

Suite au dCsamorpge constat6 h richesse 1, 

un second calcul est effectut h richesse 0,8, avec la 

mCme ripartition dibit-culot. Lh encore on observe un  

dtsamorqage de I'Ccoulement. La figure I6 reprCsente 

pour cette richesse le nombre de Mach dans I'isolateur 

et la case h injection peu avant que le choc de 

dCsamorpge n'atteigne la section d'entrCe de I'isolateur. 

On observe bien que le dernier plan de coupe, situ6 au 

niveau du culot du miit, est sonique. Dans I'isolateur, le 

choc de dCsamorqage est trks CtalC et s'accompagne d'un 

dCcollement trbs important sur la paroi supirieure. 

Calcul  Ci richesse 0,6 

Un troisikme calcul est rCalist h richesse 0,6 
(dont toujours 20 96 injectCe h la paroi et 80% au 

culot). Ce calcul a cette fois converge sans 

dksamorqage. On observe.cependant des dCcollements 
dans les coins de la chambre au niveau du miit (figure 

17) mais ces dCcollements sont stables et insuffisants 

pour bloquer I'tcoulement qui reste supersonique en 

moyenne dans I'isolateur et la case h injection. Le track 

de I'tvolution du nombre de Mach moyen le long de la 
veine (figure 18) montre que I'Ccoulement est 

supersonique en moyenne sur toute la longueur du 

foyer, on est donc ici en rdgime de combustion 

supersonique semblable h celui constat6 dans le cas 

Mach 6 .  L'Ccoulement est toutefois en limite de 

blocage peu aprbs la deuxikme divergence du foyer, le 

choc oblique causC par le changeinent de pente de la 
paroi supirieure faisant passer subsonique une grande 

partie de la zone rCactive. L'Ccoulement ne redevient 

partout supersonique qu'en fin clc foyer. 

La figure 19 prdscnte les champs de 

tempCrature statique et d'espkces H20 et OH pour un 
plan d'injection parietal. On constate que les jets 

pariktaux s'allument rapidement. Comme pour les 

conditions Mach 6 ,  I'Ccoulement est trks stratifiC. 

L'effet sur la combustion du choc gCnCrC par le 

changement de pente de la paroi superieure du foyer est 

trbs net. I1 est aussi visible sur la figure 20 qui 

represente I'Cvolution longitudinnle du debit d'eau: 18 oh 

la production d'eau diminue hahituellement assez vite, 

on assiste ici h u n  ICger regain :I la traversie du choc. 

Le rendement de combustion calculC sur 

I'hydrogkneest Cgal h 73,7% et le rendement de 

pression d'arrCt est Cgal h 29,9%~. Ces valeurs ClevCes 

s'expliquent principalement par le fait que la richesse 

injectCe est assez faible. La pcrte de pression d'arrCt 

dans I'isolateur seul s'tlkve h 22,8% (figure 21). 

Influence de la divergence drr f o y e r  

(condit ions M a c h  6 r ichesse 1 )  

Une divergence de foyer moins ClevCe est 

envisagee dans un  second temps. Pour les conditions 

Mach 6 ,  richesse I ,  on obtient avec cette nouvelle 

gComCtrie un  regime de coinbustion non  plus 

supersonique mais transsonique avec amorpge d'un col 

thermique en f i n  de foyer. sans remontCes de 

dCcollements dans I'isolateur (I'igure 22). L'Ccoulement 

est successivement supersonique, subsonique et 

supersonique en moyenne. On voit sur la figure 23 que 

la partie subsonique de I'Ccoulement est beaucoup plus 

Ctendue transversalement et longitudinalement que pour 

la gComCtrie h divergence torte. La combustion 

proprement dite a mCme lieu qiiasi-intCgralement dans 

u n  Ccoulement localement suhsonique. La prCsence de 
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cette zone subsonique dans presque tout le foyer fait que 

I'adaptation de I'tcoulement au col thermique ne se fait 

pas par un  choc droit comme dans un  statoriacteur 

conventionnel mais par un processus quasi-continu. 

La figure 24 rCvkle un niveau de pression 

statique dans le foyer beaucoup plus fort qu'avec la 

gComCtrie plus divergente, ce qui est logique, 

I'dcoulement Ctant plus lent. Cependant, on n'observe 

pas non plus de remonttes de chocs de precombustion. 

Le dClai d'alluniage est le mCme pour les 

deux gComttries, ce qui est logique dans la mesure oh 

I'allumage a lieu avant la divergence. Ceci est visible 

sur la figure 25 reprtsentant la tempCrature statique 

dans la premibre partie du foyer pour les deux 

gtomttries. Dans la direction de la largeur de la veine, 

la part de I'Ccoulement non concernCe par la 
combustion est moins importante avec la gComCtrie la 

moins divergente: I'bcoulement est moins stratifie car 

moins rapide. Pour la mCme raison, le rendement de 

combustion calculC sur H2 est nettement plus ClevC 

avec la divergence faible qu'avec la divergence forte 

(65,3% contre 54,4%). Le rendement de pression d'arrct 

est de 20,0% en fin de foyer, meilleur aussi qu'avec la 
gComCtrie plus divergente ( I7,7%). 

Dans les conditions Mach 6, le rCgime de 

combustion transsonique auquel conduit la gComCtrie de 

foyer ii faible divergence semble donc le plus 

performant. Cependant, cette conclusion serait 

probablement sinon inversie, du moins attCnute avec 

un systbme d'injection plus favorable ii I'obtention d'un 

rendement de combustion ClevC: dans ce cas, i I  est 

mCme possible que le fonctionnement b richesse 1 

conduise ii un dtsamorpge de la veine avec la 

gComCtrie ii faible divergence. 

Influence du  g inira teur  d 'h t l t rog in i i t i  

(conditions Mach 6 )  

Le gCnCrateur d'hCtCrogCnCitC est constituC 

d'une cale en forme d'accent circontlexe d'angle Cgal ii 
8' et de hauteur maximale Cgale B 15 mm, situCe au 

centre du premier tronqon d'isolateur SUI' la paroi 

inftrieure. II gCnttre successivcment un  choc, une 

dCtente et u n  deuxikme choc. q u i  subissent ensuite 

plusieurs riflexions et interactions successives dans 

I'isolateur, conduisant B u n  koulement fortement 

hCttrogbne en entrCe de foyer. L'avantage de cette 

configuration est qu'elle permct cn particulier d'avoir 

une section identique en amont cl en aval du gtnirateur 

d'htttrogtntitt: celui-ci peut donc Etre mis en place ou 

retire sans autre modification de gComCtrie. 

L'effet du gCnCrateur tl'hCtCrogCnCitC est trbs 

visible sur la figure 26 qui I-cprCsente le champ de 

pression statique. On voit en particulier les ondes de 

choc et de dCtente gCnCrtcs et leurs rCflexions 

successives sur les parois de I'isolateur. 

La figure 27 prCsente les champs de 

temperature statique et d'espkces H 2 0 ,  H2 et OH dans 

u n  plan d'injection pariCtale. Le mClange et la 
combustion sont trbs semblables B ceux obtenus sans 

le gCnCrateur d'hCttrogtntitt pour la mCme divergence 

de veine. 

L'Cvolution longitudinale du Mach moyen 

(figure 28) montre que la combustion reste 

supersonique. Cependant, le nombre de Mach moyen 

est plus faible avec le gCnCraIcur d'hCt6rogCnCitd: la 

raison en est certainement une perte de pression d'arrCt 

plus Clevte dans I'isolateur qui se traduit par une 

compression et un ralentissenient de I'Ccoulement. II en 

rCsulte d'ailleurs u n  rendemcnt dc combustion u n  peu 

plus ClevC (56,7% contre 54,474~ en Ccoulement 

homogbne), dO aussi B un  nivcau de turbulence plus 

grand. Une autre cons6quence est un  niveau de 

tempCrature statique maximal plus ClevC en Ccoulement 

htttrogkne (2650 K contre 2466 K en homogkne). En 

revanche, le gtntrateur d'hCttrogCnCitC est sans 

influence dans ce cas sur le dtlai d'allumage. 

Le rendement de pression d'arrCt calcul6 est 

de 16,8% en fin de foyer, donc assez proche de celui 

(17,7%) obtenu en Ccoulement homogkne. Ce rCsultat, 

assez surprenant a priori, s'explique au vu de la figure 

29 qui reprCsente I'Cvolution de la pression d'arrbt avec 

et sans gCnCrateur d'hCtCrogdn6itC. La prCsence du 



gCnCrateur d'hCtCrogCnCitC gCnbre comme prCvu une 

perte plus importante dans I'isolateur (effet des chocs), 

mais cette tendance s'inverse dans le foyer oh les pertes 

de Rayleigh sont rCduites du fait d'une vitesse 

d'Ccoulement plus faible en entrie de foyer. 

INJECTION D'HYDROGENE DANS UN 

SUPERSTATOREACTEUR 

Dans le cadre du programme PREPHA, de 

nombreux travaux thCoriques et expCrimentaux relatifs 

h la pCn6tration et h I'allumage de jets d'hydrogbne dans 

un  flux d'air supersonique ont CtC effectuis et sont 

dCcrits dans les rCfCrences 5 B 7.11s ont mis en Cvidence 

en particulier I'influence prCpondCrante de I'angle 

d'injection. Divers dispositifs destinCs B favoriser 

I'allumage d'un jet oblique ont aussi CtC CvaluCs: 

injection dans une cavitC, injection de petits jets 

perpendiculaires en amont du jet oblique principal. 

Sur un plan plus appliquC, diffkrents 

concepts de m2ts d'injection ont CtC dCfinis et CvaluCs 

par des calculs tridimensionnels. Deux d'entre eux, 

reprCsent6s sur la figure 30, .ont fait I'objet 

d'expCrimentation dans les conditions Mach 6 h 

I'ONERA Palaiseau. Le concept A est caractCrisC par la 
prCsence de deux niveaux d'injection: le premier, aux 

parois du miit, par des jets obliques, et le second, au 

culot du mk ,  par des jets parallbles. Le concept B, ne 

comprend qu'un niveau d'injection au culot du mbt; i l  

est caracteris6 par I'alternance de rampes de compression 

et de detente sur les parois, gCnCrant dans le flux d'air 

des tourbillons longitudinaux destints B favoriser le 

mtlange. Les mesures de pression statique relevCes dans 

la veine pour diffkrentes richesses sont reprisenttes sur 

la figure 31. On observe que le concept A conduit B un 

rCgime de combustion supersonique stable h toutes les 

richesses; un dClai d'allumage relativement important 

est observe pour les richesses les plus faibles. Le 

concept B se caractkrise par un  dCfaut d'allumage B 
richesse faible, et par la remontCe de dkcollements 
importants B richesse ClevCe, conduisant au 

d6samorqage partiel de I'Ccoulement. Ces rCsultats, 

dCcrits et commentis plus en dCtail dans la rtfkrence 6 ,  

mettent en Cvidence la forte inlluence: de la gComCtrie 

du m k  sur les conditions d'allumage, mais aussi sur le 

rCgime de combustion: ils confirment en particulier que 

I'Ctagement de I'injection est une voie inttressante pour 

Cviter I'apparition de dCcollements nCfastes. 

UTILISATION D'HY DROCA,RBURES 

DANS UN STATOREACTEUR MIXTE 

I1 est envisage d'utiliser non seulement 

I'hydrogbne mais aussi des hydrocarbures stockables 

(kCrosbne, combustibles endothermiques, ...) dans les 

statortacteurs hypersoniques. En effet, bien que 

I'hydrogbne prksente des avantages importants en terme 

de pouvoir calorifique et de capacitC de refroidissement, 

il est pCnalist par une masse volumique dix fois plus 

faible que le kCrosbne et par le fait qu'il n'est pas 

stockable facilement sous forme liquide. Les 

hydrocarbures prtsentent un intbrzt: 
- pour les lanceurs spatiaux s'ils sonl. utilisCs pendant 

la premibre partie de la trqjectoire, typiquement 

jusqu'h Mach 6, tant que le pouvoir calorifique et les 

capacitCs de refroidissement ne sont pas critiques: le 

gain dfi B la meilleure impulsion sptcifique 

volumique avec un hydrocarbure stockable 

(impulsion spicifique divisCe par deux par rapport B 
I'hydrogbne mais masse volumique dix fois 

supirieure) permettrait thCoriquement de diminuer la 

masse sbche et surtout le volume et donc la trainCe 

du vChicule, ce qui aura des rCpercutions favorables 

sur toute la trajectoire, en particulier B trks haut 

Mach quand le bilan poussCe-minke tend h s'annuler, 
- pour les applications militaires oil I'hydrogbne ne 

parait pas adaptC, notamment pour des raisons de 

stockage. 

L'utilisation de carburants stockables dans un 

statorkacteur hypersonique nCcessite cependant des 

Ctudes complbmentaires, parmi lesquelles on peut citer: 

1 .  Recherches de base sur 1'in.jection et la combustion. 

Dans les annCes 60, des e'ssais de 

combustion supersonique de kCrosbne ont C t t  rCalists 
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par Mestre [8] h I'ONERA. A la m&me Cpoque, 

I'ENSMA a travail16 sur la stabilisation d'une flamme 

air-ktrosbne dans un tcoulement supersonique par 

creation d'une zone subsonique localiste derribre un  
disque de Mach. De nombreux travaux russes ont aussi 

ttt effectuts dans les anntes 60 et 70 (MAI, CIAM, ...). 

Un effort important a aussi ttt consenti h cette tpoque 

aux Etats-Unis; actuellement, I'accent est mis sur 

I'utilisation de combustibles endothermiques permettant 

le refroidissement de la chambre par dtcomposition au 

contact d'un revstement catalytique approprit. 

2. Essais de difftrents combustibles dans un  m&me 

moteur. 

Le principe de ce type d'essais est de mettre 

en tvidence les difftrences de performances, voire de 

rtgimes de combustion, lorsque dans un moteur c o n y  

et optimist pour un certain combustible on injecte un 
autre combustible. En ,1990, AEROSPATIALE 

Missiles a ainsi rtalist des essais de combustion 

subsonique d'hydrogbne dans un statortacteur c o n y  

pour le ktrosbne le long d'une trajectoire de lanceur 

spatial atrobie type STS2000 entre Mach 3 et 4,7 

(figure 32). Un rendement de combustion trbs proche de 

1 a t t t  obtenu. L'auto-allumage a ttt constat6 h partir 

de Mach 4 environ. 

AEROSPATIALE Missiles a aussi effectut 

des premibres estimations par des calculs 

monodimensionnels de la difftrence de fonctionnement 

d'une chambre de superstato de type CHAMOIS 

alimentte soit en hydrogbne soit en kCrosbne, et dont 

on ne modifierait que le systbme d'injection. L'apport 

de chaleur plus faible avec le ktrosbne induit un Mach 

plus t levt  et une pression et une temperature plus 

faible qu'avec I'hydrogbne pour une m&me gtomttrie de 

foyer (figure 33). 

3. Conception d'un systbme d'injection adapt6 aux 

hydrocarbures. 

Des travaux sur ce thbme sont notamment 

prtvus dans le cadre du programme HyTech aux Etats- 

Unis. 

4. Conception et expirimentation d'une chambre de 

combustion adaptte aux hydrocarbures. 

Des essais de ce type ont eu lieu en Russie 

dans les anntes 70. Aux Etats-Unis, deux superstatos 

difftrents sont en cours d'essais dans le cadre du 

programme HyTech. 

5. Conception et exptrimentation d'un systbme 

d'injection bi-combustible. 

Un systbme d'injection bicombustible, 

capable d'alimenter un  stato mixte soit en hydrogbne, 

soit en kirosbne, pour une application spatiale, 

ntcessite des circuits et une conception particulibre, 

compte tenu notamment des difftrences de  

comportement entre un liquide de masse volumique de 

800 kg/m3 et un gaz de masse volumique de 2 h 3 

kg/m3. Dans le cadre d'une cooptration entre 

AEROSPATIALE Missiles et le M.A.I. [9], un tel 

systbme d'injection est actuelletnent ii Etude. 

6. Conception et exptrimentation d'un statortacteur 

hypersonique bi-combustiblc. 

Outre le systbme d'injection sptcifique, un 

fonctionnement bi-ergo1 d'un statorkacteur mixte 

ntcessite une optimisation particulibre. Si la gtomttrie 

est fixe, i l  sera plus difficile d'optimiser les 

performances, compte tenu des differences mises en 

Cvidence notamment lors des simulations 

monodimensionnelles cittes plus haut. Une. gtomttrie 

mobile de la chambre de combustion peut grandement 

permettre cette optimisation pendant les campagnes 

d'essais de mise au point au sol, et Cventuellement en 
vol. C'est ce qui est envisage dans I'ttude commune 

AEROSPATIALEhl.A.1. CvoquCe prtctdemment. 

7. Concept ion et expdrimentat ion d'un 

superstatortacteur h combustible endothermique. 

L '  u t i  I i s a t  i o n d e s c o m b u s t i b 1 es 

endothermiques est h la fois plus prometteuse et plus 

complexe que I'utilisation de kCrosbne ou d'hydrogbne 



ou des deux dans le mCme moteur. En effet le 

combustible endothermique a des performances 

intermtdiaires entre le kCrosbne et I'hydrogbne en 

termes de capacitd de refroidissement, de pouvoir 

calorifique et de masse volumique dans les conditions 

de stockage. Outre les questions likes 5 la dCfinition des 

structures refroidies (catalyse, limitation des suies, ...), 

le couplage entre allumage, combustion, ichanges 

thermiques et injection est particulibrement fort et 

nCcessite une bonne connaissance des phenombnes en 

jeu et la mise au point et la validation d'une 

mCthodologie inttgrCe spicifique. Des Ctudes sur ces 

thbmes dCbutent ii I'ONERA. 

8. Adaptation et validation des outils numCriques. 

La combustion supersonique d'hydrocarbures 

est un dCfi de taille pour les codes de calcul: on y 

rencontre simultanCment et de faqon couplte des aspects 

diphasiques, de la cinCtique chimique, de la turbulence, 

des forts effets de compressibhtC, des discontinuitis, ... 
La plupart de ces ingredients sont prCSents ou en cours 

de diveloppement dans les logiciels modernes, en 

particulier le code MSD dCveloppC 5 I'ONERA. 

AEROSPATIALE Missiles a ainsi effectui un calcul 

d'injection de kirosbne dans la marche d'un miit 

d'injection de superstatoriacteur: les figures 34 (fraction 

massique de kCrosbne) et 35 (trajectoire des gouttes de 

kdrosbne) montrent que, dans ce cas particulier, la 

difference de pression entre intrados et extrados est la 

cause d'un entrainement du ktrosbne vers le bas. 

Un effort important doit cependant encore 

Ctre consenti pour adapter et valider les modbles 

physiques par rapport aux conditions extrcmes 

rencontries dans un statoriacteur hypersonique. 

CONCLUSION 

Au cours des cinq dernikres annCes, un travail 

important a CtC effectui dans le cadre du programme 

PREPHA sur le thbme du superstatoriacteur, avec le 

soutien de la DGA, du CNES et du MENESR. Ce 
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travail est illustrC en particulier par I'expCrimentation 

dans les conditions Mach 6 d'un superstatorCacteur de 

grandes dimensions. 

I1 s'est prolong6 rkcemment par I'Ctude 

prCliminaire des diffkrents rigimes de fonctionnement 

dun statoriacteur mixte. Cette itude, baste ii ce stade 

exclusivement sur des calculs tridimensionnels, a 

permis de quantifier I'importance de parambtres tels que 

le taux de divergence de la chambre, I'hCtCrogCnCitC de 

I'Ccoulement ou le r d e  de I'isolateur. La campagne 

dessais prCvue en 1997 devra cependant confirmer les 

enseignements apportCs par les calculs. 

L'utilisation du kiroskne ou de combustibles 

endothermiques dans un statorkacteur hypersonique a un 
intCrCt potentiel tvident, en particulier pour les 

applications militaires. L'effort sur ce thbme a i t6 

important en Russie dans le passt, il s'intensifie 

actuellement aux Etats-Unis, et i l  serait souhaitable 

qu'il augmente notablement en France. 
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Question 1: Zanchetta 

How do you couple the air-fuel (kerosene) interaction in your numerical simulation? 

Author's reply: 

Kerosene droplets trajectories are computed by a lagrangian solver. The coupling with the 
eulerian gaseous solver is made at each time step through an exchange of mass, 
momentum and energy computed from drag and evaporation laws. For this computation, 
the velocity of the gas is deduced from the mean velocity, the turbulent kinetic energy and 
a gaussian assumption for the fluctuations. 
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Rocket Ramjet Boosters For Sustained High Speed Flight 

Drew DeGeorge Phillips Laboratory, Edwards AFB, CA 93524 7084 
Pat Hewitt, Atlantic Research Corporation (ARC), GainesviJle, VA 20155 

Adam Siebenhaar, GenCorp Aerojet, P.O. Box 13 222, 
Sacramento, California 95813, USA 

SUMMARY 
Sustained high speed flight requires the highest 
levels of propulsive and aerodynamic perform- 
ance. One of the highest performance classes of 
propulsion system envisioned is the air- 
augmented rocket. The potential for significant 
Isp increases to be gained using an air- 
augmented rocket (with either liquid, solid or 
hybrid propellant boost propulsion systems) has 
long been recognized. Using intake air as the 
primary oxidizer with rocket fuel significantly 
reduces on-board propellant mass, vehicle mass 
and volume for the same total impulse delivered 
compared to conventional chemical rockets. The 
list of technical challenges for viability and use 
include; 

1. Booster configuration including integrated 
(boost propellant inside air-augmented combus- 
tion chamber, with or without a typical rocket 
nozzle), parallel or tandem boosters, and pro- 
pellant combination drives booster complexity, 
need for ejecta, boost system ballistic require- 
ments, air-augmented rocket performance and 
vehicle aerodynamics. 
2. Complexity of starting flow through the 

inlets and initiating efficient air-augmented igni- 
tion. 

3. Aerodynamics involved in starting and 
unstarting inlets in supersonic flow while per- 
forming high angle of attack maneuvers can 
negatively impact missile performance. 

The previously discussed configuration differ- 
ences combined with multiple applicable pro- 
pellant systems and associated system implica- 
tions represent a large range of systems with 
varying technical limitations. This paper will 
provide a summary of the applicable integrated, 
tandem and parallel booster development efforts. 
Liquid and solid propellant boost propulsion 
systems will be included. The integral rocket 
ramjet (IRR) booster and a rocket based com- 
bined cycle (RBCC) approach will be discussed 
in more detail including test results. Technical 

maturity, results, conclusions, recommended 
technology projects and goals for ramjet boosters 
supporting sustained high speed flight will be 
discussed. Analysis quantifying the payoff of 
achieving the goals for a representative mis- 
sion@) will also be discussed. 

1. INTRODUCTION: THE PROMISE OF 
RAMJET PROPULSION 
Whereas in the classical rocket vehicle the en- 
ergy source and the reaction mass are carried on 
board, a vehicle propelled by an airbreathing 
engine carries only the energy source, the fuel, 
and the atmosphere provides the bulk of the re- 
action mass and with it the oxidizer. Since the 
air consists approximately 40 percent of nitrogen 
the reaction mass available to the airbreather is 
five times as great as in the rocket. It can be 
shown that for the case of a hydrocarbon fuel 
which bums at a mixture ratio of 15:1, this in- 
creased reaction mass provides more than twice 
the thrust and almost six times the specific im- 
pulse (Isp) relative to a LOX/RP rocket engine 
operating at a mixture ratio of 2.6:l. These in- 
creases in thrust and performance are required 
for sustained high speed flight for practical mis- 
siles. Excellent performance, however, doesn’t 
come for free. The price to be paid is a larger 
size engine with an associated potential for 
greater inert mass due to the added functions of 
capturing and compressing ambient air and in 
some cases more complex propellant manage- 
ment systems. 

In a turbojet, these tasks are performed by a 
multi-stage compressor, making it a highly effi- 
cient thrust producer but limiting its maximum 
speed to a flight Mach number range of 3. 
Higher speeds are achievable with a ramjet and 
its even higher speed brother the scramjet. Ex- 
isting essentially of an open duct, these jets are 
the simplest engine devised to date. They are 
significantly lower in weight than the turbojet. In 
ram/scramjets, air capture and compression oc- 

Paper presented at the AGARD Symposium on “Future Aerospace Technology in the 
Service of the Alliance”, held at the Ecole Polytechnique, Palaiseau, France, 

14-1 7 April 1997, and published in CP-600 Vol. 3. 
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curs as the result of the vehicle's forward mo- 
tion. Since at static and low speed conditions 
both ram pressure and air capture are zero or 
negligible, ramjet engines are incapable of pro- 
viding thrust at takeoff. They must be boosted to 
approximately Mach 2 by another propulsion 
system before they become self sustaining. 

Rocket boosters for ramjets have been pursued 
for many decades. The reason for such contin- 
ued development' interest in ramjet boosters is 
the leverage between booster and ramjet per- 
formance. The Isp of a ramjet is on the order of 
six times the Isp of a typical rocket. Figure 1 
shows an example of typical air-launched missile 
performance improvements attainable with in- 
creased ramjet booster total impulse. 

2. HISTORICAL SUMMARY OF RAMJET, 
DEVELOPMENT EFFORTS 
Table 1 shows a summary many of the recent 
ramjet efforts. A more inclusive historical re- 
view is included in Ref 1. It is worthwhile to 
review some of these previous applications of 
ramjet propulsion to missiles in more detail and 
to discuss why they are not operational today. 

Bomarc - This ground launched experimental 
surface-to-air missile (SAM) was actually a 
small ramjet powered unmanned aircraft. It was 
over 46 feet long with a 14 feet wingspan 
weighing 15,000 pounds. Its maximum speed 
was Mach 3 flying at an approximate ceiling of 
70,000 feet with a range of 200-300 miles. Long 
range bombers were its main target. It was self 
boosted with a liquid or solid propellant rocket 
and sustained with two ramjets. Its high cost 
together with improvements in solid propellant 
SAMs, and the successful advancement of Inter- 
continental Ballistic Missiles made it obsolete. 

Talos - This two stage Navy missile had a 
launch weight of 3000 lbm, was 20 feet long, 
and 30 inches in diameter. It had a Mach 3 class 
speed and a range in excess of 65 miles. 
Launched from ships at sea permitted the drop- 
ping of the booster stage. Its intended target 
were bombers and fighters attacking the fleet. Its 
main limitations were in the terminal intercept 
phase. At the extreme range of this missile, the 
beam riding guidance system was not accurate 
enough for maneuvering targets. In addition, the 
axisymmetric inlet would unstart if the missile 
was experiencing high angles of attack followed 

by loss of control. This missile became obsolete 
when the Navy developed the Combat Air Patrol 
(CAP) tactic, where fighters with short range air- 
to-air missiles orbit the task force at all times. 

ASMP - This air launched French ground attack 
missile is still in service. It employs the inte- 
grated rocket ramjet propulsion concept. This 
missile is 14 feet long, weighs 1,900 pounds, has 
a speed of approximately Mach 4, and, at 190 
miles, a range beyond the Exocet. 

Kh 31 - This air launched Russian long range 
air-to-ground missile is also still in service and 
also employs the integrated rocket ramjet propul- 
sion concept. It is 15 feet long, weighs 1,430 
pounds, and has a range of 100 miles at Mach 
4.5. 

2.2 Shortcomings of Currently Operational 
Conventional Propulsion Missiles 
With the exception of the few operational ram- 
jets, tactical missiles fall into two classes with 
regard to propulsion. 

2.2.1 Rockets 
a) Rocket propulsion is highly developed 

b)Rockets are typically limited to ranges 

c) Extending the range increases the mis- 

and relatively inexpensive 

less than 100 miles 

sile weight exponentially 

2.2.2 Cruise Missiles 
a) Powered by small turbojets, these sub- 

sonic missiles have ranges in the hundreds 
of miles and precision guidance systems 

b)Their main drawback is their subsonic 
speed leading to excessive time-to-target 
and intercept vulnerability 

c) Their high costs, $1,000,000 plus per 
missile, is an issue. 

2.3 Shortcomings of Previous Ramjet Pow- 
ered Missiles 
Significant improvements have been made since 
the late 1950s and early 1960s but the applica- 
tion of ramjet missiles is still limited by short- 
comings relative to rocket powered missiles or 
subsonic cruise missiles 

a) Excessive time-to-target for short range 

b) Inadequate maneuverability due to an- 
targets (low initial average velocity) 

gle-of-attack limits 



C8-3 

Vehicles must overcome the limitations of the 
previous generations of ramjets and to provide 
viable systems in the future. 

3. RAMJET MISSILE BOOSTERS 
Booster type and configuration selected has a 
direct impact on ramjet missile configuration. 
Three basic options can be defined for providing 
this ramjet booster function. They are defined 
as the boosted ramjet, integral rocket ramjet 
(IRR) and the self boosted ramjet. Recognizing 
the positive and negative aspects of these three 
basic types of boosters is necessary for near 
term system design and to define the technical 
challenges to be overcome for future improve- 
ments. A brief discussion of these follows. 

As part of these discussions, two state-of-the-art 
booster designs will be discussed: 1) A high 
performance integral rocket ramjet nozzleless 
booster suited for volume-limited air-launched 
missile applications and 2) The strutjet self- 
boosted ramjedscrmjet engine which is cur- 
rently better suited for larger diameter missiles 
and launch vehicles. Hybrid propulsion (liquid 
or solid) has promise for increased performance 
over a solid propellant booster, but has yet to be 
demonstrated and will be discussed in future 
presentations. 

3.1 BOOSTED RAMJET 
This option uses a separate booster stage(s), 
typically a solid rocket motor, to accelerate the 
ramjet stage to the required Mach number re- 
sulting in a multi-stage system (tandem or paral- 
lel) with some very distinct advantages and dis- 
advantages: 

a) Using solid propellant improves logis- 
tics and mitigates liquid safety issues 

b) Performance may be improved by 
minimizing the amount of mass and iner- 
tia being carried through the mission 

c) The high drag of thgnon-functioning 
ramjet engine requires a large booster 
stage 

d) Two stage missiles are usually longer 
and heavier than single stage missiles 

e) Dropping the first stage may be unac- 
ceptable when flying over friendly terri- 
tory. 

The selection of a boosted ramjet configuration 
is highly driven by mission requirements, missile 
envelope and policy regarding missile ejecta. 

Separating a tandem booster allows you to 
minimize the amount of mass camed on the mis- 
sile, but adds functional and aerodynamic com- 
plexity. In addition, for parallel boosters, the 
additional negative aspect of increased missile 
frontal area and surface area drastically increase 
drag requiring a larger booster(s). Although not 
optimized for ramburner geometry the integral 
rocket ramjet has improved packaging and less 
complexity. 

3.2 Integral Rocket Ramjet Solid 
Propellant IRR Booster Development 
The Phillips Laboratory and ARC have been 
working towards providing tactical booster de- 
signs for ramjet missiles for the past fifteen 
years. The work has concentrated on providing a 
design which is compatible with air-launched 
missile requirements (no debris), conforms to the 
ramjet combustor geometry and meets perform- 
ance and service life requirements. This section 
describes work performed to develop a reduced- 
smoke nozzleless booster design for the VFDR 
engine currently in Advanced Development by 
the U.S. Air Force. In the process, ballistic and 
structural models and analysis techniques were 
developed specifically for the nozzleless motor 
configuration which significantly advanced cur- 
rent design capabilities. 

3.2.1 BACKGROUND 
The straightforward objective of the IRR booster 
development was to design and demonstrate a 
high-performance, reliable booster which can 
meet all air-launched missile environmental re- 
quirements. Attendant to the main objective is 
the desire to develop analysis techniques 
uniquely suited to nozzleless boosters, ade- 
quately treating the non-standard interior flow- 
field and grain load conditions. A third objective 
was to treat producibility as a high priority since 
high-volume production rates would be required 
for a potential production system. This means 
minimizing the amount of processing steps and 
labor involved in manufacturing and loading the 
booster grain, as well as reducing the sensitivi- 
ties of the motor design to variations in the 
manufacturing process. 

An immediate application has been presented for 
this motor technology in the VFDR, currently in 
Advanced Development by the USAF. This 
ramjet engine has been under development for 
many years as an improved propulsion system 
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TABLE 2. RECENT IRR BOOSTER DEVELOPMENT HISTORY 

Program 

Booster for the Tactical Ramjet program. 

Ducted Rocket Booster Program 

Ducted Rocket Propulsion Technology Valida- 
tion Program 

Alternate Booster Concepts Program 

hcted Rocket Program Variable Flow 

Description 

Heavywall motors were used to investigate 
full-scale performance. A high-burning-rate 
Catocene-catalyzed propellant was developed 
and successfully stabilized; however, problems 
with bore cracks at -65°F were experienced. 

A flightweight FEP barrier system was devel- 
oped, and a pyrogen igniter was utilized to re- 
duce ignition shock and motor failure at igni- 
tion. The grain capability was limited to -45'F, 
short of the -65'F requirements 

The design was qualified for flight testing in a 
Pre-Flight Rating Test (PFRT) series con- 
ducted with a low temperature limit of -45'F. 
Additional motor geometry was also defined 
such as port covers, cases, ramjet nozzle, insu- 
lation and the closure. 

This program included a dual-concentric grain 
design which reduces ignition pressure ex- 
tremes and improves grain structural load con- 
ditions, the development of a high-rate, 47 per- 
cent total solids HTPB/AP reduced-smoke pro- 
pellant formulation with superior physical 
properties, demonstration of the -65'F re- 
quirement. 

Replacement of the FEP barrier system to sim- 
plify manufacturing further and increase pro- 
pellant loading, replacement of the Catocene 
burning rate catalyst with Butacene, increase 
motor performance to exceed delivered total 
impulse requirement. 

for an advanced air launched missile. The 
VFDR missile inboard profile is shown in Figure 
2. The ARC program sought to develop and 
demonstrate a producible motor design which 
meets all engine requirements specified for the 

VFDR ramjet engine. A summary of the devel- 
opment history is shown above in Table 2. 

4.2.2 Nozzleless IRR Booster Design Require- 
ments 
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Challenging mechanical and performance design 
requirements have combined to create a 
restrictive design window. As the name implies, 
the booster motor is now part of the missile 
structure, with the accompanying system level- 
requirements imposed. A summary of design 
requirements considered is provided below. 

4.2.3 Mechanical Requirements: 
Internal Launch Hook Reinforcement: The loca- 
tion of the VFDR aft hook is dictated by 
launcher interfaces and is 1ocated.h the thin-wall 
region of the combustor case. Because of this, 
structural reinforcement is required on the case 
inside diameter, creating an asymmetric internal 
surface. 

Port Covers Port covers are used to seal the inlet 
opening during booster operation. The design of 
these covers can influence the booster grain con- 
figuration locally since the cover provides sup- 
port to the grain during boost. 

Thermal Protection System : A char-retention 
system is required to retain charred internal case 
insulation during ramjet operation. Typical so- 
lutions are a steel wire grid embedded in the in- 
sulation, stamped ribbons or a collapsible steel 
cage. 

Booster Igniter A significant amount of testing 
has been performed to establish a viable head- 
end pyrogen igniter. The igniter was designed to 
minimize ignition delay and to keep the pressuri- 
zation rate low enough to prevent bore cracking 
on ignition at -65°F. 

Ramiet Nozzle; The ramjet nozzle geometry is 
determined by airbreathing operation (primarily 
the throat area) and booster grain design 
(entrance region and exit cone). The ramjet en- 
trance region has been optimized for erosion 
resistance. The length of the nozzle is deter- 
mined by the.recess in the case to accommodate 
the missile fin actuation system. The optimum 
nozzle exit angle is closely coupled to the 
booster grain exit angle to produce the optimum 
expansion contour as the propellant grain bums 
back. 

ProDellant: The booster propellant was required 
to be a Hazards Classification 1.3, reduced- 
smoke formulation. 

4.2.4 Performance Requirements 
Maximum ExDected Operating Pressure 
JMEOP) For the VFDR design, the critical case 
load condition is stiffness at maximum free- 
flight temperatures. By designing the booster to 
limit initial pressurization rate, the maximum 
pressure was kept low enough to avoid becoming 
a design driver. 

Thrust: The booster thrust output is limited pri- 
marily by the missile axial acceleration limit. A 
sufficient initial thrust is also required to mini- 
mize rail launch tip-off loads and to clear the 
aircraft during certain maneuvers. 

Action Time: In order to minimize the aerody- 
namic losses associated with a longer, lower- 
thrust boost profile, a short booster action time is 
desirable. High propellant bum rate is critical. 

Tailoff: In order to transition efficiently from 
rocket to ramjet operation, the time at which 
thrust is less than drag must be minimized. Part 
of this time is attributable to booster tailoff, 
when internal pressures are too low to produce 
sufficient thrust, yet too high to allow opening of 
port covers and gas generator ignition. 

Total ImDulse: The integral of the thrust vs. time 
curve as specified by a system prime typically. 

TemDerature: The environmental conditioning 
requirements for the booster are: satisfactory 
operation after a hot soak at 63°C (145°F) for 45 
days, after cold soak at -54°C (-65°F) for a pe- 
riod of five days, firing with the maximum ther- 
mal gradient across the propellant grain. Cap- 
tive-carry temperature profiles were also im- 
posed. The motor was also required to perform 
satisfactorily at a soak temperature of -65°F after 
being subjected to three polar-day temperature 
cycles. 

4.2.5 Motor Engineering Design 
The booster propellant ballistic properties and 
grain design were chosen to maximize motor 
average pressure while observing the perform- 
ance limitations described above. The design 
goal is to remain as close as possible to the 
maximum thrust limit through manipulating pro- 
pellant burning rate, pressure exponent and grain 
geometry. The principal load conditions imposed 
on the propellant and bondline occur during: 
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1) thermal cycling between 145°F and -65°F and 
2) during hot pressurization. The latter results 
from the large pressure drop at the nozzle end of 
the motor. During a hot firing, this pressure drop 
is at a maximum and the propellant shear 
strength is at a minimum. Therefore, a propel- 
lant stiffness suitable for use in the nozzleless 
booster must have sufficient shear strength to 
prevent shearing out the aft end of the grain, yet 
be soft enough such that resulting bondline 
stresses do not fail the outer-diameter propellant- 
to-insulation bond during thermal cycling. The 
ramjet nozzle is installed in pieces prior to case 
insulation and barrier coating, creating a transi- 
tion from insulation to silica phenolic. A design 
was developed in which the insulation is gradu- 
ally tapered into the nozzle region, resulting in a 
substantial processing improvement, as well as a 
reduction in local stresses. 

In order to maximize booster performance within 
the design constraints of the system and insure 
adequate safety margins, concurrent ballistic 
trade studies were conducted. The design of the 
booster grain configuration was determined by 
conducting a parametric trade study on several 
ballistic parameters including: 

a) Inner Bore and Main Grain Propellant 

b) Inner Bore and Main Grain Pressure 
Burning Rates 

Exponents 
' c) Propellant Total Solids Loading 

d) Grain Bore Diameter 
e) Exit Cone Angle 
f) Exit Cone Length 
g) Forward Grain Termination 
h) Inner Grain Thickness 

Many different propellants were considered. To 
date, the high bum rate Butacene propellant as 
reported in Ref 2 is one of the most attractive. 
Compared to the nominal thrust time profile in 
Figure 4, the Butacene case in Figure 5 provides 
a longer sustained high bum rate and thrust. In 
the future the Integrated High Payoff Rocket 
Propulsion Technology Program (IHPRPT) is 
developing new propellants delivering 15percent 
higher delivered impulse. 

The Nozzleless Booster Internal Ballistics code 
developed for the USAF by ARC was used to 
optimize the performance of the motor analyti- 
cally. Other empirical information was used to 
supplement the analysis such as exit cone effects, 

propellant erosive burning, and combustion in- 
stability . 

4.2.5 Motor Processing 
A barrier system is required between the DC93- 
104 silicone-based ramjet insulation and the pro- 
pellant. The first system developed was com- 
posed of an adhesive @C93-076) and a chemi- 
cally-etched Teflon FEP film. Additional work 
was performed on an alternative migration bar- 
rier to replace the FEP film. These efforts suc- 
ceeded in developing a paint-on barrier coat 
which simplified to manufacturing process, and 
resulted in a thinner layer leaving more volume 
for propellant. 

3.2.6 Demonstration Motors 
Demonstration testing in heavywall and flight- 
weight hardware has been conducted, including 
environmental conditioning and motor firings at 
hot and cold temperature extremes. The results 
of over 100 full scale tests have validated the 
design and manufacturing processes, and demon- 
strated motor operability from -65°F to 145°F. 

The primary shortcoming of the nozzleless 
booster to date has been the low- temperature (- 
65°F) storage and operation. This problem has 
been solved and demonstrated by temperature 
cycling one motor six times and firing at -65"F, 
and temperature cycling another motor 12 times 
and firing at 70°F. The design requirement is 
three cycles. 

3.3 Self Boosted Ramjet 
In this option the boost rocket is retained after 
burnout, If the boost rocket is independent of the 
ramjet, the problem of dropping the spent stage 
is solved by carrying it along for the rest of the 
mission. When the boost rocket is integrated 
into the ramjet engine the combined engine 
(Rocket Based Combined Cycle, RBCC) is 
called a ducted rocket or ejector ramjet. This 
approach has the advantage of lower drag and 
the potential for higher thrust during boost than 
any of the other options since the ramjet is al- 
ways functioning with increasing effectiveness. 

4.3.1 Benefits Of RBCC Powered Missiles 
RBCC propulsion for use in high speed aircraft 
and space launch applications has been explored 
for over 30 years. Figure 6 shows all combined 
cycle and RBCC engine options. The simplest 
configuration is the rocket/ramjet sometimes 
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referred to as the “Ejector/Ramjet” which in 
higher speed applications includes the scramjet 
mode. The rocket in the RBCC is not merely the 
booster for the ramjet, it is an integral part of the 
engine and operable at any time in the mission. 
Its thrust level and mission velocity increment 
contribution is selected for mission performance 
optimization. This gives the missile designer 
more freedom than before when defining missile 
acceleration, velocity and range. One example of 
an operational benefit of an RBCC powered mis- 
sile is the ability to refire the rockets to provide 
increased speed or maintain energy during high 
g-maneuvers. 

The “Strutjet” is the Aerojet version of this type 
of engine. In recent publications (Ref 3,4,5) the 
application of hydrogen fueled Strutjet engines 
for space launch is described. Since 1992, in 
cooperation with Martin Marietta, the Strutjet’s 
application for tactical missiles using storable 
propellants was explored. Although the propel- 
lants and design specifics differ, these Strutjet 
engines share a common design philosophy. 

Aerojet’s Strutjet engine represents a significant 
departure from other airbreathing engine con- 
cepts, because improved off-design inlet per- 
formance and lighter engine weight. The Strutjet 
inlet is based on the well characterized sidewall 
compression inlet first introduced by NASA 
Langley Research Center. In the Aerojet engine 
the struts are integrated in the inlet such that each 
flow passage between two struts behaves like the 
original Langley inlet with sidewall compres- 
sion. The term “strut compression” is also often 
used in this context, meaning sidewall compres- 
sion between the struts. The most significant 
benefit derived from this inlet is geometric con- 
traction and isolation in a shorter length than 
conventional inlets. This leads to an engine that 
is easier to integrate into the vehicle, is lighter 
weight, has less drag, and absorbs less heat. 

Aerojet’s Strutjet engine is classified as a self 
boosting ramjet engine. One discriminator rela- 
tive to other self boosted ramjets is the retention 
of the rocket function after the boost phase is 
complete. The ability to re-fire the rockets give 
the missile significantly greater mission flexibil- 
ity as shown in Figure 7. All propulsion elements 
are contained within a single engine using com- 
mon propellant feeds, cooling systems, and con- 
trols. 

The rockets provide the bulk of the thrust for 
takeoff and acceleration to ramjet takeover 
speed. A conceptual Strutjet is shown in Figure 
8. The rockets are contained in  compact struts 
placed within the ramjet duct as shown in Figure 
9. This degree of functional integration is pos- 
sible with the  latel let^.^ construction technique. 
The air drawn into the engine by the ejector ef- 
fect at subsonic speeds and rammed in at higher 
speeds provides significant thrust augmentation 
during boost. The inlet uses struts as the last 
stage of compression (Figure 10). Strut com- 
pression is characterized by “soft start”, low spill 
drag, and good capture and recovery efficiencies. 
The “soft start” results from the increased open- 
ness of the inlet on the cowl side which allows 
for a gradual decrease in spillage with increasing 
Mach number. The inlet is designed with mini- 
mal internal contraction to permit inlet starting at 
Mach numbers as low as 2.5. This in turn pro- 
vides smooth increases in captured air mass and 
pressure recovery. 

As the air mass flow increases with increasing 
speed, supplemental fuel is injected through 
ramjet injectors to maximize engine performance 
(Figure 11). Ramjet contribution occurs gradu- 
ally starting at Mach 1 with full takeover at 
Mach 2 to 4 depending on mission requirements. 
The rockets can be left on longer to reduce time 
of flight to short range targets or shut down early 
to save propellant for an exoatmospheric dash. 

Shutting down the rockets provides the full bene- 
fit of the ramjet mode of operation with an spe- 
cific impulse approaching 1500 seconds. The 
transition to ramjet operation is smooth and reli- 
able.. Unlike typical boosted ramjets the Strutjet 
is operating from launch and the fuel injection 
system is functioning prior to the cutoff of the 
rockets. The transition to ramjet operation is 
accomplished by shutting the rockets off and 
ramping the ramjet fuel flow to match the loss in 
fuel no longer provided by the rocket plume. 

In summary, the benefits of the Strutjet are: 
a) Highly Integrated Design And Reduced 

Engine Weight Facilitate Integration Into 
The Vehicle 

b) High Boost Phase And Very High 
Cruise Specific Impulses Providing Up To 
Four Times The Range Of Rocket 

c) Increased Mission Flexibility 
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- Up To A Ten Fold Reduction In Time 

- No Dropped Stage Or Engine Compo- 

- High Maneuverability Due To Rocket 

Of Flight Of A Cruise Missile 

nents 

Restart Capability 

4.3.2 Strutjet Engine Test Data 
During the period from 1992 through 1995 
Aerojet carried out a test program which system- 
atically explored the Strutjet propulsion system 
over Mach number and flight altitude ranges of 0 
to 4 and 0 to 100,000 feet, respectively. In over 
200 hot fire tests the concept of a Strutjet pow- 
ered long range missile has been proven. The 
following achievements are noteworthy: 
a) The strut inlet provides adequate air capture, 

pressure recovery, and unstart margin 
b) The integration of compact high chamber 

pressure rockets using gelled hypergolic pro- 
pellants into a strut is structurally and ther- 
mally feasible 

c) An engine flowpath geometry suitable for all 
modes of operation has been established and 
its thrust and specific impulse evaluated 

d) Static sea level thrust augmentation of 
13percent is achieved due to the interaction of 
air ingested with the fuel rich rocket plume 

e) The ducted rocket thrust increases with in- 
creased flight Mach number. At Mach 2.45 
and an altitude of 20,000 feet the thrust in- 
crease is over "1 OOpercen t 

f) At Mach 3.9 and 40,000 feet the ramjet thrust 
exceed the rocket sea level thrust 

g) Dual mode operation with a thermally choked 
nozzle has been demonstrated 

h) Hypergolic pilots have been found to be es- 
sential for achieving high efficient combustion 
at high altitudes and with short combustion 
chamber 

i) 90 percent combustion efficiency has been 
demonstrated in a combustor only 30 inches 
long 

j) Efficient operation has been demonstrated 
with a rapidly expanding engine geometry 

More information regarding these achievements 
is provided in the following. 

4.3.3 Inlet Test 
A typical Strutjet inlet configuration which 

was sponsored and evaluated by NASA Lewis 
Research Center is shown in Figure 12. Tests 
verified excellent compression performance. 
Capture efficiency is 95 percent, and pressure 

recovery including the isolator shock train is 
over 30 percent. A pressure rise of over 100: 1 is 
generated without unstarting. At greater than 
Mach 4 the unstart margin can still approach 100 
percent. High insensitivity to boundary layer 
ingestion has also been observed. 

4.3.4 Rocket Tests 
For this test series each strut contained three 
water-cooled rockets. These rockets are designed 
for a useful cycle life of 100 firings. After the 40 
hot fuings performed to date no significant dete- 
rioration of the chamber has been observed. The 
injector pattern consist of 36 pairs of fuel and 
oxidizer elements arranged in concentric. The 
outermost ring with 24 elements provides fuel 
film cooling to the chamber. The characteristic 
parameters of this injector-chamber design are 
summarized in Table 3. 

Table 3. Strut Rocket Design Parameters 

Parameter Unit Design Operation 
Mixture ratio 1.6 1.4 
Chamber Pressure (psia) 2,500 1,600-2,000 

Nominal 

Thrust lbf 1,000 600-700 
Expansion Ratio 5:l and 11:l 5:l and 11:l 

The baseline rocket performance is established to 
evaluate subsequent performance improvements 
due to the ejector effect of the ducted rocket. 

4.3.5 Strutjet Test Rig 
The rig representing the Strutjet engine is de- 
signed as a sandwich with hinged side wall sec- 
tions allowing the duct geometry to be adjusted 
at 12 inches intervals. The duct section housing 
the strutrockets has a fixed geometry of 4.0 
inches x 6.6 inches. The isolator section in front 
of the strut duct can be connected to either a bell 
mouth for static tests or to a hydrogen vitiated air 
heater. Two struts are positioned in the strut duct 
dividing the flowpath in the inlet into three 
channels. 

4.3.6 Sea Level Static Ducted Rocket Tests 
For these tests the isolator section in front of the 
strut duct is connected to a calibrated bell mouth. 
The duct geometry is varied to find the configu- 
ration giving the maximum thrust. The primary 
variables explored are the initial divergence in 
the mixing/diffusion section of the engine and 
the throat area for the ram burner. Sensitivities 
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of rocket chamber pressure, mixture ratio, and 
rocket nozzle expansion ratio are also estab- 
lished. Figure 13 is a photo taken looking 
through the bell mouth showing the intense af- 
terburning of the rocket plumes. 

Thrust enhancement is a strong function of the 
ram burner throat area and a somewhat weaker 
function of the ramburner duct geometry. More 
thrust than the reference rocket only test (13 per- 
cent) are obtained in test 213 with a throat area 
of about 32 square inches and a duct geometry of 
3'-3'. Data analysis indicates the oxygen content 
of the induced air is completely consumed in 
approximately 4 inches from the rocket bases. 

Operation at a chamber pressure of 2,000 pounds 
per square inch generated more thrust than op- 
eration at 1,600 pounds per square inch, but 
airflow and thrust augmentation were reduced by 
19percent and 3percent, respectively. The area 
ratio of 11: 1 generated 12 percent higher induced 
airflow and 6percent more thrust than the lower 
area ratio of 5:l. Also, more airflow and higher 
thrust result from more stoichiometric mixture 
ratios due to reduced thermal occlusion resulting 
from the afterburning scheme. 

4.3.7 Direct Connect Ducted Rocket Tests 
For these tests the isolator section in front of the 
strut duct is connected to a hydrogen vitiated air 
heater with a Mach 2 nozzle. The duct geometry 
which providedthe maximum take off thrust 
augmentation in the static test is maintained for 
all subsequent direct connect tests. Measuring 
the total duct pressure and assuming a particular 
inlet performance simulated flight altitude and 
flight Mach number can be determined. This 
techniques allows the evaluation of the engine as 
it flies along a simulated trajectory. 

4.3.8 Direct Connect Ducted RocketlRamjet Test 
The objective of this series is the performance 
optimization of the test engine operation in the 
ducted rocket and the ramjet modes over the 
Mach range suitable for SAM applications. 

Figure 14 plots the net thrust in these Ducted 
Rocket and Ramjet tests. The ducted rocket 
tests are conducted with a fuel rich rocket mix- 
ture ratio. The excess fuel is sufficient to sup- 
port 10 pounds per second of air flow. The 
simulated trajectory provides 10 pounds per sec- 
ond of air at approximately Mach 1.5. Tests 

above Mach 1.5 are thus "lean" on an overall 
engine stoichiometric basis. Auxiliary fuel in- 
jection can be used to increase the thrust the en- 
gine can produce. The peak thrust is seen to oc- 
cur at a simulated flight altitude of 23,000 feet 
and a Mach of 2.45 with 3 1 pounds per second of 
air being supplied to the engine. The peak thrust 
is over twice the rocket only value representing 
an augmentation of over 100 percent. 

Ramjet tests were conducted at Mach numbers of 
2 and higher without rocket operation to opti- 
mize the ramjet injector performance. The pri- 
mary ramjet test variables of interest are the fuel 
and pilot injection parameters such as injector 
location and staging, piloted injection and flow 
rate, and mixture ratio. In support of the em- 
ployed strategy which tries to minimize heat- 
loads and hot spots, the main emphasis is placed 
on achieving a short combustor length. 

4.3.9 Direct Connect Ram/Scramjet Test 
Three scramjet test entries have been conducted. 
In the first tests the scramjet geometry was ex- 
plored and high combustion efficiency with a 
fixed geometry over the Mach number range of 
2-4 has been demonstrated. Mach 2 and 4 tests 
were conducted using JP-10 fuel. 

With a slightly modified duct geometry of 0"- 2", 
indicating a constant area for the first 12 inches 
down stream of the struts followed by a 2" dou- 
ble sided expansion. Autoignition was not 
achieved, but when the pilots were used for igni- 
tion and flame sustaining, stable combustion at 
95 percent efficiency was observed. This in es- 
sence duplicated the performance previously 
achieved with the ethene with only a slight 
change in the duct geometry. 

4.3.10 Hypergolic Pilot Test 
The Strutjet design provides for a contact pilot at 
each injection point of the hydrocarbon ramjet 
fuel. This pilot derives its energy from the com- 
bustion of small amounts of the gelled rocket 
propellants which are injected and burned up- 
stream of the hydrocarbon injection. Due to the 
hypergolic nature of the rocket propellants the 
pilots act initially as igniters and subsequently as 
flame sustainers allowing flight at high Mach 
numbers and high altitudes. The demonstration 
of this feature is verified by the data presented in 
Figure 15. At a simulated flight condition of 
Mach 4 and 40,000 feet of altitude JP-10 is ig- 
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nited by the pilot resulting immediately in a 
thrust increase of about 2,000 pounds. Combus- 
tion and thrust production are sustained as long 
as the pilot stays on. When turned off, the com- 
bustion ceases and thrust collapses. 

4.3.11 Combustion Tests 
The successful integration of a scramjet into a 
flight vehicle in general and into a missile in 
particular depends to a large degree on how long 
the engine has to be in order to provide high 
thrust and high specific impulse. These parame- 
ters are directly related to fuel-air equivalence 
ratio and combustion efficiency. The tested 
Strutjet configuration advanced the state-of-art in 
scramjet propulsion significantly. Combustion 
efficiencies between 90 and 100 percent are 
achieved with cold JP-10 over the Mach range of 
2 to 4 and the equivalence ratio range from 30 to 
100 percent. Furthermore, the presence of the 
contact pilot is essential under high Mach flight 
conditions. Paramount to all these positive re- 
sults is the fact that 90 percent combustion effi- 
ciency can be achieved with a combustor only 30 
inches long. This has far reaching consequences. 
Short combustor means: shorter: lighter weight 
engine, reduced friction losses, reduced thermal 
loads, reduced cooling requirements. 

5. SUMMARY AND CONCLUSIONS 
Many ramjet propulsion types and configurations 
have been pursued. The three primary classes of 
configurations discussed in this paper are the 
boosted ramjet, the IRR booster and the self 
boosted Strutjet approach. Each approach has 
positive and negative attributes. Mission driven 
requirements and implementation dates will ul- 
timately dictate which approach is appropriate to 
pursue for a given missile development effort. 
Greater detail was provided for two of the ap- 
proaches being pursued and evaluated most re- 
cently in the United States. These are the IRR 
(solid) and the self boosted Strutjet. 

The VFDR IRR booster work has successfully 
developed and demonstrated a nozzleless booster 
design meeting all tactical air-launched environ- 
mental and performance requirements. This was 
achieved through the development of a dual- 
concentric grain design, improved propellant 
properties and a sound engineering design effort. 
The motor testing demonstrated that a wide mar- 
gin exists over the required environmental expo- 
sure, ensuring reliable operation in the field. 

Ballistic and structural design methodologies 
have been established that provide a framework 
for the design of nozzleless motors, and an im- 
proved understanding of the fundamentals of the 
operation of such motors. Technology advances 
are needed in the areas of 

a) Innovative inlet design to minimize drag 

b) High bum rate, high energy propellant 
c) High angle-of-attack inlet aerodynamics and 

d) Innovative non-ejecting nozzle designs 

during non-ramjet operation 

configurations 

In three years of testing, a new high level of per- 
formance for tactical RBCC engines has been 
achieved. Although the development of this en- 
gine is far from complete, significant advances 
have been made: 

a) The strut compression inlet has demon- 
strated its ease of starting, 95percent capture 
efficiency, and good pressure recovery. 

b) A simple storable propellant engine ge- 
ometry capable of efficiently operating from 
takeoff to Mach 4 has been established. 

c) Ducted Rocket thrust augmentation has 
been shown rising from 13percent at sea- 
level to over 100 percent at Mach 2.45 and 
20,000 feet. 

d) The employed injection and piloting sys- 
tem has yielded efficiencies as high as 90 
percent in as little as 30 inches. 

e) High efficiency has been demonstrated in 
a rapidly expanding com.bustor at dynamic 
pressures below 1,000 pounds/square foot. 

Preliminary missile and engine designs 
indicate significant mission payoff for the 
family of Strutjet engines. 

f )  

Technology advances needed for the RBCC and 
Strutjet specifically include: 

a) Lightweight componentry 
b) High angle-of-attack inlet aerodynamics 

c) Integrated flight vehicle testing 
and configurations 

In conclusion, ramjet booster designs have sig- 
nificant impact on missile cost, performance and 
physical envelope. Continued booster technol- 
ogy development will continue to make hyper- 
sonic missile systems increasingly more practical 
in the future. 
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Active Cooling of Fully Variable 
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Fig. 1 Nozzle Test and Evaluation Matrix 

Whereas the focus of phase 1 a (1 988 - 1990) was 

Abstract 

Within the last few years MTU has made a great 
development effort towards high-speed nozzle 
design, manufacturing, hot-gas testing and test 
analysis as part of the German Hypersonics Tech- 
nology Programme. 

Within the framework of this programme two ac- 
tively cooled nozzles were designed, fabricated and 
tested in 1993 and 1995, respectively. Whereas the 
.first nozzle was cooled with cryogenic hydrogen, 
gaseous hydrogen was used for the latter. 

In this paper the associated nozzle design, fabrica- 
tion and test effort will be described and high- 
lighted. Focus will be placed on the experience 
gained by testing the actively cooled, fully variable 
nozzle structures. 

1 Introduction 

At the beginning of the German Hypersonics Tech- 
nology Programme (GHTP) in 1988 a comprehen- 
sive validation and verification philosophy and 
hardware matrix was elaborated, Fia. 1. According 
to these plans four different classes of subscale 
nozzles were identified. Each group covers a major 
technological area (aerodynamics, cooling etc.) 
and further additional aspects. Furthermore, each 
test campaign has been prepared carefully by defi- 
nition of the investigation goal, the expected physi- 
cal results and the applied measurement means. 
The tests were time-scheduled with increasing 
complexity. 

0 AddilionJl Aspects kl FOCvS 

on basic technological work (e.g. cold flow nozzle 
tests), within phase l b  (1990 - 1993) representa- 
tive component hardware was designed and 
tested, e.g. the cryogenic cooled demonstrator 
nozzle TDN1, see /2-5/. Phase IC lasted from 1993 
until 1996. The goal was to extend the hypersonic 
nozzle demonstration further on with 

0 Throat adjustment during hot gas firing 
(i.e. variable actively cooled structures) 

0 Altitude simulation 

Tests were successfully carried out in late 1995 /l/. 
In addition, free jet testing of a complete ram-jet 
engine (intake, combustor and nozzle) was 
planned at the AEDC APTU facility, but cancelled 
due to programmatic reasons and funding con- 
straints. 

2 Aerodynamics & Design 

As a prerequisite fundamental knowledge of the 
relevant nozzle working conditions - normally de- 
rived from performance calculations - is mandatory. 
These are listed below (Fia). 

1 Flight Ma Throat Area Tt7 Pt7 

3.9 0.093 2541 2.68 
4.5 0.065 2658 2.86 
5.5 0.048 2793 4.41 

I 6.9 0.031 301 0 7.1 6 

Fig. 2 Typical Hypersonic Nozzle Working Con- 
ditions 

Starting point for the nozzle design is the definition 
of the aerodynamic contours. This normally is ac- 
complished by 2D-MOC (method of characteristics) 
codes corrected by Euler and/or Navier-Stokes 
codes. Additionally, installation effects (mainly base 
drag during transonic) have to be included. De- 
pending on the flight path and the intake recovery 
characteristics a variation of the nozzle throat area 
and the expansion ratio is required for optimum 
performance. A typical resulting nozzle flap sched- 
ule is shown in Fia. 3. Note that with increasing 
flight Mach number the nozzle throat area de- 
creases whereas the flap 2 angle (expansion ratio) 
increases. 

Paper presented at the AGARD Symposium on “Future Aerospace Technology in the 
Service of the Alliance”, held at, the Ecole Polytechnique, Palaiseau, France, 

14-17 April 1997, and published in CP-600 Vol. 3. 
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, <Fig. 3 Aerodynamic Contours 
l 
These contours have to be transformed (after 
thermomechanical analysis) into an actual design. 
Due to the 2D-design special emphasis has to be 
placed on the hot gas sealing concept. The nozzles 
discussed here feature ceramic (Sic) strips. The 
width of both nozzles is 0.33 m (TDN1) and 0.5 m 
(TDN2) respectively. Fia. 4 shows the general ar- 
rangement of the TDN2 nozzle. 

Expansion Ramp 
( C C  Shingles) 

Tu& (Flap 2) 

Fig. 4 General Arrangement (TDN2 Nozzle) 

3 Cooling & Heat Management 

The complete nozzle structure including the expan- 
sion ramp is heavily loaded by the elevated tem- 
peratures and pressures. Therefore, an efficient 
and advanced cooling system has to be elabo- 
rated. With hydrogen on board an excellent coolant 
with a favourable heat sink capability (which ex- 
ceeds ten times the value of air) is available. 

The cooling system design objectives are 

0 lowest possible coolant consumption 
0 lowest possible weight 
0 safety 

The thermomechanical design point is the maxi- 
mum flight Mach number, where maximum heat 
transfer is reached locally. 

The expected temperature distribution along the 
nozzle favour two separate thermomechanical 
concepts: 

Activelv cooled structure for the subsonic and 
the initial supersonic part of the nozzle flow 

Uncooled structure for the expansion ramp. The 
preferred high-temperature resistant material is 
fibre-reinforced ceramics. Both nozzles feature 
an uncooled C/C expansion ramp with oxidation 
barrier coating. 

The heat transfer coefficients (hot gas side and 
coolant side) are shown in Fia. 5. On the hot side a 
maximum is reached shortly before the noyle 
throat with values in excess of 1400 W/m /K, 
whereas downstream the heat transfer decreases 
strongly due to the pressure drop. Upstream heat 
transfer is also somewhat lower. It is important that 
radiation is taken into account. Heat transfer on the 
coolant side is even higher due to the favourable 
properties of hydrogen. Hydrogen outlet tempera- 
tures were restricted to 900 K. 
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Fig. 5 Heat Transfer along the Nozzle 

To reduce coolant consumption a thermal barrier 
coating based on zirconia oxide was introduced. 

On the basis of the above statements a cooling 
path consisting of parallel and serial elements was 
elaborated and the cross-section of the tubes was 
determined. Fia. 6 shows the analytical model of 
the cooling system. 

4 
A 

I 
L 

Fig. 6 Analytical Model of the Cooling System 

Theoretically optimum shapes have to be reflected 
by feasible fabrication techniques. As an example 
two variants of possible fabrication techniques 
were given in Fia. 7. The tubes of variant (a) were 
fixed by vacuum plasma spraying, whereas variant 
(b) shows machined channels joined with a cover 
plate by electron beam welding. Other techniques 
like brazing were also investigated /U. Finally, vari- 
ant (b) was chosen. 
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Calculation 
Measurement 

Fig. 7 Cooling Structure Fabrication Techniques 

With the results of the cooling path calculations 
(temperature rise, pressure drop, cooling side heat 
transfer) 3D temperature calculations of the cooling 
structure itself were performed and used as input 
for the stress analysis. As a typical example the 
temperature distribution inside the upper wall 
(design point) is plotted in m. As expected, the 
maximum wall temperature is located at the nozzle 
throat. Note, the use of the thermal barrier coating 
allows very high wall temperatures which exceed 
1450 K. The gradient between gas side and the 
cooling channels is very high. 

Ccolml Tubes 

Entry Entry Exit ~ 

50 K 347 K 429 K 
41 K 387 K 426 K 

\ 

Fig. 8 Temperature Profile (Cooling Structure) 

Location 

€25 K 

Nozzle Sidewall Nozzle 
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As stated in chapter 1 it was one major goal of the 
test campaigns to compare calculated values for 
the cooling system with measured data. 

shows a comparison of coolant temperatures 
and pressures at various locations. Whereas a AT 
of 379 K was predicted for the overall system, the 
measured value was 385 K, i.e. in very good 
agreement. The measured outlet pressure of 12.3 
bar (predicted value 12.5 bar) indicated that the 
overall loss assumptions were well modelled. 

A very low coolant consumption was achieved 
which validates the high-efficiency approach 
adopted for the design. 

Temperature (K) 
I Location I Nozzle Sidewall Nozzle 1 

(Measurement1 19.3 15.3 12.3 I 
Fig. 9 Comparison of Measured and Predicted 

Data 

The influence of nozzle flap variation on the ther- 
mal system is illustrated in m. During the 
plotted test run the nozzle flap changes from the 
Ma=4.5 to the Ma=6.9 position. It is obvious, that 
by decreasing the throat area and increasing the 
nozzle pressure flap 1 is unloaded whereas flap 2 
is additionally loaded. The overall heating de- 
creases slightly. 

Fig. 10 Cooling Fluid Temperatures over Time 

For the uncooled expansion ramp two measure- 
ment methods, namely 

0 PffRh-R thermocouples, and 
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0 infrared screening 
were applied for wall temperature measurements 
with the latter allowing measurement of the com- 
plete visible area in one shot. 

The ramp typically reaches steady-state conditions 
in about 60 seconds. A comparison with respect to 
the start-up and shutdown periods is given in a 
- 11. It should be noted that the infrared camera 
measures the real spot temperature whereas the 
thermocouples cover a greater area which results 
in a much slower response. This approach illus- 
trates how results can be cross-checked by using 
different methods of measurement. Note, that the 
wall temperature exceeds 1500 K. 

Fig. 11 Wall Temperature (Expansion Ramp) 

The combined coolant flow rate of all hydrogen 
consumers (nozzle, combustor and others) should 
not exceed the flow rate necessary for cumbustion 
to avoid penalties of the takeoff weight and the 
vehicle periormance. In deed the calculations show 
that for the ascent phase no addaional hydrogen 
for cooling purposes is needed, Fia.. However, 
in the phase of the nearly unpowered decent the 
hydrogen flow rate necessary for cooling exceeds 
the hydrogen demand for combustion. 

I 
"2- C001snt Flows I 

Ascent Descenl 

Individual Fllpht.Mash.Numbers w I" 

Fig. 12 Hydrogen Cooling Requirement 
(Overall Propulsion System ) 

4 Materials 8 Structures 

Apart from the thermomechanical design the fabri- 
cation process is a major challenge. Preferred 
materials for the cooling structure are high- 
temperature resistant and ductile alloys such as 
C263. The cooling channels itself were milled and 
EB-welded. The next step consisted in bending the 
two flaps and the upper contour. Critical aspects 
with regard to the feasibility were the cold-forming 
characteristics of the base material and welded 
joints. Finally, on the hot gas side a ZrOP coating 
was applied by low-pressure plasma spraying 
(LPPS). A nozzle flap - ready for final assembly - is 
shown in 

Fig. 13 Actively Cooled Flap (Hardware) 

Furthermore, the complete hydrogen feeding sys- 
tem has to be designed carefully. As the coolant 
collectors are rigidly connected with the casing 
structure, a thermo-elastic link must be provided 
which is capable of compensating the relative 
movements between both structures resulting from 
the thermal expansion. This is accomplished by the 
use of inlet and outlet pipes (expansion sleeves) 
fixed by brazing (nickel-base braze). 

Additionally, a great deal of effort was put on the 
flap feeding system design with the flaps moving 
during operation. Flexible feeding tubes were cho- 
sen inside and rigid tubes outside the nozzle. 

Because of the presence of hydrogen sophisticated 
quality assurance methods were applied to avoid 
any leakage in the complex system. These include 

0 pressure test with air (1.5 x nominal value) 

0 pressure test with helium 



0 thermo-shocks of the complete cooling structure 
(i.e. heating and rapid cooling with liquid nitro- 
gen) 

0 test of the EE-welding by optical means 

0 measurement of the coolant flow rate 

(thermography) 

shows the TDN2 nozzle after final assembly 
(without expansion ramp) 

Fig. 14 TDN2 Nozzle 'ready to test' 

5 Test & Verification 
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Fig. 16 Test Hardware at the Ottobrunn Facility 

Fig. 17 Typical Test Sequence 

After installation at the test stand and pre-testing of 
all subsystems the hot gas tests mark the major 
milestone after all efforts. 

The following highlights have been achieved in the 
test campaigns conducted: 

0 Simulated Ma points tested up to Mach 6.9 
0 Throat variation during hot gas firing 
0 Hot gas temperatures up to 2600 K 
0 Nozzle pressure ratios in excess of 100 

The test set-up for the TDN2 tests (at the DASA 
ramjet facility at Ottobrunn near Munich) is shown 
in Fia. 15 and 16. In this case a diffuser was added 
for high altitude simulation. The comolete lenoth - 
was more than 12 meter. 6 Concluding Remarks 

Fig. 15 Nozzle Test Set-up (incl. Diffuser) 

A complex start-up and shutdown procedure was 
developed, applying a variety of 'red lines' for 
safety reasons. A typical test sequence with the 
main parameters total temperature, preheating 
level and total pressure versus time is shown in 
Fia.. The main flow (cold) starts at t-50 sec- 
onds, preheating starts at 1-20 s, the cryogenic 
coolant flow starts at t=-2 s. combustor ignition 
occurs at t=O s and the shutdown process typically 
starts at t=60 s. giving a total of 1 min of hot gas 
firing. 

Based on the above discussion, the following con- 
clusions can be drawn: 

0 A successful nozzle development requires an 
interdisciplinary approach, especially between 
aerodynamics, heat management and structural 
aspects. 

0 Furthermore, it is necessary to combine hard- 
ware testing with analytical predictions and appro- 
priate measurement techniques to maximise 
knowledge gained from testing 

0 Important milestones within the n o d e  develop 
ment were achieved with the successful testing of 
the two TDN nozzles in 1993 and late 1995. 

0 The next logical step would be free-jet testing of 
a complete variable geometry ramjet engine (as 
previously planned but cancelled later) 
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define and carry out experiments and corresponding 
computations relevant to each issue so as to identify 
present strengths and weaknesses. The issues selected 
were: 

EXTERNAL HYPERSONIC AERODYNAMICS: 
STATE-OF-THE-ART AND FUTURE PERSPECTIVE 

I 

John F. Wendt 
von K h h  Institute for Fluid Dynamics 

Chaussee de Waterloo, 72 
1640 Rhode-Saint-Genbse, Belgium 

1. SUMMARY 

An overview is provided on the activities, conclusions and 
recommendations of AGARD Working Group 18. Four issues 
were defined and addressed; shock wave boundary layer 
interactions, transition, real-gas effects, and rarefied-flow 
effects. Three status reports were prepared on calibration 
procedures for high-enthalpy facilities, extrapolation of wind 
tunnel results to flight, and real-gas facilities. 

While considerable progress has been made in our 
understanding of external hypersonic flows through 
experiments in new facilities, advances in CFD, and impoved 
modelling of complex phenomena, more efforts must be 
devoted to this area if the risks of failure or overdesign are to 
be reduced to accceptable levels. Specifically, resources 
should be allocated to: 

resolve facility, computational, and modelling 
deficiencies 
accelerate the multiple facility/multiple computation 
strategy with standard models employed by Working 
Group 18. 

2. INTRODUCTION 

AGARD Working Group 18, “Hypersonic Experimental and 
Computational Capability, Improvement and Validation”, was 
formed in 1992. Its objectives were two-fold: 

Recommendations for future directions of research were 
formulated. 

The results of these studies, carried out over a four-year period 
by approximately 36 persons (plus their local colleagues) at 21 
establishments in seven countries on both sides of the 
Atlantic, will be published as an AGARD Advisory Report. 
(An initial version covering the final two years of activity, and 
carrying the same title as this paper, was published as 
AGARD Advisory Report 319, Volume I). 

The purpose of this paper is therefore to summarise the 
activities, conclusions and recommendations of AGARD 
Working Group 18. 

3. KEY ISSUES 

3.1 Shock wave boundary layer interactions 
The objective was to assess the capability for numerical 
simulation of two-dimensional and three-dimensional shock 
wave laminar and turbulent boundary layer interactions. 
Shock wave boundary layer interactions occur on many 
regions of a high-speed vehicle: flaps, elevons, canopy, 
protuberances, inlets, etc., When these interaction are strong, 
they give rise to locally high heating; uncertainty in predicting 
the location of reattachment will force the designer to adopt 
excessively heavy thermal protection systems. In addition, flap 
efficiency depends on the detailed pressure distribution; 
uncertainty will force an overdesign of the flap system. Thus, 
the risk associated with inadequate prediction of surface 
pressure and/or heat transfer is excessive vehicle weight. 
Obviously, if prediction methods do not identify the existence 
of a strong interaction, the vehicle performance may be 
severely compromised due to unexpectedly high ratios of 
heating. 

Emphasis was placed on supersonic and hypersonic non- 
reacting cases; the ability of codes to predict quantities of 
interest to designers of high-speed vehicles, namely mean and 
fluctuating pressure, skin friction and heat transfer, as well as 
flowfield structure was assessed. 

Three configurations shown in Fig. 1 were considered: the 
single fin, the double fin and the hollow cylinder flare. 
Thirteen test cases, for which high quality data with 
uncertainty estimations were available, were examined by an 
international group of researchers using the Reynolds- 
averaged Navier-Stokes (RANS) equations with turbulence 
models ranging from zero equation to full Reynolds stress 
equation formulations. 

Paper presented ut the AGARD Symposium on “Future Aerospace Technology in the 
Service of the Alliance”, held at the Ecole Polytechnique, Paluiseuu, France, 

14-17 April 1997, and published in CP-600 Vol. 3. 
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poorly predicted in the case of strong interaction; differences 
of up to 100 per cent between computations and experiments 
were observed (see Fig. 2). Finally, no RANS computation 
was able to predict flowfield unsteadiness, neither for pressure 
nor heat transfer. 

Single fin geometry 

Double fin geometry 

k 
L 

t' R I  
Hollow-cylinder flare model geometry 

Figure 1: Geometries analyzedfin shock wave 
boundary layer interactions 

An evaluation of comparisons between predictions and 
experiments concluded that laminar interactions can be 
predicted correctly , but only if very fine and carefully 
generated grids are employed. Turbulent interactions, if weak, 
were generally well predicted, especially for three- 
dimensional interactions. In the case of strong interactions, 
pressure distributions, mean Pitot pressure and flow-angle 
profiles were reasonably well-predicted for three-dimensional 
interactions. Primary separation lines were also generally 
well-predicted, but secondary separation was found to be very 
sensitive to the turbulence model employed and generally 
inaccurate. Furthermore, heat transfer and skin friction were 

0.005[ - Present k-e 
RSE 
k-E Chien 

Figure 2: Chon throat middle line for 7" x 11 O double f in  

The principal recommendations for the future directions of 
research are: 

develop Large Eddy Simulation (LES) solvers for the 
prediction of fluctuating pressures and heat transfer. This 
activity may also aid in the development of better 
turbulence models for RANS. 
grid adaptivity strategies based on reliable error estimates 
must be improved to allow accurate and affordable 
computations. 
more accurate experimental data for flowfield Reynolds 
stresses and turbulent heat flux, as well as wall pressure 
and heat transfer fluctuations, are needed for validation 
purposes; present uncertainties are too large. 

3.2 Transition 
Hypersonic boundary layer transition remains a critical design 
issue because of the important impact on heating and therefore 
on the choice of a thermal protection system. As an example 
the U.S. STS experienced transition at a Reynolds number 
which varied by a factor of 5 depending on the flight Mach 
number. Furthermore, it has been stated that the uncertainty in 
transition location for some classes of vehicles can lead to an 
uncertainty of 20% in total vehicle weight. 

It was also stated that a 1 mm uncertainty in thermal tile 
alignment can lead to a 5 km uncertainty in the altitude at 
which transition on a reentry vehicle will occur. 

Also, a 10% error on Tmx at reattachment on a flap, due to 
transition at an upstream location, will lead to a 5" error on the 
allowable flap deflection. It is clear that the risks due to an 
uncertainty in transition location and the resulting peaks in 
heat transfer and skin friction are significant and at present 
can only be compensated by heavier thermal protection 
systems. 
Thus, the objective was to assess the state-of-the-art of 
transition prediction. Therefore, the objective was to assess 
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The commonality of news from members representing all 
countries participating in WG-I8 was that while an 
understanding of transition has improved, much work remains. 
Paradoxically. this subject, judged the most crucial 
aercdynamic issue in hypersonic ilight, receives a low priority 
in many of the NATO countries. 

the stateof-the-art of transition prediction in hypersonic flows 
and to recommend new BMS of research. A cooperative &on 
between selected centers in the NATO countries resulted io a 
review of recent research. 

On the subject of streamwise instabilities, it was concluded 
that the d" method has been liuther improved, that non- 
equilibrium chemistty can be included in transition models. 
that linear and non-linear parabolized stability equations 
(€'SE) have been formulated and solved for selected cases, and 
a better understanding of bluntness effects bas developed. 

On the subject of cmssflow instabilities. Fig. 3 shows the 
sensitivity of transition at small angle-of-attack on a cone. A 
transition comlation with a modified crossflow Reynolds 
number predicts experimental results on yawed cones. It has 
been shown that mughness near the attachment line has a 
strong effect in low disturbance environments and that weak 
surface curvature has a strongly stabilizing effect. 

~ - ~ l d , m . L *  untllrm*""..V. 

Synh..ls d Results  

.-* 

.-a 

m 

P 

Figure 3: Cross flow instabWs Ie&g to Iransilion on 
sharp and blunt cones 

On the subject of G(inler instabilities, a non-linear parabolized 
Navier-Stokes equation has been developed. It seems that 
wavy surfaces have little net Gtirtler effect. Finally, it has 
become clear that C6rtla instabilities are the most important 
control issue for the design of quiet supersonic nozzles. 

Attachment line phenoma have been examined 
experimentally in different establishments and analytic efforts 
have extended incompressible results. 

Finally, on the subject of receptivity, which is crucial for 
understanding wind tunnel experiments and designing quiet 
tunnels, some progress has been made with Direct Numerical 
Simulation at Mach 15. 

The principal recommendations for future research are: 
accelerate development efforts towards quiet tunnels 
develop and implement LES and DNS methods for 
sNdies of receptivity and non-linear behaviour 
carry out well-documented experiments on 3D boundary 
layer to produce a dafa base for transition code validation 
the mechanism for roughnesdprotuberance-induced 
transition needs to be elucidated. 

33 Real-gas effects 

Real-gas effects have been shown conclusively to be largely 
responsible for the seriously inadequate prediction of body 
flap performance on the U.S. space shuttle. While this 
particular geomeay seem to be well understood now. it is 
clear that real gas effects may play an important role in 
different hypersonic applications. The r i s k  involved due to an 
inadequate knowledge of real-gas effects are that the integrity 
and performance of the vehicle may be severely compromid 
due to the additional weight of thermal protection systems. 

The objective of this element in the activity of WG-18 was to 
identify the status of our simulation capability in the 
hypvelwity environment. In addition to a review of the 
current resources, both CFD and experimental facilities, a set 
of experiments was designed and W e d  out in different high 
enthalpy facilities on two basic models: a blunt-body, base 
flow contiguration. similar to an auoshell or AOTV shape 
(Fig. 4); and a blunted cone (the ELECTRE model). A variety 
of measurement techniques was employed and common test 
points allowed comparisons between facilities to be more 
useful. 

Figure 4: Schematic of hypewecloelly bluff body near-wake 
floWWd 
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The recommendations for future research are: 

. 

accelerate the development of diagnostics for high- 
enthalpy real-gas flows with emphasis on non-intrusive 
optical techniques capable of assessing the 
thermodynamic state of the gas and of providing 
quantitative data and qualitative imaging to describe and 
understand the flow and to develop and verify CFD 
models and tools. Continue development of classical 
measurement methods and the hot-model testing 
technique 
a synergistic use and fiurher development of real-gas 
ground test and real-gm CFD is imperative. The CFD 
must be used in the definition of ground test experiments 
and in the interpretation of test results. Convenely. the 
ground test data must be used to verify the CFD models 
and simulation results. CFD simulations must include the 
flow environment produced in the ground test facility. 
the approach illustrated with the hluot cone activity, in 
which a common model is tested in a variety of real-gas 
facilities. with common instrumentation. is strongly 
recommended. 
continue development of CFD tools with emphasis on 
reacting flow model enhancement and verification for 
nonzquilihrium conditions, particularly for expanding 
flows, and emphasis on improvement in numerical issues 
involving discretisation ermn and boundary conditions. 
Issues with turbulence modelling and transition in high- 
enthalpy compressihle flows are complex and demand a 
sustained and focused program. 
to W i s e  the development of simulation capability, 
verification with flight data will be required. This point 
must be considered in developing ground test campaigns 
and Cm, methods. 

3.4 Rarefied-flow &e& 

Rarffied flows are encountered principally at low Reynolds 
number and high Mach number; their understanding is critical 
in cases such as jet-structure interaction with resultant forces 
and moments on the vehicle and the wake flows of blunt 
bodies e n t e m  planetary atmospheres. The design risks due to 
insufficient prediction capabilities in the rarefied regime, 
although not as severe in some sense as the three issues 
discussed above, are nevertheless substantial: unexpected 
moments due to pluxz-5-vehicle interaction, inadequate 
protection of instruments in the base region of an aeroshell. 
misinterpretation of measurements performed in the aeroshell 
wake during planetary entry, etc. 

Experiments were conducted in five different hypersonic 
facilities, two of which were high-enthalpy, for a variety of 
rarefaction parameter values; comparisons of the experimental 
results with several continuum Navier-Stokes computations 
and noncontinuum Direct Simulation Monte Carlo (DSMC- 
computations were made. Two configurations were examined, 
the comer-flow/ jet interaction and the blunt-body wake flow 
configuration (Fig. 4). 
A0 extensive experimental and computational data base was 

generated. (See. for example, one result for the blunt-body, 
base flow configuration in Fig. 5 which compares 
experimental and numerical density profiles.) The capabilities 
and limitations of DSMC and Navier-Stokes codes were 
demonstrated for cases in which continuum and rarefaction 
effects are present simultaneously. FinaUy. the synergy of 
computational and experimental studies resulted io a more 
extensive assessment for the sensitivity of the results to 
modelling and computational issues. 

Fi#um 5: Compa&on of rneaund and calcularrd d e n w  
on aeroshell confieurntin 

The pricipal recommendations from these studies were: 

experiments in new facilities can now incorporate 
rarefied chemistry hut new and improved non-intmsive 
diagnostic methods are required for flow-field 
characterisation, species concentration and molecular 
state determination 
an improved understanding of molecular interactions is 
necessary 
combine Navia-Stokes and DSMC to form a hybrid code 
extend particle simulation methods deeper into the 
continuum regime to resolve problems with rapidly 
expanding flows 
reduce eomputational time by adaptive-mesh and 
dynamic domaindecomposition methods. 

4. STATUS REPORTS 

4.1 Cnlibmtion procedure for high entbplpy lnellities 

The objective was to review the status of calibration 
procedures for high enthalpy facllitles and to provide 
recommendations for future actions. The importance of 
cahbration has heen made very clear because of the standard 
model testing in vanous facilities dunng the course of the 
Worlung Group. 
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These facilities must reproduce the effects of dissociation, 
vibrational excitation, and in the high altitude region, 
ionization. An example of the ability of certain types of 
facilities to reproduce the conditions of dissociation of 
nitrogen is shown in Fig. 6 where X, is the lengrh scale for 
nitrogen dissociation, L is the length scale of a typical lifting 
reentry vehicle and the abscissa is the freestream kinetic 
energy normalized by the dissociation energy of nitrogen. 

Reentry trajectory 
Non-dimensional 

2 I 

-6 I I I I I I 
0,O 0,2 0,4 0,6 0,8 1 ,O 

(0.5v"*2)/D 

Figure 6: Non-dimensional nenhy lrqectoiy 

Calibration is performed by measuring parameters at various 
positions within the facility and then making comparisons 
with currently available modelling. Of principal impoltance is 
the characterization of the freeMream condition and uniformity 
which provides the input to the model. At present, the 
aerothermodynamic state of the gas at the nozzle exit cannot 
be fully measured. Therefore, the test conditions are 
determined by combining available experimental data with 
CFD simulations of the facility behaviour. Clearly the CFD 
simulation can only be as accurate as is the knowledge of the 
characterization of the hot gas produced in the reservoir which 
implies a good knowledge of the mechanism (mechanical 
expression, electrical discharge, etc.) by which the hot gas is 
produced. A systematic approach to the information 
monitoring procedure in a shock-tube-driver. high-enthalpy 
facility is given. 

The conclusions are: 
the calibration of fzicilities. with uncertainties, is of 
critical impottance and deserves the highest priority if the 
vehicle designer is to have confidence in the results; 

standard model testing has brought an increased 
awwness of the need to carefully calibrate each facility; 
non-intrusive, spectroscopic information is the key, but 
important uncertainties remain when facilities are 
operated at peak conditions; 
the use of conical nozzles to allow for a broader range of 
operating conditions and an overlap of conditions 
between facilities should be considered. Matchiog 
Navier-Stokes codes with DSMC codes for n o d e  flow 
conditions has provided a better understanding of both 
the codes and the facilities. 

The principal recommendations are: 

define new standard model tests to stimulate competition, 
improve test techniques and further validate CFD to 
reduce uncertainties; 
d e k e  standard test techniques, e.g. laser diode 
absorption, to assure compatibility of results. 

The adoption of these recommendations wi l l  lead, by 
definition, to a network of users; this will be invaluable not 
only for the discussion of successes, but also failures and the 
reasons behind these failures. 

4.2 Extrapolation to flight 

The objective was to examine the status of the methodology of 
extraplating wind tunnel data tu flight conditions; the plan 
adopted was to carry out classical wind tunnel experiments in 
a semi-continuous low-hypersonic-Mach-number facility, the 
ONERA S4 Mach IO tunnek to perform similar experiments 
in the NASA CF4 facility which has a low value of gamma; to 
perform expaiments in the real-gas ONERA F4 facility; and 
finally to use CFD methods for a reconstruction of the wind 
tunnel results. The CFD codes, which were examined in a 
dedicated MIS Workshop conceming grid refinement and 
chemistry, contained different assumptions: perfect gas. 
equilibrium chemistry and non-equilibrium chemistry and the 
boundmy conditions were given by the "real" tunnel 
conditions as determined by a mix of experiments and 
computations. The specific problem examined was the famous 
"'pitch-up" anomaly noted on the first U.S. Orbiter flight and 
which has been widely studied by many authors. 

m e  conclusions were: 

the overall agreement between tlight, computations in 
flight conditions, and measurements in the heavy-gas 
CF4 tunnel was good, 
a comparison of results in the 'told" Mach 10 S4 tunnel 
and the "hot" F4 Nnnel clearly exhibited the pitch-up 
anomaly as shown in Fig. I and indicated that the best 
agreement between experiment and computation was 
obtained with the equilibrium gas assumption. 
in addition, pressure measurements performed on the aft 
portion of a Halis configuration in the DLR HE0 "hot" 
facility confirmed that the pitch-up is mainly attributed to 
a reduction of pressure due to a local decrease in gamma 
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Figun 7: Red-gas effect on pitching moment of Orbiter, 
@om CFD md experiment 

Recommendations, in light of the success of this "pitch-up" 
study. were to accelerate the process of interaction between 
expmts within the NATO countries on other critical issues that 
can only be resolved by a multiple-code/ multiple facility 
approach, such as: 

RCS interactions 
base flowlplume interactions 
surface catalysis 
transition and turbulence 

43 Red-gns facilities 

The objective of this status report was to provide an overview 
of cumnt aerothermodynamic facilities and to discuss the role 
of CFD in ground testing. With this basis, an assessment of 
the current status of instrumentation for real-gas facilities and 
of the newest facilities was made. The report concluded with a 
statement of future needs and specific recommendations. 

The facility overview summarizes the performance and status 
of a large number of high-Mach facilities including ballistic 
ranges; arc jets for TPS studies were excluded. 

The role of CFD in aerothermodynamics bas become very 
broad. Cm, is essential for even a reasonably accurate 
extrapolation of wind tunnel results to flight conditions and 
thus has become indispensable in the vehicle design process . 
It has also become of considerable value in the design and use 
of facilities: for noule design validation, for sensitivity 
studies to aid decisions on the relative importance of a given 
wind tunnel flow parameter on vehicle design features, and for 
estimating the allowable uncertainty in a given measurement 
technique. Finally CFD has proven very useful in the study of 
new facility concepts. e.g.. the prediction of the time- 
dependent operation of a shortduration facility. The pacing 
'item in the continned use of CFD for these purposes is code 
validation by means of "building block" experiments; this 
process is essential to build confidence in the use of CFD. 

An assessment was made of the instrumentation used in high- 
enthalpy facilities. Unlike conventional perfect-gas facilities, 
those operating at high temperatures require the measurement 
of al l  tke-sfream properties including chemical species. In 
addition, the determination of celtain quantities of interest, 

e.g. heat transfer, requires reliable i n f o d o n  on transport 
properties. Because of the high temperalum and, usually, 
short duration of the flows, emphasis has been placed on non- 
intrusive optical techniques for the d e W a t i o n  of flowfield 
properties. Many laboratories are engaged in the development 
of optid laser-based systems for these purposes; some are 
based on particulate interactions. some on molecular species 
interactions. The permutations and combinations seem 
endless. At the present time. the field is a state of flux and, 
fortnnately. tbe leaming curve is steep. However, what has 
marked the last five years is the challenge of transfering a 
laboratory technique into a successful measurement tool for 
large impulse facilities o k n  characterized by pollutants and 
vibrations. 

An assessment was also made of the major new 
have become operational in the last five years or so: LENS 
and T5 in the United States, and HEG and F4 in Europe. Since 
they all represent the state-of-the-art in high enthalpy wind 
tunnel design, it is natural that many problems, often entirely 
unexpected, have been encountered: in most cases, they have 
been resolved. Even if the predicted peak conditions have not 
always been realized in practice due to losses. pollutants. 
component damage, etc., the performance level 
reaohed are impressive. The success of thes 
measurements made in them, and in the understanding of 
observed phenomena (e.g. the interaction of chemistry, 
turbulence and shock waves) has been due to the combined 
efforts of computational fluid dynamicists, experimentalists 
(both engineers and physicists) and computational chemists. 
Studies carried out with these facilities have involved both 
"building-block" experiments for code validation and 
configuration studies. 

Recommendations are: . 

. 

while the new real-gas facilities are already producing a 
kner understanding of key problem areas in 
hypervelocity flows, gnater suppm to fully determine 
flow conditions and uncertainties in these facilities is 
essential 
AGARD-FDPPEP-sponsored Fymposia, workshops, 
exchanges of people and standard models should focus 
on real-gas hypersonics, stressing experiences with the 
new generation of real-gas facilities 
studies on future hypersonic facility needs have been 
conducted in the US.; a similar study should be 
undertaken in Europe 
in the near and mid-tam. research on new facility types 
and new insmunentation techniques must be conducted 
so that rational decisions can be made in the longer term 
if and when new large-scale hypersonic 
P"po"d 
exchanges of experiences with Russian 
essential to provide a background for lam decisions 
concerning the possibility of new large-scale facilities in 
the West 
complementarity and cooperation have been essential 
elements and must continue to be encouraged and 
supported. A multi-national project would provide a 
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focus for an international team of aerothermodynamicists 
and their facilitieslcodes. 

5. CONCLUSIONS 

Working Group 18, “Hypersonic Experimental and 
Computational Capability, Improvement and Validation”, was 
composed of a circle of senior managers and researchers from 
the United States and Western Europe; its four-year study, 
summarized herein, has led to a sharing of experiences and the 
development of trust through well-defined cooperative 
projects. 

Conducting experiments on standard test models in a wide 
range of hypersonic facilities provided a unique opportunity 
for facility and code validation. An important contribution was 
made by the Working Group to the success of the initial 
calibration and “shake-out” of four new real-gas facilities on 
both sides of the Atlantic. 

The studies performed by the various teams have resulted in a 
better identification of the risks involved in hypersonic vehicle 
design and have led to a wide range of recommendations to 
reduce these risks. In broad terms, Working Group 18 urges 
that resources be allocated within the NATO nations to: 

resolve facility, computational, and modelling 

accelerate the multiple facility/multiple computation 
deficiencies with targeted research efforts. 

strategy with standard models 

Only in this way will we be ready to meet the inevitable 
challenges that will arise. In conclusion, the need for sustained 
hypersonic flight has been expressed by a number of NATO 
member states. Working Group 18 and other AGARD 
activities have demonstrated that many member states possess 
not only the intellectual and physical resources necessary to 
accomplish this goal, but have shown their ability and 
readiness to collaborate efficiently at the R & D level. Let us 
capitalise on these facts and move ahead by supporting the 
above recommendations and by defining specific NATO-wide 
projects which will serve as drivers for increased collaboration 
in the future. 
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I 

S u m m a r y  
This paper surveys the use of aerothermodynamic facilities 
which have been useful in the study of external flows and 
propulsion aspects of hypersonic, air-breathing vehicles. 
While the paper is not a survey of all facilities, it covers 
the utility of shock tunnels and conventional hypersonic 
blow-down facilities which have been used for hypersonic 
air-breather studies. 
The problems confronting researchers in the field of 
aerothermodynamics are outlined. Results from the T5 
GALCIT tunnel for the shock-on lip problem are outlined. 
Experiments on combustors and short expansion nozzles 
using the semi-free jet method have been conducted in large 
shock tunnels. An example which employed the NASA 
Ames 16-Inch shock tunnel is outlined, and the philosophy 
of the test technique is described. 
Conventional blow-down hypersonic wind tunnels are quite 
useful in hypersonic air-breathing studies. Results from an 
expansion ramp experiment, simulating the nozzle on a 
hypersonic air-breather from the NASA Ames 3.5 Foot 
Hypersonic wind tunnel are summarized. Similar work on 
expansion nozzles conducted in the NASA Langley 
hypersonic wind tunnel complex is cited. Free-jet air-frame 
propulsion integration and configuration stability 
experiments conducted at Langley in the hypersonic wind 
tunnel complex on a small generic model are also 
summarized. 

Lis t  of Svmbols 

C, = normal - force coefficient 

CA = axial - force coefficient 

C, = pitching - moment coefficient 

C, = rolling - moment coefficient 

C, = yawing - moment coefficient 

Cy = side - force coefficient 

M =  

P =  

Re = 

Mach number 

pressure 

Reynolds number per meter 

T = temperature 

x = streamwise coordinate 

z = vertical coordinate 

a = angle of attack 

Subscripts 

jet = internal nozzle exit condition 

t = stagnation condition - = freestream condition 

I n t r o d u c t i o n  
The dream of producing an air-breathing, hydrogen fueled 
hypervelocity aircraft has inspired the aerospace 
community for decades. Despite the simplicity and beauty 
of the concept such a craft has not yet been realized, even 
in an experimental form. Many formidable problems must 
be overcome to make this dream a reality. 
This paper surveys U.S. aerothermodynamic facilities and 
techniques which have been used to make good progress in 
solving these problems. 
A simplified concept of an air-breathing hypersonic 
vehicle is presented herein and the nose-to-tail 
aerothermodynamics’ issues and special aerodynamic 
problems that arise with such craft are discussed. The 
utility of aerothermodynamic facilities and companion 
Computational Fluid Dynamics (CFD) analysis is then 
illustrated by reviewing results from recent United States 
publications wherein these problems have been addressed. 
Papers selected for the discussion have been chosen such 
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* 
that the review will serve to survey typical U. S. 
aero/aerothermodynamic real gas and conventional wind 
tunnel facilities that are useful in the study of hypersonic, 
hydrogen or hydrocarbon fueled hypervelocity vehicles. 
The issue of transitionalhrbulent flows for hypersonic air- 
breathing aircraft is beyond the scope of this paper even 
though this is identified as a critical focused research area. 

Overview of Vehicle Flow Path 
Clearly, air frame-propulsion integration is a critical issue 
for the hypersonic air-breather. In fact, it is difficult to 
even conceptually separate the airframe and propulsion 
systems for such a vehicle. 
Figure 1, adopted from Deiwert, Cavolowsky and Loomis 
(1994), depicts the cross-sectional view of a conceptual 
hypersonic, air-breathing aircraft operating at a cruise 
condition. Such a craft has a slender side view and sharp 
leading edges on its nose and cowl lip at the entrance to its 
propulsion module. Since the flow in the combustor is 
supersonic, the propulsion system is known as a scramjet 
(short for supersonic combustion ram jet). The forebody is 
generally long and serves as a compression surface for the 
air entering the scramjet inlet. The nose of the vehicle 
creates a body shock wave which at optimum cruise, just 
touches the cowl lip of the scramjet inlet. In this way, the 
air captured in the body shock is compressed, shock- 
heated, and fed into the scramjet combustor. Therein, 
energy is released and the products of combustion exit the 
chamber onto the aft of the aircraft. This portion of the 
craft serves as an expansion half nozzle, and its design is 
critical to the installed performance of the scramjet. 
Supersonic combustion begins at free stream Mach number 
of six and continues to be important up to Mach 25, the 
maximum Mach number contemplated for such craft. 

Because of the combination of both chemical and 
aerodynamic time scales and the highly integrated 
propulsion flow path, ground test and analysis ideally 
should include long flow duration, and large to full scale 
testing at actual flight condition. Facilities with such a 
test capability do not currently exist, and it is unlikely 
that one will be available in the foreseeable future. 
Consequently, sub-scale, often, very short duration, 
component testing must be conducted and complimented by 
modern, real-gas CFD analysis, and where possible, flight 
experiments. 

Nose Tip and Forebodv 
The nose and forebody flow can be reliably analyzed with 
modern, real-gas CFD codes which have been validated in 
shock tunnels and conventional wind tunnels. CFD issues 
requiring attention are converged grids to ensure reliable 
prediction of heat transfer and body shock capturing, and 
the choice of appropriate transition/turbulence models. 
Iterative calculations are conducted in nose-to-tail 
solutions, and the outcome of such efforts yield body 

* Many of the U.S. real-gas facilities discussed in the document 
AGARD AR-3 19, 1996 have made notable contributions to this 
field but cannot be discussed here. Examples are the LaRC 
HYPULSE facility (Erdos, et al.., 1994 and the Large Enthalpy 
National Shock Tunnel (LENS) described by Holden, et. al., 1995. 

configurations ensuring body shock-on-cowl lip 
impingement and inlet flow profiles which can yield 
optimum scramjet performance. These calculations also 
provide aeroheating environments required for the design 
of thermal protection systems (TPS). Sharp vehicle 
leading edge nose and cowl lip profiles present formidable 
TPS challenges. The TPS problems are treated with their 
own set of analysis and facilities (usually arcjets) which 
provide flows lasting from 10’s of minutes to an hour. It is 
important to note that valid simulation of scramjet inflow 
conditions for ground test experiments require reliable 
modeling of facility flow characteristics. 

Bodv-Shock on Cowl Lip 
From the perspective of engine performance at cruise 
conditions, the hypersonic air-breather ideally has the 
forebody bow shock impinging on the cowl lip ensuring 
that all of the air processed by the forebody flow passes 
into the scramjet inlet. This design objective brings with 
it the problem of a shock-shock interaction on a relatively 
sharp surface where time-dependent, real-gas effects are 
important. A thorough understanding and predictive 
capability here are crucially important to define the 
requirement for a reusable thermal protection system on 
the cowl lip. 
Important progress developing an understanding of the 
shock-on-cowl lip problem has been made at the California 
Institute of Technology using the real-gas free-piston- 
driven shock tunnel, T5. T5 is a member of the family of 
facilities of this type existing in Australia, Germany 
(HEG), and the United States. T5 has a compression tube 30 
m in length and 30 cm in diameter, while its driven tube is 
12 m in length with a 9 cm diameter. The nozzle has a 
throat diameter of 3.1 cm and exit diameter of 31 cm. T5 
can give flow durations of several milliseconds. A 
complete description of the tunnel is given by Horung 
(1992). 
Sanderson (California Institute of Technology Ph.D. 
thesis, 1995) describes prior research on the shock-on- 
body problem. This includes prior categorization into six 
flow types I - VI, results of experiments with nitrogen test 
gases in T5 at low (3.88) MJ/kg) and high (19.1 MJkg)  
nozzle reservoir conditions, effects of unsteady flows, and 
models of the flows accounting for real-gas effects. 

The T5 experiments were conducted in a nominal 2- 
dimensional flow that results from the impingement of an 
oblique shock onto a 40 mm diameter cylinder with an 
aspect ratio of 4.5. The oblique shock was created by a 
shock generator placed near the exit of the T5 nozzle. 
Observations were made with a holographic interferometer 
and fast-response thermocouples placed a t  24  
circumferential locations on the model forebody. 
A typical real-gas experimental result from the T5 testing 
discussed by Candler, et al., (1995) is shown in figure 2. 
This flow condition is of type IV where a supersonic jet 
penetrates into the region of low subsonic flow about the 
body. Table 1 lists the T5 tunnel conditions for this case. 
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Table 1. T5 Test 
Conditions 
Pressure (MPa) 
Temperature (K) 
Enthalpy (MJ/kg) 

Velocity (m/s) 
Density (kg/m3) 
Pressure (kPa) 
N (kg/mole) 
M, 
Reynolds number per mm 

The hologram in figure 2 clearly shows the nature of the 
flow. Also shown in figure 2 is a plot of Stanton number 
normalized by the Fay & Ridell St prediction for the body 
without the impinging shock versus the body location. 
While the enhancement caused by the impinging shock is 
very significant, it is not as large as would be predicted on 
the basis of an ideal gas analysis. 

The Cal Tech study has quantitatively demonstrated the 
importance of including real-gas effects for the shock-on- 
lip problem. It is clear that the use of the real-gas 
capability of the T5 tunnel was a key element in the recent 
progress. Clearly, additional work on the shock-on-shock 
problem with air as a test gas is desirable. 

Scramiet Inlet and Combustor Flows 

Large shock tunnels such as the NASA Ames 16-Inch or 
CUBRC LENS and the Calspan 96" shock tunnel facilities 
which were originally designed for the study of 
aerothermodynamics have provided valuable information 
on scramjet inlet and combustor flows. Because of the 
authors' experience, this summary is based on the paper by 
Deiwert et al., (1994). Similar work has been conducted in 
the LENS facility, (Holden 1995) and in the 96" shock 
tunnel which can operate at similar, but higher pressure 
levels. This fact is important because it allows closer 
simulation of flight conditions. 

There are four basic techniques for configuring scramjet 
combustor tests illustrated in figure 1. These include (1) 
the free-jet configuration whereby the free stream and flow 
over the entire vehicle forebody is reproduced, (2) the semi- 
free jet configuration whereby the compressed forebody 
flow just ahead of the cowl inlet is produced, (3) the semi- 
direct-connect configuration, and (4) the direct-connect 
configuration in which a one-dimensional flow is produced 
at the combustor entrance. In the free-jet configuration, 
the entire forebody and combustor flow path is replicated. 
Current ground test capability does not yet exist to test in 
this configuration at or near full scale. In the semi-free jet 
configuration, the flow behind the leading edge body shock 
is replicated by the flow from the ground test facility 
nozzle. Not simulated in this test configuration are leading 
edge bluntness effects, boundary layer transition and 
thickness, and the shock-on-cowl interaction. Included, 
however, is the influence of the cowl and cowl shock, and a 
thin body-side boundary layer. A segment of a one-sided 
nozzle may be included at the end of the combustor. Hence, 
it is possible to account for two-dimensional inflow 

effects, including the important influence of the cowl 
shock on combustor and nozzle performance. A facility 
sized to accommodate test articles of large scale is required. 

In the semi-direct-connect configuration, the cowl is 
eliminated and an over expanded flow from the test facility 
nozzle is turned through an oblique shock to produce one- 
dimensional flow conditions at the combustor entrance. A 
segment of the one-sided nozzle may be included at the 
combustor exit. This technique uses the excess facility 
total pressure by over expanding the flow to a large test 
section and recompressing to desired combustor entrance 
conditions. High pressure is, of course, desirable, but the 
LENS facility can only offer this at substantially reduced 
scale. The high pressure capability is off-set by having to 
test in the semi-direct connect mode and small test article 
scale. 

The direct connect configuration also neglects the cowl; it 
provides one-dimensional flow conditions at the 
combustor entrance directly from the facility nozzle. Here 
the facility must be large enough to provide the mass flow 
rate for the combustor and need only have enough total 
pressure to provide the proper combustor inlet properties. 

Given the limitations for testing full flight scale articles at 
flight test conditions the next best alternative is to 
establish a ground test capability for full scale integrated 
components. The preferred configuration is the semi-free 
jet concept as was done in the 16-Inch NASA Ames tests by 
Deiwert, et al, (1994). 

"Full scale" is defined here to mean full scale fuel injectors 
in a full throat height, full length combustor. This is 
required to provide good simulation of both mixing and 
combustion time scales simultaneously. This implies a 
combustor entrance height on the order of 15 cm and a 
width at least twice that to minimize undesirable three- 
dimensional effects. For such a "full scale" test article, the 
corresponding lengths of the cowl, combustor, and nozzle 
components are each of the order of 1 m. 

To assure proper inlet profile and mass capture comparable 
to the full flight vehicle, the test article should capture a 
two-dimensional flow from the uniform core flow of the 
facility nozzle. One way to 'assure this is to design the 
inlet body surface to minimize spillage and cross flow 
effects. This can be accomplished by flaring the surface 
outward laterally, in a trapezoidal shape, such that Mach 
waves generated at the corners of the leading edge are not 
captured in the combustor inlet. The cowl could be 
configured in a similar manner or configured with parallel 
sides using side strakes to control spillage. In this case the 
cowl should be substantially wider than the combustor 
entrance so that the vortical corner flow generated by the 
side strakes can be spilled to the outside of the test article 
and only two-dimensional core flow is captured. A 
schematic of such a model is shown in figure 3 as installed 
in a shock tunnel test section in semi-free je t  
configuration. The 16-Inch shock tunnel with its 
contoured nozzle designed by method of characteristics 
analysis provides a uniform core flow of 0.6 m at the 
nozzle exit diameter of about 1 m. 

' 

To produce the required combustor inflow conditions for a 
given flight condition, the critical facility parameters are 
reservoir pressure and nozzle area ratio. These two 
parameters provide the first order control of static pressure, 
temperature and Mach number at the combustor entrance. A 
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third parameter, namely cowl turning angle, may be used to 
provide fine tuning adjustment if it is not fixed by model 
design constraints. For a cowl turning angle of 12 degrees, 
the reservoir pressures to produce Mach 12 and 16 
combustor inflow conditions are 6600 psi and 48,000 psi, 
and the nozzle expansion ratios are 130 and 940 
respectively for a flight dynamic pressure of 1000 psf. 
Keeping in mind the requirement for a 1 m nozzle exit 
diameter, the limiting facility parameter for the lower Mach 
number regime, therefore becomes the nozzle area ratio. 
For a reflected shock tunnel an area ratio of 100 calls for a 
facility with a 4 inch diameter throat which implies a 12 
inch diameter reservoir to maintain a minimum 9:l area 
ratio between the reservoir and throat; larger area ratios are 
preferable. The 9: 1 reservoir/throat area rates is necessary 
to produce a nearly planer reflected shock and uniform 
reservoir test gas conditions. At the higher Mach number 
regime, the limiting facility parameter is reservoir 
pressure. Reservoir pressures of 10 ksi will permit good 
simulation up to M =13, 20 ksi up to M = 14, and 30 ksi up 
to M = 15. 

In addition to facility reservoir pressure and nozzle area 
ratio, a third critical test simulation requirement is test gas 
slug length or steady test time. To perform direct thrust and 
drag measurements, discrete pressure and heat flux, and 
instream measurements, the steady test gas slug length 
should be at least three test article body lengths. For a 
model 3 m long this requires a slug length of 9 m to assure 
proper flow establishment with a steady flow. For the 
velocities at Mach 12 and 16 test conditions the total 
steady flow test time should be at least 2.6 ms and 1.8 ms 
respectively. Some segments in the combustor flow path 
may require test times substantially longer than these to 
assure proper flow establishment and to permit data 
acquisition. 

Before installing the integrated combustor test article, 
calibration runs and pre-test CFD analyses should be 
performed. The calibration runs should include pitot 
measurements across the entire nozzle exit plane. Real-gas 
CFD computations can also be made for conditions 
corresponding to the facility operating conditions and 
results compared with calibration data. 

For a fixed test article configuration the combustor inflow 
conditions can be estimated. Using the above computed 
shock tunnel nozzle exit conditions, including effects of 
viscosity and finite rate chemistry, flow through the model 
inlet to the combustor entrance plane can be computed for 
the test Mach numbers. Three-dimensional Navier-Stokes 
computations can also be performed to assess the influence 
of three-dimensional viscous effects, to confirm the 
spillage of the vortical corner flow generated by the cowl 
side strakes and confirm the two-dimensional inflow, and 
to determine the combustor inlet mass capture, which is 
critical in determining combustor performance. The inlet 
flow computations can be verified, in part, by comparison 
with inlet wall static pressure and heat flux measurements. 

The  integrated combustor model should be fully 
instrumented with surface pressure and heat flux gages. 
Additional surface instrumentation should also be installed 
on the fuel injectors, on the facility walls, and external 
surfaces of the model and supports to monitor the flow in 
the facility. Accelerometers can be installed to determine 
vibrational loads and frequencies of various model and 
facility components. Acceleration data could be used to 
eliminate vibrationally induced noise in the data from 

surface instruments .  Further  avai lable  surface 
instrumentation can include skin friction gages installed 
on the body and cowl inlet and combustor surfaces, and a 
metric thrust balance installed in the one-sided nozzle. The 
skin friction gages are particularly useful in assessing 
combustor drag, and the nozzle metric balance provides a 
direct measurement of incremental thrust. A schematic 
illustrating a typical layout of surface instruments used in 
the NASA Ames 16-Inch test is shown in figure 4. 

In-stream measurements can include removable pitot 
probes mounted on the body and cowl leading edges and 
pitot rakes installed in the combustor exit plane. The 
removable in-stream probes will cause downstream flow 
disturbance, and surface mounted instruments are severely 
limited in  providing information on  in-stream 
thermodynamic and chemistry phenomena. Hence, 
extensive use should be made of nonintrusive diagnostics, 
notably laser diagnostic methods, to provide accurate and 
detailed in-stream information. 

Nonintrusive laser diagnostics can include rapid scanning 
multiple line-of-sight laser absorption spectroscopy. 
Specific applications include measurements of 0 2  at the 
combustor inlet and OH at the combustor exit plane and 
along the nozzle. The 0 2  diagnostic also provides a 
capability for cross beams for the determination of 
velocity via the Doppler shift technique. Additionally, 
multiple line-of-sight laser absorption for H,O can be 
installed in the combustor exit plane and down the nozzle. 
02 measurements allow assessment of inlet mass capture 
OH measurements allow assessment of combustion 
progress. H 2 0  measurements assess combustion efficiency. 
All of these data are essential in evaluating combustion 
performance. 

To determine combustor performance with a comprehensive 
data acquisition system it is important to have a high 
spatial density of instruments in the facility and test article 
and to make highly accurate measurements of the proper 
flow parameters. Precise measurements of parameters such 
as static and pitot pressure and mass flux at the facility 
nozzle exit are critical to proper reduction and analysis of 
scramjet combustor performance data. Without the full 
suite of instruments and data described above, assessment 
of inlet mass capture, engine fuel equivalence ratio, and 
ultimately combustion efficiency and combustor 
performance cannot be reliably made. 

It is also important to accurately measure the proper flow 
parameters in the scramjet to determine combustor 
efficiency and performance. Given the existing 
technology and methodology to accurately measure 
pressure in the combustor as well as the CFD capability to 
simulate 3-D scramjet internal flow pressure, a natural 
analytical process to evaluate combustor performance could 
be accomplished via comparison of measured and computed 
pressure. Test results and computations should include 
cases with and without fuel injection and with and without 
combustion. For Mach numbers at or below 10, the 
pressure rise due to combustion is large enough that direct 
evaluation of performance, based on pressure rise only, is 
viable. For the flight Mach number range above 10 , the 
pressure rise due to combustion is small compared to tare 
and mixing values. Shock structures in the combustor 
region also complicate this analysis technique. Shocks 
initiated by fuel injectors impinge on the combustor 
surface at locations which vary relative to the positions 
during tare shots for cases of mass addition (as with fuel 
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addition during injection) and for energy addition (as with 
heat release during combustion). Measurement of overall 
pressure rise due to mixing or due to combustion is difficult 
to estimate. Integrating pressure along the combustor 
eliminates some of the ambiguity and clearly demonstrates 
a measurable pressure rise. Resolution, however, is lost 
and comparison with CFD becomes less accurate. It is 
better to make a direct measure of combustor performance 
or efficiency. Performance or thrust can be directly 
measured with the metric balance. Combustion efficiency 
can best be determined by measuring the mole fraction of 
water at the combustor exit. Comparison of exit pressure 
with exit water mole fraction as a direct measure of 
combustion efficiency for  a nominal 5 percent 
measurement error is shown in figure 5. A 5 percent error 
in the measurement of pressure leads to about a 35 percent 
uncertainty in the assignment of combustion efficiency, 
whereas a 5 percent error in the measurement of water vapor 
mole fraction leads to about a 5 percent uncertainty in 
assignment of combustion efficiency. 

In summary, a capability for performing large-to-full scale 
integrated scramjet tests can be provided with a large 
reflected shock tunnel. Tests over the flight Mach number 
range of 12 to 16 have been performed in the Ames 16-Inch 
shock tunnel. It is possible to measure to a high degree of 
certainty the combustion efficiency and incremental thrust 
and to assess the relative performance of different design 
concepts. Instrumentation developed and demonstrated 
specifically for high Mach number pulse facility testing 
coupled with advanced CFD analysis, can provide a data 
base to greatly increase our understanding of scramjet 
technology and performance for flight Mach numbers 
greater than IO. 

Nozzle Flows 
The hypersonic nozzle flow study discussed here was 
performed by Ruffin, Venkatapathy, Keener, and Spaid 
(1992) and utilized the NASA Ames 3.5 foot Hypersonic 
Wind Tunnel. This facility is a conventional, closed- 
circuit, blow down, ideal gas tunnel which has contoured 
nozzles giving free stream Mach numbers of nominally 5, 
7 and 10. The tunnel derives its name from the diameter of 
its exit nozzle, 3.5 ft., and is currently in a standby mode. 

The approach taken by the authors was to use CFD to 
design a wind tunnel model whose flow field would embody 
many important aspects of the actual hypersonic aircraft 
nozzle flow, conduct an experiment with this model, and 
use the results to validate the CFD. Once verified by the 
experimental results, the CFD code could then be used to 
design the aircraft with lower overall risk. 

Figure 6 depicts the model.so designed; it is known as the 
Single (or one-sided) Expansion Ramp Nozzle, SERN. The 
sharp upper surface was fitted with a boundary layer trip 4 
inches downstream of the model leading edge to ensure 
turbulent flow in the forebody boundary layer and in the 
plume shear layer. High pressure air was supplied to the 
plenum and expanded throughout the model's nozzle to 
simulate hypersonic aircraft afterbodylnozzle flows. 

Table 2. Test conditions for computed 
so111 t i  o n  R * 

Condition 
7.4 
-1.1 
71.5 
6 7 3  
1.5 x lo8 m 
337 
3.9 
= 10.7 

* Both the free stream and nozzle jet gases are air. 

Figures 7 and 8, based on CFD results, illustrate the 
important features of the flow field. This flow has many of 
the features present in the hypersonic aircraft depicted in 
figure 1. (Note that the SERN model is upside-down in 
comparison to figure 1). 

Figure 9 illustrates the comparison of computed (3-D) and 
measured surface static pressures along the model's center 
line. As can be seen, the comparison is excellent, but this 
is not sufficient to claim that all important parameters of 
the flow, e.g. heat transfer, are predictable. 

Figure I O  compares experimental and computational 
shadowgraphs of the expansion. The  computed 
shadowgraph is based on a 2-D CFD solution with a grid 
consisting of 300 by 300 points. The forebody shock is 
clearly seen in the experimental shadowgraph in the upper 
left-hand corner. Also clearly shown is the outer plume 
shock, the thick, turbulent shear layer, and the barrel 
shock. There is a separation of the flow near the trailing 
edge of the upper cowl surface. While the laminar flow CFD 
did not reproduce the model's turbulent boundary layer 
feeding into the shear layer, the CFD does a very nice job 
of predicting the location and geometry of the overall 
features of the flow in the symmetry plane. 

Despite the fact that this activity was not brought to 
consummation, this work is a good example of how 
conventional wind tunnel testing and companion CFD can 
be used to analyze complex nozzle flows and, ultimately, in 
the design of nozzles for actual hypersonic air breathers. 

Similar studies to these discussed above by Ruffin, et al. 
(1992) have been reported by Huebner and Tatum (1991). 
Their work compared schlieren photographs from the 
afterbody of a cruise missile with 2-D CFD results. They 
also reported on the powered afterbody effects of fitting a 
fairing to divert the flow through the engine as compared 
with operating a flow through inlet on a generic 
hypersonic vehicle. They reported that a two-dimensional 
analysis showed little, if any difference in fairing over the 
inlet. This result is significant for design of wind tunnel 
afterbody experiments. 

The test conditions for the experiment and the CFD 
calculations are given in table 2. The CFD analysis was 
conducted using a laminar boundary layer model. While 
plans were in place to incorporate 2-equation turbulence 
models in the CFD, this was not accomplished owing to the 
termination of the supporting NASP program. 
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AIRFRAME PROPULSION INTEGRATION 

The final task confronting aerodynamicists interested in 
hypersonic, air-breathing craft is that of putting all of the 
constituent components into one aerodynamically 
controllable vehicle. This process is referred to as airframe 
propulsion integration. Phillips and Cruz (1993) have 
approached this task by using the NASA Langley wind 
tunnel complex described by Miller (1990). The approach 
taken by these authors was to conduct free-jet experiments, 
as shown in figure 1, on a 17.6 inch long model of an air- 
breathing Test Technique Demonstrator TTD. They 
compared the test results of aerodynamics to those 
calculated from a preliminary Analysis System Design 
Code called APAS (Cruz, et al, 1989). In this work, APAS 
modeled the vehicle as a combination of tangent-cone and 
tangent-wedge with Prandtl-meyer expansion methods to 
approximate pressure distributions over the model. 

A sketch of the model adopted from the authors' paper is 
shown in figure 1 1 .  The model was fabricated from 
stainless steel with dimensions controlled to & 0.003 
inches of the model design specifications. The model 
consisted of the fuselage, wings, twin inboard-mounted 
vertical tails and a body flap. The forebody has a 
compression surface leading to a variety of engine 
,modules. These modules included the following : (1) an 
unrestricted flow-through engine module, (2) and flow-thru 
model with a center strut, and (3) a blocked engine module 
formed by deflecting the compression ramp trailing edge 
downward to close off the inlet cowl. This is a concept to 
protect the inlet from re-entry heating. The wings and 
control surfaces were movable to study their effect on the 
vehicle aerodynamics. The model's center of gravity was at 
a fraction 0.599 of the body length referenced from the 
model nose. 

The authors tested the configuration in the Langley 20-inch 
Mach 6 Tunnel, the Langley 31-inch Mach 10 Tunnel, and 
the Langley 22-inch Mach 20 Helium Tunnel. The range of 
angle of attack was from - 4" to 20" for fixed sideslip angle 
of 0" and -2". No sideslip data were obtained at the Mach 20 
condition. Reynolds numbers based on fuselage length 
were 2.5 and 3.6 million at Mach 6, 1.5 and 3.0 million at 
Mach 10, and 3.7 and 9.7 million at Mach 20. 
Aerodynamic forces were measured with a blade sting 
mounted, six component stain gage balance arrangement. 
Estimates of the experimental uncertainties are as follows: 

ACN .................................... + 0.005 

AC , .................................... fO.OO1 

AC, .................................... +_0.0004 

AC, .................................... * 0.0002 

AC, .................................... fO.0001 

ACy ................................... .+0.00 1 

Figure 12 shows a comparison between the APAS and 
experimental results for Mach 20 with the model in a 
baseline configuration consisting of the fuselage and the 
wing at an incidence angle of -1.5", and the vertical fins 
and the body flap at 0". No engine module or yaw fin are 
included in the baseline configuration. 

According to the authors, the predicted aerodynamic 
coefficients using APAS assuming a laminar boundary 
layer were in good agreement with all experimental data at 
low angles of attack and with normal-force coefficients 
over the complete angle of attack range. APAS 
underpredicted the pitching moment and axial-force 
coefficients at moderate-to-high angles of attack. 

The effect of adding the engine module with the centerline 
strut is depicted in figure 13. As can be seen, the effect is 
to produce small positive increments in lift CN and drag CA 
along with small negative pitching moment changes. The 
authors attributed this to local flow changes in the flow- 
thru engine cowl which reduces the boundary layer 
thickness on the afterbodylnozzle. 
Figure 14 shows the effects of removing the twin vertical 
tails from the configuration at Mach 10. The data show the 
baseline configuration to be directionally unstable and to 
exhibit positive effective dihedral at positive angles of 
attack. It was noted that the vertical tails contribute to 
stabilization, but their benefit falls far short of making the 
model directionally stable. 
The above examples illustrate the results obtained by the 
authors and demonstrate the utility of conventional 
hypersonic wind tunnels in airframe propulsion integration 
and the study of complete configuration hypervelocity, air- 
breathing vehicles using the free-jet approach. 
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Figure 1. Integrated scramjet ground test simulation configuration. 
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figure 3. Semi-free jet installation of integrated combustor model installed in the Ames 16-Inch Combustion-Driven 
Shock Tunnel. 
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Figure 6. Schematic of the baseline SERN model, (all dimensions are in cm (in.)). 

Upper forebody shock 

Outer plume shock 

Jet shear layer 

h e r  plume shock 
(barrel shock) 

-a=-l.lo 
M_= 7.3 

Lower forebody shock 

Figum 7. Symmetry plane schematic of the SERN f/owfield. 
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Figure 10. Experimental and computational shadowgraphs in the symmetfy plane of the baseline model. Simulated 
shadowgraph is based on two-dimensional fine grid results: a) experimental; and b) computational. 

figure 11. Schematic of the wind-tunnel model. 
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SUMMARY 
A review is presented of the aerothermal 

characteristics of regions of shocWshock interaction 
in hypersonic flow. Here, we discuss four aspects of 
the problem: (1) the requirements for accurate 
measurements in these flows; (2) the characteristics 
of shocWshock interaction regions in rarefied and 
laminar flows; (3) the aerothermal loads generated in 
transitional regions of shocWshock interaction; and 
(4) real-gas effects in regions of shocWshock 
interaction. The characteristics of shock/shock 
interaction regions and the influence of Mach number 
and Reynolds number on the heating loads developed 
in them are discussed. Correlations are presented 
together with the results of semi-empirical prediction 
methods to describe the aerothermal loads spanning 
the non-continuum to high Reynolds number flow 
regime. Some preliminary results are presented to 
demonstrate that the real-gas effects act to diffuse 
and lower the aerothermal loads relative to the ideal 
gas environment. 

1. INTRODUCTION 
The heating levels in shocWshock interaction 

regions are severe and, because such flows are 
invariably transitional, they are extremely difficult to 
predict accurately. The large heating loads 
developed in these regions result principally from the 
large pressure rises generated by an efficient 
recompression process coupled with the development 
of transitional shear layers and boundary layers. 
Traditionally, shock/shock interaction phenomena 
have been modelled in terms of a stagnating flow, 
such as in Type IV interaction, or a reattaching shear 
layer, such as in Type I11 interaction. However, 
when examining these flows experimentally, it is 
difficult to distinguish between the heating loads 
generated by a Type IV interaction and those 
generated by Type I11 interaction because of the 
strong viscous effects in completely laminar 

interactions and the transitional nature of the shear 
layer which can introduce noise into the stagnation 
region and influence turbulence levels in the 
reattaching shear layer, as discussed in Section 6. 

The heating rates generated in two and three- 
dimensional interaction regions by shock-shock 
interaction can pose serious problems for the 
designer of thermal protection systems and scramjet 
engines. Heating levels up to two orders of 
magnitude larger than the stagnation point value can 
be generated at hypersonic speeds by shock-shock 
interaction over the leading edge of fins, inlets and 
injectors inside scramjet engines. These regions of 
sharply peaked heating levels are accompanied by 
high pressures, and unlike the stagnation point their 
position cannot be defined with ease, and can be 
unsteady. 

The severe heating loads developed in a 
shocWshock interaction region were first studied in 
detail following the X- 15 scramjet program where 
shocklshock heating resulted in a structural failure in 
the pylon supporting the scramjet engine (Ref. 1). A 
series of studies were conducted in the late 1960s 
where the main focus was the interaction between a 
shockwave and vertical fin. The studies by Edney 
(Ref. 2) of shock interactions on spherical 
configurations, coupled with his analysis of various 
interaction geometries that can be developed over 
cylinders and struts, provided the basic groundwork 
for the semi-empirical prediction of these flows. 
These studies were followed by the studies by Keyes 
and Hains (Ref. 3) who in addition to making further 
measurements, developed a computer code to predict 
the major aerothermal features of shocWshock 
interaction regions based principally on the semi- 
empirical models suggested by Edney. In retrospect, 
the measurements employed to support the semi- 
empirical formula used in this code suffered from the 
lack of spatial and temporal resolution, and had 

* This work was supported by Air Force Office of Scientific Research (AFOSR) under Gnnt No. F49620-951-0292 and United States Army Missile 
Command (USAMICOM) under Contract No. SD1084-93-C-0001. 

Paper presented at the AGARD Symposium on “Future Aerospace Technology in the 
Service of the Alliance”, held at the Ecole Polytechnique, Palaiseau, France, 

14-17 April 1997, and published in CP-600 Vol. 3. 
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significant lateral heat conduction effects. Therefore, 
predictions were based on measurements where the 
magnitude of the peak heating and severity of the 
gradients in the shockkhock interaction region were 
significantly lower than the imposed aerothermal 
heating load. With the advent of the NASP program, 
the peak heating level developed in regions of 
shocWshock interactions on a cowl lip and the 
leading edges of the cowl injector become major 
issues. The study by Holden, et al. (Ref. 4) indicated 
that to fully resolve these interactions on a cylindrical 
leading edge requires gages to be spaced with less 
than '1" separation, on an insulating surface with 
instrumentation that has a frequency response of 
greater than 2 kHz as discussed in Section 3. 

2. SEMI-EMPIRICAL AND NUMERICAL 
PREDICTION METHODS 

Comparisons between the peak heat transfer and 
pressure measurements made by Holden et al. (Ref. 
4) on cylindrical leading edges made in these studies 
with the empirical prediction techniques devised by 
Edney (Ref. 2) and Keyes and Hains (Ref. 3) 
indicated that these prediction techniques are capable 
of bounding the levels of heating generated by 
laminar and turbulent Type I11 and IV interaction 
(see Figure 1). Also in laminar ideal gas flows, both 
DSMC and Navier Stokes codes (with careful 
gridding) can be employed to describe the 
aerothermal loads generated in these flows as 
discussed in Section 7. However, for transition 
interaction, the theoretical and experimental studies 
also suggest that it is necessary to understand and 
describe the role of the turbulence and radiated noise 
generated in the shear layer, and the influence of 
viscous effects on jet structure, on the boundary layer 
developed in the stagnation region of a Type IV 
interaction to accurately predict these flows. No 
matter the level of sophistication of the numerical 
scheme, and the resolution of the gridding, to 
produce an accurate prediction requires the modeling 
of the shear layer transition process and the 
development of low Reynolds number turbulence in 
the strong pressure gradients associated with shear 
layer attachment. Clearly, the task of predicting the 
aerothermal loads in regions of transitional 
shocWshock interaction is extremely difficult if not 
intractable. To examine the accuracy of the basic 
numerical techniques employed to describe these 
flows, detailed and accurate sets of measurements in 
flows which remain fully laminar throughout the 
interaction region are required. Within the past 
several years, both Navier-Stokes and Direct- 
Simulation Monte Carlo (DSMC) solvers have been 
employed to calculate a variety of low-density and 
laminar flows including those associated with regions 
of shockkhock and shockhoundary layer interaction. 

To obtain an accurate prediction for these types of 
flows, it is necessary to perform a careful and 
detailed gridding of the flowfield in the shear-layer 
flows and in the recompression region as the shear 
layer reattaches to the surface. A principal 
requirement for an experimental study to be 
employed for code validation in addition to 
remaining fully laminar is that the flows in the region 
of peak heating be highly resolved both spatially and 
temporally. 

JET now SMOCK 

M O C K  WAVE - - - EXPANSON WAVE --- SHEAn LAVER 

ul' 7 now M1 stiocx 

Figure l a  Schematic Diagram of a Type IV Interference 
Pattern Impinging on a Cylinder 

Figure 1 b Schematic Diagram of Type 111 Interference 

3. REQUIREMENTS FOR ACCURATE 
AEROTHERMAL MEASUREMENT 

The accurate measurements of the distribution of 
properties in regions of shockJshock interaction is 
one of the most difficult tasks in the experimental 
evaluation of hypersonic flows. The severe heat 
transfer gradients generated in Type I11 and Type IV 
shocWshock interactions can result in large lateral 
heat transfer gradients, which, in turn, can reduce the 
measured peak heating value and increase the width 
of the measured peak heating region. Measurement 
errors introduced by lateral heat conduction in 
regions of shocWshock interaction were first noted by 
Heirs and Loubsky (Ref. 5 )  and explored further by 
Holden (Ref. 6). While it is possible to correct for 
lateral conduction effects if the flow remains steady, 
in most shocWshock interaction regions, there is an 
intrinsic unsteadiness which can cause significant 



spatial variations in the peak heating region. 
Unresolved unsteady effects will also introduce a 
reduction in peak heating and a broadening of the 
peak heating region. Because of the random nature 
of the unsteadiness, correcting for these effects are 
practically impossible. Thus, deconvolving and 
correcting for the combined effects of lateral heat 
conduction and flow unsteadiness represents an 
impossible task in regions of shocWshock interaction. 

It has been found that the peak heating region 
induced by shocWshock interaction extends over a 
region subtended by an angle of between 3 and 10 
degrees (Ref. 4). To specify the distribution of 
properties in this region, at least 10 individual data 
points are required; therefore, each gage must 
subtend angles on the order of 0.5 degree, or a 
spacing of 0.01 inch between centers on a l-inch- 
noseradius leading edge. It would not be possible, 
except on really large models, (nose radii greater than 
6 inches), to employ discrete, commercially available 
heat transfer instrumentation, and achieve the 
required gage size and spatial resolution. An 
example of specialized instrumentation required to 
provide the necessary gage spacing is shown in 
Figure 2. Even for the short duration associated with 
shock tunnel flows, employing stainless steel models 
instrumented with miniature chromekonstantan 
thermocouples would result in significant errors in 
the heat transfer measurements caused by transverse 
heat conduction, as discussed in Reference 5. 

I 

Figure 2 Heat Transfer Instrumentaton Layout on .138 
M d  ,375-hch Radius Cylinders 

The high-frequency requirements for the heat 
transfer and pressure instrumentation to accurately 
measure the distributions in regions of shocWshock 
interaction are controlled by the basic frequencies 
introduced by the unsteady movements of the 
interaction region. A primary source of this high 
frequency movement is fluctuation of the incident 
shock induced by acoustic radiation from the 
transitional or turbulent boundary layer on the shock 
generator. Other sources of movement are associated 
with the transitional and turbulent shear layers 

C12-3 

generated in the interaction region. A typical 
turbulent scale size on the shock generator is of the 
order of 0.01 ft for freestream velocities of 8,000 
ft/sec; therefore, frequencies from 100 kHz to 1 MHz 
can be anticipated. Calculations of the turbulent 
scale size in the shear layers generated in Types III 
and IV interaction regions lead to calculations of 
even higher frequencies. The fluctuating nature of 
the gross unsteadiness observed for certain classes of 
Type IV interactions suggests that much lower 
frequencies, in the 10 kHz range, must be resolved. 
Thus, to accurately measure the peak heating rate and 
the highly spiked distributions occurring in the 
interaction regions, it is mandatory that the 
instrumentation be capable of following frequencies 
at least into the 30 k€k range. 

It has been suggested by Neumann (Ref. 7) that 
for code validation purposes, models and 
instrumentation with intrinsically high-thermal 
conductivity should be employed to minimize the 
variation in surface temperature around the model. 
However, as discussed in Ref. 6, this approach would 
introduce significant indeterminate errors in the heat 
transfer measurements. A better approach, as 
discussed earlier in References 4 and 6, is to 
accurately measure the heating distribution 
employing high-frequency instrumentation on non- 
conducting surfaces; then for the small number of 
cases where the surface temperature rise is important 
to tabulate the distribution of surface t e m p t u r e  
together with the heat transfer rate. In this way, the 
surfacetemperature distribution can be input as a 
boundary condition in the numerical prediction 
techniques to produce predictions in a manner similar 
to those that would have to be employed for the flight 
case. 

4. DEFINING SHEAR LAYER CONDITIONS 
FOR INTERACTION REGIONS 
Defining the conditions under which regions of 

shocwshock interaction remain fully laminar is not a 
simple task. From the experimental viewpoint, the 
intrinsic problem is that, even for fully laminar 
interaction regions, some degree of unsteadiness is 
present in the experimental data and it is not possible 
to easily separate instabilities associated with 
transition from the basic flow instability. The 
principal approaches which have been employed to 
define the occurrence of transitional interaction 
regions induced by shocWshock interaction me based 
on exploring the variation of peak heating with 
Reynolds number, examining the unsteady 
characteristics of the heating in the reattachment 
region, and attempting to detect unsteadmess in the 
shear layers on the basis of observation from 
schlieren or shadowgraph photography. In most 
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studies, the boundaries between transitional and fully 
laminar interaction have been drawn on plots of shear 
layer Reynolds number versus Mach number. It has 
been found that for shear layer Reynolds number 
below 5 x lo', the shear layer remain laminar, while 
for shear-layer Reynolds numbers above 5 x lo', a 
fully turbulent interaction region should be expected. 
The exact Reynolds number at which shear-layer 
transition will occur, will of course, also depend 
upon the disturbances that are radiated from upstream 
surfaces of the vehicle and those present in the 
freestream. Correlations of transition measurements 
for shock interactions are presented in Section 6. 

5. SHOCKISHOCK-INTERACTION 
HEATING MEASUREMENTS IN LOW 
DENSITY AND LAMINAR FLOWS 
Recently, a series of measurements were made 

(Ref. 6) on small models in low Reynolds number 
flow to ensure that sets of measurements for fully 
laminar flows were obtained for aerothermal load 
prediction and code validation. In these studies, 
variation in the magnitude and distribution of beat 
transfer and pressure in laminar regions of 
shocklshock interaction with interaction geometry 
were made for a range of Reynolds numbers based on 
cylinder diameter from 800 to 8,000, which span the 
continuum to non-continuum flow regimes. Both the 
unit Reynolds number and the cylinder diameter were 
varied to hold the Reynolds number (based on the 
model diameter) constant. Measurements of the 
variation of the distribution of heat transfer rate with 
the position of the shock impingement point for a 
range of test conditions and model size (taken from 
Ref. 6) are shown for inmasing Reynolds numbers 
based on model diameter in Figures 3 through 9. 
Figure 3 shows the variation of the heat transfer 
distrihution with shock impingement point for the 
lowest absolute Reynolds number obtained with the 
3/4-inch cylinder. Note that the maximum values of 
the peak heating in the interaction region are no 
greater than 5 times the Fay-Riddell value. Also note 
that, in contrast with measurements at significantly 
higher Reynolds numbers, the locus of the peak 
heating levels peaks at close to 20 degrees below the 
axis. As shown in Figure 4. a similar trend is 
observed on the U4-inch cylinder at a higher unit 
Reynolds number. Again, the peak heating level of 
the distribution with the greatest heating is increased. 
Increasing cylinder size to increase Reynolds number 
causes the peak heating to again increase as shown in 
Figure 5,  and the distribution of the highest heating 
level to move downward is close to 20 degrees helow 
the axis. As the interactions move lower around the 
cylinder, the peak heating levels decrease and the 
distribution of heating broadens. Increasing the unit 
Reynolds number on the 3/4-incb cylinder causes the 

peak heating level to increase and the distribution 
with the highest heating rate to occur at 25 degrees 
below the axis as shown in Figure6. Again, we 
observe a lowering of the peak heating value and a 
broadening of the distribution as the interaction is 
moved lower around the nosetip. 

.. I ' I  . .  . ' .  . *  I . . ...;'. . i  
* .  

* ::i 

x 

. . . i  
A .  . . ,  t . .  m i  

. I : : i !  

1 .  . . -  
* .  

i r :  . .  z .  

0 c- I 
24 a, .I, .in 1 ------ 

Figure 3 Variation of the Distribution of Heat  Transfer in 
the Shock Interaction Region with Interaction 
Position in Low-Reynolds Number Flow Over 
the 375-lnch Radius Cylinder 

Flgure 4 Variation of the Distribution of Heat Transfer in 
the Shock lnteradlon Region with Interaction 
Position in Low-Reynolds Number  Flow her  
the .l3blnch Radius Cylinder 
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number on the 3-inch cylinder results in a further 
increase in the maximum peak heating level and 
distributions, as shown in Figure 9a, where the 
maximum peak heating occurs at approximately 25 
degrees with the peak heating falling off above and 
below this peak heating region. The associated 
pressure distributions are shown in Figure 9b. At this 
condition, and possibly for the measurements at the 
lower Reynolds number on the 3-inch cylinder, we 
may have transition occumng in the reattaching 
boundary layer in the cylinders. All of these sets of 
measurements have been incorporated into the 
CUBDAT database (Ref. 8) where it is possible to 
obtain numerical values of the individual data points 
as well as material on model configuration and 
freestream conditions. Figures 10 and 11 show 
typical plots of pressure and heat transfer information 
that can be obtained from the CUBDAT database 
from the 3-inch cylinder data. 
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Flgure 6 Variation of the Distrlbutlon of Heat Transfer in 
Me S h d  interaction Region with interaction 
Position in Laminar flow Over the .375-lnch 
Radius Cylinder 
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Flgure 6 Variation of the Distribution of Heat Transfer in 
the Shock lnleractlon Reaion with interaction 
Position in Laminar flow'bver the .375-lnch 
Radius Cylinder 

Changing the unit Reynolds number and the 
cylinder diameter to keep the absolute Reynolds 
number the same, the measurements on the 0.27D 
cylinder, shown in Figure 7, indicate that the heating 
levels do not significantly vary with interaction 
position for shock interactions between 5 and 20 
degrees below the axis. Although these 
measurements were made at a large freestream 
Reynolds number, the variation of the distribution 
with shock impingement position is similar to the 
measurements on the 0.27D cylinder with the lower 
Reynolds numbers. Increasing the cylinder diameter 
to 3 inches, but reducing the freestream Reynolds 
number to hold the absolute Reynolds number 
constant, results in the series of distributions shown 
in Figure Sa, and the associated pressure distributions 
as shown in Figure 8b. Here, we observe that the 
peak heating for all the interaction positions is 
increased and that the variation of peak heating with 
interaction position does not change significantly 
from 15 to 40 degrees. Increasing the unit Reynolds 

Flgure 7 Variation of the Distribution of Heat Transfer in 
the Shock Interaction Region with Interaction 
Position In Laminar Flow Over the ,138-inch 
Radius Cylinder 

Figure 8a Variation of the Distribution of Heal Transfer in 
the Shock interaction Region with Interaction 
Position Over the 1 .&Inch Radius Cylinder 
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Figure 8b Variatlon of the Disbibution of Pressure in the 
Shock interaction Region with interaction 
PosiUm in Laminar Flow Over the 1.5inch 
Radius Cylinder 

,..c-.I-,,-- - .. I 

I 

Figure 9. Variation of the Distribution of Heat Transfer in 
the Shock InteracUon Region with interaction 
Position Overthe 1.5-inch Radius Cylinder 

Figuri 9b Variation d the Distribution of Pressure In the 
Shock interaction Region with interaction 
Position in Laminar Flow Over the 1 .5-inch 
Radius Cylinder 
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Type ill Region of ShoddShock Interaction 
Over 1.5-Inch Radius Cylinderwhlch is 
Typically Obtained from the CUBDAT 
Database (Run 8) 

:I 
L 

Jm 

Figure 11 Dismbution of Heat  Transfer and Pressure in 
Type IV Region of Shock/Shock interaction 
Over 1.Blnch Radius Cylinder which is 
Typically Obtained from the CUBDAT 
D a w  (Run 40) 

Correlating these heat transfer measurements, 
together with those from Reference 2 in terms of the 
rarefaction parameter to emphasize the importance of 
viscous effects in the shock layer, we see as shown in 
Figure 12, that the peak heating enhancement levels 
for flows where the viscous interaction parameter is 
less than 0.2, drop below 10 reaching values of close 
to 0.5 for viscous dominated shock layers. 
Alternatively, plotting the peak heating level from 
this data in terms of the shear layer Reynolds number 
(as shown in Figure 13), results in approximately a 
linear increase from values of the shear layer 
Reynolds number from 600 to just less than l,OOO, at 
which point significant increases can be observed in 
the peak heating level suggesting possible effects of 
transition. Again, determining and defining when 
transition influences heating in regions of 
shocklshock interaction is a difficult but key task in 
the prediction of heating in shocWsbock interaction 
regions. 

Figure 12 Varlation of Heating Enhaneemant Ratio 
Versus Rarefaction Parameter 
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Flgure 19 Variation of Heating Enhancemew Ratio 
Versus Shear Layer Reynolds Number 

6. AEROTHERMAL LOADS IN 
TRANSITIONAL AND TURBULENT 
mows 
Because the shear layer generated in Types III 

and IV interaction regions easily becomes 
transitional, the majority of the aemthermal loads 
generated in regions of shocklshock interaction will 
be controlled by transitional and turbulent transport 
mechanisms. Described in terms of the jet or shear 
layer attachment models of Edney (Figure la). the 
noise radiated from the transitional shear layer can 
and does enhance the stagnation heating rate at the 
base of the jet. For Type III interaction, the large 
eddies generated in the shear layer will significantly 
increase the energy transport in and downstream of 
the attachment region. The complexity of such 
phenomena presents a significant and possibly 
insurmountable task for turbulence modellers 
attempting to predict the beating loads within the 
framework of the timeaveraged Navier-Stokes 
equations. Therefore, here, we attempt to provide 
measurements and correlations to provide semi- 
empirical prediction techniques to calculate the 
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magnitude of the peak heating. Since detailed 
numerical techniques can provide relabvely accurate 
values for the pressure generated in shocklshock 
interaction regions the most useful correlation is 
based on the peak pressure and the undisturbed 
stagnation region heating generated in these flows. 
Measurements, by Holden et al. (Ref.9). in 
transitional flows over a range of Reynolds numbers 
at Mach numbers from 6 to 18 provide an extensive 
database that can be used to estimate the aerothermal 
loads in shock-shock interaction regions in the 
presence of radiated noise and transitional 
reattachment. 

Determining the conditions where the shear layer 
becomes turbulent represents the fust task in 
estimating the aerothermal loads in these flows. For 
separated flows in compression corners and in base 
regions, it has been observed that transition Reynolds 
numbers, based on shear layer length, are typically an 
order of magnitude less than those for attached flows 
or SF% for low Mach number flows. Correlations of 
shear layer transition in terms of the local properties 
and length and the Mach number have often been 
used for separated flows and the data obtained from 
the most recent shock-shock interaction studies are 
shown in Figure 14. The most recent data based on 
examining the variabon of heating rate with 
Reynolds number suggest that for shear layer 
Reynolds numbers greater than 2E4 the flows should 
be considered transitional. 

A characteristic of transitional interaction regions is 
that there is very little variation in the peak heating 
level with the position for interactions between 18 
and 38 as shown in Figure 18. This, we believe, 
results in increasingly turbulent characteristics of the 
shear layer as its length is increased and may be 
responsible for this trend. As expected, there is an 
increase in the peak pressure in shocklshock 
interaction regions with increasing Mach number (see 
Figure 19); however, this is possibly a result of 
transitional effects because we did not observe as 
strong a trend in the heat transfer measurements (see 
Figure 20). Plotting the peak heating for Types III 
and IV interactions occurring at angles between 20" 
and 35' (where we do not observe a significant 
variation of peak heating with angle) with peak 
pressure (see Figure 21). we observe a relative good 
correlation that is roughly linear on the logllog plot 
which suggests the power law relationship: 

which is similar to the relationship obtained for 
turbulent reattachment heating in separated flows. 
Simple calculations of the pressures and heat transfer 
rates for Types III and IV interaction regions can also 
be made with reasonable accuracy with the Keyes 
and Hains code; however, for shear layer heating, the 
more recent measurements suggest a coefficient of 
0.025 rather than 0.021 employed in the code (see 
Figure Ib). 

.., 4. ... .I. . .. a. .. .. L.3 
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flgure 14 Correlation of Shear Layer Transition 
Measurement 

Typical distributions of heating and pressure in 
transitional regions of shocklshock interaction for 
Mach numbers of 8, 11 and 16 are shown in Figures 
15, 16, and 17, respectively. These figures illustrate 
very similar characteristics for both heating and 
pressure distributions over this Mach number range. 

Figure 15 Heat Transfer and Pressure Distribution in 
Transllional ShockfShock Interaction Region 
at Mach 8 with 10' Shock Generator 
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Figure 16 Heat Transfer and Pressure Distribution in 
Transitional ShocWShock Interaction Region 
at Mach 10 with 10' Shock Generator 
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Figure 17 Heat Transfer and Pressure DisMbution in 
Transitional ShocWShock Interaction Region 
at Mach 17 (Refarenca 4) 
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I- 

Figure 1Bb Variation of Peak Heating with InteraCUon 
Position for Mach 6.4 and 8.0 (Reference 4) 

Figure 19 Variation of Real Pressure with Mach Number 
(Reference 4) 

Figure 20 Variation of Peak Heating with Mach Number 
(Reference 4) 

flgure 1Bs Variation of Peak Heating with Interaction 
Positjm for Mach 6.4 (Reference 4) 
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Figure 21 

7. 

Variation of Peak Heating with Peak Pressure 

REAL GAS EFFECTS IN REGIONS OF 
SHOCWSHOCK INTERACTION 
Because the peak pressure and heat transfer for a 

Type IV interaction region are so strongly related to 
the structure of the compression and expansion wave 
trains, which may be formed in the Edney jet model 
(see Figure la) and, which in turn are strongly linked 
to the Type V interaction region, Edney speculated 
that real gas effects would cause a significant 
increase in the pressure recovery and the heat transfer 
rate in the stagnation region at the base of the jet. 
However, each of the three experimental studies 
conducted to investigate such real gas effects, have 
demonstrated the opposite trend, a decrease in the 
heat transfer rate resulting from dissociation and real 
gas chemistry. Studies by Kortz et al. (Ref. IO) in the 
HEG and Sanderson et al. (Ref. 11) in the T5 piston- 
driven shock tunnels have both indicated that in high 
energy flow, the flow pattern (see Figures 22 and 23) 
and the heat transfer and pressure distribution are 
strongly influenced by nitrogen dissociation for the 
Type IV interaction region. As for the Type IV 
interaction, the peak heating and pressure in the Type 
III interaction were lower by real gas effects as 
discussed in References 10 and 11. More recently, 
measurements of real gas effects on the aerothermal 
loads in shock -shock interaction regions were made 
in air and nitrogen at 10 MJkg  which is 
approximately equivalent to Skdsec.  At this 
enthalpy level, pure nitrogen behaves like an ideal 
gas while oxygen in air is fully dissociated and the 
NO shuffle reactions are of key importance. Highly 
resolved spatially- and temporally-resolved 
measurements on nonconducting surfaces were made 
to examine the differences in the heating for Type IV 
interaction for nitrogen and aimows. The 
shockhhock model used in this study is shown in 
Figure 24. 

I 
I I 

1 

Figure 22 Interferogram for Type IV ShocWShock 
Interaction (Reference IO) 

L 
Figure 23 Diagram Illustrating Type IV Interaction for 

High Enthalpy Real Gas Flow (Reference 10) 

Flgure 24 ShocklShcck Interaction Model Installed In the 
LENS Facility 
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Tvoical measurements c : disb ition c 
I, 

heating in a Type N interaction region for flow 
velocittes of 14,000 ftlsec with air and nitrogen 
freestreams are shown in Figure 25. These 
measurements indicate that the real-gas effects 
associated with the air flow reduced rather than 
increased the levels in shockkhock interaction 
regions. For the air case, observe that the region of 
peak heating is broadened and the peak heattng level 
is reduced. These measurements are being compared 
with calculations based on the Navier-Stokes code 
and will be discussed in a later paper. 

* 

I 

" . . 
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f lgun 25 Heat Transfer Measurements in ShocklShock 
Interaction for Nltrogen and Air Flows 
(Reference 9) 

Several numerical studies (References 12-15) 
have been conducted using both DSMC and Navier- 
Stokes codes to investigate real gas effects on the 
structure and heatlng in regions of shockkhock 
interaction. Studies by Carlson and Wilmoth (Ref. 
15) using a Monte-Carlo simulation (see Figure 26) 
examined the effect of flowfield chemistry in a low- 
density flow. In addition to examining the critical 
effect of grid selection on the peak heating levels, 
they also demonstrated that real-gas effects can 
significantly change the structure of the flowfield and 
influence the structure of the interaction region 
Figure 26. A similar study in continuum flows by 
Furumoto and B o n g  (Ref. 13) also demonstrate the 
sensitwity of the flowfield to real-gas effects and, for 
the cases they studied, demonstrated that non- 
equilibrium real-gas effects increase the magnitude of 
the peak heating enhancement relative to perfect gas 
flows over isothermal, non-catalytic walls (see 
Figure27). Thus, both the experiment results and 
theory indicate that real-gas effects reduce the level 
of peak pressure by enlarging the interaction region 
in contrast to the analysis by Edney, would suggests 
the opposite result. Again, these conclusions can 
only be made for flows that remain completely 
laminar. It remains almost impossible to calculate 
with any accuracy flows with boundary layer 
transition. 

*r 

a Surface Pmpenies lor N e a r  Perfect Gas Case 

% = 2 4 M w / m  .Po=1.9x10 Pa 2 5 

b. Sutfacs Pmpenies lor Finite-Rate Chemistry Case. 
2 5 q , = l S M w / m  , P o = 2 . 0 x 1 0  Pa 

Flgure 27 DSMC Computations of Real Gas Effects on 
Aerolhermal Loads Generated In ShccWShock 
Interaction R6gions by Cabon and Wilrnoth 
(Reference 15) 
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a Perfect Gas Model Heal Transfer 
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b. Perfecr Gas Mcdel Pressure Profiles 
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c. Nonequilibrium Model Surface HealTransfer 

Navier Stokes Computations of Real Gas 
Effects on Aerothermal Loads Generated in 
ShocWShock Interaction Regions by FuNmoto 
and Zhong (Reference 13) 

Figure 28 
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d. Nonequilibrium Model Surface Presrure Profils0 

Navier Stokes Computations of Real Gas 
Effects on Aerolhermal Loads Generated in 
ShocWShock Interaction Regions by Furumoto 
and Zhong (Reference 13) 

Figure 28 
(eont) 

8. CONCLUSIONS 

Measurements and correlations are presented to 
estimate the aerothermal loads in regions of 
shocklshock interaction for non-continuum to fully 
turbulent flow regimes. While it is possible to 
compute (employing careful gridding of these flows) 
the aerothermal loads developed in laminar regions 
of shocklshock interaction accurately, computing the 
heating rates generated in these regions when shear 
layer transition occurs is difficult if not impossible. 
For these latter cases, computing the pressure 
flowfield with Navier-Stokes solutions and 
estimating the heating loads employing semi- 
empirical correlations may be the most realistic 
approach. Accurately predicting real-gas effects in 
shocklshock interaction regions for flows which 
remain laminar, while tractable, remains to be 
validated. Combining modeling turbulence and non- 
equilibrium flows to describe shocklshock interaction 
regions where the shear layer is transitional, 
represents a significant task, the validity of which 
must rely on carefully conducted experiments in 
high-pressure, high-enthalpy flows. 
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1. SUMMARY 
The paper reviews the growth and advances in computational 
capabilities for hypersonic applications over the period from 
the mid-1980’s to the present day. The current status of the 
code development issues such as surface and field grid 
generation, algorithms, physical and chemical modeling, and 
validation is provided. A brief description of some of the major 
codes being used at NASA Langley Research Center for 
hypersonic continuum and rarefied flows is provided, along 
with their capabilities and deficiencies. A number of 
application examples are presented, and future areas of research 
to enhance accuracy, reliability, efficiency, and robustness of 
computational codes are discussed. 

2. INTRODUCTION 
Over the years, worldwide research and technology 
development in hypersonics seems to follow a cyclic pattern 
with activities peaking around specific missions and 
technology programs such as Apollo, Space Shuttle, and more 
recently, NASP and HERMES. The current hypersonic 
activities are predominantly focused around the development of 
low cost reusable launch vehicles and associated propulsion 
systems. This new generation of vehicles is primarily driven by 
economic considerations, although it does have military 
implications. The cyclic pattern of technology development i n  
hypersonics has had severe impact on the scientific community 
in its ability to maintain necessary skills and test facilities 
during the period-when there are no approved hypersonic 
projects. It has been even more difficult to recreate them when 
new projects do appear. However, since the early 197O’s, a 
new engineering tool, known as Computational Fluid 
Dynamics (CFD), started to emerge for aerospace applications, 
and its growth through the mid 1980’s was not tied to any 
specific technology program or mission. Significant growth in 
CFD capabilities took place during this period, ranging h 
the solution of inviscid incompressible flow fields to the 
solution of Navier-Stokes equations for high Reynolds number 
and Mach number [1,2,3]. Even with this rapid growth in CFD, 
it did not yet become a routine analysis and design tool for 
aerospace applications. However, in the mid 198O’s, CFD was 
accepted as an attractive analysis and design tool mostly due to  
demands of the programs such as the National Aero-Space Plane 
(NASP) Program and aerobraking research program, and not 
necessarily because it had become a mature design tool. Tliese 
programs had no other design tools immediately available to 
them. Due to lack of available ground facilities for testing at 
high Mach numbers (the ones that were available did not 
simulate the flight enthalpies at these high Mach numbers) and 
due to the complex and integrated nature of the flow field, 
traditional wind-tunnel based design techniques were not 
adequate. CFD was offered as a promising alternative for 
analysis, design, and even optimization of hypersonic vehicles 

and propulsion systems. However, up to around this time, most 
of the available CFD capabilities were either two-dimensional 
Navier-Stokes codes with limited physicalkhemical modeling 
or were simplified codes (viscous-shock layer, parabolized 
Navier-Stokes) with limited applicability. Fully three- 
dimensional Navier-Stokes codes were just beginning to 
appear, and they were generally applicable only for perfect gas 
flows. In addition, none of the codes had been properly 
validated. 

However, in the period between 1985 and 1990, there was a 
significant increase in the application of CFD for modeling 
hypersonic flows. Industry slowly accepted it as a viable 
alternative, and significant resources were invested in the 
development of CFD codes by both industry and government 
labs. Several fully three-dimensional Navier-Stokes codes, 
along with their space marching versions, were developed with 
detailed chemistry modeling, both for high-speed combustion 
and aerothennodynamic applications. Most of these codes used 
algorithms developed in the seventies and early eighties, 
namely, implicit or explicit central differences methods 
(including multistage methods) and upwind methods. Simple 
phenomenological turbulence models were employed, none of 
which was truly applicable to either nonreacting or reacting 
hypersonic flows. The Direct Simulation Monte Carlo (DSMC) 
based methods for computing low density, high altitude flows 
also experienced a much expanded role in- aerospace 
applications including complex three-dimensional simulations. 

From 1991 to the present day, only modest progress has been 
made on either the algorithms or the physical/chemical 
modeling used in hypersonic CFD codes. With the exception of 
modeling in DSMC methods, most codes continue to use the 
same algorithms and models with minor refinements, and little 
data is available to validate these refinements. However, 
significant progress has been made on surface and flow field 
discretization using structured and unstructured grid methods, 
and significant gains in efficiency are being achieved through 
the increasing use of parallel computers and “smart” ways of 
applying available CFD codes to a given problem. 

The paper reviews the growth and advances in CFD for 
hypersonic applications over the period from 1985 to the 
present time. Since the flow on a hypersonic vehicle may 
include domains that vary all the way from subsonic, high 
pressure and temperature stagnation regions behind strong bow 
shock waves to high speed, low density (high Knudsen 
number) regions, the discussion of computational capabilities 
has been divided into the following two main areas: 

Hypersonic continuum flow capabilities: Most of the 
discussion in this area is focused on the solution of Reynolds- 
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Averaged Navier-Stokes (RANS) equations with appropriate 
modeling of vkious physical and chemical phenomena present 
in the flow field. The applications include aerothermodynamic 
analysis of the external flow over hypersonic vehicles and 
planetary entry probes and internal flow analysis of the 
hypersonic airbreathing propulsion flow path. 

Rarefied and free-molecular flow capabilities: The 
capabilities are required for computing hypersonic flow over a 
wide spectrum of conditions ranging h m  low density flow at 
high altitude to relatively high density flow with small 
characteristic dimensions. ' Under these conditions, the 
continuum modeling of the flow becomes deficient, and it i s  
necessary to recognize the molecular structure of the gas. A 
number of codes have been developed to analyze such flows 

.using the DSMC method and are being used extensively to  
analyze flow over hypersonic vehicles, planetary entry probes, 
etc. 

In the following sections, basic issues in the development and 
application of each of the preceding computational capabilities 
are discussed. A brief summary of some of the currently 
available popular CFD codes is provided in each of the 
preceding areas along with their capabilities and deficiencies, 
computational speed, and example applications. Future areas of 
research to enhance accuracy, robustness, and reliability of the 
computational codes are also discussed. 

3. HYPERSONIC CONTINUUM FLOW CAPABILITIES 
The growth of RANS-based computational capabilities in the 
United States for external and internal, continuum hypersonic 
flow during the period of 1985 to 1990 was driven primarily by 
generic studies of aeromaneuvering and aeroassisted orbital 
transfer vehicles, Space Transportation System (STS) support, 
defense interceptors design, and the NASP program. In Europe, 
programs such as HERMES, Sanger, and HOTOL provided 
similar impetus. These computational capabilities were further 
developed to maturity during the period 1991 to the present, 
and their applications during this period include closeouts or 
continuations of several of the preceding programs as well as 
some new programs such as X-33 (a technology demonstrator 
for a fully Reusable Launch Vehicle (RLV)), X-34 (a Mach 8 test 
vehicle), X-38 (an assured crew return concept h m  the 
International Space Station), Hyper-X (a subscale vehicle to  
flight demonstrate integrated scramjet engine perfonnance at 
Mach 5 ,  7, and IO), and a number of planetary entry missions 
(Mars Pathfinder, Mars Penetrator, Stardust, etc.). 

In general, hypersonic flows, with the presence of strong 
shocks and complex interactions and the need to model complex 
physical and chemical phenomena, present significantly larger 
challenges in the development of computational capabilities 
than the subsonic or supersonic flow. However, even within 
hypersonic vehicles, design of a hypersonic airbreathing 
aircraft places a different set of demands on computational tools 
than does a rocket-powered vehicle. These demands stem 
largely from the following dominating requirements for the 
hypersonic airbreathing aircraft: 

Close integration of the airkame and propulsion system 
driven by very small performance margins, which is the 
difference of two large numbers, thrust and drag, of almost 
equal magnitude. The actual value of this performance margin 
is at least an order of magnitude smaller than either the thrust 

or drag, thus necessitating highly accurate prediction of 
vehicle aerodynamics and engine performance. Also, the 
close integration of airframe and propulsion system produces 
highly interacting, complex three-dimensional viscous 
external and internal flow, thus further complicating the 
prediction of such flows. 
Integrated vehicle aerodynamics and engine performance 
optimization over a Mach number range. 
Vehicle reusability with minimum refurbishment between 
flights. 

It is obvious from the preceding requirements that a nose-to-tail 
computational capability for a highly integrated hypersonic 
airbreathing aircraft has to deal with flow fields of substantially 
greater complexity, both geometrically and physicalkhemical 
modeling wise, than that for a rocket-powered vehicle 
(although physical and chemical modeling requirements for 
high energy entries (>8 M s e c . )  of aerocapturing and 
aeromaneuvering vehicles may involve an even higher degree of 
complexity). The use of CFD as a tool in the analysis and 
design of such vehicles requires development of advanced 
codes which can deal with preceding requirements of 
complexity of the flow field and geometry, and are accurate, 
efficient, and robust. In order to meet these requirements, the 
basic issues that need to be addressed in the development of a 
CFD code are: 

- Physical and Chemical Modeling 
- Surface Modeling and Grid Generation 
- Computational Algorithms 
- Code Validation 

Once a code is developed and validated, proper strategy must 
be applied for its efficient application in the analysis, design, 
and optimization processes. In what follows now, a brief 
discussion is given on each of these issues for the RANS level 
of modeling. 

3.1 Physical and Chemical Modeling 
In order to address all the modeling issues present in the flow 
field of a hypersonic vehicle, discussion is focused on a vehicle 
propelled by an airbreathing engine. For this discussion, the 
vehicle is divided into four components, namely, forebody, 
inlethsolator, combustor, and nozzlelafterbody . Most modeling 
issues for a rocket-propelled vehicle or a planetary entry probe 
are discussed in the forebody part of this section. 

3.1 .I Forebody 
The Mach number on the forebody of a hypersonic vehicle 
varies fmm low subsonic to hypersonic and the pressure and 
temperature also vary over a wide range. The flow features 
present in the forebody flow field include the bow shock, 
embedded shocks due to the presence of compression ramps and 
other surfaces, laminar-transitional-turbulent boundary layer, 
and shock-boundary layer interaction and associated flow 
separation. It is essential to accurately predict the shape of the 
bow shock, all embedded shocks, and the entire shock layer 
profile on the forebody, including the viscous layer, so that 
forebody wall properties such as pressure, skin friction, and 
heat transfer, as well as the mass and momentum flux entering the 
engine inlet, can be calculated. The forebody wall properties 
are required for accurate prediction of forebody aero and heating 
loads, whereas the entire engine performance depends upon the 
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accuracy of mass and momentum flux predictions at the face of 
the inlet. The reusability of the vehicle implies a nonablative 
surface, thus simplifying the wall boundary conditions which 
need not to account for surface ablation and associated shape 
change. However, sophisticated wall boundary conditions, 
which include surface catalysis and possible thermal‘ 
deformation of the forebody surface, may also become important 
at higher Mach numbers. 

It is desirable to maintain a laminar boundary layer on the 
forebody as far back as possible before it transitions to fully 
turbulent to reduce drag and heating loads. This requires 
accurate prediction methods for transition onset that can be 
used in designing the forebody shape. Most currently available 
transition onset prediction methods use empirical eN method, 
which is based on the compressible linear stability theory [4,5]. 
These methods require a transition onset database 6um quiet 
wind tunnels and flight tests to correlate the value of N. Since 
there is very limited flight test data available and since most 
wind tunnel data is taken in noisy environments and at non- 
representative flight conditions, the transition onset prediction 
methods are not reliable, yet they are being used in the 
preliminary design of hypersonic vehicles. Once the transition 
onset takes place in the compressible boundary layer, there i s  
usually a transition region before the boundary layer becomes 
fully turbulent. At hypersonic Mach numbers, this transition 
region is normally quite long and, therefore, has significant 
impact on the total drag and heating loads on the forebody. 
This region may also contain areas of heating rates higher than 
those encountered in the fully turbulent region. Modeling of 
the extent of transition for hypersonic boundary layers is in the 
poorest state, as compared to all other type of modeling. Most 
computational codes today either model this transition region 
in some adhoc manner or use models that were developed for 
incompressible flow. The turbulent boundary layer is modeled 
mostly by either an algebraic or a two-equation eddy viscosity 
model. Some type of empirical compressibility correction i s  
applied to these models, however, little or no consideration is 
given to the presence of real gas effects, shock-boundary layer 
interactions, surface catalyticity effects, etc. In general, accurate 
modeling of transitioning and turbulent boundary layers needs 
the most attention if we have to increase the accuracy and 
reliability of the computational predictions. 

In the preceding discussion, the presence of real gas effects on 
the forebody has been mentioned, which normally become 
important as the flight Mach number increases in the range of 10 
and above. These effects, in their simplest fonn, are sometimes 
approximated by an effective gamma that yields the correct 
density ratio across the shock. This approach may provide 
useful results for aerodynamic analysis if the perfect gas option 
is the only one available in the code; however, it is not 
satisfactory for evaluation of aeroheating. High temperature 
effects are more appropriately handled with chemical 
equilibrium (CE) or chemical nonequilibrium (CNE) models. In 
the CE models, the functional dependence of pressure on  
density and energy for a generalized gas mixture, in which the 
elemental mass fractions are known constants or are solved limn 
elemental continuity equations, can be determined by the 
method of free energy minimization or equilibrium constants. In 
the CNE models, the species concentrations are determined by 
solving species continuity. Mixture pressure is defined as a 
summation of the partial pressures of each constituent. The 

partial pressure of free electrons is computed using the electron 
temperature if different from the heavy particle temperature. 

Within CNE models, the chemical source terms may be 
expressed as functions of thermal equilibrium (E) or thermal 
nonequilibrium (TNE) chemical kinetic models [6,7,8]. The 
TNE models may be divided into four subclasses. The simplest 
one is the two-temperature model in which it is assumed that 
the translational and rotational energy content of all heavy 
particles is defmed by temperature T. The vibrational energy 
content of all molecules is defined by temperature T, . The 
electronic and ti-ee electron translational energy modes are 
usually assumed to be in equilibrium with the vibrational 
modes at temperature T,. The next logical TNE subclass is the 
three-temperature model. It is identical to the two-temperature 
model except that the electronic and free-electron translational 
energy partition is defined by a third temperature T,. This 
model has been considered primarily for high-speed earth 
entries characteristics of return from geosynchronous earth orbit 
or above. The third subclass of TNE is the multi-temperature 
model which is again similar to the two-temperature model 
except that each molecular species retains its own vibrational 
temperature Tv* Such models are most often used in the code 
validation process using ground-based experimental data in 
which separate vibrational temperature measurements have been 
made. 

All of the above subclasses of TNE models invoke an 
assumption of equilibrium partitioning of energy within two or 
more groupings of internal modes. This assumption can be 
relaxed further by discretizing each species into multiple sub- 
species (excited states) as a function of vibrational and/or 
electronic quantum number(s) [9]. In this fourth subclass of 
TNE models, a unique translational temperature is still 
appropriate within the context of a continuum flow simulation; 
however, the role played by modal temperature in defining 
energy distribution within the mode is replaced by a discrete 
accounting of various excited states. Each state requires its 
own continuity equation, with appropriate models for transport 
and source terms. 

To solve the governing equations for the diffusion of mass, 
momentum, and energy in a gas mixture, thermodynamic and 
transport properties are required. The specific heat for each 
species may be defined, for example, by a fourth-order 
polynomial in temperature [IO]. Transport properties of a gas 
mixture are defined as functions of constituent species transport 
properties and respective mole fractions in the mixture [ 1 I]. 
Individual species transport properties are defined either by 
Sutherland’s law or as functions of collision cross sections 
1121. Direct curve fits are also available for air viscosity and 
conductivity under thermochemical equilibrium [ 131. The 
Chapman and Cowling law is used to determine the binary 
diffusion coefficients which describe the diffusion of each 
species into the remaining species [14]. Knowing the diffusion 
coefficients, the diffusion velocity of each species is determined 
by solving the multicomponent diffusion equation [ 151. 
However, in most engineering calculations, it is assumed that 
each species present in the flow has the same diffusivity, and 
pressure and thermal diffusivity may be ignored. Under this 
assumption, the diffusion of each species into the remaining 
species varies only with its concentration gradient and can be 
described by Fick’s law. 
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3.1.2 Inletholator 
For hypersonic airbreathing vehicles, the inletholator of a 
scramjet supplies the combustor with air at a specified pressure, 
velocity, and flow uniformity. The flow physics in this region 
include three-dimensional compressible turbulent boundary 
layers, transitioning boundary layer on some inlet surfaces, 
oblique shocks, shock-boundary layer interactions and 
associated flow separation, localized high leading edge thermal 
loads due to shock-shock interactions, unsteady flow due to  
possible inlet unstart and module to module interactions, and 
intemal-extemal flow interactions due to the spillage as a result 
of the requirement that the inlet need to operate over a Mach 
number range. In addition, modeling of flow in this region may 
be further complicated by the presence of wings. Even though 
in most preliminary inlet design cycles, inviscid Euler codes 
iterated with boundary layer codes may be used, the physics of 
the inlet flow field requires the use of full Navier-Stokes codes 
with compressible turbulence models. In most current codes for 
inlet flow field analysis, turbulence is modeled by either 
algebraic or two-equation turbulence models with empirical 
compressibility corrections and wall functions. The flow i s  
assumed to be fully turbulent on all surfaces of the inlet. Very 
limited computational studies have been conducted of inlet 
unstart and module to module interactions [3] due to the 
unsteady nature of the flow, inability of the codes to model 
strong shock-boundary layer interactions and large regions of 
separated flow, and large computational resources required to  
conduct such calculations. As for the forebody, the most 
limiting area for accurate modeling of inlet flow fields is the 
development of advanced transition and turbulence models. 
Promising work is currently underway to develop new 
algebraic Reynolds stress turbulence models which have the 
computational efficiency of a two-equation turbulence model 
but include more physics. 

3.1.3 Combustor 
The flow field in the combustor of a scramjet engine is probably 
the most complex amongst all the components of the hypersonic 
vehicle. It is characterized by much of the flow physics of the 
inleVisolator region, but it is further complicated by a wide 
range of flow velocities inhomogeneously distributed 
throughout the combustor, small and large scale vortical flows 
for fuel-air mixing, finite rate chemical reactions for ignition and 
combustion resulting in high temperatures and heat fluxes, 
anisotropic and nonequilibrium transfer of turbulence energy, 
and turbulencdchemical kinetics interactions. Computations of 
combustor flow fields require the use of RANS based codes; 
however, a parabolized Navier-Stokes code may be used in  
some analyses. Turbulence is again modeled using algebraic or 
two-equation models with empirical compressibility 
corrections and wall functions. Few codes account for 
turbulence chemistry interactions through an assumed 
probability density function approach. Chemical reaction is  
modeled with reduced reaction set finite rate models. For the 
hydrogen-air reactions occurring in a hydrogen-fueled scramjet, 
a typical reaction mechanism includes nine chemical species 
and eighteen chemical reactions, although other less or more 
elaborate mechanisms may be used depending upon the case 
[ 161. In a hydrocarbon-fueled scramjet, combustion mechanisms 
are. much more complex and require carefully reduced 
mechanisms to allow practical computations. 

In the analysis of a combustor, apart from predicting the overall 
flow field, there are a number of locations where highly detailed 

analysis of very localized processes is required such as in the 
neighborhood of fuel injectors and flame holders. Accurate and 
detailed prediction of such localized flow regions is required if 
computational tools are to be used in the design of an efficient 
combustor. 

3.1.4 Nozzle/AJerboa'y 
The flow field in the nozzle/afterbody of a hypersonic vehicle 
retains some of the physics of the inlet and combustor, but also 
includes additional requirements of modeling highly expanding 
nonuniform flow that may relaminarize and then retransition 
back to turbulent flow, significant divergence and skin friction 
losses, energy-bound chemical radicals that will not relax in the 
nozzle, and excited vibrational states and their relaxation. 
Nozzldafierbody flow field calculations are usually made with 
either an Euler code iterated with a boundary layer code or a 
parabolized Navier-Stokes code. Calculations may also be 
continued with the same Navier-Stokes code that has been used 
in the analysis of combustor flow field. Finite-rate reaction 
chemistry is still required in the nozzle to assess the degree of 
reaction that continues to take place and to determine the extent 
of recombination reactions that add to the available thrust. The 
reduced kinetics models currently being applied to 
nozzlelafterbody flow appear to be reasonably accurate, 
although some further work to improve the description of 
recombination may be warranted. At present, there is little or 
no modeling of the relaminarization and retransition of the 
boundary layer that might occur in the region of large 
expansion. Overall, nozzle/afterbody flow field computations 
are. much less demanding than either the inlet/isolator or 
combustor flow field. 

3.2 Surface Modeling and Grid Generation 
With the acceptance of RANS technology in analysis and 
design of complex configurations, the requirements for rapid 
solutions dictated that all elements of the solution process be 
refined and streamlined. Surface modeling and grid generation 
appear to be the most significant contributors to the total time 
required to generate a solution. Reference [ 171 summarizes the 
advances and remaining challenges in this area. A surface 
modeling data-exchange standard has been developed to 
provide a link to computer-aided-design surface modeling 
packages, and the surface model definition is now routinely 
incorporated into grid generation packages to maintain surface 
fidelity as the grid is enriched or adapted. An extensive array of 
block-structured methods, unstructured grid methods, and 
hybrid schemes are now available, although no single method 
has emerged as the preferred approach. The block structured 
methods, including patched and overset grids, are the most 
efficient methods for high Reynolds number simulations, but are 
the most labor intensive in terms of grid generation; automated 
methods are being developed but are still in their infancy. 
However, to speed up the grid generation process, libraries of 
efficient topologies for classes of configurations are being 
developed which can be used to automatically generate a new 
three-dimensional grid for changes to an existing model in a 
very short time. 

The unstructured grid methods have emerged as the methods of 
choice for nonlinear inviscid simulations because of their 
relative speed and lack of the need of user interaction in the grid 
generation process (181. The viscous unstructured grid 
methods are also becoming available for complex three- 
dimensional configurations [ 191. However, for high Reynolds 
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number viscous flow, a hybrid approach may be more useful. In 
this hybrid approach, a structured layer of points is developed 
near the surface and these near-field layers are then connected to  
the outer field through an isotropic distribution of unstructured 
grid. Reference [20] describes this advancing-layer, advancing- 
front hybrid grid generation method and uses it successfully for 
a three-dimensional viscous calculation. 

3.3 Computational Algorithms 
Some of the most important algorithmic advances for the 
computation of hypersonic flows have been in the development 
of upwind and non-oscillatory schemes for improved shock 
capturing. Central difference schemes with upwind-biased or 
non-oscillatory dissipation operators are included in this class 
of algorithms. Upwind schemes evolved more to satisfy an 
intuitive valuation that consistency between physics and 
numerics is important. High-resolution, non-oscillatory 
schemes more directly confront issues of accuracy in the region 
of high gradients such as in the vicinity of shocks and shear 
layers. Prior to these advances, flows with strong shocks 
(pressure ratio in the' range of 100 or more) could not be 
computed accurately with shock-capturing methods based on 
central differencing; either the requisite dissipation excessively 
smeared the shock or Gibb's phenomena caused large enough 
oscillations to generate negative temperatures in the 
neighborhood of shocks. Shock-fitting methods have advanced 
to a much lessor extent as compared to more flexible, easily 
coded shock-capturing methods. 

In general, the RANS equations are solved to steady state by 
properly posed, time dependent problem and marching the 
solution to large time with steady state boundary conditions. 
In hypersonic flows, this approach has its principal advantage 
in being able to maintain fully conservative differencing, thus 
providing accurate shock capturing. The algorithms that are i n  
use for time-stepping can be classified as either explicit or 
implicit schemes. Although explicit schemes are relatively easy 
to code, they are prohibitively expensive for the highly 
stretched grids associated with high Reynolds number viscous 
simulations because the explicit time step scales as the square of 
the mesh size for pure diffusion model problems. However, one 
of the most popular and widely used algorithms through the 
early to mid eighties was the explicit MacCormack algorithm 
[21]. An implicit algorithm, such as the Beam and Warming 
[22] algorithm, allows to advance the solution with much larger 
time step as compared to an explicit algorithm and also has the 
flexibility in the selection of the actual time step. This aspect 
becomes particularly important as the predominantly reduced 
frequencies become small. 

The Runge-Kutta time-stepping method, originally applied to  
Euler equations by Jameson, Schmidt, and Turkel [23] in 1981, 
is another extensively used method for steady and unsteady 
viscous flow computations. Although the basic algorithm i s  
explicit, residual smoothing is used to extend its stability limit. 
The three-dimensional RANS technology has become even more 
acceptable by the aerospace industry with the advancements in  
multigrid algorithms [24] which have significantly accelerated 
the convergence to steady state over a single-grid algorithm. 
This technology is still not fully developed, especially for 
hypersonic flows due to difficulties in the treatment of chemical 
source terms and strong shocks, but the prospects exist for 
considerable further enhancements to the convergence rate 
[25,26]. Local preconditioning [27] is another algorithmic 

enhancement that is currently under development to address 
problems associated with convergence and truncation errors in 
very low velocity flows, such as in the stagnation region of a 
blunt body in hypersonic flow or in the regions with 
significant viscous effects. Here again, much work remains to 
establish optimum performance of local preconditioning. 

Most central-difference algorithms require explicit addition of 
dissipation t m s ,  such as the second- and fourth-difference 
operators of Jameson et al. [23], which provide a third-order 
dissipation in smooth regions of the flow and a first-order 
dissipation in discontinuous regions of the flow. A pressure 
gradient-based switch is used to turn off the fourth-difference 
dissipation in discontinuous regions to avoid small scale 
oscillations. A modified pressure switch was developed by 
Turkel et al. [25] and Vatsa et al. [26] for hypersonic flows to 
avoid negative density or pressure near strong shocks. An 
alternate way to add dissipation is through the use of flux- 
difTerence or flux-vector splitting, upwind-difference methods 
which have more physical, inherent dissipation and do not 
require it to be added explicitly [28]. 

As discussed earlier, hypersonic flows require modeling of real 
gas, equilibrium or nonequilibrium chemical phenomena which 
involve chemical energy source terms and additional species 
equations. In cases where the chemical time scale is much 
longer than the fluid dynamic time scale, the species equations 
can be solved in a weakly coupled fashion as a subset of the 
Navier-Stokes equations. Even though this approach i s  
computationally efficient, in most cases the chemical time scale 
is of the same order or smaller than the fluid dynamic time scale. 
In these situations, the species equations are solved in a fully 
coupled fashion with the remaining equations. The species 
equations have a chemical source term that describes the 
production and loss of each chemical species in the reaction 
process. This source term normally causes the overall system of 
governing equations to be numerically stiff, when the chemical 
time scale is relatively smaller than the fluid dynamic time scale, 
and is typically solved implicitly with either explicit or 
implicit time-stepping methods. With implicit discretization of 
the source tam, the resulting system is rescaled by a matrix 
containing the source Jacobian that allows the equation system 
to be advanced in time at nearly the fluid dynamic time scale 
[29,30]. 

3.4 Code Validation 
Before a computational code can be used in the development of 
aerospace vehicles, it is necessary to determine its accuracy in 
predicting the flow field through a validation process. This 
validation process is required to ensure that the physical 
modeling used in the code approxmates the actual flow physics 
and that the algorithm employed in the code to solve the 
governing equations is not adding significant numerical error. 
In order to validate a code and establish its range of 
applicability, it is necessary to compare numerical results h m  
the code with some well-posed experiments. Since 
computational codes are being applied to highly complex and 
interacting flow field analysis, it is no longer adequate to 
compare against global experimental data such as surface or 
other integral quantities. As an example, it was mentioned in 
the earlier section that it was not sufficient to just calculate the 
surface pressure and heating on the forebody, but was also 
necessary to accurately predict the whole shock layer profile 
entering the inletholator region because the accuracy of 
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performance prediction of the inlet/isolator region depends 
upon the inflow profile. 

In general, the validation process for a newly developed code 
first requires some internal checks for consistency to ensure that 
the code preserves mass, momentum, and energy and also 
preserves the freestream on an arbitrary grid in the absence of a 
body. The newly developed code can also be checked against 
some other established codes. However, the major step in  
validation of a code consists of comparison against detailed 
experimental data. Normally, two types of experiments are 
necessary to determine the accuracy of the code. The frst type of 
experiments, called the building block experiments, are 
necessary to validate physical and chemical modeling. These 
experiments should provide measurements which not only 
show the deficiencies in the modeling but also help identify the 
aspects of models which need improvements. The second type 
of experiments, called the benchmark experiments, are used to  
determine prediction capability of the code and to establish 
limits and range of applicability. 

As an aerospace vehicle goes through its flight envelope, the 
physical and chemical processes that need to be modeled 
change, the characteristics of the algorithm change, and the grid 
requirements for resolving the flow change. It is, therefore, 
necessary to validate the code over small ranges of the flight 
envelope, and its use should be limited to the appropriate range 
of validation to avoid large uncertainty in predictions. It must 
be realized that due to a lack of high-enthalpy facilities that can 
simulate the flight conditions, a very limited amount of 
experimental databases are available for hypersonic flow. This 
is even more true for the combustor flow field where extensive 
velocity, pressure, temperature, and species concentration 
measurements are required along with the correlation of these 
quantities with each other if validation of advanced turbulence 
and turbulence-chemistry interaction models is required. 
Another factor that is pushing the accuracy requirements on the 
measurements and, thus, tighter limits on validation, is the 
necessity of predicting aerodynamics and engine performance 
very accurately due to overall mall performance margins for a 
hypersonic airbreathing vehicle, as discussed earlier. 

Even though over the last decade or so there appears to be a 
general consensus on the lack of hypersonic experimental 
database for code validation, very limited resources have been 
allocated to remedy the situation. The cost of obtaining code 
validation quality data on a flight experimentltechnology 
demonstrator also remains a serious obstacle. There is always a 
challenge to show that the cost and risk of validation data 
acquisition on a flight project is justified by the risk reduction 
in future applications. 

3.5 Major Continuum Flow Codes 
This section describes some of the RANS-based codes that are 
representative of capabilities for hypersonic flow analysis. It i s  
not an all-inclusive list; rather, it is restricted to those codes 
that are currently being employed by various groups at the 
NASA Langley Research Center for external and internal 
hypersonic flow analysis. 

3.5.1 LAURA (The Langley Aerotherniodynamic Upwind 
Relaxation Algorithm) 
The LAURA code was primarily developed for external 
aerothermodynamic analysis of flow over hypersonic vehicles 

and planetary entry bodies. It can solve Euler, thin-layer 
Navier-Stokes, or Navier-Stokes equations. Inviscid flux 
definition in LAURA employs Roe’s averaging [31] and Yee’s 
Symmetric Total Variation Diminishing (STVD) [32] for second- 
order accuracy away from discontinuities. Harten’s entropy fix 
(eigenvalue limiter) [33] is applied across cell faces. Special 
variations of the limiter are employed across viscous dominated 
boundary and shear layers. These treatments overcome 
problems often encountered with the baseline. Roe’s method 
regarding the “carbuncle” phenomenon or the baseline 
Harten’s method in which numerical dissipation (proportional 
to an unnaturally large eigenvalue) competes with physical 
dissipation. Central differences are used to define viscous flux. 
Point-implicit relaxation of the steady form of the conservation 
laws at each control volume in a computational plane is  
implemented, sweeping from plane to plane in a block and h m  
block to block across the entire domain of interest. 

The basic features of LAURA.4.1 [34] include options for five 
thermochemical kinetic models for 11 species air, two 
equilibrium air models [35,36], two-temperature thermal model, 
two algebraic turbulence models, six models for wall catalysis, a 
radiative equilibrium wall, discretization on up to six, simply 
connected, structured blocks, and mesh sequencing. Solution 
Jacobians may be stored out-of-core for significant reduction in 
memory requirement. New features offered in LAURA.4.4 (user 
manual not yet updated) include options for ‘Martian 
atmospheric chemistry, 1000 structured blocks with integer 
stride connectivity (175 block solution tested), and post- 
processing files generated to support integral-boundary-layer 
analyses of variations in surface catalysis and emissivity of the 
thermal protection system. A PVM/MPI version of the code is  
being tested which currently supports all of the options in 
LAURA.4.1 and most of the options in LAURA.4.4. 

The LAURA code exploits macrotasking (parallel execution of a 
code on a shared memory machine) on Cray computers at the 
subroutine level. The use of macrotasking, along with 
provisions for asynchronous relaxation, enables exceptionally 
high average concurrency of tasks for LAURA. An 
asynchronous relaxation also enables physically motivated 
load balancing in which CPU cycles are concentrated in 
regions known to converge slowly such as separated flow 
regions, near wake regions, etc. An additional feature of 
LAURA is its built-in grid adaptation routine that 
simultaneously aligns the outer boundary of the computational 
domain with the captured bow shock and enforces near wall 
grid resolution required for aeroheating analysis. This feature 
greatly simplifies the grid generation process for mutliple cases 
over a wide range of Mach numbers, Reynolds numbers, and 
angles of attack on a single configuration. 

LAURA has been validated with flight data from the shuttle 
orbiter [37,38] and with ground-based data from the Aeroassist 
Flight Experiment [39] and the hypersonic compression comer 
[401. 

3.5.2 GASP (The General Aerodynamic Simulation Program) 
The development of the GASP code started around 1987 under 
the NASP Program, and was motivated by the need for a ‘nose- 
to-tail’ analysis capability for an airbreathing hypersonic 
aircraft. It supports a rich variety of options for steady and 
unsteady solution of Euler, parabolized Navier-Stokes, thin- 
layer Navier-Stokes, and Navier-Stokes equations. These 
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options include mesh sequencing, preconditioning, 
approximate factorization, Line Gauss Seidel, Generalized 
Minimal Residual (GMRES) [41], mesh sequencing and multi- 
grid. Inviscid flux definition in GASP employs several 
options, including Roe’s and Van Leer’s upwind biased 
formulations and central differencing with artificial viscosity. 
Central differences are used to define viscous flux. 

Both algebraic and two-equation turbulence models with wall 
function options are supported. Generalized zonal-boundary 
interpolation is supported across zonal intersections def ied 
by a single logical boundary. Parallel processing is supported 
on shared memory computer architectures. A comprehensive set 
of thermochemical kinetic models is offered for air chemistry, 
hydrogen-air combustion, and hydrocarbons in a database 
containing 455 reactions and 34 species. Thermal 
nonequilibrium may be modeled using a separate vibrational 
temperature for each molecule or a lumped vibrational 
temperature common to all molecules. The comprehensive 
GASP V3 Users Manual [42] and the Graphical User Interface 
(GUI) for problem setup and data manipulation make GASP 
more user friendly. 

Due to the comprehensive set of physical and chemical 
modeling options available in the GASP code, it is being used 
in the analysis of the complete hypersonic vehicle flow field. I t  
has been validated for a number of external and internal flow 
fields such as discussed in References [43,44,45]. 

3.5.3 LARCK (Langley Algorithm for  Research in Chemical 
Kinetics) 
Several RANS-based codes have been developed and used at  
NASA Langley for modeling the internal flow field in scramjet 
inlets, combustors, and nozzles. These include some earlier 
codes such as NASCRIN/SCRAMIN [46,47] for inlets and 
SPARK series of codes [48,49,50] for combustors which were 
developed in the early to mid-eighties. However, at present, 
there are two more recently developed codes which are being 
used extensively. One of them is the previously discussed 
GASP code and the other code is the LARCK code. 
Development of the LARCK combustor code began in 1992 to  
incorporate some of the algorithmic advances and geometric 
generalizations that had appeared in the literature during the 
late 1980’s and early 1990’s. Its development was driven by 
the need to consider more complex internal engine geometries 
with algorithms that were veq eficient for solving high-speed 
reacting flows. LARCK is a multiblock, multigrid code that 
uses a cell-centered, second-order finite-volume integration 
scheme. Each region in the code is constructed of a number of 
blocks. Blocks within a region can be connected either 
elliptically or hyperbolically, whereas regions are connected 
parabolically. Convection terms in the governing partial 
differential equations are discretized in a second-order manner 
using either central differencing with scalar ma@k artificial 
dissipation, or with an upwind MUSCL scheme with Roe’s 
approximate Riemann solver. Diffusion terms are discretized i n  
a second-order manner with either a full gradient evaluation 
using Green’s theorem or an approximate gradient evaluation 
using finite differences. 

Once the spatial terms have been discretized, LARCK has 
several options for advancing the governing equations in space 
and time. For elliptic flows, either steady or unsteady solution 
procedures can be used. The equations are solved using either a 

Runge-Kutta scheme with or without residual smoothing, a 
diagnolized approximate factorization scheme, or a FMGlFAS 
multigrid aceleration scheme using either of the above two 
approaches. The governing equations can also be marched in 
space using the pseudo time interative method of Newsome et 
al. [Sl]. To specify boundary conditions for the governing 
equations, LARCK utilizes a generalized system of boundary 
conditions that can be imposed on any block face or subset of 
block faces. Currently, fourteen different boundary condition 
classes can be specified or additional boundary conditions can 
be input by the user. 

The thermodynamics model in LARCK provides a generalized 
model for an arbitrary mixture of thermally perfect gases based 
on curve fits for specific heat and Gibbs energy. The code has 
an Arrhenius based finite-rate chemistrq‘ model with a 
generalized scheme that allows for the specification of any 
chosen reaction model. 

A number of turbulence models have been incorporated into the 
LARCK code. The turbulence kinetic energy class of models 
include the Spallart-Allmaras model [52], the Wilcox high and 
low Reynolds number k-o models (which can be used to solve 
the governing equations to the wall), or Wilcox’s compressible 
pressure gradient corrected wall matching procedure. In 
addition, Menter’s baseline and SST models [53,54] have been 
incorporated, again to solve to the wall or with Wilcox’s 
compressible pressure gradient corrected wall matching 
procedure [ S I .  The k-e low Reynolds number model of Abid et 
al. [56] has also been included. In addition to the turbulent 
kinetic energy models, several algebraic Reynolds stress 
models have been incorporated into LARCK. These models 
include the algebraic Reynolds stress models of Abid et al. [57] 
(both the k-e and the k-o variants) and Givi et al. [58]. 
Coupling between the turbulence and chemistry fields has also 
been included. Gaussian or beta assumed probability density 
functions have been used to account for temperature variance 
effects on the forward and backward kinetic rate coefficients in 
the chemistry model [59]. Turbulence effmts on the species 
production rates have also been accounted for by modeling the 
sum of the species variances using ‘ a  multivariate assumed 
probability density function [60]. 

The LARCK code has been used to model individual scramjet 
component flow as well as the entire flow field from inlet to 
nozzle in a scramjet engine. It has been validated against a 
number of 2-D and 3-D unit problems such as the flat plate flow 
[61], high Mach number compression ramp llow, and Mach 3 
comer flow. 

3.5.4 FELISA-HYP 
The FELISA-HYP [18] code employs an unstructured grid 
algorithm specifically constructed for robust, hypersonic flow 
simulation. It is a finite-volume based formulation that employs 
an eficient edge data structure. Second-order accuracy is  
maintained in smooth regions using line;= reconstruction 
following MUSCL concepts [62,63]. The Local Extremum 
Diminishing criteria [64] is used as a limiter near flow 
discontinuities. A simple, forward Euler explicit time stepping 
is used to relax the equations. The code is currently limited to 
inviscid flows. Options for equilibrium air chemistq are 
available. 
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In spite of its current limitation to inviscid flows, 
FELISA-HYP has proven particularly valuable in the CFD 
design environment because of the relatively quick grid 
generation capability. In the X-33 Design Phase I, the FELISA 
grid tools could be applied by an experienced user to generate 
unstructured surface and volume grids in days, as compared to a 
multiple-block structured grid for LAURA, which took several 
weeks. The actual FELISA-HYP solver is somewhat slower 
than the inviscid version of LAURA; however, the 
FELISA-HYP solver would finish several inviscid solutions 
on a new configuration before LAURA could even get started 
with a usable grid. 

The FELISA-HYP inviscid flow solutions can be combined 
with engineering codes to extract heating data. 

Even though only four codes have been discussed here, there 
are a number of other codes that are being used at Langley for 
high Mach number flows such as CFL3D [65], TLNS3D[24], 
PAB3D [66J, OVERFLOW [67], etc. However, most of these 
applications have been to subsonic, transonic, and supersonic 
flows with only limited use to moderately high Mach number 
flows. This is due to the fact that these codes have no, or only 
limited, capability of modeling chemical processes and real gas 
effects present at high Mach numbers. 

3.6 Applications 
RANS-based computational codes are being used these days at 
all levels in the design and development process of advanced 
aerospace vehicles, but with the current state of physical and 
chemical modeling, their applications are reliable and 
quantitative only for certain flow situations. The codes can 
fairly well predict attached laminar and turbulent flows, 
including skin friction and heat transfer, over forebodies, 
planetary entry probes, etc. However, their predictions are, at 
best, qualitative for highly interacting flows at high Reynolds 
numbers (the type of flows encountered in high-speed inlets, 
combustors, comer regions, etc.). These codes play an 
important role in the preliminary design studies to Screen out 
poor designs and to conduct sensitivity studies of various 
design parameters and their impact on incremental performance. 

A number of application strategies can be used to enhance the 
efficiency of computational codes in an overall analysis and 
design process. Mesh sequencing and solution sequencing are 
two procedural approaches to speed up the convergence. Mesh 
sequencing refers to obtaining a solution on a sequence of finer 
grids, where each successive solution is initialized using the 
previous coarse grid solution. Solution sequencing refers to  
initializing a simulation at one trajectory point using a 
converged solution from a neighboring trajectory point. 
Solution sequencing can be used in conjunction with mesh 
sequencing to generate a matrix of solutions across a trajectory 
for a single configuration. 

Another procedural strategy consists of block space marching. 
This strategy is useful when embedded subsonic or separated 
flow regions may arise in domains which are otherwise 
amenable to parabolized Navier-Stokes (PNS) methodology. A 
user probably can devise many other strategies for efficient use 
of computational codes to various applications. 

Several application examples are now presented using some of 
the codes discussed earlier in the paper. 

3.6.1 COMET 
Aerodynamics and surface heating for the Commercial 
Experiment Transporter (COMET) at several points along its 
trajectory on return h m  low earth orbit were calculated with 
LAURA and a DSMC method [68]. The COMET module (later 
renamed METEOR), shown in Fig. 1, had no active control 
system, and relied entirely on aerodynamic forces for stability 
and proper orientation during its maximum heating pulse. The 
aerodynamic data base was used within a six degree-of-freedom 
trajectory code to defme a splashdown footprint. The DSMC 
method was used to define the flow field in a transitional, 
rarefied regime (above 90 km); LAURA was used to defme the 
flow field in the transitional to continuum regime (below 90 
km). Wake flow had to be included prior to the peak heating 
point because of the large initial angle of attack. Continuum 
and rarefied aerodynamic predictions for lift, drag, and moment 
were in good agreement at 90 km. Thermochemical 
nonequilibrium models including 7 species for air were used 
down to Mach 15. Both viscous and inviscid solutions were 
used below Mach 15. Wake flow was included at Mach 1.5 to 
account for important base flow effects on aerodynamics. A 
matrix of 46 solutions was completed between February 14 and 
March 23, 1995. This matrix included 10 reacting, viscous flow 
solutions with wake; 13 reacting, viscous flow solutions 
without wake, 6 perfect gas, viscous flow solutions with wake, 
and 17 perfect gas, inviscid flow solutions without wake. 
Angles of attack varied h m  0 to 90 degrees. A solution 
adaptive grid was employed to swing the extended grid in the 
wake around the body behind the base at 0 degrees to off the 
side at 90 degrees. Maximum job size was 71.2 MW on the C- 
90 and required 8.8 hours on a 72x36~64 cell domain. Actual 
time on the computer for this case was only 0.98 hours because 
of extensive use of asynchronous macrotasking relaxation. The 
large average concurrent CPU usage enabled fast turnaround for 
this large matrix of cases. 

Computed results were obtained prior to initiation of the wind 
tunnel test program and were in excellent agreement with wind 
tunnel data at Mach 6, as can be seen in Fig. 2. Flight data is 
not available because the mission was aborted on ascent. 

3.6.2 X-33 and Reusable Launch Vehicle (RL.v) 
Numerical simulations of hypersonic flow over preliminary 
configurations for a RLV and X-33, a technology demonstrator 
for the RLV, in support of Phase I Lockheed Martin Design are 
described. The simulations were executed using both chemical 
equilibrium and nonequilibrium gas models. Simulations were 
generated over six representative trajectory points for descent of 
the BlOOl RLV configuration in order to establish traceability 
of aerothermodynamic design issues. Simulations were 
generated over five representative trajectory points for descent 
of the BlOOlA X-33 configuration. Trajectory points for 
simulation were chosen near peak heating and peak dynamic 
pressure; other points were selected on the basis of convenient 
anchors for Mach number and angle of attack variation. 
Representative surface heating, temperature and pressure 
distributions were provided to the design team, some examples 
of which are presented here. Procedures for incorporating CFD 
solutions into engineering code (like MINIVER [69]) format for 
subsequent use by the thermal design team are also discussed. 

Figures 3 and 4 show the BlOOl RLV configuration (reference 
length 1419.25 inches) and the BlOOlA X-33 configuration 
(reference length 752.2 inches), respectively, which were used 

I 
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in simulations. Both configurations assume a moment center at  
66 percent of the reference length behind the nose. The vehicle 
geometries are identical to scale from the nose to upstream of the 
wing (hypervator) root. BlOOlA is tapered more toward the 
base to reduce base drag as compared to its predecessor. It has 
body flaps on wind and lee sides that terminate at the cowl 
trailing edge but extend across most of the base lateral 
dimension. BlOOl has no control surface preceding the central 
base region surrounding the aerospike engines. Instead, there 
is an expansion surface in the central region with outboard 
body flaps that extend past the cowl trailing edge. Parts of the 
body flap that extend past the trailing edge of the BlOOl were 
not modeled in Phase I studies because body shape had already 
evolved to the BlOOlA based on wind tunnel test results. 

Surface grids for BlOOl RLV configuration were constructed i n  
four sections as shown in Fig. 5 .  Solutions were generated in  
each section sequentially in a block marching mode. The first 
section extended h m  the nose to the first terminal plane 
approximately IO inches upstream of the wing (hypervator) 
root. The grid density in the first section was 52x64 cells. The 
second section was constructed with 9 blocks in the 
circumferential direction and a total grid density of 18x116 
cells. The third section was constructed with 12 blocks in the 
circumferential direction and a total grid density of 18x186 
cells, and the final section was constructed with 23 blocks in  
the circumferential direction and a total grid density of 6x293 
cells. 

In the case of BlOOlA X-33 configuration, surface grids were 
constructed in two sections as shown in Fig. 6. Solutions were 
generated again in each section sequentially in a block 
marching mode. However, in some cases, solutions were then 
regenerated in a fully coupled mode. The grid density in the 
first section was 64x64 cells, and the grid in the second section 
was constructed with 12 blocks in the circumferential direction 
with a total grid density of 100x247 cells. 

The computational aerothermodynamic analyses were focused 
on defming global temperature distributions around the RLV 
and X-33. Thermal analysis of the tanks required time 
dependent data in a readily accessible format as commonly 
provided by the MINIVER code. The required temporal 
resolution on the flight trajectory was much finer than the 
matrix of points selected for analysis by the LAURA code 
alone. . The MINIVER code is capable of making reasonably 
accurate estimates of centerline heating distributions on  
vehicles like RLV and X-33. However, three-dimensional flow 
effects occurring off-centerline generally are not well 
approximated by it without some externally derived corrections. 
The necessary corrections were provided by LAURA at off 
centerline locations at the times defined in the CFD matrix. 

Implementation of this procedure in Phase I for both RLV and 
X-33 analyses occurred as follows. Heating and temperature 
distributions over the vehicle were generated by LAURA and 
compared with the windward centerline results h m  MINIVER. 
These comparisons established MINIVER as a reasonably 
accurate tool for the geometries and trajectories considered in 
the study. Off-centerline values were keyed to centerline values 
of laminar heating rate in a relatively dense matrix of 
computational planes through plots of q hn/q h a  as a 
function of spanwise location in the plane. This data was input 
to MINIVER in a tabular form. 

Transition to turbulence was assumed to occur for values of 
R e m  between 250 and 300. Turbulent heating levels were 
computed downstream of this plane and values of qru,dqhm were 
defined using earlier laminar solutions. These turbulent to 
laminar factors were also input into MINIVER in a tabular fom. 
Heating at any point on the body was then predicted by 
MINIVER by computing the windside centerline value at the 
same axial location, multiplying by an appropriately 
interpolated value for q/qa  for the spatial location on the body 
and temporal location along the trajectory, and applying an 
additional correction factor for turbulent flow if the transition 
criteria is exceeded. 

Prediction of transition by LAURA and MINIVER along the 
windward centerline was in significant disagreement (LAURA 
predicted the threshold transition criteria to occur earlier in the 
trajectory than MINIVER). However, because these transition 
criteria have historically been derived h m  engineering code 
analysis like MINIVER, Phase I studies proceeded using 
MINIVER criteria. Establishment of a proper criteria is a 
subject of ongoing research. 

Temperature maps of the vehicle, as predicted by LAURA for the 
1200 s trajectory point of the RLV entry with undeflected flap, 
are presented in Fig. 7. These solutions were generated 
sequentially across four sections of the vehicle. It is seen that 
the highest temperatures occur near the wing root but are only 
slightly higher than the stagnation point temperature on the 
nose. A comparison of LAURA predictions of temperature and 
heating rates with the engineering code MINIVER along the 
windside centerline are shown in Fig. 8. In general, there is a 
reasonably good agreement. 

Reference [70] provides additional simulations for these 
configurations with a flap deflection of 50 deg. and discusses 
the sensitivity of results to physical (turbulent viscosity) and 
numerical (grid-related) dissipation. 

3.6.3 Sidewall Conrpressiori Scranyet Inlet 
The LARCK code was used to simulate the flow at Mach 4 
through a forward swept, sidewall compression scramjet inlet 
shown in Fig. 9 [71,72]. Sidewall compression, open bottom 
inlets with forward swept leading edges have greater mass 
capture and reduced cowl shock strengths as compared to inlet 
sidewalls with no sweep or aft sweep due to reduced mass 
transport. The results of the LARCK simulation are shown in 
Figures 10-12. Figure IO shows static pressure contours along 
the vehicle body surface, the cowl surface, and a central plane 
located midway between these surfaces. Pressure contours 
along the streamwise symmetry plane are also shown. All 
contour values are keyed to the static to freestream pressure 
scale in the figure. Shock and expansion structure is clearly 
visible along each solution plane. Along the streamwise plane, 
the coalescence of sidewall shocks can be seen downstream of 
the inlet inflow plane. The reflections of this shock structure 
with downstream movement can also be seen along the central 
horizontal plane. Identical shock structure can also be seen in 
the Mach contours given in Figure 11. A fairly uniform inlet 
outflow Mach number of 2.7 is predicted. A comparison 
between the predicted and measured bodyside centerline wall 
pressure data is given in Figure 12. The agreement between the 
computation and the data is excellent along the entire inlet 
length. 
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3.6.4 Mixing in Scmmjet Combustor 
The LARCK code was also used to study fuel-air mixing 
performance of the injection scheme in a scramjet combustor. 
The design consists of 6 interdigitated struts (3 along the top 
wall and 3 along the bottom wall). The mean flow Mach number 
at the entmnce of the combustor is about 4.5. Helium is injected 
at the base of each strut through 3 injection ports. The Roe flux 
difference scheme with the van Leer limiter was used to evaluate 
the inviscid fluxes. The turbulence model employed was the 
Menter SST model [53] with a compressible, pressure gradient 
corrected wall matching procedure developed by Wilcox [ S I .  
A total of approximately 8 million grid points was used to  
discretize the computational domain. The facility nozzle was 
computed separately to provide the combustor inflow 
conditions. The inside of the injectors were included in the 
computational domain, thus obviating the need of ad hoc 
approximations for the fuel injectant profiles. Figures 13 and 14 
illustrate the resulting helium distribution and Mach number 
field, respectively. The helium injectors were highly 
underexpanded which accelerated the fuel from Mach 2.71 at the 
injection plane to approximately Mach 8. The high pressure 
flow between adjacent struts forces the flow over the strut tips, 
creating a counter rotating vortex pair. This vortex pair i s  
responsible for the fuel plume roll up of the injectant closest to  
the top of each strut. These calculations required approximately 
150 Cray C90 hours to complete. 

4. RAREFIED AND FREE MOLECULAR FLOW 
CAPABILITY 
Rarefaction effects in hypersonic flows occur over a wide 
spectrum of conditions ranging h m  low density (high 
altitudes) situations to relatively high density flows where the 
characteristic dimension is small. Examples are the 
aerothermodynamics of space vehicles at high altitude, the 
heating along leading edges at lower altitudes, and very 
localized aerothermal loads occurring at even lower altitudes 
such as that resulting from a shock on cowl lip interaction. 
Entry vehicles encompass the complete flow spectrum in terms 
of rarefaction, that is, frmn free molecular to continuum flows. 
During the higher altitude portion of entry where the flow i s  
free molecular, gas-surface interactions are the dominant process 
influencing vehicle aerodynamics. For the transitional flow 
regime, bounded by the free molecular and continuum regimes, 
both gas-surface and intermolecular collisions are important in  
establishing vehicle aerothermodynamics. 

For the transitional flow regime, the molecular mean-free path in  
the gas is significant when compared with either a characteristic 
distance over which flow properties change or when compared 
with the size of the object creating the flow disturbance. The 
flow that envelopes a vehicle will be in a nonequilibrium state, 
that is, one in which nonequilibrium exists anlong the various 
energy modes (translational and internal), the chemistry, and 
radiation for the more energetic flows. Furthermore, expansion 
of the forebody flow into the wake of a planetary probe or 
aerobrake extends to lower altitudes the conditions for which 
rarefaction effects are important and establishes the near wake 
closure and the level of heating experienced on a probe's 
afterbody or payload. This is particularly true of aeroassisted 
space transfer vehicles (ASTV's) where determination of wake 
closure is a critical issue because the low lift-to-drag ratio 
aeroshell designs impose constraints on payload 
configuratiodspacecraft design. The issue is that the payload 

should fit into the wake in such a manner as to avoid the shear 
layer impingement and thereby minimize heating. 

Transitional flows present unique difficulties for numerical 
simulations since the model equations used to describe 
continuum flows wavier-Stokes) become deficient as the flow 
becomes more rarefied. A condition for the validity of the 
continuum approach is that the Knudsen number (ratio of the 
mean free path to a characteristic dimension) be small compared 
with unity. For low density flows, the particulate or molecular 
structure of the gas must be recognized. The basic mathematical 
model of such flows is the Boltzmann equation which presents 
overwhelming difficulties to computational methods for 
realistic flows. Consequently, the mathematical models that are 
readily applicable to both continuum and free molecular 
(collisionless) flows. experience serious limitations when 
applied to transitional flows. Fortunately, direct simulation 
methods have evolved over the past 35 years that readily lend 
themselves to the description of rarefied flows. These 
developments have generally been concerned with the DSMC 
method. The DSMC method of Bird [73] along with many 
variants is the most used method today for simulating rarefied 
flows in an engineering context. The DSMC method takes 
advantage of the discrete structure of the gas and provides a 
direct physical simulation as opposed to a numerical solution 
of a set of model equations. This is accomplished by 
developing phenomenological models of the relevant physical 
events. Phenomenological models have been developed and 
implemented in the DSMC procedure to account for 
translational, thermal, chemical, and radiative nonequilibrium 
effects. 

The basic DSMC algorithms have been more or less unchanged 
since 1985, while major improvements in geometry and grid 
generation have led to codes that can be more readily applied to 
complex configurations, as demonstrated by the flow 
simulations for the Shuttle Orbiter in 1990. Since 1990, efforts 
have continued to extend the functionality of DSMC for 
complex 3-D simulations. A substantial factor in the increased 
application of DSMC has been the rapid increase in computer 
capabilities that have resulted in major improvement over the 
past ten years for calculations on the fastest reasonably 
available computers. 

With vector processing of DSMC codes being restricted to 
about a factor of five speedup over unvectorized codes, 
workstations have become the preferred platform for DSMC 
simulations. Advantages of the workstations are that they are 
generally more accessible and allow interactive control. 
However, really large DSMC simulations benefit h m  using 
pamllel computing, and recent research [74] has shown that it is 
possible to perform simulations with over 100 million particles 
on a 400 node IBM SP2 computer while achieving a parallel 
efficiency of 90 percent. 

With regard to physical models that are important in 
hypersonic calculations, the major advances during 1985-90 
were in the modeling of slightly ionized flows and thermal 
radiation motivated by the technology issues associated with 
orbital transfer vehicles and the work initiated on the 
development of an Aeroassist Flight Experiment (AFE) vehicle. 
During the 1990-95 time period, the quantum vibrational 
model was introduced, which has not only improved the 
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vibrational modeling, but has allowed the integration of the 
chemical reaction and vibration modeling. 

Many validation examples are currently available that provide 
results comparing DSMC solutions with experimental data. 
Results of these comparisons have, in general, been very 
favorable. Two examples of validation studies are reviewed 
herein that include Shuttle Orbiter aerodynamics at high 
altitude and the blunt body/wake studies conducted under the 
aegis of AGARD Fluid Dynamic Panel Working Group 18. 
Examples of current applications are presented describing the 
aerodynamics for both a generic single-stage-to-orbit vehicle 
and planetary capsules. 

4.1 Algorithm 
The DSMC method is a technique for the computer modeling of 
simulated molecules (atoms, molecules, ions, and electrons). 
The velocity components, position coordinates, and other 
relevant state information of these molecules are stored in the 
computer and are modified with time as the molecules are 
concurrently followed through representative collisions and 
boundary interactions in simulated physical space. This direct 
simulation of the physical processes contrasts with the general 
philosophy of CFD which is to obtain solutions of 
mathematical equations that model the processes. The 
computational task associated with the direct physical 
simulation becomes feasible when the gas density is sufficiently 
low. It also becomes necessary under these conditions because 
the Navier-Stokes equations do not provide a valid model for 
rarefied gases, and conventional CFD methods are unable to 
cope with the large number of independent variables that are 
involved in applications of the Boltzmann equation to realistic 
multi-dimensional problems. The time parameter in the 
simulation may be identified with real time, and the flow i s  
always calculated as an unsteady flow. A steady flow i s  
obtained as the large time state of an unsteady flow. There is no 
iterative procedure for convergence to the final solution, and, 
most importantly, there are no numerical instabilities. There is a 
requirement to collect a sufficient number of samples to reduce 
the statistical scatter to an acceptable level. 

The two basic steps in a DSMC computation are the movement 
of the molecules and the pairing and selection of nearby 
molecules for collisions. The uncoupling of the molecular 
motion and collisions over small time steps and the division of 
the flowfield into small cells are the key computational 
assumptions associated with the DSMC method. The time step 
should be much less than the mean collision time, and a typical 
cell dimension should be less than the local mean free path. The 
sampled density is used in the procedures for establishing the 
collision rate, and it is desirable to have the number of 
simulated molecules of the order of ten to twenty per cell. There 
is a statistical consequence of the replacement of the extremely 
large number of real molecules by a very small number of 
simulated molecules. The statistical scatter generally decreases 
as the square root of the sample size, and, in order to attain a 
sufficiently small standard deviation, the simulations employ 
either time averaging for steady flows or ensemble averaging for 
unsteady flows. 

The DSMC algorithm consists of the following basic steps: 1 ) 
move all molecules through a computational grid spanning 
physical space according to the product of the velocity of each 
molecule and a small time step and compute interactions with 

boundaries as required; 2) determine the cell location of each 
molecule; 3) on a statistical basis, compute collisions between 
molecules occupying the same cell; and 4) sample information 
on the molecules residing in each cell. Even though the large 
number of molecules in a real gas is replaced by a much smaller 
number of model molecules in a simulation, thousands to 
millions of model molecules are still needed, which can lead to 
substantial computer requirements. 

DSMC codes have traditionally focused on algorithms that 
allow the greatest flexibility in modeling the physics rather 
than on algorithms that offa the most efficient computations. 
However, architectural differences between traditional vector 
supercomputers and workstations lead to different requirements 
for algorithmic implementation. Research [‘74] has shown that 
significant improvements are possible by using data structures 
optimized for specific platform architecture. 

Much of the current development efforts are focused on  
extending the functionality of DSMC for complex 3-D 
simulations. These capabilities must be incorporated into 
software capable of running on massively parallel systems as 
well as engineering workstations to achieve useful 
“engineering” tools for the more demanding current 
applications and to provide the opportunity to explore problem 
areas that are currently being approached with the continuum- 
based methods. While it is unlikely that DSMC will replace 
the continuum-based methods, the particle-based methods may 
give new insight into these problems from a.molecular point of 
view. 

4.2 Physical and Chemical Modeling 

4.2. I Collision Cross-Section 
The collision of two molecules can be simulated using models 
ranging from simple hard sphere interactions to more 
sophisticated models that include the potential fields and the 
internal quantum states. The engineering approach used in 
most DSMC calculations is based on the Variable Hard Sphere 
(VHS) model proposed by Bird [73]. This model is based on 
observations that it is the change in collision cross section 
with the relative energy of the colliding molecules, rather than 
the variation in the scattering law, that is most responsible for 
the observed effects of the molecular model on rarefied flows. 
The VHS model has a well-defined cross-section and follows 
the classical hard sphere scattering law, but the cross-section is  
an inverse power law function of the relative collision energy 
between the colliding molecules. The model parameters for the 
VHS model are deduced from the species viscosity data. Koura 
and Matsumoto [75] extended this model by introducing the 
variable soft sphere (VSS) model which has an additional 
parameter that accounts for anisotropic scattering. This 
parameter is fitted by comparing the diffusion coefficient of the 
model gas with that of the real gas. Another recent model that 
accounts for the attractive part of the potential is the 
generalized hard sphere (GHS) model of Hash and Hassan [76]. 
It bears the same relationship to the Leonard-Jones class of 
interaction potentials as the VHS or VSS models bear to the 
inverse power law interaction. 

4.2.2 Energy Exchange 
A detailed description of molecular interactions includes 
internal energy exchange, chemical reactions, and for 
sufficiently energetic flows, thermal radiation. Such phenomena 
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can only be fully described using quantum mechanics. Since 
such an approach would be much more computationally 
expensive, the models implemented to deal with the inelastic 
aspects of real molecules are generally phenomenological in  
nature. The phenomenological approach is to create the 
simplest possible mathematical model of a process that 
reproduces the physically significant aspects of the real 
process. 

The most important of these models is the Larsen-Borgnakke 
[77] model for the calculation of the internal energy exchange 
during binary collisions of polyatomic species. The essential 
feature of this model is that a fraction of the collisions are 
regarded as completely inelastic, and for these, new values of 
the translational and internal energies are sampled from the 
distributions of these quantities that are appropriate to an 
equilibrium gas. The remainder of the molecular collisions are 
regarded as elastic. The fraction of inelastic collisions can be 
chosen to match the real gas relaxation rate. While the model i s  
physically unrealistic at the microscopic level, it is one of the 
few that satisfies the principle of detailed balancing and gives 
satisfactory results in numerous applications. 

The recent introduction of quantum vibration models by Haas et 
al. [78] and Bergmann and Boyd [79] has led to a generalized 
Larsen-Borgnakke scheme [73] where the treatment of the 
vibrational states is in the form of quantum states. The 
introduction of the quantum vibrational model has not only 
improved vibration modeling but has allowed the integration of 
chemical reaction and vibration modeling. 

4.2.3 Chemical Reactions 
The procedures used to implement chemical reactions since the 
1970’s are essentially extensions of the elementaxy collision 
theory of chemical physics. The binary reaction rate is obtained 
as the product of the collision rate for collisions with energy in 
excess of the activation energy and the probability of reaction 
(or steric factor). 

The chemical data for gas phase reactions are almost always 
quoted in terms of macroscopic rate coefficients K(T). A fom of 
the collision theory that is consistent with the interaction 
model is used to convert these temperature dependent rate 
coeficients of continuum theory into collisional energy 
dependent steric factors. The reactive cross section is the 
product of the steric factor and the elastic cross section. If a 
comprehensive data base of reactive cross sections was 
available, it could be incorporated directly into the simulation, 
but this is not the case. In addition, the use of the rate 
coefficients guarantees consistency with the continuum 
theories that become valid at the higher densities. 

Modification to the Bird model to include the effects of 
vibrational energy promoting a reaction have been proposed by 
Haas and Boyd [80]. In Bird’s [73] latest model, the 
dissociation is closely linked with the vibrational levels of the 
diatomic molecules. That is, dissociation can be regarded as 
vibration to the level at which the bond between the atoms 
break. Given the vibrational relaxation rate, the Larsen- 
Borgnakke theory can be used with kinetic theory to derive 
analytical expressions for the reaction rate equations. The 
approach has been extended to treat recombination reactions 
and also exchange reactions in air. Experiments for reacting 

systems other than air must be conducted to determine if this 
approach is generally valid. 

4.2.4 Thermal Radiation 
The major advances during 1985-90 were in the modeling of 
slightly ionized flow and thermal radiation. These advances 
were motivated by the technology requirements to support the 
orbit transfer vehicle studies and the development of an 
Aeroassist Flight Experiment ( M E )  vehicle. These flowfields 
are characterized by velocities of the order of 10 km/s with 
atmospheric encounter at high altitudes. The partial ionization 
of such flows is accompanied by electronic excitation and 
thermal radiation. Radiation from bound-bound transitions 
between electronic states can be significant in 10 km/s flows. 
The procedures used for calculating the population of electronic 
states are analogous to the Larsen-Borgnakke model that has 
proved successful for the rotational and vibrational degrees of 
freedom. Unlike the procedures for the rotational and 
vibrational modes in which each molecule is assigned a single 
energy or state, each molecule is assigned a distribution over 
all the available electronic states. This overcomes the 
computational problems associated with radiation from sparsely 
populated states. Details of the modeling developed for air 
species which account for molecular band and atomic 
transitions is described in [SI]. 

4.3 Major Codes 
The DSMC codes utilized at NASA Langley are those that have 
either been developed by Bird, or have a close heritage with the 
algorithm and modeling implemented in Bird’s codes. The 
primary code used for 2-Dlaxisymmetric simulations is the G2 
code of Bird [82] . The G2 program provides a flexible system 
for the specification of the flow geometry using a body fitted 
grid. This code can be applied to a wide variety of flows 
ranging h m  the flow past aerodynamic bodies and rocket 
plume flows to internal flows in high vacuum equipment. The 
time-averaged flow properties may be sampled if the flow is such 
that it becomes steady at large times. Alternatively, an 
ensemble average may be made over multiple runs of an 
unsteady flow. 

For general three-dimensional simulation, three different codes 
are utilized: G3, F3, and DAC. A key feature distinguishing 
these codes is the surface and volume grid treatment. Of the 3-D 
codes, G3 is the one most closely aligned with the organization 
and features of G2. G3 utilizes a body-fitted grid where the 
surface and volume grid may be either structured or 
unstructured. The latter capability has been recently expanded 
and demonstrated by Wilmoth et al. in [83]. 

The F3 code developed by Bird [84] and further evolved by 
Rault [85]  utilizes a two-level Cartesian grid to define the 
surface and unstructured computational cells. An advantage of 
the Cartesian based cells is the reduction in the time associated 
with molecule movement and assignment of molecules to grid 
cells. The unstructured cells are achieved through clustering of 
Cartesian elements. For low-Knudsen-number flows, a 
modification to the basic grid scheme has been implemented 
[85] where a local body-fitted mesh is used to resolve gradients 
normal to the wall. A recent addition to the Cartesian grid 
DSMC codes is an algorithm named DAC (DSMC Analysis 
Code) that has been developed by LeBeau [83]. DAC uses a 
variable-resolution Cartesian grid currently consisting of two 
levels of cells. The resolution of the first level of cells is  
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constant and is typically set based on the minimum desired 
flowfield sampling resolution for a given problem. To further 
refine the flowfield grid in areas of increased density or high 
gradients, each level-I cell can have an additional level of 
embedded Cartesian refinement. This second level of refinement 
is independent for each level-1 cell. The ability to refine the 
flowfield grid locally allows DAC to meet the spatial 
resolution requirement without excessive global refinement. As 
with the unstructured G3 code, the surface geometry for DAC i s  
specified as a collection of planar triangular elements which 
form an unstructured triangular grid. The surface grid is defined. 
independently of the volume grid. The reduced volumes of 
Cartesian cells that are clipped by the surface are computed and, 
to minimize the computational effort required to determine 
molecule-surface interactions, the surface triangles are mapped 
to the Cartesian cells. 

4.4 Validation 
When careful attention is given to satisfying numerical 
requirements and implementing physical models appropriate to  
the problem, the DSMC method yields results that agree well 
with experiments. Examples of computations performed at the 
NASA Langley Research Center where comparisons have been 
made with experimental measurements include: surface 
aerothermal loads produced by shocklshock interactions 
resulting from an oblique shock interacting with the bow shock 
of a cylindrical model [86,87], shock-boundary-layer 
interactions induced by ramps [88] and flares [89] as they 
influence the extent of separation and surface quantities, the 
effects of rarefaction on blunt body flows and their associated 
wake flows [go], the aerodynamics and heating of a delta wing 
as a function of rarefaction, [91] high altitude Space Shuttle 
aerodynamics [85,92], and the aerothermodynamics [93] of a 
spherically blunted 50' half angle capsule flown as the Japanese 
orbital re-entry flight experiment (OREX). Additional details 
concerning the blunt body wake studies and Orbiter 
aerodynamics follows. 

4.4.1 Blunt Body/Wake Flows 
The AGARD Fluid Dynamics Panel WG 18 began in late 199 1 
to focus on several problem areas associated with hypersonic 
flows. One of the problems selected for investigation was blunt 
body flows and their associated wake closure which is  
important for entry probes and aerobrakes. A number of 
fundamental issues exists concerning such flows: how does the 
wake structure change as a function of rarefaction, what role 
does thermochemical nonequilibrium play in the near wake 
structure, and to what limits are continuum models realistic as  
rarefaction in the wake is progressively increased. Experiments 
have been conducted in five hypersonic facilities using the 
same model configuration: a 70' spherically blunted cone with 
nose radius equal to one-half the model base radius, a shoulder 
or comer radius equal to 5 percent of the base radius, and for the 
sting supported models the sting radius was one-fourth the 
model base radius. Figures 15 through 19 present comparisons 
of measured and computed results using the G2 code of Bird, 
demonstrating the ability of the DSMC method to simulate 
complex flows that span a range of conditions (nonreacting to 
reacting flows) in the transitional to continuum regime. Figure 
15 demonstrates that good agreement is achieved between the 
measured [94] and calculated [90] heating rate values along the 
sting where the model is at zero incidence in a nonreacting 
Mach 20 nitrogen flow at three levels of rarefaction where the 
overall freestream Knudsen number, Kn, , is the freestream mean 

free path divided by the base diameter. The model base diameter 
is 5 cm (Rn = 1.25 cm). The measurements [94] were conducted 
in the SR3 facility of the CNRS, Meudon, France. 

Nonintrusive electron beam fluorescence measurements of the 
flowfield density were also made for the two more rarefied test 
conditions in the CNRS experiments. Figure 16 presents a 
comparison of the DSMC calculation with measured values for 
the Kn, = 0.0045 condition. The overall quantitative features 
of the two data sets are similar with the exception of the 
expansion of the flow about the outer comer of the model and 
the sudden up-turn of the 0.5 density contour adjacent to the 
sting. The calculated density contours in the near wake show a 
concentrated expansion from the rewarded facing portion of the 
outer comer. This behavior is consistent with other DSMC 
calculations that have been made for this test condition as 
summarized in [95], both at 0' and 10' incidence. The 
measurements show a more diffuse expansion extending down 
the base of the model. Part of this discrepancy may be due, in 
part, to a measurement resolution issue, since the gradients in 
density are substantial near the surface and occur in a rather 
small volume. As suggested in [95], the upturn of the measured 
density contours along the sting are most likely due to an 
increase in the cross sectional area of the sting starting 80.4 nm 
downstream of the forebody stagnation point of the model. The 
change in the sting configuration was not included in the 
numerical simulations. 

Within the near wake, a stable vortex is calculated for each of 
the three flow conditions where the calculated size of the wake 
vortex as measured from the base plane to the wake stagnation 
point (the point in the wake where the separated flow reattaches 
and the velocity is zero) increases with decreasing Kn,. The 
calculated behavior of the size of the wake vortex as influenced 
by rarefaction was later confirmed by the experiments performed 
in the vacuum wind tunnel V2G of the DLR, Gottingen. 
Experiments were made at three levels of rarefaction (bounded 
by the CNRS tests) in Mach 16 nitrogen flow with 5 an base 
diameter models that had no afterbody sting. That is, the model 
was supported by three tungsten wires of 0.1 nun diameter. 
Patterson probe measurements [96,97] were made in the near 
wake to extract information concerning the molecular fluxes as a 
function of location and view direction. Figure 17 presents 
calculated and measured results for Kn,= 0.002 indicating 
good agreement for the wake centerline number. flux, nu, ratioed 
to the freestream flux, (nv),. The agreement is good in terms of 
both the extent of separation and the magnitude of the molecular 
fluxes. 

Experiments were also made at much higher enthalpy flows 
where rarefaction effects were potentially present utilizing the 
Calspan LENS and Gottingen HEG shock tunnels. The LENS 
tests used sting supported models with a base diameter of 15.24 
cm. One test was conducted at a Kn, = 0.0023 by operating the 
facility at low pressure conditions. The test by Holden et al. 
[98] was made in Mach 15.6 nitrogen at an enthalpy of about 5 
MJkg. For the DSMC simulation, the freestream quantities 
were: V, = 3245.8 mls, n, = 2 . 8 0 7 ~  102'm-3, and T, = 103.7 K .  
For this test condition, the nitrogen gas that envelopes the test 
model is in thermal nonequilibrium, yet there is negligible 
dissociation. Measurements were made for surface heating and 
pressure with a concentration of instrumentation along the 
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sting to capture the free shear layer reattachment. As shown in 
Fig. 18 for the heat transfer distribution, the agreement between 
calculation and measurements is fairly good, both in the 
separated region and toward the end of the recompression 
process, indicating that the size of the base flow region is well 
predicted. With only two heat transfer measurements along the 
forebody, it is not possible to establish the experimental trend 
for heat transfer distribution. 

Tests were conducted at higher enthalpy levels (10 to 23 
M J k g )  at the DLR, Gbttingen, using both large (db = 15.24 cm) 
and small (db = 0.5cm) models tested in HEG. The mini cone 
tests were at conditions where significant dissociation and 
potential rarefaction effects would be present. Measurements by 
Legge [99] consisted of only forebody heat transfer rates at the 
stagnation point and at an s/R, location of 0.6. The tests were 
in air at Mach numbers of approximately 10. Two of the test 
cases have been simulated with the DSMC method using a 5-  
species reacting air gas model. For the lower enthalpy 
condition (V,  = 4539m/s, T, = 489.9 K, 

p, = 4 . 0 8 5 ~ 1 0 - ~  kglm3 , and K k  =0.003), the maximum 
mole fraction of atomic nitrogen along the forebody was of the 
order of 0.01 while the value for the higher enthalpy 
(V,  = 6075ml4 T, = 856.4 K ,  p, = 1.564~10-~ kglm3 , and 
Kn, = 0.009) test condition was of the order of 0.2. The 
calculated heating rate distributions for both cases are 
presented in Fig. 19 where the surface is assumed to be non- 
catalytic at a cold wall temperature of 300 K. Also shown are 
the measured values obtained using the thin wall technique. 
Good agreement is obtained for both test conditions in terms of 
distributions and absolute values. The estimated error of the 
heat transfer measurements of the mini cone tests was f 2 5  
percent with the scatter shown [99] to be within f20 percent. 

These examples where one DSMC code has been applied to  
several experimental test conditions involving compressive 
forebody flows followed by rapid expansion into the near wake 
of a blunted cone provide enhanced confidence in the DSMC 
method to accurately simulate the complexities of such flows. 

4.4.2 Shuttle Orbiter Aerodynamics 
Several computational studies have been ma& comparing the 
results of 3-D DSMC computations with the aerodynamic data 
extracted from sensitive accelerometer measurements on the 
Orbiter during re-entry. The measurements [92] were made on 
orbit down to an altitude of 60km using the Orbital 
Acceleration Research Experiment (OARE) which contained 
nano-g accelerometers along with a calibration station. Bird 
(841 first demonstrated good agreement with measured results at 
altitudes greater than 120 km using his F3 code which was later 
extensively evolved by Rault [85] and applied to altitudes as 
low as 100 km. More recent calculations (Blanchard et al. [88]) 
have been made by LeBeau using the DAC code and Wilmoth 
using an evolved version of Bird’s G3 code (see [83] for a 
description of both codes). As shown in Fig. 20, the results 
b m  these three different 3-D codes are in excellent agreement 
with the flight measured normal-to-axial force ratios. Common 
to these calculations is the use of the variable hard sphere 
(VHS) intermolecular collision model and the gas-surface 
interaction model which was assumed to be diffuse with full 
thermal accommodation. 

4.5 Applications 
For reentry and planetary missions, analysis tools will be 
needed in both the continuum and the rarefied hypersonic 
regimes for predicting aerodynamics and heating. These 
analysis tools will be increasingly relied upon to provide data 
that historically have been obtained from ground-based and 
flight tests in order to reduce the overall development costs. 
Two current areas where analysis tools are actively supporting 
technology and flight missions are the Reusable Launch 
Vehicle (RLV) Technology Program and NASA’s new decade- 
long program of robotic exploration of Mars. 

In the rarefied regime, DSMC codes will be required for 
predicting vehicle aerodynamics and for predicting reaction 
control system (RCS) plume interactions. With the increasing 
computational demand that these activities will place on 
DSMC, the codes should be increasingly flexible and easy to 
use. This is particularly true for complex configurations and 
applications where it is necessary to couple DSMC with 
continuum CFD analyses such as that for RCS plume 
interactions. 

4.5.1 DSMC Solutions for Generic SSTO Concept 
The study of Wilmoth et al. [83] addressed the accuracy, 
efficiency and ease of use of different grid and geometry 
methodologies when applied to the DSMC computations about 
a generic single-stage-to-orbit (SSTO) concept for which 
continuum flowfield solutions at lower altitude flight 
conditions have been presented. The two DSMC codes used in 
this study were the G3 and DAC codes discussed earlier. As 
implemented in this study, G3 used an unstructured tetrahedral 
grid and DAC used a 2-level Cartesian grid, variable resolution 
approach. Common to both codes was the body geometry 
definition with emphasis on achieving geometric flexibility to 
deal with complex geometries. This was accomplished by 
specifying the surface as a collection of planar triangular 
elements which form an unstructured triangular grid. 

DSMC simulations were performed for an altitude of 120 km 
with the following freesbeam conditions: V, = 7818 d s ,  n, = 

5.107 X m -3, and T, = 360 K. For the results presented 
in Fig. 21, the vehicle was at 32’ angle of incidence with an 
assumed wall. temperature of 1000 K. Based on the freestream 
conditions and body length of 56.57 m, the overall Knudsen 
number was about 0.08. A Knudsen number based on mean 
aerodynamic cord length would be closer to unity, indicative of 
a more rarefied flow. 

Comparisons of surface contours of heat transfer with the two 
codes are shown in Fig. 21 for both upper and lower surfaces. 
The results match extremely well both qualitatively and 
quantitatively. A comparison of aerodynamic results obtained 
with Newtonian calculations is shown in Fig. 22 for the lift-to- 
drag (LD) ratio. The DSMC result with collisions enabled is  
higher than the free molecular value, which is indicative of 
transitional effects. Yet the flow is significantly rarefied as the 
DSMC result is much lower than the Newtonian limit. 

The calculated center-of-pressure is ahead of the center of 
gravity for this flight condition, resulting in a positive (nose- 
up) pitching moment at all angles of attack for both the fi-ee 
molecular and DSMC results.. This is in contrast to the nose- 
down pitching moment predicted for the Space Shuttle Orbiter 
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with similar control deflections and under similar flight 
conditions [85]. However, the magnitude of the pitching 
moment predicted by DSMC is very small, and only a small force 
would be required to trim the vehicle at the attitudes shown. 

The general conclusion h m  the study of Wilmoth et al. [83] 
was that even though the Cartesian schemes appear to offer the 
most advantages, it seems that no single grid methodology i s  
universally superior for all problems. In fact, it is likely that a 
hybrid scheme in which a Cartesian grid is used for the bulk of 
the problem together with a local body-fitted grid near the body 
may offer significant advantages for near continuum solutions 
about RLV type vehicles. 

4.5.2 Capsule Transitional Aerodynamics 
Transitional aerodynamics becomes more critical for missions 
where passive aerodynamic control is relied upon for 
orientation and stabilization. For such missions, DSMC 
calculations can be used to more accurately define the 
transitional aerodynamics and validate the bridging relations 
used in trajectory analyses. Examples of recent applications of 
detailed computational tools for defining entry transitional 
aerodynamics is given in [68] for a commercial experiment 
transporter (COMET) reentry capsule, [100,101] for Mars 
Microprobes, [102,103] for the Stardust reentry capsule, and 
[ 10 1 ] for the Mars Pathfinder. 

A unique aspect of the two Mars Microprobe entries is that the 
vehicles will encounter Mars' outer atmosphere in a random 
state, potentially backward and tumbling after deployment frmn 
their host Mars '98 lander. The passive reorientation 
requirement in the upper atmosphere is a requirement that has 
not been addressed by previous planetary programs. Results of 
DSMC calculations using the DAC code are presented in Fig. 
23 for the moment coefficient about the center of gravity. These 
results demonstrate that the spherically blunted 45' half angle 
cone, forebody (overall diameter of 0.35 m) followed by a 
hemispherical backshield centered at the center of gravity i s  
statically unstable, in the rear facing configuration for high 
Knudsen number conditions. Trajectory calculations show 
nominal reorientation occurs in the rarefied regime and the 
potential range of angle of attack is reduced prior to  
encountering continuum flow conditions. 

DSMC calculations have shown that both the Mars Pathfinder 
(70.19' spherically blunted forebody followed by a 46.63' 
conical afterbody with an overall diameter of 2.65m) and the 
Stardust comet sample return capsule (60' spherically blunted 
forebody followed by a 30' conical afterbody with an overall 
diameter of 0.812m) experience static instabilities over the more 
rarefied portion of their transitional flow encounter when 
oriented at small angles of attack (Fig. 24 presents the 
calculated static pitching moment coefficient for Pathfinder). 
The trim angles for these vehicles at free molecular conditions 
are near 70' and 180'. For Pathfinder, trajectory simulations 
indicate that the gyroscopic effect of the vehicle spin i s  
adequate for preventing unacceptable increase in vehicle 
attitude during the transitional portion of entry. For Stardust, 
however, the transitional static instability identified has 
required additional spin stabilization to prevent unacceptable 
excursions in angle of attack as the vehicle traverses the rarefied 
portion of Earth reentry and approaches peak heating 
conditions. 

5. FUTURE AREAS OF RESEARCH 
Advanced computational tools are playing a significantly 
increasing role in the analysis and design of hypersonic 
transportation and planetary entry systems in both continuum 
as well as rarefied flow regimes. Their rapid use in hypersonics 
has been driven primarily by necessity since there are not 
adequate ground-based facilities to simulate flight conditions. 
As discussed in the paper, a number of 3-D viscous codes are 
now available that include modeling for complex physical and 
chemical phenomena present in hypersonic flows. The solution 
algorithms in these codes are also becoming increasingly 
reliable and robust. However, the improvements in both 
solution algorithms and phenomenological modeling have been 
incremental, at best, over the last decade. It is necessary to 
reduce the time for the entire computational process by at least 
two to three orders of magnitude for routine use of these 
computational tools in analysis, design, and optimization. 

Surface modeling and field grid generation on complex 
configurations continues to take the most time in the 
computational process. Currently, it takes anywhere from a few 
days to several weeks to generate a reasonable viscous grid for 
a real configuration. Although this is an area where significant 
progress has been made, further developments are required to 
reduce the discretization time to not more than a few hours with 
the use of automation and by creating grid libraries on a variety 
of shapes, appendages, configurations, etc. that can be called up, 
assembled, and suitably modified. The approaches in grid 
generation should be flexible and should allow quick 
definition and alterations of configurations. Although 
gridding strategies in the near future will continue to use both 
structured and unstructured approaches, it appears that the 
unstructured grid approach is superior for complex 
configurations and takes much less time than the structured grid 
approach. It also allows optimum use of grid cells and their 
adaptation to high gradient regions. Once algorithms 
compatible with unstructured grids are well-developed, 
structured grid capability will probably no longer be required. 

Convergence acceleration of the computational algorithms by 
an order of magnitude is another aspect of the solution process 
that can reduce the total time. Most algorithms being used 
today in the codes were developed in the seventies and early 
eighties and since then, only marginal progress has been made 
in improving their convergence. Further developments in 
multigrid algorithms and local preconditioning have the 
potential to provide this order of magnitude of improvements in 
convergence. There is also a need to build some intelligence in 
these algorithms so that they can sense the convergence 
problems or instabilities and automatically modify or adjust the 
algorithm to avoid catastrophic failure. Another feature that can 
accelerate the overall convergence is the ability of the algorithm 
to conduct local iterations in regions of slow convergence. 

A significant savings in total computer time can be achieved by 
efficient use of parallel computers, which are fast becoming the 
computational platforms of choice. Of course, this requires 
development of algorithms that are compatible with the 
requirements of parallelization and that the code developer be" 
knowledgeable of the architectural features of parallel 
computers to take full advantage of their capabilities. The 
preceding type of efficiency gains are essential in general, but 
for nonequilibrium, chemically reacting flows, they are almost 
mandatory ifthe computational tools for such flows are to be 
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used on a routine basis in the analysis and design of 
hypersonic systems. Currently, a well resolved analysis of a 
complete scramjet engine flowpath can take anywhere fium one 
to several hundred hours on a Cray C-90 class machine, making 
such analysis extremely expensive for routine use. 

Advances in physical and chemical modeling for hypersonic 
flows are necessary to increase the reliability and robustness of 
the codes and to reduce uncertainty in the predictions. Most of 
the codes currently use simple models which were not intended 
to be used in hypersonic flows. New models for turbulence, 
onset and transition from laminar to turbulent flow, turbulence- 
chemical kinetics interactions, energy exchange mechanisms, 
and radiation are required. There is also evidence that local 
speed of sound, drag, and heating rates may be significantly 
affected by externally produced, weakly ionized flow in ways 
that are not fully understood or predicted by the current 
physical models. Some of these models, when incorporated in  
the governing equations, introduce new complexities which 
may require modifications in the solution algorithms. Inherent 
in the development of these models is the need of very detailed 
and well designed experimental databases, both mean and 
fluctuating, at appropriate flow conditions. These databases are 
essential not only to develop new or improved models, but also 
are required to understand the deficiencies of a model. 

Code validation, especially for hypersonic turbulent, 
interacting, and chemically reacting flows, remains a major 
concern. Both local and global (at subsystem or component and 
overall system level) validation of the codes is required. 
Global evaluation of uncertainties is necessary to predict 
overall performance numbers because the combination of 
uncorrelated local and component or subsystem level 
uncertainties may sum up to very large global uncertainties. 
The complexity comes from the fact that the validation databse is 
obtained in ground facilities having different environment (flow 
quality, contaminants, enthalpy, dynamic pressures, etc.) than 
that encountered in flight. Of course, geometric scaling and its 
impact on combustion chemistry, in particular, also remains an 
issue in code validation. Unless progress is made in  
developing improved models and codes are adquately 
validated, the codes will continue to remain tools only for 
preliminary design and incremental performance prediction in  
sensitivity studies. 

The paper has focused primarily on the steady flow simulations. 
Unsteady flows produce their own challenges. Both efficient, 
time-accurate algorithms and techniques for storage, analysis, 
and display of large volumes of data generated in unsteady flow 
simulations are required. In addition, the paper discusses 
computational codes for aerodynamic analysis and design only. 
However, for multidisciplinary research, CFD codes need to be 
integrated with other disciplinary computational tools. For 
example, to study the aerothermostructural behavior of a 
vehicle, an aerodynamic code needs to interface and interact 
with material properties and structural analysis codes. 

Many of the issues facing the continuum CFD with respect to  
surface and field grid generation are also relevant to the rarefied 
flow codes. Much of the current efforts in rarefied flow code 
development are focused on enhancing the functionality of 
DSMC for complex 3-D simulations, incorporating added 
“intelligence” to reduce user intervention, and implementing 
them on massively parallel computers. Physical models are also 

being enhanced. The quantum vibrational model that has 
evolved recently could be used to improve the modeling of 
thermal radiation due to vibrational transitions. A future area of 
research involves integration of electronic excitation and 
ionization in the same way that vibrational excitation and 
dissociation has been integrated. This would similarly improve 
the modeling of radiation due to electronic transitions. 

It is now several years since the DSMC approach was shown 
[87] to be an effective tool for studying the Edney Type IV wave 
interaction that was important to the aerospace plane project at 
that time. Computers have become significantly faster since 
then and it is possible that DSMC could now be applied to 
study even some aspects of hypersonic propulsion. For 
example, the combustion process and the degree of 
recombination in the nozzle are among some of the critical 
issues and, whatever the density, DSMC could now be applied 
to onedimensional models of these elements of the propulsion 
system. 
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Figure 1. Full flow field and non-wake grid in symmetry 
plane of COMET (every other body-nom1 point 
shown) 

Figure 2. Comparison of expimental results on 7% scale 
COMET model in Mach 6 Tunnel with computed 
results 
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Figure 3. BlOOl configuration (RLV) Figure 4. BlOOlA configuration (X33) 
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Figure 5 .  BlOOl surface grid (RLV) Figure 6.  BlOOlA slnface grid (X33) 
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Figure 7. Temperature contours on RLV for fuUy catalytic 
wall, laminar flow, at 1200 s 
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Figure 8 Windside centerlinc compan’sons of LAURA and 
MINIVER results at the 1200 s trajectory point for 
the RLV 
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Figure 9. Forward-swept, sidewall compression inlet 
concept 

Figure 10. Pressure contours through the inlet at Mach 4 

'Or 

Figw 1 1. Mach numbs contours through the inlet at 
Much 4 

Figure 12. Pressure comparison with expRimmtal data on the 
hodyside centerline 
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Figure 13. Concentmtion contours for helium in the combustor 

- 

Figure 14. Mach number contours through the scramjet combustor 
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Figure 15. M d  and calculated heating rates along sting 
of a 70" spherically blunted cone in Mach 20 
mtmgen (dg = 5 cm). 

0.20 

Fgure 17. Measurrd and calculated number fhm along 
centerhe of n w  wake fix VZG test UL Mach 
16 5 rulmgen (Kn, = 0.0021, db = 5 cm) 

40 

f DSMC 

-20 

-40 

-40 -20 0 20 40 60 80 100 120 
x,mm 

Exp., SR3 

Figure 16 Measured and calculated density contours for SR3 
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Figure IS. Measured and calculated heating rate distributions 
for LENS test in Mach 15.6 nitrogen (ffi, = 
0.0023, db = 15.24 cm). 
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Figure 20. DSMC comparisons with Shuttle fight data 
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Figure 21. Heat transfer contours (Wlm2 ) on upper and 
lower surfaces of generic single-stage-to-orbit 
model (V, = 7.8 lan/s at 120 km altitude). 
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Figure 22. Litt-tOdrag results for generic SSTO vehicle 
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SUMMARY 

This paper attempts to review the status of computatio- 
nal simulation of hypersonic flow achieved in Europe 
(except for the work performed in the countries of the 
former Soviet Union) within the past five to ten years. It 
is shown that national and concerted European efforts 
fostered the development of CFD in intimate combinati- 
on with experimental work, in particular for validation 
purposes. It is believed that the state achieved, al- 
though not yet perfect, will be of tremendous help for the 
design process of an operational vehicle. 

1 INTRODUCTION 

More than twenty-five years ago, the design of space 
transportation systems was mainly based on extensive 
wind-tunnel work, extrapolations there from and a few 
free-flight experiments, but hardly on computational 
work. Today, the development of new space transporta- 
tion vehicles is believed to be possible in less time and 
to result in better and more reliable performance if, in 
addition to experimental tools, computational tools are 
employed in a complementing fashion. This has become 
possible owing to the rapid mutual development of both, 
Computational Fluid Dynamics (CFD) and computer 
hardware since the early eighties. The development of 
computational hypersonics in Europe has experienced a 
dramatic impetus in the second half of the eighties after 
the beginning of the HERMES development programme 
initiated by CNES and then supported by ESA 
(European Space Agency) for the design of a reusable 
lifting reentry space vehicle. In fact, thanks to the inno- 
vative approach to accompany the programme by a 
Research and Development programme under the re- 
sponsibility of Dassault Aviation, computational hyper- 
sonics was strongly promoted in universities and rese- 
arch institutions across Europe. National technology 
programmes such as those for vehicles with sustained 
hypersonic flight with air-breathing propulsion, SANGER 
in Germany and later PREPHA in France, were 
amplifying the efforts substantially. In Germany, in the 
late eighties, the Deutsche Forschungsgemeinschaft 
(DFG), a government agency to support research at 
universities, started to finance hypersonics research 
(Hyperschall-Sonderforschungsbereiche, SFBs) at in- 
itially four, later reduced to three universities. This rese- 
arch is still continuing until 1998, and perhaps, until 

around 2001. This further fueled the enthusiasm for 
hypersonics in the community. Note, that most of the 
computational tools developed for hypersonics, could as 
well be used for the design of supersonic commercial 
transport vehicles. After having stopped the HERMES 
development programme by the end of 1993, ESA laun- 
ched the Manned Space Transportation Programme 
MSTP until the end of 1995. This technology program- 
me permitted further improvement of numerical and 
experimental tools, including wind tunnels, which had 
been created and/or were improved during the HER- 
MES phase. The ultimate purpose was the validation 
and finalization of the tools needed to carry out the 
design of an operational vehicle. More recently, ESA 
launched new studies and technology programmes, e.g. 
FESTIP (Future European Space Transportation Initiati- 
ve Programme, without the participation of France) and 
C W  (Phase B, under the responsibility of an industrial 
group given by Aerospatiale, MAN Technologie and 
ALENIA SPAZIO) (Crew Transport Vehicle for the inter- 
national space station ALPHA). In these programmes, 
the European research teams, in concert with the indu- 
stry, use the available tools and continue to increase 
their knowledge and abilities to further develop and 
employ, in particular, computational tools in hyperso- 
nics. Unfortunately, a European demonstrator for a 
transport vehicle has not yet flown to demonstrate the 
quality of design procedures and, especially, of compu- 
tational tools. 

CFD is the combination of numerical mathematics, fluid- 
mechanical know how, physical modeling and computer 
science, hence a truly interdisciplinary, intimate combi- 
nation of research areas. CFD is a comparatively young, 
but nevertheless well-established discipline producing 
tools which are increasingly accepted as helpful to bet- 
ter understand phenomena occuring both in experi- 
ments and in nature, or to optimize the performance of 
flow-dominated technical devices. Ten years ago, when, 
again, the hypersonics wave hit Europe, the state of the 
art in CFD was largely for two-dimensional andlor invi- 
scid flows and focussed on, in general, classical perfect- 
gas flows such as transonics or supersonics. Owing to 
the above mentioned programmes, the development 
towards the simulation of viscous flows ir i  three dimen- 
sions including thermo-chemical reactions was highly 
accelerated. One reason is the fact that ground-based 
facilities cannot model completely free-flight conditions. 
Free-flight hypersonic experiments on the other hand, in 

Paper presented at the AGARD Symposium on “Future Aerospace Technology in the 
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particular of reentry type, are very expensive to perform. 
Therefore, computational tools can be used to underta- 
ke e.g. sensitivity studies. When validated or certified by 
appropriate ground-based experiments, CFD simulation 
methods with suitable thermo-chemical models then 
serve as a tool extrapolating to free flight. While the 
focus of the activities was on continuum flows, the un- 
derstanding and simulation of rarefied flows were consi- 
dered as well. In addition to computational simulations, 
emphasis was put on strong links between computati- 
ons and experiments for a mutually better understan- 
ding and prediction of complex hypersonic flows. 

I 

The present paper attempts to survey the progress 
achieved in Europe with respect to the development of 
computational tools for the simulation of hypersonic 
external flows. Note, that the contributions from Eastern 
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Figure 1: 
Spatial amplification rates for blunt cones (adiabatic 
walls). M=8. Top: classical analysis according to diffe- 
rent authors, nose radius R=BBlmm, S/R=l75. Bottom: 
entropy instabilities R=42.672mm, WRw66.25, wave 
angles in degree [83J 

countries are not considered. Also, the choice of ex- 
amples is somewhat arbitrary and by no means comple- 
te, but representative. First, some essential ingredients 
of computational methods are discussed, before se- 
lected numerical approaches and achievements are 
presented for continuum and rarefied flows with em- 
phasis on continuum flows. Although reentry-type appli- 
cations are dominant it is believed that the application to 
vehicles for sustained flight - shown elsewhere in the 
conference - is included. A summary of the assess- 
ments and a perspective end the paper. 

For accurate and realistic flow simulations three ingre- 
dients are essential. The pacing item is the modeling of 
the physics of the considered flow: the prediction cannot 
be better than the physical model implemented into the 
solver. The basic ingredient is, of course, the algorithm 
of the numerical approach itself. Then, since there are 
usually certain parameters of the physical model or of 
the algorithm or owing to the quality of the used compu- 
tational grid, which influence the results, an appropriate 
validation of the solver is required. 

2 PHYSICAL MODELING 

Here, we focus our attention on transition and turbu- 
lence, high-temperature effects, gas-surface interaction 
and, to a less extent, on ionization phenomena. 

Reentry vehicles quite often experience highest heat 
loads while still being in laminar-flow regimes. Neverthe- 
less, the knowledge of transition from laminar to turbu- 
lent boundary-layer flow is important to know, in particu- 
lar with respect to the heat load on control surfaces. For 
air-breathing vehicles the transition from laminar to 
turbulent flow on the forebody in front of the inlet of the 
engines decides upon success or failure of the design of 
the vehicle. In short, knowledge on transition is not only 
essential for optimising aerodynamic efficiency in tran- 
sonics, as is known, but also for optimising aerothermo- 
dynamic efficiency, especially if radiation adiabatic walls 
are considered [71 to 731. Usually, semi-empirical crite- 
ria, based on the eN approach, and assumptions for N 
are employed, in order to derive estimations for transiti- 
on, see an overview in [6]. Figure 1 compares the in- 
stability analysis of various researchers with experimen- 
tal data for a slightly blunted cone and shows the first 
availlable data for entropy-layer instabilities. However, 
worldwide work is underway to get rid of empiricism by 
moving from an analysis of local and linear disturbance 
equations to one for nonlocal and nonlinear spatially 
parabolic disturbance equations. The current state of 
the art is that this can be achieved for the assumption of 
symmetry-plane or locally infinite-swept-wing flows, see 
e.g. [84,86,123]. The extension to fully three- 
dimensional flows requires new concepts with respect to 
modeling the process of disturbance interactions with 
the base flow. Up to now, boundary-layer flows past 
complex configurations can only be investigated based 
on local analysis. In any case, it is important for the 
analysis to rely on highly accurate laminar base boun- 
dary layers [86]. If Navier-Stokes solvers are used this 
implies an extremely high computational effort. An alter- 
native is to use a comparatively coarse Navier-Stokes 
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Figure 2: 
Surface pressure [top) and heat-flux [bottom) distributi- 
ons on a hyperboloid flare, M=25, P~0.73 ,  Re=14680, 
H=75km for perfect gas. Additional gas models: I: che- 
mical and thermal nonequilibrium; II: chemical'nonequi- 
librium; 111: equilibrium [83]. 

grid and to produce appropriate initial and boundary 
conditions for more efficient boundary-layer computati- 
ons. Finally, a coupled Euler/boundary-layer solution 
could be employed [84,126]. Europe has achieved the- 
rean excellent standing with the cooperation between 
DLR and FFNKTH as a major axis for advanced insta- 
bility analysis in hypersonic boundary layers which con- 
tributed to FESTIP activities. Recently ESA launched 
also a Technical Research Programme (TRP) on hyper- 
sonic laminar-turbulent transition; a large amount of 
experimental and numerical results has been obtained 
in the framework of this European cooperation involving 
ONERA, DLR, CFD Norway and Manchester University 
under the responsibility of Abrospatiale. 

The importance of knowledge of transition and, conse- 
quently, the modeling of turbulence as well, is eviden- 
ced e.g. in ref. 124 which considers the transitional flow 
past a corner with separating and reattaching boundary 
layer. A systematic variation of the "point" of transition 
has led to a good comparison of predicted and experi- 
mentally observed pressures and heat-transfer data. In 
spite of the fact maybe that turbulence may increase 
heat transfer dramatically, not very much work has been 
dedicated to the investigation and development of turbu- 
lence models in hypersonics. In practice, either eddy 
viscosity models or two-equation models are employed, 
sometimes in modified form [e.g. 37,56,88,100,126], 
seldom higher-order approximations are used [67]. 

Some work has been done to directly model turbulent 
boundary layers by means of Large-Eddy Simulations 
PI. 

High-temperature effects are important for ascent-type 
vehicles with air-breathing propulsion only near stagna- 
tion points, in the immediate neighbourhood of the 
entrance of the engines and in the nozzle flow of the 
combustion products. However, all the way during reen- 
try, vehicles experience high-temperature effects in the 
flow field between bow shock and surface [e.g. 1121. 
The consideration of such effects in flow predictions is 
not only important for the localization of hot spots on the 
surface but also to determine its influence on the effi- 
ciency of control surfaces. Note that Weilmuenster and 
Gnoffo have shown in a recent paper that the unex- 
pectedly large flap angle, necessary to trim the Space 
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Shuttle during its first flight, was mainly due to the inac- 
curate consideration of high-temperature effects. 
Usually, the limiting assumptions of ideal-gas or equili- 
brium flow are made to estimate the influence of dis- 
sociating or recombining air. Figure 2 suggests that 
nonequilibrium effects must be taken into consideration 
for a more precise design of reentry vehicles. For a 
hyperboloid-flare configuration, approximating the 
windward symmetry plane surface of a reentry vehicle at 
large angle of attack, the chosen model of thermo- 
chemical nonequilibrium results in considerable differ- 
ences in heat and pressure loads on the flap leading to 
different trade-offs between permissible loads and 
wanted efficiency. Note that there is still room to define 
the appropriate thermo-chemical model needed for 
reentry conditions in spite of considerable efforts, also in 
Europe [e.g. 32,39,55,78,81,112,114,140]. Furthermore, 
the constants involved in the modeling, generally, have 
been determined decades ago for temperature ranges 
which are actually inadequate for the current use and 
require extrapolations. 
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Figure 4: 
Heat-flux distributions for a Shuttle-shape equivalent 
hyperboloid and STS-2 free-stream conditions at 2 diffe- 
rent altitudes [32]. 

The interaction between flow and surface is, usually, 
considered only with respect to radiation, i.e. away from 
the surface according to Boltzmann's law assuming the 
air itself not to radiate [72,122]. Figure 3 gives an im- 
pression of the influence of radiation cooling (E f 0) for 
sustained hypersonic flight. Note, that radiation- 

adiabatic walls can only be considered by means of 
CFD. For carrying out corresponding experiments hot 
measurement techniques must be developed. For the 
simulation of nonequilibrium flows the effect of the sur- 
face on the chemical action in the nearby flow must be 
considered, as well. In general, it is assumed that the 
surface is non-catalytic or else fully catalytic. The real 
situation yields a surface with finite catalycity which 
cannot yet be modelled easily in continuum [7,58] or 
rarefied [ I  1,321 regimes because of missing parame- 
ters. Figure 4 shows the influence of finite catalycity for 
the STS-2 flight for 2 points on the trajectory. 

Ionization, i.e. the existence of air plasma, plays a role 
for the early phase of reentry with velocities larger than 
roughly 8 km/s. The duration of corresponding 'black 
outs' is particularly required to determine possible inter- 
vals of interruptions of communications between vehicle 
and observing ground station. In the European literature 
this topic is seldom treated, although it is also of interest 
to understand and describe the flow in arc-jet driven 
facilities [ I  151. In [39], the emphasis is laid on the study 
of different approximate models for the diffusion phe- 
nomena in weakly ionized mixtures and better results on 
the ionized species density numbers are obtained with 
Blottner's approximation correlated to the electrical field. 
The study conducted in [27], for a weakly ionized gas 
with two different translational temperatures, one for the 
heavy species and one for the electron gas, is linked to 
the treatment of non-conservative products appearing in 
the momentum equation of electrons. 

3 CFD FOR CONTINUUM FLOWS 

Since the assumption of continuum flow is usual 
practice for subsonic and transonic aerodynamics most 
of the numerical techniques developed for these regi- 
mes are candidates for hypersonic external flow simula- 
tion. However, the value and usefulness of the different 
simplified mathematical models are not preserved when 
transferred from classical aerodynamics to hypersonics. 
Inviscid flow modeling means using Euler equations 
since the potential flow approximation is no more valid 
behind strong curved bow shocks. Euler equations have 
to be completed by the inclusion of real-gas effects 
which are not leading to a large modification of the set 
of equations in the case of thermo-chemical equilibrium 
but which add many equations for nonequilibrium flows 
and, therefore, this can hardly be called a simplified 
modeling with respect of the complete set of viscous 
reactive flow equations. As indicated above, viscous 
effects can be accounted for by Euler/boundary-layer 
coupling but it then appears mandatory to use either the 
Van Dyke higher-order boundary-layer theory or the 
defect formulation to cope with entropy-layer effects 
[16,31,139]. 

Grid generation is part of the pre-processing for numeri- 
cal simulations and is an important step to ensure the 
quality and efficiency for CFD methods. This remains 
true for hypersonics even though the complexity of 
vehicle shapes in applications is seldom as severe as 
for subsonic and transonic configurations with e.g. 
complicated high-lift devices. Therefore, the currently 
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the majority of computations carried out in Europe, u p  
winding is the rule for evaluating the fluxes either in 
finite-volume or in flnite-element methods since cente- 
red approaches are not robust enough near discontinui- 
ties. Cell-centered upwind finite-volume methods based 
on one-dimensional Riemann problems in the direction 
normal to cell faces are used in the majority of present 
CFD codes for hypersonic applications. Because first- 
order accurate upwind approximations are too diffusive 
higher-order schemes are needed. However, there is a 
large variety of flux formulae from the classical Flux- 
Difference Splitting or FDS (Roe, Osher) and Flux- 
Vector Splitting or FVS (Steger-Warming, van Leer) to 
more recently studied ones either for improving ro- 
bustness and accuracy or in view of their extension to 
reactive flows. To the first category belongs the family of 
Hybrid Upwind Splitting methods (HUS) devised by 
Coquel and Liou [28] to combine the accuracy of FDS 
and the robustness of FVS methods. The interest of 
these schemes is clear when aplied to standard pro- 
blems such as the hypersonic flow past an hyperboloid 
flare where robustness is needed at the nose because 
of the strong bow shock, and accuracy is mandatory in 
the region with recirculating flows. Various FVS sche- 
mes can be used in an hybrid pair with the Osher FDS 
scheme. If the use of van Leer's scheme for this hybri- 
dizing has been first proposed by the authors of HUS 
schemes, kinetic FVS schemes are often chosen for 
their efficiency like in [94] where the equilibrium flux 
method from Pullin has been extended to a hybrid 
scheme. The compromise between accuracy and ro- 
bustness is also studied in [I041 where HCUSP, AUSM 
und AUSM+ schemes are tested and compared. Also 
worth to mention are the mixed flnite-volumelfinite- 
element method [I 101 and the multi-dimensional u p  
wind-matrix distribution scheme on a compact stencil 
combined with Galerkin finite-element approximation for 
the viscous terms [131]. The extension to thermo- 
chemical nonequilibrium flows was the subject of recent 
studies for Roe's Riemann solver [45], kinetic schemes 
[134], and HUS schemes [26]. 

developed gridgeneration tools for classical aerody- 
namics are directly applicable. The speciality of hyper- 
sonic flows is due to the presence of the strong bow 
shock limiting the required computational domain to the 
immediate vicinity of the hypersonic vehicle for high 
Mach number. Shock-fitting has been used in the past 
mainly for tracking the bow shock for 2D or axisymme- 
tric flows but its use on 3D configurations seems not to 
be very suitable for complex geometries. Moreover, the 
presence of internal shocks is asking for shock- 
capturing methods which, of course, can handle bow 
shocks as well. However, due to the strength of the flow 
gradients, special attention has to be paid to grid refi- 
nements in order to capture details of shocklshock or 
shocklboundary-layer interaction phenomena. We will 
come back to this subject below. 

------- e r - 

~ forebody blocks 
- - - rear blocks 

U 
- 4 ~  500 1000 

cycles 
Figure 5: 
Typical convergence behaviour of DLRs basically ex- 
plicit time-stepping code CEVCATS for HALIS free-flight 
flow simulation (M=24. H=72km, a=40*, chemical none- 
quilibrium) 1191. 

To be capable of handling the strong discontinuities and 
reactions present in hypersonic flows, the discretization 
methods developed for classical aerodynamics have to 
be adapted. This addresses the aspects of code ro- 
bustness and, at the same time, accuracy which must 
be maintained. For shock-capturing methods used for 

Figure 6: 
Surface pressure on the hyperboloid-flare configuration 
for the flow in RWG with M = 6.83, Re/m = 7 106/m 
given by workshop participants [I 171. 
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Both StNCtUred and UnStNCtUred grid methods are re- 
presented in Europe for CFD in hypersonics. As said 
above, the relative simplicity of hypersonic vehicle sha- 
pes provides a natural choice for flow domain discre- 
tization with StNdUred grids, see e.g. [65]. The main 
three-dimensional codes used for hypersonic flow 
calculations are of this type and rely on upwind finite 
volume discretization [19,36,38,46.57,63,64,89,99, 
104,121,138]. For methods based on UnStNctUred grids, 
e.g. [20.62,92,110,131], there are still large variations in 
the chosen numerical techniques and very few three- 
dimensional results. If most of them are based on the 
Galerkin finite-element approximation for the treatment 
of second-order derivative terms, several variants of 
finite-volume methods are used to ensure accuracy and 
robustness in the treatment of convective terms 
[92.110.131]. The case of the finite-element Galerkin 
least-square approach with entropy variables as deve- 
loped by the team of Dassault Aviation [20.92.97] can 
be set apart both for its non-conventional formulation 
and for its application to three-dimensional complex 
geometry such as for the flow past the HERMES cano- 
py. In this case, local grid refinement has been made for 
a better description of heat fluxes and separated regi- 
ons [97]. Automatic grid adaptation to flow features is 
highly advocated for shock capturing, sometimes with 
StNCtUred grids by means of node displacement and 

Figure 7: 
Comparison of skin-friction lines on the lower surface of 
HALIS near the body flap for S4 conditions, body flap 
angle 154 as a result of an ESTEC workshop 11351. 

more frequently with unstructured methods by adding 
and removing nodes [20.24,62.110.134], but the de- 
monstration is generally made only in two dimensions. 

As concerns the efticiency of numerical algorithms, 
convergence acceleration techniques are necessary for 
hypersonic CFD. Two reasons are present which limit 
the practical time step used for time marching towards a 
steady-state solution of the system of equations. The 
first one is the classical CFL limitation on the time step 
due to the grid refinement in viscous layers and even- 
tually in strong shocks. The second one is the stiffness 
brought about by the presence of theno-chemical 
source terms with time scales much smaller than those 
of the flow field. The first reason is shared with classical 
aerodynamics while the second one is more familiar 
from the numerical simulation of combustion. The natu- 
ral remedy is found in implicit algorithms. Therefore, a 
fully implicit approach is often used in stiff cases with 
solution of the linearized systems through a precondi- 
tioned GMRES method, e.g. [26,62], or Gauss-Seidel 
symmetric line relaxation, e.g. [141]. Semi-implicit algo- 
rithms, with some implicit procedure applied only to the 
reactive terms [4,19,110], are sufficient for coarse or 
moderately fine grids. For fine grids, a good efficiency 
can be achieved by combining the implicit treatment of 
theno-chemical source terms and the multigrid ap- 
proach. Many efforts were devoted, in particular at DLR, 
to improve the multigrid method in order to adapt it to 
hypersonic flow features [19,103.104.105.142], inclu- 
ding the concept of semi-coarsening [103]. Figure 5 
shows a typical convergence behaviour of the DLR 
code CEVCATS for 3D nonequilibrium flow simulations. 

Other studies to get an efticient solution of CFD pro- 
blems concern the parallelkation of algorithms. The 
classical methods based on the multiblock or domain- 
decomposition approach remain suitable for hypersonic 
CFD with only some care to be exercised for the choice 
of the interface orientation. Demonstrations of a relative- 
ly efficient parallelization have been made for PNS [63]. 
classical multiblock [19.89] or UnStNCtUred [106.107. 
1311 codes. The implicit treatment of thermo-chemical 
source terms leading essentially to point-implicit opera- 
tors is not an obstacle for the use of parallel machines. 
However, in spite of the effotts done for such parallel 
code adaptation and the gradual availability of massive- 
ly parallel computers with distributed memory (INTEL 
Paragon, IBM SP2. CRAY T3D and T3E), the use of 
machines with a moderate number of powerful proces- 
sors, such as NEC-SX4 or CRAY J90, is generally pre- 
ferred for practical applications. This is currently the 
case e.g. at DLR in Gdttingen where a nonequilibrium 
flow steady-state solution past a complex configuration 
is achieved in about 15 hours on one processor of a 
NEC-SX4 or roughly 5 hours on four processors for a 
grid of more than two million points [19,104]. 

In the course of the ESA programmes the concept of 
using 2D or axisymmetric so-called standard models 
evolved. This concept employed nominally simple sha- 
pes in order to approximate components and, therefore, 
typical flow features of space vehicles. The flows past 
these shapes served as validation test cases for CFD 
(see e.g. [2.3,40,41,116]) and to qualify the flows in the 
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test sections of different wind tunnels. The wedge- 
cylinder combination is e.g. representative for shock- 
shock interactions at inlets of air-breathing hypersonic 
vehicles or near wing leading edges for reentry flows, 
see e.g. [18,116]. The blunt-body shapes of Electre 
(with freeflight data fmm earlier French research pro- 
grammes) and hyperboloid-flare configuration reproduce 
blunt-body flow features and flow-separation features. 
They were investigated in cold as well as in hot hyper- 
sonic facilities (see e.g. [116]). Figure 6 presents the 
comparison of various predicted pressure results for the 
hyperboloid flare in RWG for the ESTEC workshop in 
March 1996 [117]. showing still some scatter of results, 
in particular in the area of separation of the assumed 
laminar flow. 

Europe, in addition to the work for the ARIANE [99] 
development. considerable efforts have been spent on 
reusable transportation systems with air-breathing pro- 
pulsion - associated with the names and abbreviations 
SANGER, PREPHA and ELAC. see e.g. [53,64.73,113. 
1221. This concerned not only fundamental CFD work 
with respect to e.g. transition. vortical phenomena, coo- 
ling due to radiation and intake phenomena associated 
with air-breathing engines but also the integration of 
propulsion in complete designs (see e.g. [71] to v31). 
Another result is the consideration of alternative designs 
based on modem waverider concepts in mission ana- 
lysis considerations. see e.g. [46 to 48,1281. 

Most of the European CFD work, however, seems to 
have been directed towards the mastering of reentry- 
type problems. This is due to the corresponding Euro- 
pean programmes and gets significance more recently 
with a NASA-ESA cooperation begun with respect to 
reusable winged transportation sytems to and from the 
planned international space station (CTV-CRV). 

A few examples of applications of CFD are shown next. 
First, from the 1996 ESTEC workshop [116] results of 
the prediction of the flow past HALIS are shown. HALiS 
duplicates exactly the lower surface of the US Orbiter. 
Figure 7 compares for this test case skin-friction line 
predictions for the laminar flow at S4MA conditions 
(M=9.8. a=40", ReL=1.67 10'. flap angle 1F). The cor- 
responding global quantities C,, C, and C, don't differ 
by more than 1.6, 3.4 and 8.5 percent which is, in part, 
caused by large differences in grid size [135]. Figure 8 
displays the surface grid of the unstructured mesh and 
predictied results near the canopy for a HERMES com- 
putation done to investigate the peaks of the heat load 
near the windows [97]. Figure 9 shows the skin-friction 
line pattern and the heat-transfer distribution on the 
lower surface of a X-CRV shape at reentry conditions 
with deflected body flap (25"). This DLR result was part 
of ESA's '90-days' study in 1996 for this configuration. 
The study and additional unfunded work showed that 
the European CFD tools are perfectly suitable to rebuild 

L 

i .  
Figure a: 
UnstNctUred surface grid, heat-flux distributions and 
skin-friction lines (bottom) for the canopy region of 
HERMES (top) p?J 

Figure 9: 
Skin-friction lineS and heat-flux disirbutions On the I& 
wer surface Of an x-ci?v shape fM=25, a=409 
H=75km, nonequilibrium), obtained with CEVCATS. 

~0~ challenging in terms of resouTCBs, grid- 
generation capabilities and physical modeling is the 
Simulation of the flow past mmplex in 
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experimental results also in the transonic flow regime. 
Note, that the CFD capabilities have also been demon- 
strated in ESA's ARD capsule programme. Strong CFD 
capabilities have as well been developed in technology 
programmes like SANGER and PREPHA with respect to 
the prediction of e.g. inlet and nozzle flows [e.g. 91. 

It is clear that the projects HERMES, SANGER, FE- 
STIP. CTV. ... require the formation of integrated teams 
in order to arrive at verified system designs. The wrre- 
sponding necessary combination of the various discipli- 
nes is practically achieved in a way which is seldom laid 
open to the public because of the proprietary character 
of the knowledge involved. However, strategies are 
published, see e.g. [73.102]. CFD people have a vision 
that the optimization process of the considered vehicle 
design occurs entirely on the computer, of course profi- 
ting from an experimental data base. In aircraft industry, 
see e.g. the development of the Boeing 177 plane, this 
process has started. 

4 CFD FOR LOW-DENSITY FI OWS 

Rarefied flows, in the transitional regime at altitudes 
above roughly 80 km, where the mean free path is of 
the order of characteristic lengths of the flying geometry. 
cannot be described with solutions of the Navier-Stokes 
equations but require solutions of Bohmann's equation 
or of approximations thereto. In Europe. essentially two 
approaches prevail. One is based on Bird's Direct Simu- 
lation Monte Carlo (DSMC) approach given e.g. by 
Ahspatiale's method or DLRs code DlMOS or variati- 
ons thereof [10.29,30,33,42,54]. The other method is 
the finite pointset method (FPM) developed at the Uni- 
versity of Kaiserslautern [80,98,125.129,130]. 

The use of DSMC. which treats the interaction of par- 
ticles and their displacement in a decoupled manner, 
requires large computational resources in three dimen- 
sions. The denser the gas the higher the total number of 
particles needed to represent the flow correctly in a 
statistical way, and hence the more computer time is 
needed for a given computer. Based on knowledgeable 
assumptions ABrospatiale has been able to carry out 
some 3D simulations of the flow past HERMES, thus 
producing some meaningful results, even including the 
effect of plumeexternal flow interaction. Most of the 
computations. in particular near continuum, were, 
however, carried out in b o  dimensions or based on 
axisymmetry in spite of the fact that enhancements of 
the computational speed were achieved [42] by re- 
ducing the effort to determine the paths of the particles. 
This also allowed to estimate the correctness of the use 
of Navier-Stokes equations with no-slip conditions by 
comparing e.g. heat-transfer or skin-friction distributi- 
ons, using otherwise the same high-temperature mode- 
ling. For the heat transfer on the surface of a hyperbolo- 
id flare it can be shown for a Knudsen number of about 
loJ that the DSMC result converges towards that of the 
Navier-Stokes solver for a sufficiently refined grid only 
[83]. Besides the familiar use of velocity slip and tempe- 
rature jump boundary conditions with NavierStokes 
equations to simulate intermediate Knudsen number 
flows it is worth to mention a proposal for the replace- 

ment of Navier-Stokes equations by the quasidynamic 
equations [49] which differ from the Navier-Stokes sy- 
stem by the structure of the dissipative terms in the 
right-hand side of the momentum and energy equations 
and by the presence of a divergence term in the right- 
hand side of the continuity equations. Results closer to 
DSMC reference results are obtained for moderate 
values of Knudsen number. 

While some efforts have been undertaken to introduce 
massive parallelism into the DSMC codes, this is not yet 
widely used in Europe. 

The FPM derives its name from the finite pointset given 
by the collection of all chosen particles. The idea is then 
to construct suitable so-called low-discrepancy sequen- 
ces of finite pointsets which in the limit approximate the 
solution of the time-space discretized Boltzmann equa- 
tions. This approach has been refined and rendered 
highly efficient by the group of Neunzert. More recently, 
the code in question ParBoSS has also been paralleli- 
zed to enable the use of massively parallel super com- 
puters. In [5] a nearly linear speed-up is reported for 
axisymmetric computations on computers such as 
CRAY T3D or IBM SP-2. 

The European codes can handle high-temperature ef- 
fects where the thermal and chemical effects are 
described by molecular models which are developed, as 
proposed by Choquet. to satisfy detailed balance and 
entropy theorem and to reproduce at the macroscopic 
scale experimental relaxation times [21.22,23], see also 
e.g. [10.32.42]. As well they can handle gas-surface 
interaction where e.g. -following ideas of Warnat? - the 
wall-catalytic effects are described by rate equations for 
the change of particles due to elementary surface re- 
actions [ll]. Hence, perhaps with the exception of mo- 
deling ionization, the available codes are well prepared 
to simulate the behaviour of reentry vehicles in the 
transitional regime. For preliminary estlmates it is also 
possible to use quick local-bridging methods for forces 
and heat transfer [13]. The ultimate goal is, of course, 
an appropriate coupling of rarefied- and continuum-flow 
simulation in one approach. 

5 VAI IDATION PROBLEM 

It was mentioned earlier that even those computational 
flow solvers which are mathematically correct and accu- 
rate require a process which is called code validation 
because of the need to employ an appropriate grid and 
the right physical models, in order to properly simulate 
realistic flows. CFD code validation has become a buzz 
word which has been and is being associated with va- 
rious philosophies linking code validation to notions 
such as calibration, verification. certification or confi- 
dence. Here, code validation is meant as a concept 
allowing for sufficient confidence in CFD to use it in 
design procedures. Such a concept includes ground- 
based experiments as well as flight experiments and 
should yield a quantification of the capabilities of the 
code with respect to the simulation of a particular type 
of flow. Because hypersonic data, in particular reentry 
free-flight data, are hard to obtain, it is common to as- 
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reduce the purely numerically caused uncertainty is to 
carry out sensitivity studies with respect to the amount 
of numerical diffusion by changing the corresponding 
parameters if possible, see above. This is a rather deli- 
cate matter because sometimes one has to look for a 
good compromise between sufficiently large robustness 
and sufficiently accurate results. 

When the above parameters are under control the cre- 
dibility of the predictions with respect to the choice of 
the appropriate physical models must be determined. 
This is achieved by comparison with a dedicated expe- 
riment, usually in ground-based facilities. This topic is 
the objective of the above-mentioned workshops or 
other events, such as the AGARD WG 18. For classical 
cold hypersonic flows this concerns only the modeling of 
transition and turbulence. For laminar 3D flow, figure 11 
shows that experimentally observed data can be rebuilt 
even in regions with separated flow. This is non-trivial 
for transitional or turbulent flow situations. For the more 
reentry-related hot hypersonic flows, e.g. in the arc- 
heated facility F4 in Le Fauga or in the piston-driven 
high-enthalpy tunnel HEG in Gtittingen, it is possible to 

sume that codes do predict freeflight flow fields and 
aerothermodynamics using appropriate physical models 
once the code has been validated by means of dedica- 
ted ground-based experiments. For reentry-type flows 
this is thought to be the right way to extrapolate to flight 
[73,102]. 

There are many sources for uncertainties of CFD re- 
sults, ranging from purely numerical ones to those 
owing to the chosen physical models. The purely nume- 
rical uncertainties can be taken care of to a large extent. 
One approach would use code-to-code comparisons, 
preferably in the frame work of a workshop with dedica- 
ted test cases. Quite a few workshops of this kind have 
been sponsored or even organised by ESA andlor 
ESTEC since the beginning of this decade, initially as 
pari of the HERMES development programme and then 
in the MSTP [2.3,40.116,119]. Another means to de- 
termine the degree of uncertainty is to carry out grid- 
dependence studies. While this still seems to be rather 
difficult in three dimensions, being rigorously feasible 
only locally in blocks (see e.g. [91]), in two dimensions it 
has to be done, in principle. Figure 10 from 1611 nicely 
Indicates the importance of such refinement studies: in 
an attempt to rebuild the flow field in a contoured hyper- 
sonic nozzle of a Ludwieg tube, the grid for the axisym- 
metric flow simulation was continuously refined yielding 
finally a good agreement of predicted and experimental- 
ly observed pressure profiles in the non-reacting flow 
field. Such a mutual verification is, of course, also 
necassary for a reacting flow field. A third possibility to 
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investigate in addition the appropriate thermo-chemical 
models. Here, ESA's Hypersonic Ground Testing Pro- 
gramme showed that code validation is not a one-way 
street but allows both experimentalist and computational 
engineer to proM mutually from each other. Computa- 
tional experimentation showed e.g. that the experimen- 
tally observed pressure on the wall and at the exit of a 
nozzle in F4 (figure 12) can be predicted if it is assumed 
that the flow is in equilibrium and the boundaty layer 
goes turbulent in a linear fashion between nozzle throat 
and exit 11331. The check of the ability of the considered 
code to cope with phenomena, such as shocklshock or 
shocklboundary-layer interactions and high-temperature 
effects like reduced shock stand-off distances, requires 
flow field measurements with sufficient accuracy and, in 
any case, the definition of error bars. Here, the measu- 
rement of concentrations and temperatures in addition 
to velocities is of large importance. It is often not ob- 
vious beforehand if an accuracy of, say, 10 percent, 
which is considered excellent for the experiments of a 
high-enthalpy tunnel, is sf lc ient  for the decision about 
the choice of the correct physical model. Therefore, 
sensitivity studies with the various models must be 
carried out before a dedicated experiment is performed 
with a given measurement device. Figure 13 points at 
the importance of knowing the appropriate state of the 
flow. 

The real thing is the validation based on free-flight ex- 
perimental data. However, Europe has not yet produced 
reentry data, and the code developer has to take re- 
course to published Space Shuffle or HYFLEX II data. 
The more CFD develops the more demanding it be- 
comes with respect to the request for flow-field data, not 
only for .simple" surface data. While the development of 
measurement techniques for use in wind tunnels goes 
in this direction with new optical devices, this is not 
obvious for free-flight experiments. 

It is well-known that hypersonic ground-based facilities 
can offer only partial simulation and therefore partial 
validation. This is also true for high-enthalpy facilities. If 
one takes the HEG. this facility is able to simulate the 
same fluid, the right air speed and the similarity parame- 
ter for binary dissociation, but e.g. not at the same time 
the similarity parameter for recombination. The free- 
stream condition in the tast section will never be compa- 
rable to that one in free flight because the air is highly 
dissociated and frozen due to the expansion in the 
nozzle. Nevertheless, assuming that CFD is able to 
predict and simulate the flow in ground-based facilities, 
it is further assumed that the considered code can as 
well simulate freeflight behaviour. The extrapolation to 
flight therefore occurs more and more via computational 
slmulations. 

For code validation and design purposes data bases are 
of large value. This is why ESNESTEC, during the 
Hypersonic Ground Testing programme, financed the 
creation of a data base at EPFL in Lausanne. This data 
base collected experimental as well as computational 
data produced in the frame of ESAs programmes and, 
in particular, for some of the above-mentioned works- 
hops [136]. Note also the existence of a data base at 
INRIA, Sophia Antipolis [41].The existence of AGARD 

working groups is of large help because the effort can 
be split among the participants in some sense, and the 
number of code-to-code or code-to-ground-based- 
experiment comparisons can be increased resulting in 
more reliable bench-marklng data for all parties lnvol- 
ved. 

Figure 12: 
Computational rebuilding of the measured pitot-pressure 
profile in the test section ofthe F4 nozzle [133]. 

Figure 13: 
Comparison of experimentally observed and predicted 
Pitot-pressure profiles in the HEG test section (p0=908 
bar, ho=13. 19 MJkg) 1601. 



6 CONCLUDING REMARKS AND PERSPECTIVE 

The paper shows that - owing to ESA-supported and 
national programmes (note, however, that e.g. the Ger- 
man SANGER technology programme enjoyed also the 
participation of some European industries and research 
institutes) - CFD in hypersonics experienced tremen- 
dous improvement within the last five to ten years. The 
result is a quite competitive standing with full three- 
dimensional capabilities in all hypersonic flow regimes. 
The tools are waiting to be used for the design of ope- 
rational vehicles, in fact to be used to extrapolate results 
from wind-tunnel to flight conditions. 

This could only be achieved by working not only on 
numerical algorithms (including grid generation) but also 
on the modeling of physics as necessary input. Im- 
portant was and is, as well, the intimate link between 
CFD and dedicated experimental work to arrive at a 
mutual validation. The concept, initially established by 
Dassault Aviation, to have workshops from time to time 
helped to estimate the advancements made. At the 
moment, European hypersonic CFD is lacking own 
dedicated free-flight results to really judge the useful- 
ness of the developed tools. Therefore the European 
CFD community is very much in favour of, at least, a 
demonstrator project. 

There are, nevertheless, still gaps to fill and improve- 
ments to be made. Starting with purely numerical featu- 
res, one needs increased speed of 3D computations in 
order to make the more routine use of e.g. Navier- 
Stokes solutions attractive for industry. This requires 
both improvements in algorithms and better use of con- 
tinuously improving computer architectures. Even more 
important, the gaps in knowledge of physical modeling 
have to be covered to increase the independence of the 
results from the knowledge of the engineer using a 
particular tool. This refers to the modeling of transition 
and turbulence and of reactions in air (combustion has 
not been considered here) but also to the improvement 
of wind-tunnel technology and measurement 
techniques, such as hot experimental techniques and 
non-intrusive measurements of reacting flows. 

A topic not covered here which is absolutely necessary 
for the use of CFD in three dimensions is the availability 
of appropriate efficient tools for pre- and post-, 
processing of the geometries and data. 

In spite of missing elements in the system 'CFD', it is 
obvious that CFD in hypersonics has matured sufficient- 
ly to be successfully combined with other disciplines in 
order to arrive at better multi-disciplinary optimization 
results. 
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1. SUMMARY 
This paper discusses progress on issues such as instability 
studies, nose-bluntness and angle-of-attack effects, and 
leading-edge-contamination problems from theoretical, 
computational, and experimental points of view. Also 
included is a review of wind-tunnel and flight data, 
including high-Re flight transition data, the levels of noise 
in flight and in wind tunnels, and how noise levels can 
affect parametric trends. A review of work done on drag 
accounting and the role of viscous drag for hypersonic 
vehicles is also provided. 

2. EFFECT OF BOUNDARY-LAYER TRANSITION 
ON THE DRAG OF A GENERIC HYPERSONIC 
VEHICLE 
The importance of transition and its effect on skin friction 
in subsonic vehicle drag has been investigated for many 
years and is well known. Although of more serious issue is 
the cooling-requirement difference, the focus of this paper 
is on drag. The prominence of transition in hypersonic 
vehicle drag is more uncertain, because of the small amount 
of hypersonic flight experience we have. A useful starting 
point is to see how much drag on a hypersonic vehicle is 
due to skin friction under plausible flight conditions. There 
is no simple answer, of course, since the contribution of 
skin friction to overall vehicle drag depends heavily on 
factors such as the configuration, Mach number, altitude, 
and so on. Nevertheless, it is useful to consider a generic 
hypersonic configuration to obtain an order of magnitude 
estimate. The hypersonic transport described by Small et 
al. (1970) was chosen as a baseline to assess the relative 
effects of skin friction. For this study, the vehicle was 
sized at 61 m in length, which is typical for vehicles 
designed for sustained hypersonic flight. The longer the 
vehicle, the greater the wetted area and the greater the 
contribution of skin friction. The analysis conditions were 
Mach 8, I O ,  12, and 14. The altitude was varied at each 
Mach number to keep the freestream dynamic pressure 
constant at 71.8 kPa, which is a typical airbreathing 
trajectory. These conditions produced Reynolds numbers 
based on freestream conditions and model length from 
1 3 1 ~ 1 0 ~  (Mach 14) to 2 4 7 ~ 1 0 ~  (Mach 8). The 
configuration was analyzed using the Supersonic, 
Hypersonic, Arbitrary Body Program (SHABP; Burns et al .  

Daniel A r n a l d  
CERT/ONERA 

Toulouse, France 

1995). SHABP calculates skin friction using correlations 
based on the length Reynolds number along each body 
panel. The boundary layer was treated as either all laminar 
or all turbulent to provide upper and lower bounds on skin 
friction. Calculations were carried out for zero angle of 
attack. The inlet was treated as flow-through, and no drag 
was calculated for the internal surfaces. The results here are 
representative of large vehicles with significant wetted 
area. 
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Figure 1. Fraction of axial-force coefficient due to skin 
friction for a generic hypersonic configuration. 

Figure 1 shows that the percentage drag due lo skin friction 
varies little over the Mach number range examined under 
fully laminar or fully turbulent conditions. For fully 
turbulent flow, skin friction contributes over 30% of the 
overall vehicle drag. For fully laminar flow, the skin 
friction contribution is about 10%. It is quite likely that 
transition occurs at some point on the vehicle, even at the 
highest Mach number. Transition on the compression 
surface is especially likely due to the adverse pressure 
gradient there. A similar vehicle analyzed by Finley (1990) 
showed 65% to 100% of the vehicle area turbulent at Mach 
15, depending on whether a correlating factor of Re$M = 
300 or 100 (respectively) was used. [Note: This criterion 
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is not recommended by the present authors.] Clearly, 
transition location can be a significant source of 
uncertainty in vehicle drag predictions. Also, the efficacy 
of transition control depends largely on where transition is  
predicted. Realistic estimates of transition location 
indicate the importance of transition control. 

3. THEORETICAL AND COMPUTATIONAL 
RESULTS 
Due to limited space, we primarily describe recent efforts in 
modeling hypersonic-flow physics and outlining the 
various challenges to the transition community. The 
reviews by Arnal (1994) and Reed et al. (1996) on linear 
stability theory, Herbert (1997) on Parabolized Stability 
Equations (PSE), Kleiser & Zang (1991) and Reed (1994) on 
direct numerical simulations (DNS), and Haynes et a1 (1996) 
on validation issues serve as complementary companions. 
Moreover, the reader is referred to the numerous recent 
meetings, courses, and workshops devoted to the topic of 
stability and transition. Various recent AGARD Special 
Courses provide important sources of information on the 
aerodynamic applications of transition; in particular, the 
report of AGARDFDP Working Group 18 is recommended 
reading. 

3.1 Linear Stability Theory 
The paper by Mack (1984) is the most complete description 
of compressible stability available anywhere. The linear 
stability analysis of high-speed boundary layers uncovers 
three major differences between it and the subsonic 
analysis: the presence of a generalized inflection-point, 
multiple acoustic modes (Mack Modes), and the dominance 
of 3-D viscous disturbances. 

The lowest-frequency Mack mode, the so-called second 
mode, is found to be the dominant instability for Mach 
number greater than about 4; it is more unstable than either 
the 3-D first mode or any of the other higher modes. With 
regard to the second mode, there is a strong tuning with the 
boundary-layer thickness, so that the frequency of the most 
amplified disturbance may be predicted from this flow 
parameter. In particular, the fluctuation wavelength is  
approximately twice the boundary-layer thickness. This 
implies that if the boundary-layer thickness is changed, for 
example by cooling, a corresponding, predictable change 
in frequency should be observed. Mack observed that 
whereas the first mode is stabilized by cooling in air, the 
second mode is actually destabilized. The Mack modes can 
be destabilized without the presence of a generalized 
inflection point. 

3.2 Effects of Chemistry and Bow Shock 
Linear stability solutions for hypersonic flows are 
complicated for some of the following reasons. 1) At 
hypersonic speeds, the gas often cannot be modeled as 
perfect because the molecular species begin to dissociate 
due to aerodynamic heating. In fact, sometimes there are 
not enough intermolecular collisions to support local 
chemical equilibrium and a nonequilibrium-chemistry model 
must be used. 2) The bow shock is close to the edge of the 
boundary layer and must be included in studies of transition. 

Malik (1987, 1989, 1990) investigated the stability of an 
equilibrium-air boundary layer on an adiabatic flat plate. 
Malik et al. (1990) used the eN method for the reentry-F 

experiments; the basic state was calculated by equilibrium- 
gas Navier-Stokes and PNS. Gasperas (1990) studied 
stability for an imperfect gas. Stuckert & Reed (1994) 
analyzed the stability of a shock layer in chemical 
nonequilibrium and compared results with the flow 
assuming 1) local chemical equilibrium and 2) a perfect gas. 

Stuckert & Reed's coordinate system for both the basic- 
state and stability analysis fit the body and bow shock as 
coordinate lines. This makes i t  easier to apply the 
linearized shock-jump conditions as the disturbance 
boundary conditions (e.g. Stuckert 1991). At the surface of 
the cone, for the nonequilibrium calculations, the species 
mass fluxes were set to zero (noncatalytic wall), whereas for 
the equilibrium calculations the disturbances were assumed 
to be in chemical equilibrium. It is clear that the 
equilibrium and nonequilibrium solutions can differ 
significantly depending on the rates of the reactions 
relative to the time scales of convection and diffusion. For 
example, some of the equilibrium modes were determined to  
be supersonic modes, each of which was a superposition of 
incoming and outgoing amplified solutions in the inviscid 
region of the shock layer. (No similar solutions were found 
for the nonequilibrium shock layer.) The magnitudes of 
these modes oscillated with y in the inviscid region of ihe 
shock layer. This behavior is possible only because the 
shock layer has a finite thickness. They are also unlike 
Mack's higher modes (except for the second) in that the 
disturbance-pressure phase for all of these supersonic 
modes changed most across the inviscid region of the 
shock layer. (The disturbance-pressure phase change for 
Mack's higher modes occurs across the viscous region of 
the flow, i.e. the boundary layer.) In fact, the disturbance- 
pressure phase change for all of these supersonic modes 
through the boundary layer is comparable to that of Mack's 
second mode. 

Another effect of the chemical reactions is to increase the 
size of the region of relative supersonic flow primarily by 
reducing the temperature in the boundary layer through 
endothermic reactions, increasing the density, and hence 
decreasing the speed of sound. This reduces the frequency of 
the higher modes; in particular, the most unstable one, the 
second mode. The higher modes in the reacting-gas cases 
are also more unstable relative to the corresponding 
perfect-gas modes. The first modes are, however, more 
stable. 

Finally, the finite thickness of the shock layer has a 
significant effect on the first-mode solutions of all of the 
families. The effect on higher-mode, higher-frequency 
solutions does not seem to be as large as long as they are 
subsonic. This is perhaps what one would intuitively 
expect because the shock is likely "stiff" and hence difficult 
to perturb with smaller-wavelength, larger-wavenumber, , 

higher-frequency disturbances. However, the nonparallel 
effects are known to be large for first-mode solutions, and 
so a complete quantitative description of the effects of the 
finite shock-layer thickness awaits either a PSE solution or 
a DNS analysis. 

The inclusion of the bow shock is especially critical to  
studies of leading-edge receptivity as demonstrated by 

I Zhong (1997). His DNS results over a blunt wedge show 
that the instability waves developed behind the bow shock 
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consist of both first and second modes. His results also 
indicate that external disturbances, especially entropy and 
vorticity disturbances, enter the boundary layer to generate 
instability waves mainly in the leading-edge region. 

3.3 Linear Stability Studies Performed within 
ESA TRP 
Quite recently, ESA (European Space Agency) launched a 
TRF' (Technological Research Programme) involving 
several European research centers (DLR, ONERA. Flow 
Science, CFD Norway) under the responsibility of 
AEROSPATIALE. The general objective was to analyze 
laminar-turbulent transition problems for hypersonic flow 
over slender lifting configurations. Two generic shapes 
have been studied, both experimentally and numerically: a 
highly swept delta wing (experiments performed in the gun 
tunnel at Imperial College) and a conical shape 
(experiments performed in the Mach 7 wind tunnel at 
ONERA CERT). This paragraph summarizes the numerical 
resultsobtained for the latter shape, with emphasis on the 
nose-bluntness and angle-of-attack effects (Tran et al. 
1995, Arnal et al. 1996) 

3.3.1 Nose-bluntness effects 
The conditions used for the experiments and then for the 
computations are: freestream Mach number M, = 7, unit 
Reynolds number = 25 X 106/m. length of the model = 
0.2m, wall temperature = 310K. Three values of the cone 
nose radius R, were considered: R, = 0 (sharp cone), 0.2mm, 
and 0.5mm. The experimental results indicated that the 
onset of transition (detected by infrared thermography) 
moved downstream with increasing R,, a trend which has 
been already reported by many investigators, see Stetson et 
al. (1984) for instance. 

S e c o n d  m o d e  
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Figure 2. N factor at transition for blunt cones. 

The mean flow field was computed by CFD Norway by 
solving the Navier-Stokes equations (Arnal et al. 1996). 
Then linear, local stability computations were performed 
by using the CASTET code developed at ONERA. The 
integrated growth rates at transition are plotted in Figure 2 
as a function of the disturbance frequency. As expected, the 
frequency range for first- and second-mode disturbances are 
clearly separated. First-mode waves are around 150 kHz, 
while second-mode waves are around 700 kHz. However, 
one can observe a shift to lower frequencies when R,, 
increases, both for first- and second-mode disturbances. 

We now assume that transition occurs when the N factor for 
first or second mode waves reaches a fixed value. This value 
is taken from the sharp cone results (N = 1.27 for first 
mode, N = 5.85 for second mode). The theoretical and 
measured transition locations are plotted in Figure 3 as a 
function of R,, by considering separately first- and second- 
mode disturbances. The agreement is quite good for R, = 
0.2mm. For R, = 0.5mm, the transition abscissa i s  
overestimated when first-mode waves are considered, whilst 
it  is underestimated when second-mode waves are 
considered. As the differences with the experimental data 
are nearly the same, it  is very difficult to decide which mode 
is responsible for transition in these experiments. 

First m o d e  
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:i 

Second mode 
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Figure 3. Blunt cones: measured and computed transition 
locations. 

3.3.2 Angle-of-attack effect 
Experiments have also been performed for a sharp cone at  
2" angle of attack. As observed in other experiments 
(Stetson et al. 1985, King 1991, for instance), transition 
occurred earlier on the leeward ray than on the windward ray; 
transition location was X , L  = 0.40 and 0.76 for the leeward 
and windward rays, respectively (X& = 0.61 for the sharp 
cone without incidence). 

S e c o n d  m o d e  

. 0 = 2'. w 

Figure 4. N factor at transition for sharp cone at angle of 
attack. 
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Figure 4 shows the integrated growth rates of first- and 
second-mode disturbances at the measured transition 
location on the leeward ray (denoted as L in the figure) and 
on the windward ray (denoted as W). Results at zero angle 
of attack are given for comparison. The most striking 
feature is that N increases from windward to leeward ray for 
first-mode disturbances, whereas it  decreases for second- 
mode disturbances. It can also be observed that a wide gap 
exists on the windward ray between first- and second-mode 
frequencies; the mean value of the latter reaches very large 
values, up to 1000 kHz. On the leeward ray, first- and 
second-mode frequency ranges overlap. The shift in the 
second-mode frequency range can be easily explained by the 
fact that the disturbance frequency scales with the inverse 
boundary-layer thickness. As the boundary layer is much 
thinner on the windward ray, the disturbance frequency is 
higher. 

The sharp cone at zero angle of attack was again chosen as 
reference case for the application of the eN method. The 
results are summarized in Figure 5 .  If it is assumed that 
transition is induced by second-mode disturbances, the 
theoretical transition line exhibits a wrong slope (by 
comparison with the experiments). On the other side, a 
qualitative agreement is achieved when considering first- 
mode waves. This could indicate that high-frequency, 
second-mode instability does not play any role in these 
experiments, because the free stream environment does not 
contain disturbances in this frequency range (see discussion 
of this problem in Stetson et al. 1986). 

First mode : N = 1.3 
Second mode : N = j.!! 

Measured transition front 

Theory, first mode 

Theory, second mode 

- - - - - - 
.. . . . . .. . . ... . . 

Figure 5. Sharp cone at angle of attack: measured and 
computed transition locations (on the windward and leeward 

rays). 

3.4 Numerical Simulations of Nonlinear Stages 
In contrast to incompressible flows, there is no guidance 
from experiments regarding the nonlinear stages of 
transition in high-speed flows. Detailed measurements are 
difficult due to the severe, high-temperature environments 
and tunnel design must feature quiet flow; this complicates 
the validation issue for CFD. Moreover, the complexity of 
the equations, which must include chemical reactions, and 
the need for both accuracy and resolution demand that the 
most powerful supercomputers available be used, and used 
efficiently, in order to perform direct numerical 
simulations. Initial CFD efforts have indicated that the 
amount of resources required can far exceed an 

incompressible calculation; gradients of disturbance 
quantities are generally steeper and compressibility i s  
known to reduce disturbance amplitudes, thus “delaying” 
the normal appearance of breakdown in a given 
computational box. 

To illustrate the progress in DNS for the nonlinear stages of 
high-speed flows, although done for a low supersonic Mach 
number, Thumm et al. (1990) and Bestek et al. (1992a.b) 
studied spatially growing 3-D waves in a growing 2-D flat- 
plate boundary layer; the disturbances were introduced via 
periodic wall blowinghction. They pointed out that a 
secondary instability calculation based on a finite 2-D 
amplitude may not be relevant for supersonic flow and they 
investigated other possible routes to turbulence at low 
supersonic Mach numbers. To this end they simulated a 
Mach-1.6 base flow subjected to a pair of 3-D waves of 
amplitude 0(1%) and discovered a new breakdown 
mechanism, termed “oblique-wave breakdown”. The 
disturbances quickly became nonlinear and through direct 
nonlinear interactions, a strong longitudinal vortex system 
was observed. The resulting structures, which differed from 
the A-shaped vortices usually reported for fundamental or 
subharmonic breakdown, were described as “honeycomb- 
like”. 

Spatial simulations are still too expensive to use for 
routine design [O(lO’) CPU hours on a CRAY] and at present 
we cannot provide a completely resolved solution all the 
way through transition to turbulence even on a flat plate. 
Ongoing efforts in spatial computations have been 
vigorous and have recently realized successes in the 
improvement of numerical methods to reduce required 
computer resources and in the prediction of more 
complicated physical processes and the explanation of 
different mechanisms at work in the experiments. The 
downstream boundary condition also seems to be more 
under control now. 

Transition is highly initial-condition and operating- 
condition dependent. Considerable uncertainty exists in the 
modeling, prediction, and control of transition in high- 
speed flows due to the dearth of reliable experiments. 
Validation requires comparison with careful archival 
experiments, but few such experiments have been 
performed. The encouraging news is .that the CFD 
formulations validated to date (in subsonic flow) 
demonstrate that if the environment and operating 
conditions can be modeled and input correctly, the 
computations agree quantitatively with the experiments. 
What is especially significant and exciting is that the PSE, 
which have significantly less resource overhead associated 
with them compared with DNS, have been shown to 
accurately model a variety of relevant flows. Therefore, an 
important and exciting role for the simulation is now in the 
development and calibration of simpler models for 
hypersonic flows. The abundance of information provided 
is invaluable and complements any experimental effort. 
The other major challenge to the CFD community is to  
provide leadership in the determination of critical, relevant 
validation experiments in hypersonic flow. 



3.5 Transition Prediction - Correlation 
Parameters 
With the current interest in high-speed flight, there is also 
a keen desire to determine correlating parameters, based 
purely on basic-state profiles, that can be easily 
incorporated into existing basic-state codes and will predict 
transition location (or trends) for crossflow-dominated 
problems. To evaluate parameters quantifying stability 
characteristics, Reed & Haynes (1994) examined the linear 
stability of the supersonic flow over a rotating cone at zero 
incidence. When compressibility and cooling effects are 
included, a correlating parameter is found at transition. 
This result has been verified with the yawed-cone data of 
King (1991). Stetson (1982). and Holden et al. (1994). The 
new parameter is calculated solely from the basic-state 
profiles and, as such, it can aid in preliminary (only) 
transition prediction and design, including the evaluation 
of parameter trends, for 3-D boundary layers. Once a 
preliminary shape is selected, further linear stability theory 
or PSE calculations are strongly urged. 

4. EXPERIMENTAL RESULTS IN STABILITY 
AND TRANSITION 

4.1 Background 
Stability theory forms a foundation for the prediction of 
transition and the interpretation of experimental results 
(Mack 1984. Reshotko 1968). Wright Laboratory, under 
the auspices of the Air Force Office of Scientific Research, 
has for a number of years conducted an experimental 
program to experimentally examine stability and transition 
in hypersonic boundary layers. Recent computations have 
demonstrated the importance of linear wave superposition 
and nonlinear wave interactions in instability wave growth 
and the breakdown process (Pruett & Zang 1992, Pruett & 
Chang 1995. Herbert et al. 1993. Chang & Malik 1993). 
Very few experiments on hypersonic boundary layer 
stability (Kendall 1975, Demetriades 1975, Stetson Br 
Kimmel 1992, Lachowicz et al. 1996) exist. These 
measurements have been single-point, hot wire 
measurements on axisymmetric bodies. Multiple point 
measurements of parameters describing the spatial Structure 
of instability waves, such as wavelength. convection 
velocity, and wave angle, are required to better understand 
the stability and transition process. 

To address deficits in our howledge of the spatial structure 
of hypersonic boundary layer stability, the Wright 
Laboratory program has recently been extended to examine 
the three-dimensional structure of instability waves and 
transition on fully three-dimensional bodies. 

4.2 Test Procedures 
Tests were conducted in the Arnold Engineering 
Development Center von Karman Facihty (AED.2 VrCF) 
Tunnel B. The Tunnel B freestream mean and fluctuating 
flow has been extensively monitored and calibrated 
(Donaldson & Coulter 1995). Tunnel B is not a ‘‘quiet'. 
facility in the sense that extraordinary measures are taken 
to keep the tunnel sidewall boundary layers laminar, but i t  
appears that early instability growth is linear Transition 
mechanisms measured for cucular wnes in Tunnel B are 
well-described by linear theory and are not bypass (Stetson 
& Kimmel 1992), although measured transition Reynolds 
numbers are lower than free flight. Companson of stability 
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measurements with Parabolized Stability Equation (BE) 
computations (Chang & Malik 1993) for a sharp-nosed. 7” 
half-angle circular cone indicate that the second-mode 
disturbance growth in Tunnel B was linear to Reynolds 
numbers of 2.6~10~. 

Cones with elliptical and circular cross sections were 
examined. The circular wne had a 7O half-angle with a 
sharp nose of spherical radius 4 X I O ’  m. The elliptical 
cone had a 2: 1 eccentricity with a 7’ half angle in the minor 
axis. It also bad a nose radius of 4x10’ m in the major 
axis. Both models w e  1.016 m long. Tests were 
conducted at a freestream Mach number of 1.93. The 
stagnation temperature was 728 K, and the cone wall 
conditions for probing were adiabatic. The circular-cone 
instrumentauon consisted pnmanly of hot-film probe 
measurements in the boundary layer. Hot-film probe 
flowfield measurements and surface heat transfer 
measurements were taken on the elliptic cone. Tests were 
carried out at freestream (upstream of the model bow shock) 
unit Reynolds numbers of Re, = 1.64 X 1 O6 to 6 56 X I O6 
per meter by varying tunnel stagnauon pressure. 

4.3 Space-Time Correlation Measurements o n  
the Circular Cone 
Measurements OH the circular cone were camed out at Xn = 
0 881. producing local x-Reynolds numbers of 2.3 X IO6 to 
9.1 X IO6 based on the Local boundary layer edge unit 
Reynolds number and x-distance. One hot-film probe was 
mounted on-board the model at a fixed location Xn = 
0.881. A rake contaming up to four additional bot film 
probes was mounted on the tunnel overhead drive. 
Measurements in the Circumferential (or z) direction were 
carried out by positioning the probes at the maximum 
energy location in the boundary layer, holding the rake 
fixed, and rolling the model to drive the on-board probe 
away from the rake. The maximum energy location i s  
defined here as the y-location in the boundary layer at 
which the broadband rms signal from the hot film probe is a 
maximum. Streamwise correlations were obtained by 
holding the on-board probe fixed with n circumferential 
separation of 6.35 mm from the nearest rake probe, and 
moving the rake up to 25.4 mm downstream of the on-board 
probe. The on-board probe was fixed at the maximum 
energy location, and the downstream probe was relocated at 
the m m u m  energy point at each downstream station. 
Correlations in the vertical dimension were obtained by 
replacing the probe rake with two probes separated 
vertically by 1.47 mm and traversing them vertically 
through the boundary layer. Correlations with separation 
in each of the three spatial dimensions (E,,, t,, 53 were thus 
obtained. Kimmel & Poggie (1997a) and Poggie & Kimmel 
(1997) give additional information on this experiment. 

Contours of constant broadband space-time correlation for 
circumferential probe separation in Figure 6 emphasize the 
wave packet name of the second mode waves. The extent 
of the wave packet is limited in space and time. This wave 
packet behavior is similar to Tollmien-Schlichting wave 
packets excited by weak freestream turbulence in low speed 
flow (Kendall 1990). The cross correlation of Figure 6 was 
monswcted from the ensemble averaged cross spectrum, 
so any wave obliquity would be washed out by the 
averaging process. Histograms of instantaneous wave 
angle (Poggie & Kimmel 1997), however, indicate that the 
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second-mode waves are, for the most part, two- 
dimensional. 

“ C  
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Figure 6. Circumferential correlations on the axisymmetric 
cone for Re, = 2.3 X IO6 (Kimmel & Poggie 1997a) 

Cross-correlation contours developed fmm vertically 
spaced probes, shown in Figure 7 illustrate the breakdown 
process of the second mode wave packets. Additional effort 
is required to reconstruct the cross correlations since these 
measurements were obtained by holding both probes fixed 
relauve to each other and traversing them through the 
boundary layer, rather than holding one probe fixed and 
traversing the other relative to it. In order to present these 
data in a form analogous to that used for the variable probe 
separation experiments, the correlations are shown as a 
function of the time delay integrated across the boundary 
layer, Since the zero reference of the time delay is 
arbitrary, the contours have been shifted to place the 
maximum positive correlation near the boundary layer edge 
at zero time delay. 

- 
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Figure 7. Vertical correlations on the axisymmetric cone 
(Kimmel & Poggie 1997a). 

The second-mode waves at the lowest Reynolds number are 
penotllc, wth a streamwse wavelength of approximately 
two boundary-layer thicknesses. The correlation persists 
several second-mode wavelengths away from the zero 
reference. The waves tend to have a flattened or elongated 
structure These features agree qualitabvely with 
shadowgraphs of “rope” waves (Kimmel & Poggie 1997a) 
for the same configuration. The rope waves, which appear 
prior to boundary layer breakdown, appear to be a nonlinear 
remnant of the second mode. As the Reynolds number 
increases and the boundary layer begins to transition. this 
coherence length decreases and the disturbances begin to 
stand more erect (i e., their phase shift in the y-direction 
decreases). At the highest Reynolds number, the angle 
between the correlation contours and the wall have 
increased funher. reminiscent of typical “turbulent 
SUUCtureS” seen in boundary layers (Spina et al. 1991, 
Owen & Horstman 1972). Also, the dominant disturbances 
have shifted to a shorter wavelength, reflecting the spread 
of energy from the second mode to higher wavenumbers. 

Space-time correlations in laminar and transiuonal 
boundary layers give a picture of the spatial structure. of 
second-mode waves and their breakdown. Most notably, 
the second-mode waves are coherent ova  only a limited 
streamwise and circumferential extent. This behavior is no 
doubt dw, to the stochastic nature and limited spatial 
coherence of the disturbance sources. The turbulent “burst 
rings” observed by Fischer (1972) on a cone in helium flow 
at Mach I8 would be an unlikely breakdown scenario for the 
current investigation. 

4.4 Transition Measurements on the El l ip t ic  
Cone 
Parabolized Navier-Stokes (PNS) calculations were used to 
design the elliptic cone model. Kimmel et al. (1996) 
describe PNS calculations of the boundary layer basic state 
for elliptic cones at freestream Mach 8. A salient feature of 
this calculation is a crossflow directed fmm the high- 
pressure leading edge (major axis) to the lower pressure 
centerline (minor axis), which produces a “ballooning” of 
the centerline boundary layer &e the influx of lower 
momentum fluid from the sides of the model. This produces 
unstable, inflected velocity profiles near eenterline. Lyttle 
& Reed (1995) also find this feature for elliptic cones at 
Mach 4 in a separate study 

Kimmel et al. (1996) also reported linear stabiIity 
calculations for the adiabatic-wall elliptic cone. Cones 
with eccentricities of e = 1.5, 2.0 and 4.0 w e n  all unstable 
to standing crossflow vortices. Detailed stability 
computations for the e = 1.5 and 2.0 configurations also 
showed unstable traveling waves over a broad frequency 
band. Disturbances of 40 to 60 kHz were the first non-zero 
frequencies to obtain N-factors of five. An N of five had 
been shown to correlate transition on axlsymmetric cones 
in the AEDC Tunnel B windtunnel (Mack 1986. Stetson & 
Kimmel 1992). Traveling waves showed two distinct 
regions of high amplification. one near the centerline, 
associated with the unstable velocity profiles, the other 
near the “shoulder” of the model. associated wrth high 
crossflow. The model leading edge was more stable. with 
low amplification rates. These computational results are 
consistent with the limited experimental data base for 
elliptic cones Experiments by Burke (1965). replotted in 
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where U, and W. are the freesvwm VelOCity components 
normal and parallel to the leading edge, X is the curvilinear 
distance normal to the attachment line (X = 0). and v, is the 
kinematic viscosity at the boundary-layer outer edge. For 
law-speed flows, it  has been shown from experimental data 
that leading-edge contamination and boundary-layer 
tripping by large roughness elements occur as soon as E 
exceeds a critical value close to 250 (Pfenninger 1965, Poll 
1978). For compressible flows, fi is replaced by ii' which 
has the same definition as E except that v, is replaced by 
v'. The latter quantity is the kinematic viscosity computed 
at a reference temperature T', which may be estimated from 
the following empirical relationship (Poll 1985): 

T =To [l + 0.1 (TJTG- 1) + 0.6 (TJT=-i)I 

T. and T.. denote the wall temperature and the adiabatic wall 
temperature, respectively. As demonstrated by Poll (1985), 
the critical value of 'ii' for leading-edge contamination &d 
boundary-layer tripping by large protuberances remain 
close to 250 for high-speed flows. The objective of the 
experiments described below was to check the validity o f  
this criterion for swept cylinders placed in supersonic wind 
tunnels. 

5.2 Experimental Set-up 
Two cylinders (diameter D =4 cm and 6 cm) equipped with a 
hemispheric nose were tested at various sweep angles Ip i n  
the R I  (M. = 3) and in the R3 (M- = 10) wind tunnels 
located at the ONERA Chalais Meudon Centre. The models 
were made of steel and equipped with a row of 
thermocouples and a row of static pressure taps distributed 
in the spanwise direction. Rotating the cylinder mund its 
axis made it possible to obtain the wall heat flux and the 
pressure fields on a large region around the attachment line. 
Details on the experimental setup in the R3 wind Nnnd are 
provided in h a 1  et al. (1991). 

Figure 9. Swept cylinder with end plates: experimental 
arrangement. 

5.3 Leading-Edge Contamination by End Plates 
For these experiments, end plates of length L = 0.2m were 
fixed to the model at the junction between its spherical and 
its cylindrical parts (Figure 9). These end plates were 
placed at zero angle of attack with respect to the incoming 
flow direction. The experiments were conducted in the RI  

wind tunnel at Mach 3. with a stagnation temperature 
around 350K and stagnation pressures between 0.8 and 3 
bar. The cylinder of diameter D = 4 cm was used at angles of 
sweep of 20' and 30'. 

As an example of results, Figure 10 shows the variation of 
the wall heat flux coefficient C, as a function of 'ii'. The 
theoretical laminar and turbulent values are also plotted for 
comparison. The measured values increase from the laminar 
level to the turbulent one for ii' around 250, in agreement 
with the criterion proposed by Poll. 

. . , , . . . . 
., . . . . . . . . 
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Figure 10. Determination of leading-edge contamination 
limit. 

5.4 Roughness Elements on the Attachment 
Line 
The roughness elements are small steel cylinders (height = 
diameter = k) which are fixed normal to the model wall. 
Experiments were conducted both in the RI and in the R3 
wind tunnels with roughness elements located on the 
attachment line at Z = 1.5 D, Z = 0 corresponding to the 
junction between the nose and the cylindrical part of the 
model. 

The results obtained in the R3 wind tunnel (M- = 10, sweep 
angles between 20" and 70'. stagnation temperamre = 
1050K. stagnation pressure = 120 bar) are summarized in  
Figure I1 in the (r, k/q') plane. q' is the value of q at the 
reference temperature T'. The full circles cornspond to 
experiments in which a turbulencc starts to develop 
downstream of the roughness element; the open symbols 
correspond to cases where the tripping device bas no 
visible effect on the wall heat flux, except in the vicinity of 
the protuberance. For large ratios of klq., it appears that 
the tripping becomes effective as soon as exceeds a 
critical value close to 250. which is also the critical value 
for leading-edge contamination. Similar results have been 
obtained in the RI wind tunnel at a much lower Mach 
number and for completely different wall conditions VJr,  
3 0.3 and 0.9 in the R3 and in the R I  wind tunnels. 
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respectively). This seems to indicate that, within the 
experimental uncertainty, the simple criterion R' = 250 
can be applied to predict the occurrence of transition 
induced by large disturbances (end plates or roughness 
elements) for a rather wide range of experimental 
conditions. 

- 
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Figure 11. Roughness effects on the attachment line of a 
swept cylinder. 

5.5 Roughness  Elements  off the A t t a c h m e n t  
L i n e  
Additional experiments were performed in both wind 
tunnels by placing the roughness elements at non-zero 
values of 8, (8, denotes the azimuthal angle of the 
roughness location, 8, = 0" corresponding to the 
attachment line). The results obtained in the R3 wind 
tunnel have been already reported (Arnal et al. 1991). The 
new results obtained at a much lower Mach number in the 
R1 wind tunnel exhibit the same trend: for given values of 
R' and k, the efficiency of the roughness element rapidly 
decreases as soon as the protuberance is slightly displaced 
off the attachment line. This implies that boundary-layer 
tripping at non-zero values of 8, (values of 8, equal to 5", 
IO", and 15" have been investigated) requires us to increase 
R' up to values which are larger than 250. In other words, 
for a constant value of E', the minimum roughness height 
which is necessary to trigger transition increases with 8,. 
As previously stated by Morrisette (1976) and Poll (1985), 
the attachment line is the location where a laminar 
boundary layer is the most sensitive to roughness 
elements. A complete analysis of this phenomenon as 
observed in the R3 wind tunnel can be found in Amal et al. 

- 

- 

(1991). 

6. EXPERIMENTAL DATA FOR HYPERSONIC 

OF FACILITY NOISE 
LAMINAR-TURBULENT TRANSITION: EFFECTS 

6.1  In t roduc t ion  
It is well known that the high levels of noise present i n  
conventional hypersonic ground-test facilities cause 
transition to occur earlier than in flight (Beckwith & Miller 
1990). Flight measurements of incoming noise are 
reviewed and compared to measurements in ground-test 
facilities, of both conventional and quiet design. The low 
noise present in flight is apparently the reason for the very 

large transition Reynolds numbers sometimes measured in  
flight, when roughness, crossflow, and 5)ther factors are 
controlled. Design will usually involve consideration of 
the trend in transition when a parameter is varied. The 
effects of facility noise on these trends is reviewed. In  
some cases, the trend of conventional-tunnel data, is 
opposite to the trend in quiet-tunnel data. Thus, transition 
measurements in conventional ground-test facilities are not 
reliable predictors of flight performance, except perhaps in  
special cases. 

6.2 Noise Levels in Flight and  Ground Testing 
The sources of disturbances in flight and in ground testing 
were recently reviewed by Bushnell (1990). These include 
temperature spottiness, particulates, vorticity fluctuations, 
and acoustic disturbances. Acoustic disturbances are 
particularly difficult to remove from ground-test facilities, 
since high levels of acoustic disturbances are radiated from 
the turbulent boundary layers normally present on the test- 
section walls (Laufer 1961). The magnitude of this noise 
increases with the square of the Mach number, so the effect 
is much worse in hypersonic facilities as compared to 
supersonic ones. Pate (1969) showed that transition 
measurements in conventional tunnels could be correlated 
by tunnel-wall boundary-layer noise parameters, 
independent of Mach number. Pate (1978) reviews the data 
in detail, and concludes that "if a true Mach number effect 
exists, it is doubrfui it can be determined from data obtained 
in conventional supersonic/hypersonic wind tunnels 
because of the adverse effect of radiated noise." What are 
the noise levels in flight and in ground-test facilities? 

6.2.1 Measurements of free-air noise in flight 
There are few measurements of noise levels in flight that are 
carried out at sufficiently high frequencies to be useful for 
transition studies. The available literature was recently 
reviewed by Bushnell (1990), who cites 61 references. The 
primary source is the work of Fisher and Dougherty 
(1982a.b). who performed measurements with a 5" half- 
angle cone and a pitot tube, in wind tunnels and in flight. 
B&K microphones were used for static-pressure 
measurements at the cone surface, and a Kulite pressure 
transducer was used for the impact-pressure measurements. 
The bandwidth for both instruments was roughly 0-25kHz. 
Both cone and pitot tube were placed ahead of the F-15 
aircraft. As might be expected, the rms pressure 
fluctuations on the pitot tube decrease by a factor of 6 as the 
Mach number increases from 0.4 to 1.6. This i s  
presumably caused by the inability of aircraft noise to  
propagate forward in a supersonic flow. At the highest 
Mach number flown, Mach 2, Table 1 in Fisher (1982b). 
shows that P' / was 0.020% for flight 346 and 0.0057% 
for flight 340. Here, P'is the rms pitot pressure fluctuation, 
and is the mean pitot pressure; both flights were at about 
38kft. altitude. Fisher (private communication, August 
1996) believes that both of these values were obtained with 
good signalhoise ratio, and that the difference reflects real 
variations in small-scale turbulence at altitude. The 
corresponding values of P'/q are 0.058% and 0.016%. where 
q is the dynamic head. Considerable care was required to  
achieve these measurements; for example, Fisher 
commented that it  was necessary to require that the pilot 
not use the radio during periods of data acquisition. Static 
pressure measurements were obtained on the cone surface 
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for these same two flights; the values for the forward 
microphone are P/q = 0.059% and 0.033%, respectively. 
Fisher and Dougherty compare these flight results for noise 
and transition on the cone to values measured in various 
supersonic wind tunnels around the world. They show that 
the flight noise level is at least 3 times smaller than in the 
best wind tunnels, even at Mach 2. 

Haigh (1972) performed the only hypersonic noise 
measurements that are known to us. Details are sparse since 
much of the work is classified. A 10kHz-200kHz 
microphone was placed flush with the surface of a cone that 
re-entered the atmosphere at a speed of 7 k d s .  Haigh 
reports that P/q was 0.003 to 0.0055% at transition onset, 
and 0.055% to 0.09% for ‘‘fully turbulent” conditions. 

6.2.2 Measurements of freestream noise in wind tunnels 
Donaldson & Coulter (1995) report measurements of 
freestream fluctuations carried out at Mach numbers ranging 
from 4 to 8, in AEDC tunnels A and B. These measurements. 
are less conservative than Fisher’s flight data, for the wind- 
off noise was directly subtracted from the measurements 
during flow. A direct subtraction assumes complete 
correlation of the two “random” signals -- a more 
conservative approach would be to difference the squares of 
the signals and take the square root (Beckwith et al. 1983). 
The mass-flow fluctuations at Mach 8 in Tunnel B are about 
I-2% of the mean; the total temperature fluctuations are 
about 0.1 % of the mean. The levels measured at Mach 6 are 
similar. Although the scaling between pitot-pressure 
fluctuations, mass-flow fluctuations, and static-pressure 
fluctuations remains unresolved, available data indicates 
these quantities normalized by their mean values are 
generally within a factor of 2 (Stainback & Wagner 1972). 
The high level of mass-flow fluctuations reflects the high 
levels of acoustic noise radiated from the nozzle walls. 
These noise levels are I O  to 100 times larger than those 
measured in flight by Fisher. 

6.2.3 Measurements in quiet wind tunnels 
Quiet wind tunnels have been constructed to reach much 
lower levels of freestream noise (Beckwith et al. 1990). In 
these tunnels the fluctuation levels normalized by their 
averages are reduced to less than 0.1%. However, the 
clearest indication of quiet flow is the absence of noise 
radiated from the turbulent spots that form on the wind- 
tunnel walls when the flow is not quite quiet (Wilkinson et 
al. 1994, Schneider & Haven 1995). Hypersonic tunnels 
are considered quiet when such turbulent spots pass by only 
a small percentage of the time, and the rms fluctuation 
levels are less than 0.1%. Although the fluctuation level in 
these tunnels is an order of magnitude smaller than that 
measured in conventional tunnels, it still appears to be 
larger than that measured by Fisher in flight. Figure 1 2  
shows that transition Reynolds numbers measured in the 
Mach 3.5 quiet tunnel are for the first time in the range of 
flight data (Chen et al. 1989). The “bleed valve closed” 
data is noisy data obtained with flow through the throat- 
region suction slot turned off. Also, x, is the streamwise 
location of the tip of the cone; a larger percentage of the 
cone flow is inside the quiet-flow region, when x, i s  
reduced. 
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Figure 12. Comparison of transition onset Reynolds 
numbers for sharp cones at zero angle of attack. From Chen 

et al. (1989). 

6.2.4 Measurements of freestream noise in shock tunnels 
It is sometimes said that the noise levels in shock tunnels 
may be lower than in  conventional hypersonic wind 
tunnels (e.g., Holden & Chadwick 1995). This argument i s  
usually made by comparing transition measurements carried 
out in conventional wind tunnels and flight, and by 
assuming a particular scaling. Unfortunately, direct 
measurements of the fluctuation levels in shock tunnels are 
sparse. Ross (1971) measured heat-transfer fluctuations to  
a thin-film gauge positioned on a small wedge, at Mach 14, 
with a bandwidth reported at 800Hz to 1 Mhz. The rms heat 
transfer divided by the mean ranged from 1.5% to 3%. 
These measurements are in the same range as those in 
conventional wind tunnels. This might be expected, since 
turbulent boundary layers should still form on the nozzle 
walls, and in addition there are likely to be substantial 
fluctuations in entropy or stagnation temperature. 
Bergstrom (1979) reports hot-wire measurements in a 
Mach-7 gun tunnel, with static-pressure fluctuations of 1 - 
3%. Bergstrom’s hot-wire mode diagrams indicated that the 
primary source of disturbances was the turbulent boundary 
layer on the nozzle walls (Bergstrom & Raghunathan 
1977). No hot-wire or fast pitot-probe measurements of the 
fluctuations in a shock tunnel are known to us. 

6.2.5 Summary of noise-level data 
For predictions of hypersonic boundary-layer transition in  
flight one would like to have measurements of the noise 
levels at appropriate altitudes. Detailed measurements of 
the spectra of the entropy, vorticity, and acoustic 
fluctuations are desirable, along with measurements of the 
particle content and SQ on. A consistent set of 
measurements is also needed for ground-test facilities, 
using a consistent method for determining instrument 
bandwidth and signallnoise ratio. 

Some preliminary conclusions can nevertheless be drawn. 
Although there is little flight data above Mach 2, the 
fluctuation level in the atmosphere should not be affected 
by the (supersonic) speed of the aircraft carrying the 
measurement device. The key limitation to the Fisher data 
is rather the limited and poorly understood bandwidth, and 
the relatively low altitudes. The Fisher data do clearly show 
that the fluctuation levels present in the atmosphere at 
short spatial frequencies are very small, and they 
correspond to pressure-fluctuation levels that are I O  to 100 
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times smaller than in conventional wind tunnels. Even the 
“quiet” wind tunnels appear to suffer from fluctuation levels 
that are larger than in flight: 

It is often argued (e.g., Stetson 1990) that most of the 
freestream noise is not important for instability and 
transition studies; the only part of significance is said to  
be that which is at frequencies similar to those of the 
dominant instabilities on the model. A conventional 
hypersonic wind tunnel is thus sometimes said to be 
effectively quiet, since the noise at the high frequencies of 
the second-mode instability may be small. However, there 
is at present no direct evidence to substantiate this 
interesting conjecture. True, the noise measurements i n  
Tunnel B reach a signal-noise ratio of 1 at about 70-200 
kHz (Donaldson & Coulter 1995); however, AEDC has not 
yet reported a quantitative upper bound for the noise in this 
high-frequency 2nd-mode band, nor has it been shown that 
this noise does not affect the measurements. In fact, 
second-mode transition in Tunnel B occurs at an N-factor of 
about 5 (Kimmel et al. 1996). Although it is possible that 
this relatively low N-factor is due to the inherent properties 
of the second-mode transition, or to the relatively large 
wave amplitude at which it is possible to detect the waves 
in the ambient noise, it seems more likely that it is caused 
by the large noise level. 

The work of Stetson et al. and also of Kosinov et al. (e.g. 
Kosinov et al. 1990) is based on the idea that the local 
growth of the instability waves is affected only by the 
portion of the noise in the frequency band of the unstable 
waves; broadband noise outside this frequency band is 
assumed to have no effect. The problem is clearly very 
difficult, and measurements based on this assumption 
clearly are more useful than measurements of transition- 
onset only. However, the assumption neglects all 
nonlinear and three-dimensional interactions, whereas 3D 
interactions in particular have been shown to be significant 
in low-speed flow (e.g. Watmuff 1997). It would be 
interesting to see the assumption tested by repeating some 
of the existing measurements in a different facility with a 
substantially different noise level, although in this case i t  
might be difficult to rule out the effects of “unit Reynolds 
number”. As Stetson has noted, it is possible that unit 
Reynolds number effects may be traced to differences in the 
local boundary-layer profiles which might make the 
integrated growth of the instability waves scale with 
something other than the overall length Reynolds number 
of the model (e.g., temperature effects or transverse 
curvature). It would seem that quiet-tunnel measurements 
will be needed to determine the effect of tunnel noise on  
instability measurements in conventional tun.nels. 

6.3 Measurements of Transition at H i g h  
Reynolds Numbers 

6.3.1 Re-Entry F 
This flight test was of a 4-m long beryllium cone with a 
half-angle of 5” and an initial nose radius of 0.25 cm. 
Surface heat-transfer and pressure data were obtained during 
reentry at altitudes ranging from 30.5 to 18.3 km. The 
heat-transfer data allowed determining both the beginning 
and the end of transition -- the ratio of the end to the 
beginning varies from 1.6 to 5.4 with decreasing altitude. 
The freestream Mach number was about 20, and the ratio of 

wall temperature to total temperature was about 0.1. The 
angle-of-attack was controlled -within a degree of zero, and 
the total enthalpy ranged from 18.3 to 16.9 MJkg. Length 
Reynolds numbers at transition, based on edge conditions, 
ranged from 40 to 60 million at the higher altitudes. 
Limited eN computations indicate that transition was 
dominated by second-mode disturbances (Malik 1989). 
This excellent and expensive dataset is well-documented in  
several NASA reports, although distribution of many i s  
limited to U S .  nationals. Wright & Zoby (1977) is the 
most readily available, although the computations reported 
there should be rechecked with a modern method. Note in  
particular that Table I in Wright & Zoby (1977) mislabels 
the dimensions of the boundary-layer thicknesses as 
inches, when they are almost certainly actually presented as 
feet (Zoby, private communication, 1996). This flow has 
since been recomputed with various modern methods 
(Thompson et al. 1989), but detailed study of the scaling in  
these modern solutions has not yet been performed. 

6.3.2 Sternberg V-2 flight test 
This was a cold-wall flight test of a I O ”  half-angle cone at 
an angle of attack less than 1 degree, and about Mach 3 .  
The nose radius was small, the cone was more than 2.4 m 
long, and the wall was cold. The length Reynolds number 
at transition was more than 40 million (Sternberg 1952). 

6.3.3 Flight tests of re-entry vehicles 
Although much of this literature is classified, some of it is 
openly available. Haigh et al. (1972) summarizes various 
flight tests most of which are classified. Haigh’s figure 48 
shows that some zero angle-of-attack flight data exhibited 
local length Reynolds numbers at transition that were about 
20 million or more. Unfortunately, the open literature 
apparently contains few details about the Mach numbers, 
surface roughness, geometry, or wall temperature 
condition. Figure 27a in reference (Williamson 1992) 
shows that local arc-length transition Reynolds numbers 
above I O  million have been measured numerous times. Part 
(b) of this same figure shows flight data plotted in Re,, vs. 
Me coordinates. Although the typical correlation of Re,, = 
150 Me fits the data fairly well, scatter as large as a factor of 
4 is sometimes observed. 

6.3.4 Rumsey & Lee flight test 
This cold-wall 1956 flight test of a 7.5” half-angle cone 
with a 0.25-mm nose diameter exhibited local length 
transition Reynolds numbers as high as 30 million, at a 
local Mach number of 2.91 (Rumsey & Le2 1961). The 
ratio of wall to static temperature was 1.2. Mujeeb Malik 
(private communication) did some N-factor computations 
for this flow in 1982-83, and recalls finding very low N- 
factors at transition (such as 2-3); the results were never 
published. The roughness was reported at 6-10 microinches 
rms, according to profilometer measurements. 

6.3.5 Ground tests in NASA Langley Mach 3.5 Quiet 
Tunnel 
The only comparable high-speed ground test results were 
obtained in the Mach 3.5 Quiet Tunnel at NASA Langley 
(Chen et al. 1989). These results were obtained under 
conditions that were only partially quiet -- only the forward 
portion of the model was in the quiet-flow region. 
Transition onset on a flat plate with a nose bluntness of 
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0.02 mm occurred at length Reynolds numbers as high as 
17.9 million (Chen et al. 1988). Transition onset for a 5" 
half-angle cone occurred as late as 9.1 million; this cone 
was at zero angle of attack and had a sharp tip. Both these 
models were studied at adiabatic wall temperatures. A small 
bluntness would be expected to delay transition further; 
however, quiet flow can only be maintained in this facility 
to a length Reynolds number of about I O  million. Thus, 
the quiet-flow length Reynolds number in this facility i s  
still insufficient to allow duplicating the Rumsey & Lee 
flight test. 

6.3.6 Other hypersonic ground tests 
Softley et al. (1969) report transition at length Reynolds 
numbers of I O  million or more, on sharp cones at an edge 
Mach number of 12 in a shock tunnel, in a residual 
favorable pressure gradient. Maddalon & Henderson (1  968) 
reported values as high as about 50 million for 
measurements at an edge Mach number of 16 in the NASA 
Langley helium tunnel. These length Reynolds numbers 
are again based on edge conditions. Although it is 
sometimes argued that these (and other) high transition 
Reynolds numbers are an indication of relatively low 
levels of facility noise, the shock-tunnel noise 
measurements discussed above suggest that a receptivity or 
instability mechanism must instead be sought. This is 
directly shown by Fischer & Wagner (1972), who measure 
high freestream noise levels above a sharp cone in the 
helium tunnel at NASA Langley, while at the same time 
measuring transition length Reynolds numbers in the 30- 
40 million range. The use of local length Reynolds number 
as an appropriate scaling for hypersonic transition is of 
course open to question. Adam & Hornung (1997), for 
example, report measurements at high-enthalphy 
conditions and Mach 5, on a sharp cone, in T5. Their 
transition length Reynolds numbers, scaled on edge 
conditions, were 2-4 million, an order of magnitude below 
the flight data; but both the T5 measurements and the Re- 
entry F measurements show transition at length Reynolds 
numbers of about I million when based on the reference 
temperature. In view of the differing Mach number, the 
difference in wall temperature, and the high noise levels in  
T5, this agreement is probably fortuitous. The comparison 
points out clearly how flight and ground tests carried out 
under different conditions can appear to agree o r  disagree 
depending on the scaling chosen. 

6.3.7 Summary of high-Reynolds number transition data 
It is clearly possible to delay transition in flight to very 
high Reynolds numbers, when roughness, crossflow, 
ablation, and other effects are controlled appropriately. It 
is also possible to achieve high transition Reynolds 
numbers in ground tests (especially in the helium tunnel). 
Noise levels are clearly a significant factor in ground tests, 
so transition Reynolds numbers reported without 
measurements of freestream noise levels are of limited 
value. The 50-year search for a single correlating 
parameter that will reconcile the various flight and ground- 
test measurements appears futile, in view of the many 
factors influencing transition. 

6.4 The Effect of Tunnel Noise on Parametric 
Trends in Transition Location 

6.4.1 Ratio of transition Reynolds numbers for cones and 
frat plates 
Although an eN estimation suggests that transition should 
occur on flat plates at length Reynolds numbers higher than 
those on round cones, measurements in conventional wind 
tunnels consistently showed the opposite behavior (Chen 
et al. 1989). Figure 13 shows a correlation from 
conventional-tunnel data, along with measurements in the 
Langley quiet tunnel. When the bleed valve is closed, the 
Langley tunnel becomes noisy, yet even in this case the 
results are substantially different from those measured in  
conventional tunnels. Figure 14 shows the comparison to  
eN theory, along with a few measurements from 
conventional tunnels. These quiet-tunnel results did much 
to validate the eN approach. 
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Figure 13. Ratios of cone-to-flat-plate transition 
Reynolds numbers from Pate, compared to quiet-tunnel data 

and linear stability theory predictions. From Chen et al. 
(1989). 

Figure 14. Comparison of transition-onset Reynolds 
numbers on cone and flat plate. From Chen et al. (1989). 

Note that a designer relying on the conventional-tunnel 
data in Figure 13 would seek to create a conical forebody, i n  
order to delay transition; only with quiet tunnel data does 
the designer now see that the flat-plate geometry is to be 
preferred. The cause of the anomaly in the conventional- 
tunnel data is addressed by Stetson & Kimmel (1992). 

I 
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6.4.2 Bluntness effects are influenced by noise levels 
Figure 15, taken from Beckwith et al. (1990), shows 
transition Reynolds numbers measured on flat plates in  
various wind tunnels with various bluntnesses. The 
highest-noise data, from the conventional tunnels at 
AEDC, shows not only the lowest transition Reynolds 
number, but the strongest effect of bluntness. Noise affects 
not only the levels of the curves but the slope. The 
quantitative significance of the effect remains unclear; for 
example, Stetson has commented that the slopes are fairly 
similar except for the Tunnel D data. See Pate (1978) for a 
detailed discussion of the AEDC data. 
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Figure 15. Effects of noise levels and leading-edge 

(1 990). 
bluntness on flat plate transition. From Beckwith et al. 

6.4.3 Effect of noise on roughness and waviness effects 
The limited data of Morrisette et al. (1986) showed little 
effect of surface waviness for transition on round cones at 
zero angle of attack. In their measurements in the Mach 3.5 
quiet tunnel at Langley, transition moved forward about 
20% when a surface waviness with heighulength ratio of 
0.01 was introduced. Morrisette et al. also showed that the 
trends appeared similar with high and low levels of tunnel 
noise. 

Figure 16. Variation of transition Reynolds number with 
trip Reynolds number for M, = 2.89, Tunnels D and A. 

From Pate (1971). 

Figure 10a from Pate (1971), reproduced here as Figure 16, 
shows the effect of tunnel noise on roughness effects, for a 
round cone at zero angle of attack with hemispherical 

roughness elements. Although tunnels A and D are both 
conventional, the noise level in tunnel A should be smaller 
since it is larger. The figure shows that for smooth models 
transition indeed occurs later in tunnel A. However, it also 
shows that the parametric effect of roughness also enters 
differently. As the roughness Reynolds number Re, i s  
increased, there is a gradual forward movement of transition 
in tunnel A, while transition moves aft in tunnel D (region 
I-A). At an Re, of about 2500, transition moves suddenly 
forward in tunnel D, with the same sudden movement 
occuring in tunnel A at a slightly higher Reynolds number. 
The 10% forward movement of transition that occurs in  
tunnel A for Re, between 1000 and 2500 is opposite to the 
20% rearward movement that occurs in tunnel D. What 
variation would occur under the much lower noise 
conditions expected in flight? 

For roughnesses large enough to cause transition directly a t  
the roughness element (“effective” roughnesses), it appears 
that noise has little effect. However, in case of design for 
flight what is needed is a specification of the roughness 
which will not move transition forward too far; this 
roughness will not be an “effective” roughness, and the 
level of noise in a ground-test facility can have a major 
influence on the determination of these kinds of roughness 
effects. It  is the ambient noise levels interacting with the 
roughness which cause transition - both are in general 
important. This has been clearly shown in various low- 
speed receptivity experiments (e.g., Wlezien 1994). Figure 
17 shows low-speed data collected by Dryden (1959), i n  
which the effect of freestream noise on roughness effects i s  
clearly demonstrated. Dryden states that this data 
“disprove” his earlier and often-quoted hypothesis that 
transition Reynolds number depends on roughness 
Reynolds number alone (Dryden 1953). 

Figure 17: Ratio of transition Reynolds number for a plate 
with single roughness element to that for a smooth plate i n  
air streams of different turbulence. From Dryden (l959),  
his reference numbers, his fig. A,5h. 

Preliminary measurements of roughness e.ffects were also 
carried out by Morrisette & Creel (1987), in the NASA 
Langley Mach 3.5 quiet tunnel. These showed that noise 
changed the critical roughness height of hemispherical 
elements by only IO%, so the sparse available data are not 
clearcut. 
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6.4.4 Effect of noise on transition extent 
A last example, taken from Chen (1993), shows the effect 
of noise on measurements of transition extent (the length 
of the region of intermittent flow between the onset of 
transition and its end). Figure 18 shows measurements for a 
round cone at zero angle of attack; the aft end of the cone i s  
outside the quiet flow region. At the highest unit Reynolds 
number, at noisy conditions with the bleed valve closed, 
transition onset occurs at about half the distance to the end 
of transition. This is typical of measurements in  
conventional wind tunnels (Kimmel 1993). Under low 
noise conditions, with the bleed valve open, at the same 
unit Reynolds number, transition onset occurs at about 70% 
of the distance to the end of transition. This trend, of 
transition onset occuring closer to the point where 
transition is complete as noise decreases, appears to agree 
with the flight measurements of Fisher (1982a), who shows 
transition onset occurring at about 85% of the length to  
transition end. 
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Figure 18. Ratios of transition locations measured on a 
sharp cone. From Chen (1993). 

6.5 Summary of Noise Effects 
Since laminar-turbulent transition is affected by a 
substantial number of parameters, reliable estimates of 
transition must be based on an understanding of the 
relevant mechanisms. Since variation in noise levels can 
have dramatic effects on transition, experimental 
measurements should be carried out at noise levels 
comparable to those in flight. Most quiet-tunnel 
experiments to date have only measured transition 
locations, however. Just as in the low-speed case, detailed 
measurements of the mechanisms of transition under 
controlled conditions will be required, if reliable prediction 
methods are to be developed. 
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SUMMARY 
Heat load of hypersonic vehicles flying in the earth atmos- 
phere at speeds below 8 km/s are considered. The general 
aspects are discussed, definitions are given. Surface-radiation- 
cooling as the basic cooling mode is investigated, related 
peculiarities are explained. It is shown that heat loads are not 
only of interest for the materials and structure layout, but that 
strong couplings in both directions exist with the aerodynamic 
shape and the aerodynamic performance. The heat-loads ori- 
ented design as a perspective is discussed. Finally an overview 
over the status and the development needs of the prediction 
and verification capabilities is given. 

1. INTRODUCITON 
Heat loads are a major issue in hypersonic vehicle design, Ref. 
1. They concern all outer (airframe flow path) and inner 
(propulsion flow path) surfaces, are major selection and di- 
mension drivers for the materials & structures concept, and 
influence strongly the aerodynamic performance and the aero- 
dynamic airframe/propulsion integration especially of air- 
breathing vehicles. 

The implications for cold primary (load bearing) structures 
with a heat protection system (TPS), which is typical for 
"classical" winged (rocket propelled) (ascent/) re-entry- 
vehicle airframes, are quite different from those for hot pri- 
mary structures without TPS (but with internal insulation). 
The latter are candidates for airbreathing launch or sustained 
flight vehicles. In reality, however, these two basic structure 
concepts will always be mixed to a certain degree. 

In this paper the qualitative and the quantitative aspects of 
heat loads on vehicles flying in the earth atmosphere at speeds 
below 8 km/s are discussed. Qualitative aspects are important 
for the designer in order to understand the problems and im- 
plications of heat loads for the vehicle. The quantitative as- 
pects, of course, are important for the actual prediction of heat 
loads and the sizing of the vehicle in the most general sense. 
Details like for instance the classical correlations et cetera, see 
e.g. Ref. 2, are not considered and reviewed in this paper. 

The paper is structured in the following way. Chapter 2 is 
devoted to general considerations and definitions. Surface- 
radiation cooling as basic cooling mode is discussed in Chap- 
ter 3. Heat loads and vehicle design is the topic of Chapter 4 
Finally in Chapter 5 an overview over the status and the devel- 
opment needs of the prediction and verification capabilities is 
given. 

2. HEAT LOADS: GENERAL CONSIDERATIONS 
"Heat loads" is a term, which describes the thermal state of the 
vehicle surface. It has two major aspects. The first is the wall 
temperature, the other the heat flux into (or out of) the wall. 
These two aspects must always be considered together, be- 
cause to speak only about one of them does not give the full 
picture. A wall temperature can exist with at the same time 
zero or very large heat flux, a heat flux into (or out of ) the 
wall can exist at any wall temperature level. 

The (maximum) wall temperature at a given surface portion on 
the trajectory of the vehicle is determining the material limit 
(sfrength, integrity, erosion). The heat flux into the wall de- 
termines the heat penetration depth (as function of the trajec- 
tory), which sizes the thickness (and internal structure) of the 
heat protection system of a cold primary structure. If a hot 
primary structure without TPS is considered, the heat flux into 
the wall leads to heat induced stresses and deformations (both 
to be handled by an appropriate topology of the structure), and 
determines the internal insulation (penetration depth). In real- 
ity very particular design problems can be present, for instance 
if a load bearing (integral) cry0 tank solution is pursued. 

Depending on the speed of the vehicle, heat loads can be very 
large, with very large surface temperatures as the result. In 
view of the fact that no material exist, which can stand tem- 
peratures of more than approximately 2000 IC, a heat loads 
alleviation becomes necessary already at speeds of 1 to 2 km/s 
(M > 3 to 5) .  depending on the materials & structures concept. 
This concept should always be the lightest and cheapest con- 
cept with the smallest technological risks, easy and inexpen- 
sive to manufacture and to support in operation (operation and 
life cycle costs). 

The basic heat-loads alleviation mode is surface-radiation 
cooling. At flight below approximately 8 km/s in the earth 
atmosphere it is also the only radiative (ransport mode of 
energy, i.e. emission and absorption of radiative enesgy in the 
flow around the vehicle can be neglected. Of course, depend- 
ing on the vehicle shape, which depends on the mission type 
(aeroassisted re-entry only/aero-assisted ascent (and re- 
entry)/sustained hypersonic flight) additional active cooling 
might be needed. If a full reusability is demanded, this will be 
accomplished by heat pipes, regenerative cooling et cetera. 
The target temperature in this case will be determined (again) 
by the respective material limit. Surface-radiation cooling 
indeed is one of the most effective cooling means and is em- 
ployed as long as high-speed vehicles exist. This is illustrated 
with Fig. 1 for the HERh4ES vehicle, Ref. 3. The computations 
were made with a coupled Euler/second-order boundary-layer 
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code, Ref. 4. The maximum temperature reduction of about 
4000 K occurs at approximately 70 km altitude. 

The different aspects of heat loads are put together in Fig. 2. 
For the detailed discussion see Ref. 5. Here it is only noted 
that in vehicle design in general the following aspects of heat 
loads are considered 

o vehicle definition 

- outer surfaces: radiation-adiabatic temperature Tm as 
conservative temperature estimation, 
inner surfaces: recovery temperature T, as conserva- 
tive temperature estimation, 

- 

o vehicle development 

- actual T- (< Tn, T,), 
- actual heat flux q,. 

Accordingly the materials & structure concept is selected and 
sized, and if necessary active cooling means are devised. 

In closing this chapter a topic is mentioned, which has not 
found much attention sofar: the low speed flight after pro- 
longed high speed flight with a surface temperature larger than 
the actual recovery temperature. This can be of importance for 
vehicles with hot primary structures, and for the low speed 
aerodynamic properties of high-speed vehicles in general. 

3. SURFACE RADIATION COOLING AS BASIC COO- 
LING MODE 

Surface-radiation cooling in the past was more a concern of 
structural airframe design, because winged re-entry vehicles 
are in general not drag critical. The recent technology work for 
airbreathing launch vehicles has shown, that strong implica- 
tions exist for the whole vehicle design., Refs. 5, 6. A simple 
local one-dimensional consideration, Ref. 5, reveals basic 
insight into the aerothermodynamics of radiation-cooled sur- 
faces. The radiation-adiabatic case is given by (see Fig. 2) 

From this, see Ref. 5, the proportionality relation 

can be derived, with k the heat conductivity, (T the Stefan- 
Boltzmann constant, & the surface radiation emissivity, and A a 
characteristic boundary-layer length. 

Assuming a planar surface, A being the temperature boundary- 
layer thickness &,, and neglecting the influence of the wall 
temperature on the boundary-layer thickness, relation (2) can 
be rewritten to 

(3) 

with Pr the Prandtl number, Re, = p,u,Up, the flight Reynolds 
number, L the characteristic body length, x the downstream 
axis coordinate (0 5 Xn 5 l), and n = 0.5 for laminar flow, n = 
0.2 for turbulent flow. Generalized relations, also for vehicle 
noses and leading edges, can be found in Refs. 5 and 7. 

A term by term consideration of relations (3) and (4) reveals 
that the radiation-adiabatic temperature is inversely propor- 
tional to the emissivity, the characteristic boundary-layer 
thickness, the characteristic body length, direct proportional to 
the Reynolds number (equivalent to the l/A proportionality), 
to the recovery temperature, and reduces from the tip to the 
tail with (a) *. 

For the vehicle design this means (see also the general rela- 
tions and discussions in Ref. 5): 

On planar surfaces T,' is inversely proportional to the 
boundary- layer thickness, 

different boundary-layer thicknesses on windward and 
leeward side lead to heat-loads differentials, 

at a nose with the boundary-layer thickness &-fi,T; is 
inversely proportional to the square root of the nose ra- 
dius R, of course like the heat-flux relation of Fay and 
Ridell, Ref. 8, 

at leading edges the boundary-layer thickness is 
g - f i l &  (cp : sweep angle), and hence 

T,", - J c o s c p / f i ,  

at attachment lines, where the flow diverges, the bound- 
ary-layer thickness is reduced, which leads to hot-spot 
situations (Space Shuttle experience: ,,vortex scrub- 
bing''), at separation lines, where the flow diverges, 
,,cold" spot situations ensue, 

where surfaces face each other, non-convex effects 
reduce the cooling efficiency. 

Relation (3) can be used in design work for a scaling of the 
radiation-adiabatic temperature from e.g. a smaller vehicle to a 
larger one, if the flow topology is the same in both cases. The 
scaling laws are simple and effective, Ref. 5. 

In the following a few illustrations are given. Fig. 3, Refs. 9 
and 10, shows results from a solution of the Navier-Stokes 
equations for laminar flow past a delta wing with leeside 
separation at M, = 7.15. All the features discussed above are 
present. Note especially the skin-friction line topology at the 
windward side, where between the two primary attachment 
lines the flow is nearly two-dimensional. On the leeside the 
secondary attachment line tapers off down-stream. The tertiary 
attachment line (schematic see Fig. 9) of course also is a hot- 
spot line. The presence of a fuselage, however, would change 
the leeside flow topology. For a better understanding what 
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happens, the topological structure of the flow is sketched in 
Fig. 4. 

The cross-section distribution of the radiation-adiabatic tem- 
perature is given in two cuts of the delta wing in Fig. 5. On the 
leeside the temperature is about 300 K lower than on the 
windward side, with strongly marked hot spots at the attach- 
ment lines (up to 300 K), and cold spots at the separation lines. 
Fig. 5 shows also the results, which were found with a simple 
scaling law. Scaled was the solution from the body length L = 
4.6 m (case 1) to the body length L = 13 m (case 2) with the 
same Mach number, unit Reynolds number and of course also 
angle of attack, which is the pre-requisite to have similar flow 
topologies. Case 2 was recomputed in order to permit the 
accuracy check. The accuracy indeed is very acceptable. De- 
viations are present only where large three-dimensional effects 
exist, nevertheless, the hot and cold spot situations are suffi- 
ciently well scaled. In addition the l/L, scaling effect is well 
discernible. 

An example for the non-convex effect at a wing root finally is 
given in Fig. 6. The concept of the fictitious emissivity coeffi- 
cient, Ref. 11, was applied in Ref. 12 at the lower wing root of 
the HYTFiX R-A, vehicle, which was investigated in the Ger- 
man Hypersonics Technology Programme. There means of 
heat loads alleviation by introducing a fillet were studied. The 
introduction of non-convex effects in the computation for the 
non-fillet case resulted in a temperature rise of 50 K to 100 K. 
The wing surface in the root region was less strongly affected 
compared to the propulsion unit surface there. This is due to 
the fact, that the boundary layer is thicker on the latter. Note 
that the classical viscous corner-flow effects were not pre- 
scribed with the employed approximative methods. The intro- 
duction of the fillet, which anyway would reduce the viscous 
corner-flow effects, resulted as expected, in a reduction of the 
radiation-adiabatic temperature by about 50 K towards the end 
of the wing root. Unexpectedly the temperature rose a the 
leading edge by up to 30 K. A closer examination showed, that 
this was due to the compression of the flow, which was in- 
duced by the fillet. The resulting local rise of the unit Rey- 
nolds number then decreased the boundary-layer thickness, 
and the temperature rose, which can be understood in light of 
the results of the local analysis sketched in this chapter. 

Although the non-convex effects were not large in this case, 
the results of the investigation show clearly the influence of 
non-convex effects on the radiation-adiabatic temperature. 
Remembering that the viscous drag is affected too, non- 
convex effects must, l i e  local strong-interaction effects, be 
monitored and quantified if necessary, in the design of hyper- 
sonic vehicles. 

4. HEAT LOADS AND VEHICLE DESIGN 
The heat loads, especially on sustained flight vehicles, cannot 
be decoupled from the overall vehicle design. 

As was shown in the preceding chapters, the thermal state of 
the surface influences and is influenced by 
- the vehicle shape (radii, edges sweep, surface portion 

inclination, non-convex portions), 
vehicle surface properties (emissivity, catalycity, rough- 
ness, waviness (the latter two with regard to transitional 
and turbulent flow)), 

- 

- active cooling needs. 

This all has implications for 
- thewavedrag, 
- the viscous drag, 
- static and dynamic structural aerothermoelastics 

- airfrsund(propu1sion integration, 
- manufacturing (surface properties), 
- system aspects (active cooling). 

(especially for hot primary structures), 

Heat loads on the other hand are coupled to flow-physics and 
thermochemical phenomena, which occur in the flow past a 
vehicle, and which depend on the speed, altitude and shape of 
the vehicle. 

The thermal state of the vehicle surface thus influences and is 
influenced by (Ref. 13) 

- the boundary-layer thickness, 
- the boundary-layer state: laminar or turbulent + transi- 

tion laminar-turbulent, 
- attachment and separation lines, 
- catalytic surface recombination, 
- strong interaction phenomena, 
- hypersonic viscous interaction phenomena, 
- low density effects. 

The prediction of location and strength of some of these phe- 
nomena, especially the transition zone, attachment lines, 
strong interaction locations, poses big problems. Prediction 
uncertainties can lead to large weight and performance penal- 
ties. 

As an example a Navier-Stokes solution for the SmGER 
forebody, Ref. 14, is given in Fig. 7. It shows that radiation 
cooling enhances very strongly the influence of the boundary- 
layer state on the wall temperature and the skin friction. With- 
out radiation cooling the wall temperature (recovery tempera- 
ture) is some thirty to forty degrees larger for turbulent flow 
than for laminar flow, Fig. 7a. The transition location was 
chosen arbitrarily to lie at Xn = 0.1. With radiation cooling the 
difference is about ten times larger and hence the location of 
transition laminar-turbulent becomes much more important. 
Note that real-gas effects at that Mach number also play a role, 
at least in the case of no radiation cooling. Note further that ist 
is not known how reliable present-day turbulence models are 
in such cases. The figure shows well that the radiation- 
adiabatic temperature decreases with Xn for the laminar as 
well as for the turbulent case in contrast to the recovery tem- 
perature. 

Fig. 7b shows the influence of surface radiation cooling on the 
skin friction, which is low for the laminar case, but is large for 
the turbulent case. In this case, a skin-friction estimation based 
on the recovery temperature would give values about 30 per 
cent too low. This shows also that for drag minimization the 
surface should be as hot as possible. 

In Fig. 7a also the computed radiation-adiabatic temperatures 
for the leeward side are indicated. The temperature for the 
turbulent case is approximately 270 K, and that for the laminar 
case approximately 90 K lower than on the windward side. 
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For a typical cold hypersonic wind-tunnel situation, that in the 
H2K at the DLR Koln-Porz, a computation has been per- 
formed for the present case, Ref. 15. With the tunnel data at 
M, = 6.8: Re = 3 . lo6, T, = 61 K and T, = 300 K (Fig. 7a) the 
turbulent skin-friction shown in Fig. 7b is two times larger 
than that for the radiation-cooled flight case, with a much 
steeper slope, which partly is due to the smaller Reynolds 
number. 

The large influence of the state of the boundary layer - laminar 
or turbulent - on the wall temperature and on the skin friction 
for the radiation-cooled wall, compared to that in the case of 
the adiabatic wall poses very large problems in vehicle design. 
The transition location is very important in view of the ther- 
mal loads, especially if a hot primary structure is foreseen. On 
the other hand the prediction and verification of the viscous 
drag is affected strongly, if the vehicle, typically for airbreath- 
ers, is drag critical. Fig. 7 demonstrates that with presentday 
wind-tunnel techniques the skin friction cannot be found with 
the needed degree of reliability and accuracy. 

As a consequence it appears to be necessary in future to inte- 
grate stronger the heat load aspects with the general aerody- 
namic and structural vehicle design, Refs. 5 ,  16. Fig. 8, which 
is discussed in detail in Ref. 5, gives this perspective sche- 
matically. Needed is an appropriate shaping of the vehicle 
definition and development processes. Such an integrated 
approach permits the rational identification of necessary re- 
search and technology developments, too. 

5. STATUS AND DEVELOPMENT NEEDS OF PRE- 
DICTION AND VERIFICATION CAPABILITIES 

As was discussed in the preceding chapters, the prediction and 
verification of heat loads, apart from the perspective of the 
,,integrated, heat-loads oriented vehicle design", has its major 
problems in the proper simulation of several transport phe- 
nomena, either with computation methods or with ground- 
simulation facilities. 

Starting from the general relations (definitions see Fig. 2) 

the problem can be detailed as follows 

o flow (convective and diffusive heat transport, thermo- 
chemical phenomena, heat capacity, surface properties, 
flow topology) 

TI 

U 
coupling (a) 

(diffusive heat transport) 

(heat transport by mass diffusion-, 
catalytic surface recombination) 

(heat transport (radiative 
dueto slip flow) heat transport q) 

TI 

U 
coupling (b) 

o materials & structures (heat conduction, heat capacity, 
surface properties, structure topology), 

with j, and hi the diffusive mass transport of species i in y- 
direction, and the enthalpy of species i, respectively (y > 0: 
turb). 

In the (conservative) design the coupling (b) is neglected: 

, 4, =O*Tw =Tr , 
q w  = ' qr>O* Tw=Tra, (6 )  

and either the recovery temperature T, or the radiation- 
adiabatic temperature Tn is asked for. 

For the development, in some cases already for the design, the 
coupling (b) must be modelled 

If active cooling is to be considered 

The general status of heat loads prediction capabilities in this 
respect is 

Computational simulation suffers from serious deficits 
in flow-physics and thermo-chemical models (transition 
laminar-turbulent, turbulent heat and mass transfer, 
catalytic surface recombination). 

Cold-surface experimental simulation usually is made 
with an uncontrolled thermal state of the surface and 
simulates at best selected aspects of heat loads. 

In general only simplified structure couplings are used in 
design work (coupling (b)). 

A full ground-facility simulation respective verification 
is not possible, especially if surface-radiation cooling is 
involved. In Ref. 17, therefore a Transfer-Model ap- 
proach is proposed, which combines in a structured way 
computational, ground-facility and in-flight simulation. 
Fig. 9 gives a schematic overview over the status and the 
development needs of the tools of the integrated, heat- 
loads oriented vehicle design. 

'I 
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11. Hold, R.K.. Fomasier. L.. "Investigation of 'hermal 
Loads of Hypersonic Vehicles with Emphasis on Surface 
Radiation Effects", ICAS-Paper 944.4.1, 1994. 

hlund. H.. "Configurational Heat Loads Calculations on 
the Hypersonic Flight Test Vehicle HYTEX R-A,", 
SAAB TM L-0-1 B 789.1994. 

Hirschel. E.H., "Review of Surface Temperature Effects 
on Vehicle Aerothermodynamics in High-speed Flow", 
Dasa-LMLE3-S-Sn-209-A. 1996. 

12. 

13. 

6. CONCLUSION 
Heat loads are the major issue in high-speed vehicle de- 
sign. Heat loads prediction capabilities need to be im- 
proved + materials & structure concept, aerodynamic 
and propulsion performance. Surface radiation cooling 
is the basic means to reduce heat loads on high-speed 
vehicles. Strong couplings exist with the aerodynamic 
performance of vehicles, the structure & materials de- 
sign, and flow-physics and thermochemical phenomena. 
Qualitative knowledge is available to interpret 
(wmputation) results and flight data, and to give the 
designer insight into related disciplinary and interdisci- 
plinary vehicle design problems. Flow-physics and 
thermo-chemical models in prediction tools are inade- 
quate, a "hot experimental technique" is needed. Heat 
loads and the related surface-temperature effects pose 
very important and challenging research and develop- 
ment problems. 
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Fig. 3 Hot spot phenomena at onachmmi linea @a delta m'ng wirh snrfircs radiation m k g ,  a) windward 
side, b) keward side, Rqfs. 9 and IO, .U,= Z l S ,  Re = 5 .  IO'. L = I 3  nt, a = ISa3 e = 0.85 (right- 
hand sides: wall temperatures (cold areas art dark), ythond sides: radiation heaffluxes) 

"A ;r 

cut A - A  
tertiary allsch- 
men1 llne (A,) 

secondary separstlon 

secondary allachmenl llne (A,) 

prlmary aeparsllon llne (S,) 

prlmary attachment line (A,) 

h e  (%I 

Fig. 4 Topological structure (schrrrmtically) of &ka wing flmv (A: attachmenr line, S: separation 
line): attachmenrjlaw transports original enrhalpy towar& su$ace &A,, A? A, R@ 5 

lower upper 
symmetry symmetry 
line line 

I200 
T 

IKI 
ImO 

3 
100 

100 

.oo 

a 40 w . no Im ILO 

upper lwer 1 
symmetry symmetry 
line line 

Fig. S Comparison of numerical (x, o ) and scaled (+: exact relation; X: relation with k, = k,) rodi- 
ation-adiabatic wall temperatures, Refs. 9J0, for the &ka wing of Fig. 3; indicated are the lo- 
cafiom af attachment and separafion lines (schematic see Fig. 4). cross-section at 14 per cenf 
and 99per cenf body length 



C16-8 
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SUMMARY 

In this paper, we discuss some of the more 
difficult to predict phenomena that control the sizing 
of thermal protection systems for sustained 
hypersonic flight, and the methods which are 
available to provide estimates of the requirements for 
backface, film-cooling and transpiration cooling 
techniques. The prediction of boundary layer 
transition on leading edges, in regions of pressure 
gradient, shock interaction and crossflow induced by 
vehicle incidence, represents key tasks in vehicle 
design. We review prediction methods that can be 
used to estimate the thermal loads when transition 
occurs. Film and transpiration cooling are two 
techniques that can be employed to flexibly handle 
the large and spatially-variable heating loads that can 
occur in shock interaction regions in and around 
airbreathing propulsion systems for hypersonic 
vehicles. Correlation of measurements made to 
assess the performance of these systems are presented 
to provide estimates of their effectiveness in constant 
pressure and shock interaction regions. 

1. INTRODUCTION 

The design of thermal protection systems to 
handle the aerothermal loads generated in sustained 
hypersonic flights generally involve systems that 
employ backface cooling, film-cooling or 
transpiration-cooling. The complexity of the skin 
structure for backface and transpiration-cooling 
systems are greater than those for film-cooling 
system hardware. However, backface and 
transpiration-cooled systems are more flexible in 
handling regions of spiked heating, such as those 
generated in shock interaction and flow transition. 
Because the position and magnitude of the heating 
loads developed in regions of shockhoundary layer 
interaction, separated shear layers, and transitional 
boundary layers are very difficult to predict, it is 

important to have a thermal protection system 
capable of handling a large range of heating rates and 
peak heating locations. The design of thermal 
protection systems is further complicated because 
such flows are generally unsteady and the location of 
the peak heating loads are sensitive to vehicle attitude 
and freestream conditions. With the availability of 
advanced Computational Fluid Dynamic (CFD) 
codes based on Navier-Stokes and Monte Carlo 
solvers, it is possible to predict with good accuracy 
the flowfield characteristics and thermal loads for 
flow configurations without complex shock 
interaction regions or transition. Transitional 
boundary layers and interacting flows induced by 
shock bound layer interaction in hypervelocity flows 
cannot be accurately predicted by even the most 
sophisticated codes available because of the lack of 
validated turbulence models incorporating 
compressibility and real gas effects. Here, the 
designer must judiciously employ a combination of 
these numerical codes and semi-empirical prediction 
methods to estimate the aerothermal loads. 

Very few ground test facilities are available in 
which it is possible to generate both the real-gas 
effects and the Reynolds number necessary to 
develop fully turbulent interacting flows. This also 
severely limits the development and validation of 
codes used to predict the effectiveness of film- and 
transpiration-cooling under flight conditions. Again, 
the central issues are describing the effect of 
compressibility, real-gas effects, transition and 
turbulent mixing in hypervelocity flow. Employing 
hydrogen as a coolant introduces significant 
problems in describing the properties of turbulent 
mixing in the presence of combusting flows. To 
validate the models of turbulence and real-gas effects 
used in the codes to predict such flows must be 
supported by carefully designed and conducted 
experiments. 

* This work was supported by Air Force Office of Scientific Research (AFOSR) under Grant No. F49620-951-0292 and United States Army Missile 
Command (USAMICOM) under Contract No. SDI084-93-C-0001. 

Paper presented at the AGARD Symposium on “Future Aerospace Technology in the 
Service of the Alliance”, held at the Ecole Polytechnique, Palaiseau, France, 

14-17 April 1997, and published in CP-600 Vol. 3. 
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In this paper, we briefly review some of the 
important characteristics of transitional and shock- 
interaction flows together with active cooling 
techniques, with the emphasis on the semi-empirical 
predictions methods needed to quantify the 
aerothermal loads generated in these flows. We first 
review the most recent measurements in hypersonic 
flow of the characteristics of transitional flows in 
regions of adverse pressure gradient, on attachment 
lines and in regions of crossflow. We then review 
simple analytical and semi-empirical prediction 
techniques used to calculate the aerothermal 
characteristics of regions of film- and transpiration- 
cooling. Finally, we discuss the effectiveness of 
film- and transpiration-cooling techniques in 
controlling the peak heating loads generated in 
regions of shocWshock and shock boundary layer 
interaction. 

2. TRANSITION PHENOMENA IN 
HYPERSONIC FLOWS 

2.1 

2.1.1 Introduction 

Boundarv Laver Transition and Transitional 
Flow Predictions 

In the development of air-breathing vehicles for 
hypersonic flight, the prediction of transition and 
transitional flows in regions of adverse pressure 
gradient and shock interaction represents a key factor 
in  the design and performance of the integrated 
vehicle and propulsion system configuration. While 
boundary layer transition is one of the most 
important parameters in the design of hypersonic 
vehicles, there remains a considerable gap between 
"engineering" efforts to correlate the occurrence of 
transition and fundamental theoretical studies. The 
influence of surface geometry, shock impingement 
and radiated noise remains largely unquantified. 
While the engineering studies have concentrated on 
correlating experimental measurements of transition 
obtained in flight tests, ballistic ranges, and wind 
tunnels against almost every conceivable parameter, 
the fundamental studies have been aimed principally 
at exploring the modes of instability of the laminar 
boundary. The basic problem is that boundary layer 
transition is controlled by the detailed aerodynamic 
environment as well as the Reynolds number and this 
linkage is difficult to describe and define. Recently a 
series of experiments were performed on 
configurations of interest to air-breathing hypersonic 
vehicle design to examine the semi-empirical 
methods together with contemporary prediction 
techniques (e.g., the GASP code), where it is possible 
to examine models of the transitional flow and the 
turbulent non-equilibriym in a downstream of the 
adverse pressure gradient and to obtain predictions to 
compare with measurements of the distributions of 

heat transfer and pressure along inlet compression 
surfaces, on attachment lines and in crossflow 
regions of vehicles at incidents. 

2.1.2 Transition and Transitional Flows Over 
Hypersonic Compression Surfaces 

To examine the performance of typical 
turbulence models that are employed in 
contemporary Navier-Stokes codes, we review some 
comparisons between the experimental measurements 
of transitional flow over a curved compression ramp, 
similar to that which might be used as an inlet for 
vehicles traveling up to Mach 12, and predictions 
employing the GASP code for a series of transitional 
flows. In the series of experiments discussed' here, 
freestream Mach numbers of 10, 11, and 12 were 
selected so that the unit Reynolds number of the 
freestream could be varied at each Mach number to 
move the onset of transition from the beginning of 
the curved section of the model, at the largest 
Reynolds number, to the trailing edge of the curved 
section at the lowest Reynolds number. In general, 
three comparisons were made: (1) with transition as 
far forward as possible; (2) with transition at the 
farthest downstream station; and (3) between these 
cases. The computer solutions were obtained either 
for fully laminar flow or for turbulent flow 
employing either a Baldwin-Lomax or k-e model of 
turbulence. Predictions were also made for a hybrid 
case where the code was switched from laminar to 
turbulent at an axial station prescribed by the 
operator. This position was generally selected to 
coincide with the beginning of transition as 
determined from the experiment. 

Comparisons between the experimental 
measurements and computations employing the 
GASP code were made for the Mach 10 condition at 
three unit Reynolds number conditions. In each case, 
the flow was assumed to be laminar or turbulent 
close to the leading edge. Baldwin-Lomax and k-e 
models were used in the computation to describe 
transitional and turbulent flows. An additional set of 
calculations was made by switching from the laminar 
solution to a turbulent calculation employing the 
Baldwin-Lomax model at a prescribed axial location. 
In these latter calculations, there was no attempt to 
employ a model of the transition region. Figure 1 
shows a typical comparisons between the 
computations and the heat transfer and pressure 
measurements. The comparisons between 
measurements of pressure and the theoretical 
predictions show that the boundary layer model 
exhibits little influence on the pressure distribution, 
and that the theory is in good agreement with the 
experimental measurements. Also, errors in the 
selection of the condition of the boundary layer or 
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the turbulent model can result in orders-of-magnitude 
errors in the prediction of the heating level. 
Assumption of a laminar boundary layer over the 
complete configuration would result in 
underestimating the heat load to a major segment of 
the compression surface by a factor of eight. 
Assuming the flow to be turbulent from the leading 
edge would result in underpredicting the heating load 
with the k-E model and over-predicting with the 
algebraic model. Clearly, the position of transition 
and the development of the boundary layer 
downstream of this point must be carefully modeled. 
If the solution is switched to laminar from turbulent 
close to the point that transition was observed 
experimentally, we obtain a closer agreement 
between theory and experiment, as shown in 
Figure 2. One can conjecture that the theory could be 
brought into closer agreement to the experiment if a 
model of the transition region were incorporated into 
the prediction method. 
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Figure 1 Surface Pressure and Heat Transfer 
Measurements and Predictions for 
Run 5 (Reference 1) 
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Figure 2 Heat Transfer Measurements and 
Predictions with Transition for Run 5 
(Reference 1) 

Comparisons between the GASP code 
predictions and the experimental measurements at 
Mach 12 were made for two conditions spanning the 
range of unit Reynolds numbers employed in the 
experiment. Comparisons between theory and 
experiment at the largest unit Reynolds number are 
shown in Figure 3. For these flows, where transition 
occurs well downstream on the curved compression 
surface, the theory is in good agreement in the 
laminar segment of the flow and is in good 
agreement with the Baldwin-Lomax turbulence 
model for heat transfer levels over the latter half of 
the second straight compression ramp. Again, the 
more complex k-E model does not result in good 
agreement in the fully turbulent flow over the second 
straight ramp section. Switching the solution from 
laminar to one with the Baldwin-Lomax model close 
to the point where transition is experimentally 
observed results in a prediction (see Figure 4) that is 
in relatively good agreement with the experimental 
measurements. At the lowest Reynolds number 
where this segment of the study was conducted, there 
is an extensive laminar region over the straight initial 
section and curved compression ramp, and the 
laminar theory is in good agreement with the heat 
transfer measurements, as shown in Figure 5 .  The 
heat transfer along the second straight section is 
poorly predicted, even if the position of transition is 
inputted from experimental measurements, as shown 
in Figure 6. It is clear from this comparison that 
even if it were possible to predict the effects of 
adverse pressure gradient on boundary layer 
transition, the simple turbulence models employed 
here cannot be relied upon to provide accurate 
estimates of heat transfer rates downstream of the 
transition region. 
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Figure 3 Surface Pressure and Heat Transfer 
Measurements and Predictions for 
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Predictions with Transition for 
Run 22 (Reference 1) 
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Figure 5 Surface Pressure and Heat Transfer 
Measurements and Predictions for 
Run 39 (Reference 1) 
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Figure 6 Heat Transfer Measurements and 
Predictions with Transition for 
Run 39 (Reference 1) 

2.2 Attachment Line Transition on SweDt 
Leading Edges 

2.2.1 Introduction 

The occurrence of boundary layer transition on 
the attachment line of highly swept leading edges is 
an important design consideration not only because it 
influences leading-edge heating, but also because 
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disturbances generated in this region of the flow can 
exert the dominant effect on transition on the three- 
dimensional afterbody. For example, disturbances 
generated on the leading edge of the Space Shuttle 
have been linked by Poll2 to the occurrence of 
transition on the main body of the Shuttle's wing. 
Introducing a disturbance on the attachment line with 
surface discontinuities or roughness, or a wing-body 
junction, can result in transition Reynolds numbers 
that are consistently lower than those for the smooth 
configuration. In fact, the relatively low Reynolds 
numbers at which the stagnation-line heating 
becomes turbulent on swept wings or fins, because of 
disturbances introduced at the wing root, can become 
a major low-altitude performance limitation for 
finned hypersonic vehicles. Studies in supersonic 
flow by Bushnell and have suggested that, for 
highly swept fins, freestream Reynolds numbers of 
just over lo5 based on leading-edge diameter are 
required to induce transition downstream of a 
winghody junction in supersonic flows. For this 
- configuration, Poll suggests the transition criteria 
Re*=245, where 

4 

CL- p* sin A tan A) = 245 ( I )  
U1 

for high Mach number flows, the boundary layer 
properties are evaluated at the reference temperature 
T* = TA + 0.10 (Tw - TA) + 0.60 (Taw - TA). The 
correlation developed earlier by Poll for supersonic 
flows is shown in Figure 7. For swept leading edges 
without disturbances introduced at the wing root or 
surface discontinuities on the attachment line, 
measurements by Creel' at M=3.5 suggest an R e ~ = 7  

x lo5 for a freestream Reynolds number for 
transition onset for highly swept leading edges. 
Recently, Holden and Kolly6 extended the range of 
measurements from Mach 8 to 12. 

Figure 7 The Variation of E* at the Onset of 
Transition with Edge Mach Number 
and Wall Temperature 

2.2.2 Correlation of Attachment-Line Heating 

There are two flow configurations of interest: 
(1) the smooth swept cylinder, where attachment line 
transition is influenced by the attachment line 
Reynolds number and disturbance in the freestream; 
and (2) the swept cylinder with attachment line 
contamination, where transition onset is controlled 
principally by the attachment line Reynolds number 
and the magnitude of the surface roughness or 
disturbance introduced at the tip. Studies in subsonic 
and supersonic flows have established that the major 
parameter controlling laminar and turbulent heating 
along the attachment line, as well as transition onset, 
is the attachment line Reynolds number (E), which 
is defined as 

Re=- * ' evaluated on attachment line (See 

Figure 8) where ?l is a characteristic dimension of 
this viscous flow. 

- 
VA 
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The expressions for laminar and turbulent 
attachment line heating in compressible flow, 
employing the above expression together with the 
relationships from Figure 8, then become 

for laminar flows and 

are in good agreement with the prediction and 
indicate that flow can remain laminar for attachment 
line Reynolds numbers of up to 600 before transition 
is observed on the attachment line, and a Reynolds 
number of 800 before the flow in the attachment line 
boundary layer is fully turbulent. The measurements 
of turbulent heating rates are greater than the 
predicted levels, as might be expected for low 
Reynolds number flows close to the transition 
boundary. 

2.2.3 Correlation of Attachment Line Transition 
Onset 

Studies by Cumpsty and Head, and subsequently 
by Poll, suggested that transition onset on long swept 
leading edges can be evaluated in four flow regimes 
in terms of the parameters Re and m, where r\ is a 
characteristic dimension of this viscous flow and is 
defined by the expression 

for turbulent flows where 

(3) 

On the basis of analysis of the measurements made in 
a recent hypersonic flow study, Holden suggests a 
new reference condition defined by 

T* = 0.3Tw + 0.5Taw + 0 . 2 8 T ~  ( 5 )  

Correlations of the attachment line heating 
measurements in terms of this parameter are shown 
in Figure 9. 

Figure 9 Correlation of Attachment Line 
Heating (T* in Eq. 5 )  

The measurements of laminar heating rates along 
the attachment line of smooth cylinder configurations 

Poll suggests that compressibility effects might be 
incorporated into the roughness-effects correlation by 
replacing Re by Re* and r\ by r\ *. 

- 
In recent hypersonic flow studiesh, Re* was 

varied from 200 to 600 and k/V* from 0.8 to 2.4, 
which covers the range from smooth to fully rough in 
Poll's correlation. Here, it should be noted that the 
based on inviscid flow conditions over the 
attachment line varies from 500 to 1200, and that 
employing reference conditions for r\ and Re has yet 
to be validated. For the smooth configuration, 
turbulent bursts were observed at Re* of 550, and 
laminar boundary layers were observed at larger 
values. This value corresponds to a freestream 
Reynolds number based on cylinder diameter of 8 x 
lo5. The effects of the alignment of the nosetip may 
be critical in controlling transition on the attachment 
line of the smooth cylinder. For the fully tripped 
configuration employing the 0.030-inch trips, we 
found that the minimum attachment line Reynolds 
number to induce transition was 330, rather than the 
245 found in earlier studies by Poll. For roughness 
ratios between 2 and 0.8, we observed a trend similar 

- 
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dominates the transition process at angle of attack. 
Reed and Saric" provide an excellent review of this 
subject. This instability is fundamentally different 
than the two-dimensional, axisymmetric second- 
mode and oblique Tollmein-Schlicting" (TS) 
instabilities that lead to transition in the hypersonic 
zero-angle-of-attack case. As angle of attack 
increases, the dominant instability changes from the 
second-D mode and/or TS instabilities to a 
combination of second-mode, TS, and crossflow 
instabilities; eventually, the crossflow instability is 
dominant. 

to that observed in incompressible flows, although, 
clearly, the data interpretation for this plot is difficult. 
Plotting the transition Reynolds number for the fully 
rough limit on Poll's transition correlation in 
Figure IO shows that at local Mach number of 8, the 
onset of transition occurs at 330. rather than at Poll's 
value of 245, obtained at the lower Mach numbers. 
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Figure 10 Correlation of Attachment Line 
Transition with Surface Roughness 
Heigbt (Reference 6)  

.. 2.3 
2.3.1 Introduction 

Recently, concerted efforts have been made to 
extend this understanding of boundary layer 
transition to the three-dimensional boundary layer, 
where crossflow effects can become a dominant 
influence. on transition. lhxdirnensional  
flowfields exist along high-speed vehicles at 
incidence and around swept leading edges, as well as 
any flows having curved streamlinedtransverse 
pressure gradients"". Because transition is f m t  
observed on vehicles at incidence, an understanding 
of transition in a three-dimensional boundary layer is 
vital in the design of a high-speed vehicle, since 3-D 
transition may be the dominant transition process 
over most of the vehicle. 

In three-dimensional flow, the combination of 
pressure gradient and sweep deflects the inviscid 
streamlines and since the fluid near the wall has a 
lower momentum, this deflection is larger in the 
boundary layer and causes a crossflow, as depicted in 
Figure 11. To match the boundary conditions at the 
wall and in the freestream, the crossflow velocity 
profile is zero at these points and attains a maximum 
at some point in the boundary layer. This crossflow 
acts to transfer momentum results in a decrease of 
momentum thickness on the windward side and in an 
increase of it on the leeward side. The crossflow 
instability produces crossflow vortices, 
approximately aligned in the local inviscid-flow 
direction. It is this crossflow instability that 

Figure 11 Three-Dimensional Rofiles in a 
Crossflow Boundary Layer 

There have been numerous experiments to 
investigate the movement of the point of transition as 
a function of angle of attack.  any experiments"'" 
have all consistently found the expected rearward 
movement of the transition region on the windward 
side, and forward movement on the leeward side. 
However, of particular importance is that part of the 
transition zone where crossflow is at a maximum 
(i.e., on the sides, 90" and 270" rays relative to 
windward, of slender cones at angle of attack). 
Transition data in this region has been obtained by 
relatively few researchers (e.g., Stetson", Holden''). 

2.3.2 Influence of Angle of Attack and Blunmess 
on Hypersonic Boundary Layer Transition 

The results of several investigations have 
consistently found a rearward movement of transition 
location on the windward side, and forward 
movement on the leeward side of sharp or slightly 
blunted cones. Crossflow that transfers momentum 
from the windward side to the leeward side thickens 
the boundary layer on the leeward side which affects 
the local Mach number and Reynolds numbers. 
Experimental sh~died"'"' have all shown transition 
delayed on the windward side, and the corresponding 
movement forward of transition location on the 



c17-8 

leeward side. Stabilitv studies'".'' have monstrate 
the increase of growth rate of the dominant 
instabilities on the windward rays, and opposite 
behavior on the leeward rays. Transition is located in 
the region of highest crossflow, which occurs on the 
sides of the cone relative to the freestream direction. 

Measurements by Holden" of heat transfer and 
corresponding circumferential transition locus were 
made for various hypersonic freestream flow 
conditions. Figure 12 shows the distributions of 
transition fronts on the sharp 6-degree cone at 
various angles of attack, together with previous 
measurements on similar cones, hut at lower Mach 
number, All these studies show the transition point 
moving forward with increasing angle of attack on 
the leeward side, and the transition point moving 
towards the base of the cone on the windward side. 
A unique feature of the shape of the transition front 
determined in Reference 15 is that the positions of 
the most aft transition points occurred on the 90" and 
270" rays, rather than on the windward rays as 
observed in the studies at lower Mach numbers. This 
feature of further reduction in transition Reynolds 
number on the sides of the cone is evident at all 
angles of attack in this study, and has an increasing 
effect not only with azimuthal angle, but also with 
angle of attack, as shown in Figure 12. As shown in 
this plot, the stabilizing influence of crossflow 
becomes more apparent as the angle of attack 
increases. 

0.w 
O ' = L  * ( D . Q m , )  110.00 ,cam 0.m 

Figure 12 Transition-Front Asymmetry, Sharp 
Cone 

inst 'ility in these cases exhibits a destabilizing 
influence. This effect is further evidenced by the 
reduction in transition location with increase in angle 
of attack in the curves reported by Potter, based on 
wind tunnel results'x''3'u destabilizing effect of 
crossflow is also demonstrated in the calculations of 
Balakumar and Reed , who found a strong 
destabilizing effect of crossflow on the oblique first- 
mode and 2-D second-mode disturbances, which 
diminished as Mach number increased. 

I" 

In the simple analysis of transition measurements 
obtained on sharp flat plates and cones, it was found 
that the Reynolds number based on the local 
momentum thickness (Ree) provided the best 
correlation of both wind tunnel and flight 
measurements in hypersonic flow over highly cooled 
walls. Thus, following Finsonu, we have plotted the 
measurements made in the present studies together 
with those from earlier work in terms of the Reynolds 
number local momentum thickness and the local 
Mach number for both sharp and blunt bodies (see 
Figure 13). It can be seen that for both sharp and 

blunt configurations. that (RQRG,,) 5 is 

relatively independent of angle of attack. Thus, for 
sharp cones, it may be observed that transition moves 
forward on the leeside ray, principally because of the 
large increase in the momentum thickness; on the 
windward ray. the effects of crossflow and higher 
unit Reynolds number combine lo cause a decrease in 
the momentum thickness. In the situation with 
relatively large bluntness, the entropy layer is 
swallowed more rapidly on the windward ray than on 
the leeward, which acts to increase the momentum 
thickness on the windward ray. This counteracts the 
action of crossflow to bleed some momentum from 
the windward ray to the leeside, and acts to further 
destabilize the windward side relative to the zero- 
angle-of-attack case. More recently, Reed and 
Haynes"' have suggested a more sophisticated 
correlation technique based on crossflow Reynolds 
number which requires detailed predictions of the 
crossflow velocity which are now available from 
Navier-Stokes solutions. 

This stabilizing effect is clearly not evident in 
the results'41'.u at lower Mach numbers, which 
implies that the interaction of the crossflow 
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Figure 13 Correlation of Transition Front 
Locations on Sharp and Blunt 
Slender Cones at Angle of Attack 

2.3.3 Correlation of Transition-Front Location 
Using Compressible Crossflow Transition 
Reynolds Number 

A low-speed crossflow Reynolds number 
transition criterion was introduced by Owen and 

Randall*'. given by , that correlates well with 

low-speed data. However, extending this correlation 
to the high-speed range has met with limited success. 
Chapman extended thii approach into the supersonic 
and low-hypersonic range; however, these results 
have been criticized by Poll, claiming that 
contamination of the attachment line affected the 
boundary layer in the crossflow region. King'? 
results also found no correlation with the traditional 
crossflow Reynolds number. 

Ve 

I 

Since the traditional crossflow Reynolds number 
is used successfully at subsonic speeds, Reed and 
Haynes'% developed additional factors in the 
definition of crossflow Reynolds number to 
compensate for the effects of compressibility and 
heat transfer to the surface. Their definition is 
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where 

6,, = point in boundary layer above 
W,, where = 10% 

Wmax 

In their study, Reed and Haynes" calculated 
Rm(new) for the experimental data of StetsonR at 

&=6, and King at &=3.5 in both noisy and quiet 

freestream environments. The authors suggested a 
correlation between the crossflow Reynolds number 
and the maximum crossflow velocity. However, 
separate correlations were developed for the noisy 
and quiet data. Results for the sharp cone at &=13 
from the HoldenM study are shown in Figure 14. with 
the noisy and quiet correlations of Reed and Haynes. 
Most notable is that the present results follow the 
quiet correlation, especially as the level of crossflow 
@'m,/Ue) increases. The reduction in scatter as 
crossflow increases is expected, since, as Reed and 
Haynes point out, the lower end of the curve and data 
are. somewhat suspect. At low levels of crossflow 
(Wmm/Ue <2%), the crossflow instabilities interact 
with the other more dominant instabilities (T-S,  2nd 
mode, helical, etc.) generated in the windward and 
leeside regions. The additional problem arises in the 
low-crossflow situation in that defining a precise 610 
point in the boundary layer for RCF calculation 
becomes increasingly difficult. Nonetheless, the 
trend shown in Figure 15 further demonstrates the 
contentions that crossflow instabilities an. not greatly 
influenced by any freestream acoustic disturbances, 
and that the dominant transition mechanisms in 
hypersonic flows are dominated by crossflow 
instabilities. 
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Figure 14 Correlation of Transition Front 
Location in Regions of Crossflow 
with "New" Crossflow Reynolds 
Number, M s 1 3 ,  ReJFe3.0  x 10' 
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Figure 15 Crossflow Velocity Component at 
Transition Onset, M-=13, -3". 
ReJFk3.0  x lo6 

3. FILM AND TRANSPIRATION COOLING 
FOR FLOWS WITH SHOCK 
INTERACTION 

3.1 Introduetion 

A key aspect of the design of hypersonic 
vehicles is the development of active wall-cooling 
systems for regions of high heating loads on the 
airframe and engine. Apart from backface cooling 
methods, transpiration cooling and film cooling are 
two techniques that have been proposed lo reduce the 
large heating loads which also reduce skin friction. 
The relative merits of film and transpiration cooling 
must be evaluated against complications associated 
with the fluid mechanical design of these systems, 
the sensitivity of each technique to shock 
impingement and combustion phenomena. Film- 
cooling techniques have also been used successfully 
to reduce the aerothermal loads on the optical 
windows of hypersonic seeker heads, and to alleviate 
the heating levels in the combusting flows 
downstream of the injectors in scramjet engines. For 
the specific application to scramjet combustors, 
employing film cooling is attractive, because the 
injectant momentum contributes directly to thrust, 
and the mechanical construction is intrinsically 
simple. However, recent studieswY"' have 
demonstrated that relatively large levels of mass 
addition are required to maintain a cooling film over 
the length of the combustor. Also, if shocks 
generated in the inlet section and the injector region 
of an engine impinge on the film-cooled surface, they 
may destroy the integrity of the film, returning the 
heating levels to their uncooled values. 
Transpiration-cooling techniques have been used 
successfully to reduce the heating and skin friction 
levels on the nosetips and frusta of conical 
hypersonic reentry vehicles"". Transpiration 
cooling is also advantageous in that it can 
significantly reduce the wall skin friction (which is a 
major component of the engine drag). However, the 

resulting w-momentum region adiacent to - : wall 
can potentially be easily separated by a shock system 
impinging on the wall. The sensitivity to flow 
separation on a transpiration-cooled surface was 
demonstrated in studies?' of transpiration-cooled 
maneuvering reentry vehicles (MRVs), where flap 
effectiveness was significantly reduced by the 
introduction of a low-momentum layer adjacent to 
the surface upstream of the flaps. However, recent 
studies* have indicated that transpiration-cooled 
surfaces are not as sensitive to shock interaction as 
one might have deduced from the results of wedge- 
induced separated regions. 

3.2 Film and Transoiration Cool ine in the 
Absence of Shock Interactioo 

3.2. I Film-Cooling Studies 

To illustrate the major features of these flows, 
we first discuss typical measurements from film- 
cooling studies" of interest to combustor design 
without incident shocks. Measurements of heat 
wnnsfer and pressure were made downstream of 
0.120-inch cooling slot for non-dimensional blowing 
rates h from 0.0 to 0.28. Figure 16 shows a typical 
set of heat transfer measurements in hypersonic flow 
downstream of a 0.120-inch slot. For the cases 
without helium film cooling where a strong 
recompression shock was generated downstream of 
the step, a local peak in the heating rate was 
observed, followed by a gradual return 10 the flat. 
plate heating level. For the matched-pressure coolant 
condition, there was a very weak wave at the top of 
the no~zles and the initial turbulent boundary layer 
moved smoothly from the step. In contrast, for the 
highest blowing rates where the flow was 
undcrcxpanded. strong shocks were generated above 
and behind the nozzle exit, which leads to enhanced 
mixing. It is clear from Figure 16 that the greatest 
rate of heating reduction occurred for the largest 
cooling rates. However, beyond a cenain coolant 
mass-flow rate, there was relatively little change in 
the heat transfer to the plate with increased coolant 
flow rate. Closc to the matched-blowing condition 
the measurements from the two slot heights scale 
relatively well in terms of non-dimensional slot 
height. This can be seen by plotting the 
measurements in terms of cooling effectiveness (as 
shown in Figures 17 and 18). Cooling effectiveness 
(11 ) is defined as 
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taking the reference value from the no-cooling run, 
we have 

9 
for coolant flow Taw = - + Tw 

h1 

thus, q = (q‘h, + TW - TT-WTC - TT-) 

.i : 
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Figure 16 Heat Transfer Variation with Mass 
Addition for 0.120-Inch Slot 

Figure 17 “Effective Efficiency” of Film 
Cooling for 0.120-Inch Slot 

Figure 18 Correlation of Film-Cooling 
Effective Efficiency with Simple 
Scaling Parameters 

These measurements made in the film-cooling 
studies correlated well when plotting q in terms of 
the scaled slot-height parameter (X/S)/h 0.8 as shown 
in Figure 19. Also shown in Figure 19 are high 
Mach number measurementsB for a nitrogen coolant, 
demonstrating the superior cooling properties of 
helium. The measurements made in these studies for 
a specific slot height, in fact, scale better in terms of 
X - l ,  as shown in Figure 18. To account for the 
effects of the molecular weight and specific heat of 
the coolant and the specific injection Mach number 
of the coolant, we have employed a modified 
cooling-length parameter 

in the correlation shown in Figure 20. Employing 
this parameter appears to correlate the existing 
measurements for the two slot heights, and those 
compiled earlier by Majeski and Weatherford” 
suggest a break point of close to two. 
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Figure 19 Correlation of Film-Cooling 
Effective Efficiency with Simple 
Scaling Parameters 



Figure 20 Correlations of Effective Efficiency 
of Film Cooling 

3.2.2 Transpiration-Cooling Studies on Blunt, 
Intrinsically Rough Nosetips 

The lack of techniques to predict the 
effectiveness of transpiratiodablative cooling 
techniques reflects the lack of a fundamental 
understanding of turbulent mixing in compressible 
shear layers in the presence of m a s  injection and 
intrinsic surface roughness. Earlier studies of 
transpiration cooling techniques were designed 
principally to evaluate how the blockage heat transfer 
CJC, varied with the Mach number, Reynolds 
number and properties of the freestream and 
injectant. There is a dearth of fully turbulent data at 
hypersonic speeds where transpiration cooling is of 
considerable interest because it is difficult to generate 
the high Reynolds number, high velocity test 
conditions necessary for the correct simulation. 
Experimental studies have been conducted in 
supersonic flow with flat plates”* and cones‘’‘’ and 
there has been some work on the transpiration 
cooling of blunt nose tip^'^'". Based on a survey of the 
existing experimental data-. the correlation shown in 
Figure 21 was developed. This correlation indicates 
that for large blowing rates (B’>lO), increased 
blowing does not significantly improve thermal 
protection. This may well result from a decrease in 
the stability of the mixing layer and an increase in the 
scale of turbulence with increasing blowing. 
However, Holden’s measurements on a spherical 
nosetip, shown in Figure 22 suggest that heating 
levels significantly lower than those found on flat 
plates and cones were obtained for the higher 
blowing rates. These latter measurements could be 
correlated in the form (C,-C,)/C, = 113 B””, where 
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Figure 21 Summary of Blockage Heating from 
Studies on Flat Plates and Cones in 
Turbulent Flow (Reference 34) 
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Figure 22 Comparison Between the 
Measurement Made in the Nosetip 
Studies with Nitrogen Injectant and 
the Earlier Blockage Data (Reference 
34) 

The measurements made in earlier studies of 
transpiration cooling conducted with spherical nose 
tips suggest that the initial effect of mass addition 
from a rough nosetip is to modify the flow around the 
rough surface by eliminating the cavity flows in such 
a way that the roughness-induced momentum defect 
is small. If indeed the initial effects of mass addition 
is to remove surface roughness as an important 
mechanism for surface drag, this introduces serious 
questions on the validity of correlations of flight 
measurements on ablating nosetips based on an 
effective surface roughness. The computational 
procedures where the ablation rate is determined 
from heating levels enhanced by surface-roughness 
effects are highly questionable. 

3.2.3 Transpiration-Cooling Studies of Flat 
CombustorSurfaces 

Typical measurements of the effects of blowing 
rate on the heat transfer and pressure in the 
transpiration-cooled flat surface are shown for the 



Mach 6 condition with nitrogen and hehum coolants 
in Figures 23 and 24, respectively. For the nitrogen 
coolant, a mass-addition level of 1.5% resulted in a 
50% reduction in the heating rate; employing a 
helium coolant accomplished this reduction with one- 
third of the mass-flow rate. The measurements made 
with nitrogen coolants suggest that beyond a certain 
level for blowing rate (for blowing rates to achieve a 
70% reduction in heating) significantly more coolant 
is required to further reduce the heating level, For 
helium, this "knee" occurred at approximately a 90% 
heating reduction. The effectiveness of transpiration 
cooling was not strongly influenced by Mach 
number. Correlations of the heating reduction for the 
nitrogen and helium coolants are shown in Figures 25 
and 26, respectively. To account for the effects of 
the molecular weight and specific heat of the coolant 
gases, we have correlated the measurements in terms 
of a modified blowing parameter 
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which was deduced in earlier studies". As shown in 
Figure 27. the measurements for both the helium and 
nitrogen coolants as well as the Mach 6 and 8 data 
can be correlated well with these parameters. Also 
shown is the empirical relationship 
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which provides a simple analytical expression for 
first order design estimates of heating reductions in 
transpiration-cooled flows. 
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Figure 23 Heat Transfer and Pressure 
Distributions Along Flat Plate- 
Transpiration Surface for Nitrogen 
Coolant at Mach 6 (Reference 45) 
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Figure 25 Correlation of Heat Transfer 
Measurements with Transpiration 
Cooling in Terms of Simple Blowing 
Parameter for Nitrogen Coolant at 
Mach 6 (Reference 45) 
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Figure 26 Correlation of Heat Transfer 
Measurements with Transpiration 
Cooling in Terms of Simple Blowing 
Parameter for Helium Coolant at 
Mach 6 (Reference 45) 
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Figure 27 Correlation of Nitrogen and Helium 
Transpiration-Cooling Heat Transfer 
Measurements with Modified 
Blowing Parameter (Reference 45) 

3.3 Shock Interaction With Film-Cooled and 
Transniration Cooled Surfaces 

3.3.1 Shock Interaction with Film-Cooled Surfaces 

Figures 28a and 28b illustrate the major features 
of the viscoudinviscid interaction regions in regions 
of shock-wavelfilm-cooling interactions. In Figure 
28a. we have shown a case where the flow remains 
attached and the coolant layer was not dispersed by 
the interaction region. In Figure 28b, we show a 
flow where the coolant layer was separated in the 
interaction region. Again, the flow was for a large 
cooling rate; however, the shock from a 10.5" shock 
generator created a large separation region as it 
impinged on the boundary layer. The two nozzles 
shocks are, again, clearly evident; however, just 
upstream of the point that the incident shock struck 
the boundary layer, a third shock, the separation 
shock, was induced upstream of the point of shock 
impingement as the boundary layer separated. A 
separation (plateau) region was formed in which the 
heat transfer and pressure were relatively constant. 
As the flow turned parallel to the surface, the 
separated shear layer reattached, and a recompression 
shock was formed. In these turbulent flows, the 
separated region extended from the beginning of the 
heat transfer rise to the end of the plateau region. For 
the separated region shown in Figure 28b, the coolant 
layer was rapidly dispersed in the separation and the 
reattachment regions, resulting in heating levels 
downstream of the incident shock that were not 
reduced by film cooling as shown below. 

Figure 28 Separated Shock-WaveKooling-Film 
Interaction 

Typical measurements showing the heat transfer 
and pressure characteristics of a shock-coolant-layer 



interaction are shown in Figures 29 and 30 for a slot 
height of 0.120 inch and a shock-generator angle of 
go. The Schlieren photographs shown in Figure 31 
indicate that the flow, which was attached without 
blowing, was fully separated for the two blowing 
conditions. As can be seen in Figure 29, the heating 
rate at the end of the recompression process was not 
reduced by film cooling. Also, a twofold increase in 
the blowing rate from the matched-flow conditions 
did not significantly increase the cooling capability 
downstream of the incident shock. A similar set of 
heat transfer and pressure measurements for the 5.5" 
shock generator is shown in Figure 32 and 33. 
Figure 34 shows the Schlieren photographs for this 
case.. For the 8" shock generator, a large separated 
region was formed ( l r cp /8~5)  that decreased only 
slightly as the blowing rate was doubled. For the 
5.5" shock generator, the small separated region that 
was formed in the matched-blowing case was swept 
away when the blowing rate was doubled. As 
illustrated in Figure 32, the coolant film remained 
intact and caused a reduction in the peak heating of 
90% to 50%. depending on the position downstream 
of the cooling slot. However, in general, a film 
cooled layer can easily be dispersed by a plain 
incident shock. 
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Figure 29 Heat Transfer Distribution in Regions 
of Incident ShocklWall-Jet 
Interaction (Qsg =8.0 Degrees, Slot 
Height=0.120 Inch) 

Figure 30 Pressure Distribution in Regions of 
Incident ShocWWall-Jet Interaction 
( 8 S g S . O  Degrees, Slot Height=0.120 
Inch) 
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Figure 31 Schlieren Photographs for Incident- 
ShocklWall-Jet Interactions (OSg4.0 
Degrees. Slot Height3.120 Inch) 
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Figure 32 Heat Transfer Distribution in Regions 
of Incident-ShocklWall-Jet 
Interaction (Ssg-S.5 Degrees, Slot 
Height3.120 Inch) 
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Figure 33 Pressure Distribution in Regions of 
Incident-ShocWall-Jet Interaction 
(Osg=5.5 Degrees, Slot Height=0.120 
Inch) 
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Figure 34 Schlieren Photographs for Incident- 
ShocWall-Jet  Interactions (@sg=5.5 
Degrees, Slot Height=0.120 Inch) 

3.3.2 Shock Interaction with Transpiration-Cooling 

Figures 35 and 36 show the distribution of heat 
transfer and pressure in regions of shocWcoolant- 
layer interaction for a 5.3" shock generator and 
nitrogen and helium coolants. For the non-blowing 
case, the shock interaction caused a pressure increase 
that was fed upstream of shock impingement through 
the transpiration-cooled surface, introducing air into 
the sublayer upstream of shock impingement. The 
heat transfer rate in this region was dramatically 
reduced, even in the absence of coolant addition. 

Surfaces 

However, it can be seen from the pressure 
distribution in Figure 35b that the pressure upstream 
of shock impingement was not significantly modified 
by this influx of gas into the base of the boundary 
layer. It is observed that introducing a nitrogen 
coolant rate of less than 5% or a helium coolant rate 
of one-third this value is required to reduce the 
heating level downstream of shock impingement to 
less than that upstream of the shock on the smooth 
plate. It can be seen from Figure 36b that the 
pressures upstream of shock impingement were not 
significantly modified by introduction of gas through 
the transpiration-cooled surface. ?he heat transfer 
and pressure distributions for the interaction strength 
generated by the 7.5" shock generator are shown in 
Figures 37 and 38. Even with this increase in shock 
strength, there was, little upstream influence of the 
shock, both in the presence and in the absence of 
transpiration cooling. Again, we observed a decrease 
in heat transfer upstream of the incident shock 
resulting from flow under the porous surface for the 
non-blowing case. 
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Figure 35 Heat Transfer and Pressure 
Measurements at Mach 6 on 
Nitrogen-Cooled Transpiration 
Surface with Shockhteraction from 
5.3" Shock Generator 
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Figure 36 Heat Transfer and Pressure 
Measurements at Mach 6 on Helium- 
Cooled Transpiration Surface with 
Shock Interaction from 5.3" Shock 
Generator 
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Figure 37 Heat Transfer and Pressure 
Measurements at Mach 6 on 
Nitrogen-Cooled Transpiration 
Surface with Shock Interaction from 
7.35' Shock Generator 

Figure 38 Heat Transfer and Pressure 
Measurements at Mach 6 on Helium- 
Cooled Transpiration Surface with 
Shock Interaction from 7.35" Shock 
Generator 

Introducing coolant upstream of the shock 
induced a small upstream influence as a result of 
flow separation, which is clearly evident from what 
appears in the plateau in the pressure distribution (see 
Figures 37 and 38). However, as observed earlier, 
there was a significant decrease in heat transfer in 
this region. Schlieren photographs of these flows 
indicate that transpiration cooling does not induce 
strong distortions in the inviscid flow, and that the 
pressure levels and distribution downstream of shock 
impingement were basically uninfluenced by the 
introduction of coolant. The heat transfer 
downstream of the incident shock can be reduced to 
the initial flat-plate levels by the introduction of 2% 
of the freestream mass-flow rate of helium 
downstream of the incident shock. Measurements 
with heat transfer and pressure with the 10SO shock 
generator are similar in nature to those obtained with 
the weaker shock strength. However, at the highest 
blowing rates, we began to observe flow distortions 
in the Freestream downstream of the incident shock. 
In general, however, it was observed that 
transpiration cooling is an effective way of 
controlling peak heating in regions of shock- 
waveboundary layer interaction. From these studies, 
a simple relationship for predicting the cooling 
requirements in regions of shock-wavdtranspiration- 
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cooling interaction was developed. By employing 
correlations based on the heat transfer coefficients 
and blowing parameters determined from the local 
inviscid conditions downstream of the reflected 
shock, it was possible to collapse the data sets from 
the different interaction strengths and test conditions 
into a single correlation shown in Figure 39. The 
form of this correlation 

is similar to that for the constant-pressure flat-plate 
data. By employing this correlation together with 
simple calculations to determine the local inviscid 
flow conditions, it is possible to provide good 
estimates for the levels of mass addition required to 
control the peak heating levels downstream of shock 
impingement. - .. - 1 1 1 m L D . I O m  

D - LI. 1.6 ."I U., 

, 
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Figure 39 Correlation of Heating Reduction 
Ratio with Modified Blowing 
Parameter m(rhoJI,ChJ (CJCJ"' 
(MJMJa5 fy Shock-Generator 
Angles of 5 ,7.5", and IO" and Both 
Nitrogen and Helium Coolants 

333 Comparison Between Film and 
Transpiration-Cooling Techniques with 
Shock Interaction 

To make a comparison of film cooling versus 
transpiration cooling, for a given cooling surface 
area, the cooling effectiveness is compared for the 
two techniques based on mass flow rates of the 
cooling injectant; in this case, the cooling injectant. 
Figures40 and 41 show the results for the 5.5' 
incident shock generator cases for transpiration 
cooling as compared to the 0.08 inch and 0.120 inch 
slot cases. Figures 42 and 43 depict similar results 
for the 8" shock generator results. There is a 
dramatic difference in the cooling effectiveness of 
the two techniques downstream of the shock 
interaction region. For the 5.5" case (Figures 39 and 
40), increasing the mass flow rate does reduce the 

heating levels downstream of the interaction region. 
For the two cases shown, by nearly doubling the 
injectant mass flow, the heating load is 
approximately reduced by a factor of two. However, 
the effectiveness of the film cooling is continuously 
degrading in the downstream direction. In each of 
the two figures (Figures 40 and 41) downstream of 
the interaction regions are lines which represent 
approximate heating values for the equivalent mass 
addition rate as the depicted transpiration cooling 
case. These were obtained by simply interpolating 
between the two sets of measured data. There is a 
significant improvement in the cooling levels of the 
transpiration case over that of the interpolated film 
cooling result. In fact, the heating level is reduced by 
over a factor of two for both comparisons shown. 
Moreover, the transpiration cooling is more effective 
than the film cooling case with 50% more mass 
addition as shown in Figure 40 and is as effective as 
the case with twice the mass addition as shown in 
Figure 41. 

3.3.4 Transpiration Cooling for ShocWShock 
Heating 

While transpiration cooling has been shown to 
be effective in protecting flat surfaces in regions of 
shocWshock interaction, employing a similar 
technique for protecting leading edge surfaces from 
heating generated by shock/shock interaction has 
been far less successful as demonstrated by Holdenf3 
in experiments with transpiration-cooled spherical 
nosetips. Two sets of measurements were made to 
provide an evaluation of the effectiveness of 
transpiration cooling in the presence of shock/shock 
interaction heating. Measurements were made fmt 
on a smooth and transpiration cooled model without 
coding. Figure 44 shows the heat transfer and 
pressure distribution for a Type IV interaction ovm 
the smooth model indicating enhancements factors 
close to 20 for the Type IV interaction region. A 
similar set of measurements were made on the 
transpiration-cooled nosetip without blowing as 
shown in Figure 45, and then with the same 
transpiration-cooled nosetip for a high blowing rate 
(k = 0.2) as shown in Figure 46. It is clear from 
comparing these sets of measurements that 
transpiration cooling had little or no effect on the 
peak heating or the distribution of heat transfer in the 
shock interaction regions. Measurements of this type 
were made for a series of shock locations and are 
plotted together in Figure 41. These measurements 
of the variation of peak heating with position of the 
interaction demonstrate the neither the magnitude or 
the shape of the peak heating region were 
significantly altered by transpiration cooling. 
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Figure 40 Distance (Slot Heights) From Slot 
Exiflranspiration Leading Edge 
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Figure 42 Distance (Slot Heights) From Slot 
Exiflranspiration Leading Edge 
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Figure 44 Heat and Pressure Distributions in 
ShocWShock-Interaction Regions 
Induced by a 10' Shock Generator 
Over a Smooth 12-Inch Diameter 
Hemisphere at Mach 12.15 for 
Run 8 

"1 

Figure 45 
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Heat Transfer Distribution in 
ShocWShock-Interaction Regions 
Induced by a 10" Shock Generator 
Over a Transpiration-Cooled 
Hemisphere Without Blowing at 
Mach 12 for Run 37 
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ShocWShock-Interaction Regions 
Induced by a 10” Shock Generator 
Over a Transpiration-Cooled 
Hemisphere With h = 0.20 at Mach 
12 for Run 28 
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Figure 47 Variations of Peak Heating With 
Angular Position of the Interaction 
Region for Various Blowing 
Parameters, h, at Mach 12 

4. CONCLUSIONS 

The aerothermal loads generated in regions of 
attachment line transition and crossflow transition 
can be predicted with reasonable accuracy if the 
disturbance levels in the freestream or on the vehicle 
surface can be described. Turbulent models to 
describe the transitional and nonequilihrium 
development of hypersonic turbulent boundary layers 
in regions of adverse pressure gradient, while lacking 
a phenomenological basis can be employed to 
bracket the levels of heating developed on forebody 

and compression ramps of air breathing hypersonic 
vehicles in the absence of active cooling techniques. 
Both film and transpiration cooling can be used 
effectively in hypersonic flow to control regions of 
peak heating, however, film cooling techniques have 
been found to be particularly susceptible to 
dispersion by shock impingement. While it has been 
found that transpiration cooling is effective on flat 
surfaces in the presence of shock impingement, this 
technique has been found to be totally ineffective in 
cooling leading edge surfaces subjected to 
shocWshock interaction. 
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Design of High L/D Vehicles Based on Hypersonic Waveriders 
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D-38108 Braunschweig, Germany 

1. SUMMARY 
The aerodynamic behavior of a waverider representing 
the hypersonic lower stage of a TSTO system is dis- 
cussed. The investigation covers the complete speed 
range from subsonic high lift up to hypersonic flight 
close to the design point of the waverider geometries. 
Several interesting flow phenomena are described which 
govern the aerodynamic behavior. It is found that the 
favourable off-design behavior of hypersonic waveriders 
allows the practical use of waverider vehicles far away 
from their particular design flow conditions. Studies 
concerning the planform show, that the modification of a 
gothic planform towards combined forebody - delta 
wing planforms allows a significant improvement of the 
aerodynamic efficiency L/D in sub- and transonic flow. 
In addition the longitudinal stability is increased without 
compromising the favourable high speed qualities. 
These benefits are partly compensated by an increasing 
neutral point shift along the trajectory. 

2. INTRODUCTION 

The payload transport into the lower earth orbit during 
the last 3 decades shows a rapid increase [ 11. In order to 
reduce the specific launch costs, to obtain a higher mis- 
sion flexibility and mission safety, as well as for envi- 
ronmental protection, work on the next generation of 
space transportation systems is necessary. The investi- 
gated projects include single stage to orbit (SSTO) as 
well as two stage to orbit transportation systems 
(TSTO). Compared to SSTO vehicles the most impor- 
tant advantage of a TSTO system is a higher payload ra- 
tio (percent payload of total launch mass) leading to a 
lower sensitivity concerning design and mission param- 
eters. Since integrated predesign studies of airbreathing 
TSTO systems show a high sensitivity with respect to 
the aerodynamic efficiency L/D of the first stage, wave- 
rider configurations with a high L/D in the design point 
as well as under off-design conditions seem to be a real- 
istic alternative to conventional blended body and wing 
body configurations respectively [2]. 
Based on integrated predesign studies the DLR-F8 wa- 

verider configuration was designed as a promising wa- 
verider shape. For the aerodynamic investigation of this 
configuration detailed numerical simulations along a 
complete TSTO tra.jectot-y [3] as well as wind tunnel ex- 
periments were performed [4]. During more detailed 
predesign studies it  was found that the aerodynamic po- 
tential of DLR-F8 is not put to full use. For this reason 
two new waverider configurations with modified plan- 
forms and reduced planform area have been designed 
and aerodynamically investigated. 

3. CONFIGURATIONS 
The generation of waverider geometries at DLR Braun- 
schweig is based on the Osculating Cones Concept IS], 
using the program WIPAR [6]. In order to fulfill the re- 
quirements coming from the integrated predesign - such 
as integration of‘ tanks, engine and other systems - as 
well as to reduce the base area and the resulting base 
drag especially i n  sub- and transonic flow, the WIPAR 
geometries have to be modified. This is illustrated 
in  Fig. l a  by means of WR-12-G-FR (WR ... wave- 
rider; 12 ... design Mach number, M D ~ ~ . ;  G ... gothic 
planform; FR ... upper surface = freestream surface) 
which was realized with a CAD system and led to the 
configuration WR- I2-G-EXP (EXP ... upper surfacc = 
expansion surfacc). This waverider is also called DLR- 
F8 since it is built as a wind tunnel model. The mean 
features of the modification are: 

Introduction of an expansion surface in the wing 
region, leading to a sharp trailing edge and to the 
reduction of the base area. Starting from the trailing 
edge, the uppcr surface is inclined with an average 
ratio of 1:7 rowards the free stream, which coinci- 
dents with an estimation of the viscous lift to drag 
ratio (L/D) in hypersonic flow. 

Introduction of  straight hinge lines for the integra- 
tion of aileron and elevator. 

Shaping the body in spanwise direction to allow the 
integration of tanks and systems as well as to guar- 
antee a low base drag. 

Paper presented at the AGARD Symposium on “Future Aerospace Technology in the 
Service of the Alliance”, held at the Ecole Polytechnique, Palaiseau, France, 

14-17 April 1997, and published in CP-600 Vol. 3. 
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A side effect of the introduced expansion surface is a 
rigging angle of incidence between wing and body ridge 
line of approximately ainc, = 5", leading to a zero-lift an- 
gle of about a. = -5". As the geometry was also used for 
a wind tunnel model, the wing tip was cut. Furthermore, 
inlet, propulsion box and nozzle are not modeled and the 
propulsive jet is represented by a solid sting with con- 
stant cross-section in the aerodynamic analyses. In order 
to get data for global design work the effect of the pro- 
pulsion system (inlet, propulsion box and nozzle) on the 
aerodynamic behavior should be taken into account by a 
propulsion bookkeeping method. 
The detailed integrated predesign studies of DLR-F8 
showed that the configuration as the lower stage of a 
TSTO system fulfills the mission with flight CL below 
the CL for optimum L/D. To improve the mission LID 
two waveriders with about 20% reduced planform area, 
SRef,, and different aspect ratio, A, were designed and 
modified to WR- 1 2-GD-EXP-A and WR-25-GD-EXP- 
A in order to fulfill the boundary conditions coming 
from the integrated predesign, Fig. 1 b. 
The area reduction was obtained by changing the gothic 
planform of DLR-F8 into a combined planform, cou- 
pling a gothic forebody with a delta wing (-GD- ... com- 
bined planform: gothic forebody - delta wing), which re- 
sembles the planform of typical wing body 
configurations. For the geometric modification of both 
waveriders a numerical program was used instead of the 
CAD system. This procedure is significantly less costly 
but leads also to less even surfaces. 
In Fig. 2a the three planforms are illustrated. A compar- 
ison of WR-12-GD-EXP-A and DLR-F8 shows the re- 
duced planform area, whereas the centre of gravity of 
the planform area remained the same. Due to the smaller 
span WR-12-GD-EXP-A has almost the same aspect ra- 
tio as DLR-F8, see Fig. Ib. WR-25-GD-EXP-A is char- 
acterized by the largest span and an aspect ratio which is 
almost 50% larger than those of DLR-F8 and WR-12- 
GD-EXP-A. In addition the center of gravity of its plan- 
form area is shifted 2% of the body length closer to the 
trailing edge. This leads to a greater longitudinal stabil- 
ity in hypersonic flow since under high speed conditions 
the neutral point coincides approximately with the cen- 
ter of gravity of the planform area. 
For an additional increase of the longitudinal stability 
the usable body volume of WR-12-GD-EXP-A and 
WR-25-GD-EXP-A was also redistributed, as Fig. 2b il- 
lustrates. The thickness of the former body with upper 
freestream surface was smoothly increased in the nose 
region and reduced in the tail region, leaving the usable 
body volume unchanged (-A ... variation with modified 
distribution of the body volume). This procedure allows 
a shift of the center of gravity to the nose, increasing the 

longitudinal stabi I i ty. 

4. NUMERICAL SIMULATIONS 
The numerical simulation of the waverider aerodynam- 
ics is based on the solution of the Euler equations using 
the DLR Euler-/Navier-Stokes code CEVCATS [7], [SI. 
In sub- and transonic flow a code version with central 
differencing and artificial dissipative terms was used. In 
the super- and hypersonic speed regime upwind discreti- 
zation was applied. For the spatial discretization of the 
flowfield in sub- and transonic flow a grid with about 
660000 grid points was generated, covering a domain of 
about 5 body lengths, I, around the configuration. A sec- 
ond grid was dcsigned for the simulation of the super- 
and hypersonic flows in order to follow the bow shock 
more closely. It consists of about 330000 points. The in- 
fluence of viscous cffects on the aerodynamic efficiency 
was estimated by adding the skin friction of a flat plate 
in turbulent flow. The Reynolds numbers, Re, were cho- 
sen according to typical trajectories of airbreathing 
TSTO systems. 

5. OFF-DESIGN BEHAVIOR IN SUPER- AND 
HYPERSONIC FLOW 

5.1 Influence of upper surface and Mach number 
With view to the off-design behavior of waveriders in 
Fig. 3 the L/D of' the configuration WR-12-G-FR and 
DLR-F8 is plotted versus the Mach number for the case 
of CO". The base drag of the configurations is not in- 
cluded in these results. Two main results are illustrated 
in this figure. At first, the consideration of the hyper- 
sonic range for M,>6 obviously shows that the addi- 
tional lift and drag of the expansion surface, which has 
the ratio of about 7: I ,  does not degrade the overall L/D 
of configuration DLR-F8. Hence, it is demonstrated that 
the design of intcgrated waverider configurations with 
sharp trailing edgcs is possible without compromizing 
the L/D at hypersonic flow conditions, if skin friction is 
taken into account..The second effect which can be 
taken from Fig. 3 is the increase of the L/D with de- 
creasing Mach number. The reason for this effect is that 
the shock wave detaches from the leading edge, if the 
sweep angle is sufficiently large. In regions with a de- 
tached shock wavc and a supersonic leading edge an cx- 
pansion around thc sharp nose appears. At lower super- 
sonic Mach numbers the leading edge is mostly 
subsonic and flow separation from the leading edge oc- 
curs already for a=Oo. The resulting suction forces from 
the leading edge vortex and the supersonic expansion 
around the leading edge respectively induce an addi- 
tional lift but due to the fact that a free stream upper sur- 
face is considered no additional wave drag appears. 
Therefore, the L/D is improved. A description of these 
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phenomena may be taken from Figs. 4 and 5. Here, the 
surface streamlines and the pressure distributions in se- 
lected x=const. planes are plotted. For M,=6, a=O" 
(Fig. 4) the leading edges are always supersonic and 
therefore, the streamlines are aligned with the 
freestream. The pressure distributions in the rear part of 
the body show the influence of the expansion introduced 
along the upper surface. In Fig. 5 similar plots are given 
for M,=2, EO". Along the nose the influence of the 
leading edge vortex is obvious due to the occurence of 
detachment and attachment lines. Considering the pres- 
sure distributions we find the induced suction region 
along the upper surface. Additionally, these distributions 
show the expansion flow 'region which appears due to 
the redesigned upper surface. It is also visible that the 
influence of the upper surface on the aerodynamic 
forces increases with decreasing Mach number. 

5.2 Influence of Nose Bluntness 
With view to the design of realistic waverider shapes the 
effect of a blunt leading edge onto the aerodynamic per- 
formance is considered too. In the design point wave- 
rider shapes are always sharp nosed, but leading edges 
of realistic designs have to be properly blunted in order 
to reduce the heat loads. On the other hand the chosen 
nose radius should be as small as possible for low wave 
drag. Here, a conservative bluntness of R/1=0.0008 was 
fitted into configuration WR-12-G-FR (see Fig. 6). The 
planform remained unchanged during this modification. 
The effects of the nose bluntness is discussed refering to 
Fig. 7. Obviously, the shock detaches from the leading 
edge as shown for the outflow plane. Considering the 
lines of constant pressure and the surface pressure distri- 
butions in different x=const. planes we see that the blunt 
leading edge yields increased pressure values in  the 
leading edge region which decreases the obtainable in- 
viscid L/D about 13%. The shock strength and its posi- 
tion i n  the other body regions remain unchanged. Evi- 
dently, the sensitivity of waverider drag with respect to 
the nose radius is quite large. However, according to ref. 
[9] a nose radius of about W1=0.0001 seems feasible for 
1=70m. In ref. [9] the coupling of a Navier-Stokes code 
for the flow analysis with a thermal code for the struc- 
tural analysis was developed and applied to investigate 
the thermal behavior of the leading edge structure. For 
aerodynamically sharp leading edges (R/l=O.OOOl) un- 
der hypersonic conditions the resulting wall tempera- 
tures at the stagnation point are significantly below 
(about 200 - 300 K) the wall temperatures calculated ac- 
cording to a local balance of radiation and aerodynamic 
heat flow on the wall. This wall temperature reduction is 
based on the heat conduction of the structure. It is 
reached without any additional active cooling. There- 
fore, the use of conventional materials with operational 

temperatures below 2000 K for the leading edge struc- 
ture is sufficient for the technical realization. Since the 
influence of the nose bluntness behaves linear with the 
leading edge radius the L/D will only decrease approxi- 
mately 1.6% for the conditions considered here. Hence, 
the effect of leading edge bluntness on the aerodynamic 
coefficients can be neglected. 

6. PLANFORM EFFECTS ON THE WAVERIDER 
AERODYNAMICS 

Key parameters for the investigation of' planform effects 
on the waverider aerodynamics with respect to the .inte- 
grated predesign of a TSTO system are the aerodynamic 
efficiency L/D and the neutral point position. In the dis- 
cussion of both parameters for the three waverider con- 
figurations special emphasis is laid on the subsonic and 
lower supersonic flight regime up to M,=1.5 for two 
reasons: On the one hand the changes of the aerody- 
namic characteristics of a flight vehicle in higher super- 
and hypersonic flow are very small since the aerody- 
namic forces are determined by the pressure side with 
an almost constant pressure distribution. The reason lor 
this behavior is the limited force maximum on the suc- 
tion side (vacuum) in contrast to the unlimited maxi- 
mum force on the pressure side. On the other hand the 
speed range up to M,= 1.5 has a great influence on the 
mission performance: Mission simulations show that al- 
most 25% of the fuel are consumed in this segment of 
the mission [lo]. 
The aerodynamic efficiency as a function of the lift co- 
efficient for diflerent Mach numbers is given in Fig. 8a 
for the three waverider configurations. The correspond- 
ing drag polars shows Fig. 8b. As a result of the asym- 
metry of the configurations with respect to the horizon- 
tal plane, the apex of the drag polars is shifted in 
positive CL- and CD-direction. Neglecting the CL-shift 
of the curves, which is permissible up to M,=l.5 since 
the offset is small and changes only little with increasing 
Mach number, the drag polars can be approximated as: 

or 

with CD,fin. as the minimum drag coefficient and e as 
the Oswald factor, describing the deviation of the lift 
distribution in spanwise direction from the elliptical lift 
distribution (e=] for elliptical lift distribution, e<l lor 
deviation from the elliptical one). Since n and A in Eq. 
(1) are constants the shape of the parabolic polar is con- 
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troled by the Oswald factor. The L/D maximum of the 
L/D-CL curves in  Fig. 8a is located at: 

with 

A comparison of the L/D-CL curves at M,=0.3 shows 
that WR-25-GD-EXP-A obtains the greatest (L/D)ma, 
at the highest CL due to its large aspect ratio, Fig. 8a. 
Although WR- 12-GD-EXP-A and DLR-F8 have almost 
the same aspect ratio the (L/D)lnax. of WR-12-GD-EXP- 
A is smaller and obtained at a slightly lower CL. The 
reason for this effect is the less elliptical lift distribution 
and hence the smaller e of WR- 12-GD-EXP-A. 
In order to illustrate this phenomenon the lift distribu- 
tion of the configurations in spanwise direction is shown 
in Fig. 9a for constant CL, with C~,~=Cl(y/l) . I(y/l) . 1 / 
SRef,. Here Cl(y/l) is the local lift coefficient of the sec- 
tion y/l and I(y/l) describes the local chord length at y/l. 
Additionally the best fitting ellipse for each lift distribu- 
tion as well as the total difference between best fitting 
ellipse and real lift distribution ACL is given. 
All list distributions show a lift decrease close to the 
symmetry plane (y/l =: 0.0 ... 0.1) which results from the 
lower angle of attack of the body compared with the 
wing, see Fig. 1.  This effect is strongest for WR-25-GD- 
EXP-A on account of its large body part, leading to the 
largest deviation from the elliptical lift distribution of 
ACL=12.2 %. In comparison with DLR-F8, WR-12-GD- 
EXP-A shows an additional deviation from the best fit- 
ting ellipse in the region y/l = 0.1 ... 0.2. The reason for 
this additional lift is illustrated by means of the pressure 
distribution on the upper surface of all configurations for 
CL=O. 175, see Fig. 9b, and the corresponding C, distri- 
bution in the cross-section x/1=0.9 in Fig. 9c. Compared 
with DLR-F8, where the pressure distribution indi- 
cates a single leading edge vortex, the flowfield of 
WR- 12-GD-EXP-A at this angle of attack is character- 
ized by two separated leading edge vortices: A forebody 
vortex and the delta wing vortex. Both can be clearly 
identified in  the cross-section pressure distribution. A 
second pressure minimum occurs also in the cross-sec- 
tion of DLR-F8 (y/l = 0.25) but this results from the 
swelling of the upper surface in this region where the 
modified expansion surface transitions into the original 
waverider shape close to the leading edge. The addi- 
tional suction force below the forebody vortex of WR- 
12-GD-EXP-A leads to the observed lift increase in the 
region y/l=O.l ... 0.2 (see also Fig. 2a) and hence to the 
less elliptical lift distribution with AC~=l2.0%. 

Proceeding from M,=0.3 to M,= 0.9 in Fig. 8a the 
(L/D)max, of WR-25-GD-EXP-A moves to higher CL 
due to a more elliptical lift distribution (increasing gra- 
dient of the drag polar compared to M,=0.3 in Fig. 8b). 
However, the value of (L/D),nax, remains almost con- 
stant since CD,lnin, increases, an effect which results 
from the additional wave drag based on a local super- 
sonic region and the shock on the upper surface. Com- 
pared with WR-25-GD-EXP-A the (L/D)mm, of WR- 
12-GD-EXP-A and DLR-F8 increases a little and moves 
to a slightly higher CL, based on the increasing e. For 
both configurations the influence of the supersonic flow 
and the terminating shock is small compared with WR- 

Going up to M,= I .5 the (L/D)lnax, of WR-25-GD-EXP- 
A decreases drastically and moves to an even higher CL, 
as shown in Fig. 8a. The reason is the increased CD,~,,~", 
on account of the additional wave drag, Fig. 8b. At this 
Mach number the delta wing leading edge is supersonic. 
WR- 12-GD-EXP-A and DLR-F8 show the same behav- 
ior. Since in the supersonic regime the influence of the 
vortex flow on thc pressure distribution is reduced with 
increasing Mach number, the difference between DLR- 
F8 and WR- 12-GD-EXP-A decreases. Two effects are 
responsible for this decreasing influence of the vortex. 
On the one hand lhe supersonic part of the leading edge 
grows and avoids the feeding of the downstream vortex 
with circulation, on the other hand with the existing bow 
shock new boundary conditions - the oblique shock rela- 
tions - have to be fulfilled closer to the vortex in com- 
parison with the subsonic case. 
For hypersonic Aight conditions, M,=6.0, only the drag 
polars and L/D-CL curves OS DLR-F8 and WR- 12-GD- 
EXP-A were determined. Both L/D-CL curves are 
nearly identical, Fig. 8a, the inf-luence of the upper sur- 
face of WR- 12-GD-EXP-A is almost negligible. This 
was expected since both configurations have the same 
body angle and the influence of the suction side on the 
aerodynamic behavior in hypersonic flow plays a minor 
role as discussed before. 
Compared with M,= 1.5 the polar is now symmetric to 
the abscissa. Every deviation from CO" leads to an ad- 
ditional wave drag and decreasing L/D: The numerical 
simulation shows that increasing the angle of attack 
leads to a worse L/D of the dominating pressure side, 
decreasing the anglc of attack improves the lower side 
L/D which is overcompensated by the additional pres- 
sure force on the upper side. The resulting location of 
the drag polar leads to a further reduction of (L/D),,,,,, 
and the shift to a significantly smaller C,. 
The analysis of the aerodynamic efficiency shows that 
both configurations WR- 12-GD-EXP-A as well as WR- 
25-GD-EXP-A promise a mission with higher L/D com- 

25-GD-EXP-A. 
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area below the ACL curve, to the tail. 
Having in mind that at hypersonic speeds the neutral 
point coincidences approximately with the center of 
gravity of the planform of a flight vehicle, the resulting 
movement of the neutral point from transonic to hyper- 
sonic flow increases the more the gothic planfonn is 
modified towards the combined one which may lead to 
higher trim losses. In this context it should be mentioned 
that for all three configurations the neutral point at hy- 
personic speeds is located slightly upstream the center 
of gravity of the planform area, see also Fig. lb. This ef- 
fect is primarily due to the introduced expansion sur- 
face: In contrast to a freestream upper surface, the ex- 
pansion surface, which is introduced up from x/ = 0.3, 
provides for small angles of attack no additional contri- 
bution to the aerodynamic forces in the case of a distur- 
bance of the angle of attack. The vacuum remains un- 
changed, leading to the neutral point shift in upstream 
direction compared with a configuration with freestream 
upper surface. For WR-12-GD-EXP-A and WR-25-GD- 
E m - A  this effect is increased by a change of the com- 
pression flow in the nose region based on the upper sur- 
face modification in this region as illustrated in Fig. 2h. 

7. SUMMARY 
In the present paper selected aerodynamic investigations 
concerning the design of high LID vehicles based on the 
waverider concept where analysed in a condensed form. 
It was shown, that the introduction of an expansion 
along the upper surface does not degrade the overall LID 
of a waverider configuration near its design point, if skin 
friction is taken into account. Furthermore, due to addi- 
tional suction forces whicb are induced by supersonic 
expansions and leading edge vortices the hypersonic 
L/D increases with decreasing Mach number. 
Investigations concerning the effect of the leading edge 
bluntness show that the obtained losses are negligible, if 
realistic nose radii of M4.OOO1 are considered. 
Investigations concerning the planform &e& on the 
waverider aerodynamics show that the modification of a 
gothic waverider planform towards a combined plan- 
form with gothic forebody and delta wing can be used 
for planform area reduction and neutral point shift  al- 
most without an influence on the aerodynamic perfor- 
mance in super- and hypersonic flow. Limiting factor of 
the modification is the overall stability characteristic 
from sub- up to hypersonic Bow: The more the gothic 
planform is changed towards a wing body design, the 
larger is the neutral point movement along the trajectory, 
increasing from 6.5% up to 10% of the body length. 

pared to DLR-FB. In super- and hypersonic flow where 
all configurations show the same UD characteristic the 
reduced reference area of WR-12-GD-EXP-A and WR- 
25-GD-ED-A leads to a mission C, closer to (LiD)-, 
In sub- and transonic flow WR-25-GD-EXP-A is the 
most promising configuration due to the highest 
(LD),,,=., an advantage which is slightly moderated by 
the shift of (L/D),,,=. to higher Ck Even though the 
W),,,,, of WR-12-GD-EXF-A is below that of DLR- 
F8, the CL location is almost the same and the smaller 
reference area overcompensates the (LiD)ma. disadvan- 
tage. 
The second aspect concerning the planform effects on 
the waverider aerodynamics is the influence on the neu- 
tral point position. The neutral point is defined as the 
point where, in any case of change of the steady state of 
a flight vehicle, the additional aerodynamic force at- 
tacks. In Fig. 10a the behavior of the neutral point as a 
function of the Mach number is illustrated for the three 
waverider configurations at a=1.25” and compared with 
the neutral point regime of typical blended body and 
wing body configurations. All waveriders show the sim- 
ilar characteristic which is discussed comprehensively 
in [3]: - Slight rearward movement in subsonic flow 

Rearward movement in subcritical transonic flow of 
approximately 6% of the body length with a distinct 
noseward drop close to M,=1.0 due to the shock 
influence on the upper surface pressure distribution 

Almost constant position in the high speed regime 
according to the increasing influence of the lower 
surface pressure distribution on the lift of the vehicle 

But the more the planform is changed from the gothic 
shape (DLR-F8) to the combined type (WR-12-GD- 
E D - A ,  WR-25-GD-EXP-A) the more rearward is the 
neutral point located. This effect is based on the differ- 
ent aspect ratios and hence different lift curve slopes of 
the slender forebody and the delta wing. The larger this 
difference is, the larger the lift curve slope of the delta 
wing is compared to that of the forebody, shifting the 
neutral point rearwards. 
This behavior is illustrated in Fig. lob for M,=0.3 
showing the lift distribution for the two angles of attack 

0’ and a=2.5” in x/-direction, with Cl,x=Cl(x/l) . 
s(x/l) . I / S,,,. Here Cl(x/l) is the local lift coefficient 
of the cross-section x/ and s(x/l) stands for the local 
half span at x/l. The corresponding difference lift distri- 
bution in Fig. IOc shows clearly the influence of the dif- 
ferent aspect ratios of forebody and delta wing of WR- 
12-GD-EXF-A and WR-25-GD-EXF-A on the lift dis- 
tribution, shifting the neutral point, which can be inter- 
preted as the xil-position of the center of gravity of the 

* 
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Fig. 1 : Waverider modification (a) and aerodynamically investigated configurations 
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Fig. 5: Surface flow on configuration DLR-FE, M,=2 

Fig. 6: Introduction of a leading edge bluntness 
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Fig. 7: Effect of nose bluntness 
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INSTALLATIONS D’ESSAIS POUR LES RECHERCHES FONDAMENTALES EN PROPULSION 
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1. RESUME 
I 
I 

Deux installations d’essai de la combustion 
d’hydrogene dans des Ccoulements supersoniques d’air ont 
ete developpees dans le cadre des etudes de 
superstatoreacteurs. L’une est dCdike aux etudes de base de 
couches de melange supersoniques reactives, l’autre ?i 

I l’haluation des concepts d’injection et de chambre de 
combustion. Ces installations et l’instrumentation associCe 

, sont dkcrites. Les premiers risultats dkmontrent leur 
capacitk B realiser des Ccoulements en combustion 
supersonique et B fournir des informations sur les delais 

1 d’inflammation et sur des injecteurs Clkmentaires. 

I 

2. INTRODUCTION 

L’ktude du statoreacteur a combustion 
supersonique pose de nombreux problemes lies aux 
mkcanismes d’injection, de mClange et de combustion de 
l’hydrogene dans des Ccoulements supersoniques a 
temperature ClevCe. Ce probleme est aborde, dans le cadre 
du programme franqais PREPHA (Programme de 
Recherche sur la Propulsion Hypersonique AvancCe [ l]), 
dans deux domaines expkrimentaux complkmentaires, 
intkressant les chambres de combustion des 
superstatoreacteurs. A cet effet 1’ONERA a conqu et realise 
deux installations d’essai, au centre de Palaiseau, dtdikes 
respectivement : 

- B l’itude des phknomenes d’aerothermochimie, 
caract6ristiques du melange reactif turbulent entre des 
Ccoulements supersoniques d’hydrogene et d’air. C’est 
l’ktude de base du LAERTE (LAboratoire des Ecoulements 
Rkactifs et de leurs Techniques d’Essai), portant sur une 
configuration d’ecoulement volontairement simplifike. 

- 9 l’kvaluation des concepts de chambres de 
combustion pour superstatorkacteurs et de leurs systemes 
d’injection. 

Apres la presentation des objectifs des etudes 
conduites dans ces deux laboratoires, les deux installations 
de combustion supersoniques sont dkcrites (gkomktrie, 
capacitks, techniques de mesure associkes). Les premiers 
rksultats de mesure obtenus sur des Ccoulements 
supersoniques reactifs prCsentCs montrent que ces 
installations sont opkrationnelles et contribuent aux 
objectifs Kitialement prtvus (par exemple, la mise au point 
d’injecteurs, la mesure des delais d’inflammation de 
l’hy drogene) . 

Travail effectub sous contrat PREPHA DRETlONERA 
3. CARACTERISTIQUES DES BANCS D’ESSAI 

3.1 Objectifs des etudes du LAERTE 

L’ensemble des etudes du LAERTE doit 
permettre, B la fois, une validation des techniques 
numkriques employees dans les codes de calcul et une 
evaluation des modeles physiques, aptes 9 prkdire 
l’kolution d’une couche de melange supersonique reactive. 
Les conditions regnant dans cet ecoulement doivent Etre 
representatives des conditions de vol d’un 
superstatoriacteur i Mach 6. La configuration 
experimentale retenue est donc la suivante. 

Une zone de melange reactive est crCCe entre un 
ecoulement supersonique d’air, 51 Mach 2 et B 1100 K et un 
jet parallble d’hydrogbne Cgalement supersonique (Mach 2). 
Le cas du melange non reactif doit pouvoir aussi Etre 
Ctudie, en remplaqant l’hydrogene par de l’hklium, ainsi 
que celui d‘une injection perpendiculaire d‘hydrogene. Ces 
conditions dans les deux Ccoulements conduisent a une 
valeur nominale du nombre de Mach convectif de 0.62 [2]. 
Cette valeur est suffisante pour engendrer des effets de 
compressibilitk significatifs sur le developpement des 
couches supersoniques de melange [ 31. 

La conception et le dimensionnement du montage 
d’essai ont tenu compte egalement des mecanismes de base 
attendus, tels que les ddais d’inflammation de l’hydrogene 
[4] et les risques de blocage thermique. Ainsi, un profil 
modulable de la veine d’essai est retenu : section constante 
(sur une longueur variable) puis divergente (possibilitk 
d’ajuster l’angle), pour Cviter le blocage thermique. 
Plusieurs tuybres d’injection d’hydrogbne, au Mach 
nominal de 2, de tailles differentes permettent de 
fonctionner a diffkrentes richesses pour &iter la situation 
de blocage thermique. La gkomktrie finalement retenue est 
presentee figure 1. 

Enfii, l’accessibilite optique de la veine d‘essai, 
doit Etre assuree puisque la plupart des investigations dans 
la zone de melange sont basCes sur des diagnostics laser, 
tels que: diffusion Rayleigh, Fluorescence induite par laser 
du radical OH, DRASC pour la mesure des temperatures, 
vClocimCtrie laser.. 

Paper presented at the AGARD Symposium on “Future Aerospace Technology in the 
Service of the Alliance”, held at the Ecole Polytechnique, Palaiseau, France, 

14-17 April 1997, and published in CP-600 Vol. 3. 
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3.2 Objectifs des etudes ATD 

La cellule 5 des Laboratoires 
d’Aerothermodynamique de Palaiseau est amenagee pour 
permettre l’evaluation de concepts de chambre et de 
systkmes d’injection pour superstatoreacteur. A cet effet, 
elle permet de gCnCrer des Ccoulements supersoniques a 
haute enthalpie representatifs de Mach de vol de 6 et 7.5. 
Sa modularite lui permet d’ktudier de nombreuses 
configurations, depuis une simple injection pariitale jusqu’i 
une gComCtrie avec un mfit d’injection, plus representative 
d’une chambre de combustion de superstatoreacteur. 

ces diffkrents besoins, des Mach 
d’Ccoulement d’air de 2.5 et 3 sont d’ores et deja 
rdalisables. Cela permet par exemple l’evaluation d’une 
chambre de superstatoreacteur ti Mach 5 et 6 ou, en faisant 
varier le Mach de l’air et son enthalpie, autorise l’etude 
d’injecteurs ClCmentaires dans des conditions de vol i 
M=7.5. 

Pour rkpondre 

Enfin, l’accessibilitk optique de la veine d’essai 
permet l’utilisation de diagnostics optiques relativement 
simples tels que la strioscopie, la pyrometrie ou l’imission 
spontanke du radical OH pour aider ?i l’interpritation des 
rCsultats obtenus. 

3.3 Capacites des installations 

Les capacitks des deux installations de Palaiseau 
sont presentees dans le tableau I en annexe. 

4 DESCRIPTION DETAILLEE DU BANC LAERTE 

Les faces laterales des trois manchettes sont 
munies de hublots affleurants, en silice fondue, permettant 
la visualisation de toute la hauteur de la veine d’essai. Les 
planchers supkrieur et infkrieur disposent d’accks optiques 
pour l’introduction de nappes laser destinkes aux diverses 
techniques de visualisation par tomographie. 

4.2 Mesures specifiques associees 

Une instrumentation classique est mise en oeuvre 
sur le banc d’essai : 150 voies de mesures (pression, 
temperature, dkbitmetres) ou de commande (vannes, d6mes 
regulateurs de pression) sont scrutees zi 10 Hz. La mise en 
regime thermique de l’installation (la temperature 
generatrice passant de 800 h 1800 K) et la rafale de 
combustion supersonique sont regies par une sequence 
minutee. La stabilitk et la reproductibilitk des rafales de 
combustion supersonique sont contr61Ces par l’affchage en 
temps reel des parametres principaux sur le pupitre de 
commande. Un commutateur de pression pour 80 voies 
permet de suivre l’holution, au cows des rafales, des 
pressions pariktales rkparties sur les parois supkrieure et 
infirieure du foyer supersonique. 

Une des originalitks de cette installation d’essai 
reside dans la presence de deux .laboratoires optiques 
contigus, abritant une chaine de mesure des temperatures 
par DRASC et une chaine d’imagerie laser. Afin de faciliter 
la mise en oeuvre de ces methodes, un systkme de transport 
et de focalisation de faisceaux laser est implant6 ti demeure 
sur le banc de combustion. I1 est congu pour supporter 
l’environnement hostile du banc (bruit, vibrations 
micaniques, rayonnement thermique). 

4.1 Installation d’essai 
4.3 Qualification 

Le schema de l’installation est donne figure 2. 
L‘air alimentant la veine d’essai est d’abord rkchauffe, 
jusqu’h 850 K, par deux Cchangeurs de chaleur dont les flux 
chauds sont fournis par des foyers classiques au kCroskne 
(temperature de sortie de 1200 K). La suroxygenation de 
1’Ccoulement est assurke par une injection d’oxygkne 
spkcifique. Des foyers de prkchauffage 21 l’hydrogene 
Clkvent la temperature de cet air suroxygenk de 800 K 
environ jusqu’a une temperature maximum de 2000 K. 

La tuyere bidimensionnelle Mach 2, calculCe avec 
correction de couche limite, est refroidie par eau. Elle 
comporte un mfit central d’injection, Cgalement refroidi par 
eau, muni de la tuyitre Mach 2 de diamktre de sortie 6 mm. 
La conception de la chambre de combustion supersonique 
(0 3.1)  doit tenir compte d‘un certaine modularit6 de la 
geometrie tout en permettant les accits optiques les plus 
larges possibles. Celle-ci n’est pas refroidie : l’ensemble 
fonctionne en puits thermique pendant des rafales de 
quelques dizaines de secondes. 

La veine d’essai est constituke d’un premier 
trongon, i section constante (45 x 45 mm’), de longueur 
370mm. La deuxiitme partie de la veine est constituke 
d’une manchette divergente, de 500 mm : l’angle de 
divergence est de 1 , 3 O .  

La mise en regime de l’installation, au moyen de 
la sequence de tir automatisee, en vue de l’obtention des 
conditions gineratrices a fait l’objet des premiers essais. 
Cette sequence realise successivement les injections 
d’oxygkne, d’hydrogkne du briileur de prkchauffage, 
l’injection supersonique d’hydrogkne puis la phase d’arrkt. 
La sequence d’essai permet d’a-juster le debit d’oxygkne de 
sorte que la fraction molaire d’oxygkne dans l’air 
alimentant la veine d’essai soit toujours verifiCe *0,5 %. 
Aprks obtention de conditions generatrices stables, la durCe 
de l’injection d’hydrogitne dam l’kcoulement supersonique 
est limitee 9 15 s. Une seance d’essai courante permet la 
realisation d’une dizaine de rafales de combustion 
supersonique au maximum. 

La qualification du nombre de Mach i l’entrke de 
la veine d’essai est rkalisee h l’aide des mesures des 
pressions generatrice, statique et Pitot. On constate un trks 
bon accord entre toutes ces mesures qui indiquent que le 
Mach reel moyen, au voisinage du point d’injection de 
l’hydrogitne est de l’ordre de 2,l.  L’Cvolution du nombre de 
Mach obtenu, sur un prof11 transversal (figure 3), une 
distance de 1,3 diamktre de l’injecteur, reste comprise entre 
2 et 2,2. 

\ 
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5 DESCRIPTION DETAILLEE DE LA CELLULE 
ATD 5 

5.1 Installation d’essai 

Le schkma de l’installation est donne figure 4. La 
tempkrature du flux d’air alimentant la veine d’essais est 
obtenue 21 l’aide d’une combustion air/ hydrogene 
accompagnke d’une rkoxygknation au taux molaire nominal 
de l’air. Dans le but de diminuer, pour certains essais, la 
viciation de l’air inject6 dans la maquette, une partie du 
chauffage, jusqu’i 1000 K, est obtenu grace 9 un kchangeur 
situ6 en cellule 7 ATD de Palaiseau (fig 5). Le 
raccordement 21 l’amont de la veine d’essais de la cellule 5 
est assure par une tuyauterie calorifugke d’environ 15 
mktres de long. 

Deux types de configurations d‘essais peuvent se 
produire pour I’ktablissement des conditions gknkratrices de 
l’kcoulement supersonique en cellule 5 selon que l’on 
rkchauffe l’air d‘alimentation de la veine d‘essais ou non 
avec I’kchangeur : 

- utilisation de l’kchangeur : 

L’kchangeur situk en cellule 7 alimente en air 
chaud (- 1000 K) la cellule 5 et le complement nkcessaire 
en tempkrature est fourni par un foyer air/H2. 

La viciation de l’air par la vapeur d’eau due i la 
combustion de l’hydrogkne est alors minimiste. Pendant le 
temps de mise en regime de l’kchangeur, d’environ 40 
minutes, l’air chaud alimentant la cellule 5 est by-pass6 
pour Cviter de chauffer la maquette qui fonctionne en puits 
de chaleur. Lorsque les conditions sont etablies, le by-pass 
est fermk et la vanne haute pressionhaute tempkrature 
isolant le montage du flux chaud est ouverte. 

Dans cette configuration d’essai, une seule rafale 
peut &tre effectuke, en raison de l’kchauffement du 
montage. 

- non-utilisation de l’kchangeur: 

L’utilisation de 1’Cchangeur ne permettant pas de 
rkaliser plusieurs rafales pendant un essai, cette 
configuration n’est retenue que pour des etudes spkcifiques 
sur les effets de la viciation. Pour un certain nombre 
d’essais, en particulier ceux ne necessitant que la simulation 
d’un flux thermique reprksentatif (essais de matkriaux, 
essais de tenue thermique de m&ts d’injection,...), il est 
apparu intkressant de disposer d’une configuration oh il n‘y 
ait pas fonctionnement de l’kchangeur mais utilisation de 
foyers de prkchauffage i l’hydrogene. Dans cette 
configuration, l’air circulant dans la tuyauterie calorifugke 
est froid (T = 250 K) et provient d’un stockage d’air haute 
pression. 

On peut rappeler les diffkrents elements 
constitutifs de la veine d’essais, de l’amont vers l’aval. 
L’air est tout d’abord achemink en cellule 5 par une 
tuyauterie calorifugke. I1 est alors rechauffk au travers de 
foyers airhydrogene montks en skrie pour atteindre 2400 K 
au maximum, avec reoxygenation au taux normal molaire 
de l’air. 

Une tuyere bidimensionnelle refroidie par eau 
accklhe ensuite I’Ccoulement ii Mach 2.5 ou 3 pour 
alimenter la chambre de combustion supersonique de 
section d’entree 100x100 mm2. Apres une section 
constante, comprise entre 250 mm et 1400 mm selon les 
essais, le foyer diverge afin d’eviter le blocage thermique 
de la veine d’essais. Enfii, un.tube de reprise dans lequel se 
dksamorce le jet amhe  les gaz bdilks vers le carneau 
d’ivacuation, apres un passage au travers d’un brtileur de 
securitk charge de briller l’hydrogene qui n’aurait pas Ctk 
consomme dans la chambre. 

Selon la tempkrature gkneratrice, des rafales de 
quelques secondes i quelques dizaines de secondes sont 
rkalisables. 

5.2 Mesures specifiques associees 

L’installation est dotee de 176 voies de mesures 
“ classiques ” de type pression ou tempkrature, scrutkes 21 
10 Hz, i l’exception de 10 mesures de pression i 100 E. 
La mise en rkgime de l’installation et la rafale d’essai sont 
pilotkes informatiquement par minuterie skquentielle. 

Une interface de puissance permet de commander 
les actionneurs des diffkrents organes du banc (vannes, 
Clectrovannes, pilotage des dames, dktendeurs, etc...). 

Soixante-quatre voies de conversion 
numerique/analogique sont disponibles pour restituer sur 
les voltmetres du pupitre de commande et du synoptique les 
valeurs des differents parametres 21 afficher. 

Dix parametres peuvent Ctre suivis simultankment 
sur kcran pendant une rafale. 

Cette veine d’essai est kquipke de hublots 
affleurants en d i c e  fondue qui permettent de visualiser 
l’kcoulement sur toute la hauteur de la veine d’essai. Des 
diagnostics optiques “ simples ”, tels que 1’6mission 
spontanke sur le radical OH, la pyrometrie ou la strioscopie 
sont ainsi rkalisables ([5] et [6]). 

Une sonde specifique d’analyse de gaz a ktk 
congue pour cette veine d’essai. I1 s’agit d’une sonde en 
cuivre refroidie par eau. Elle permet 6 prklevements 
simultanks en fin de foyer. Sa tenue 21 l’ambiance du jet a 
deji 6ttc dkmontrke et des prClkvements devraient &tre 
rCalisks au cours du second semestre 1997. 

La veine d’essai a Cte qualifike au cours de 
l’annke 1995 et quatre campagnes d’essais se sont dkji 
dkroulkes en cellule 5 ATD. 
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6. PREMIERS TFUVAUX REALISES 

6.1 LAERTE 6.1.2 Emission spontanee de OH 

6.1.1 Mesures des pressions parietales 

L’obtention du regime de combustion 
supersonique est vCrifiCe par l’kolution longitudinale des 
pressions parietales, premieres mesures mises en oeuvre sur 
l’installation d’essai (figures 6 et 7). Les profils de 
pression, obtenus sans injection d’hydrogene (figure 6a), 
sont caractkristiques d’un Ccoulement supersonique avec 
frottement dans la partie a section constante jusqu’a une 
distance de x = 370 mm (le systeme de coordonnes x,y,z 
etant represent6 figure 1). Dans la partie divergente de la 
veine (de x = 370 mm a x = 870 mm), 1’Ccoulement subit 
une nouvelle detente jusqu’a un Mach de sortie d’environ 
2,4. Les profils de pression laissent apparaitre de legeres 
perturbations lites aux reflexions des ondes de detente et de 
compression provoquees par les discontinuitks de paroi 
(manchettes de raccordement, passages des hublots). Les 
profils de pressions statiques aux parois supirieure et 
inferieure de la veine d’essai traduisent une bonne symCtrie 
de 1’Ccoulement (figure 6a). 

L’essai de demonstration de la combustion 
supersonique dans. la veine d’essai est realise dans les 
conditions nominales (Pi = 7,2 bar, Ti = 1750 K). Les 
pressions et tempkratures gkneratrices de I’hydrogene sont 
respectivement 6,5 bar et 300 K, de sorte que les conditions 
de sortie du jet d’hydrogkne soient adaptkes ti celles de 
l’kcoulement externe d’air. Dans ce cas, la valeur du Mach 
convectif initial dans la couche de melange est de 0’38 et la 
richesse globale de la flamme est 0,3. 

La comparaison des profils longitudinaux des 
profils des pressions pariktales pour les cas non reactif et 
avec injection d’hydrogene (Figure 7a), met bien en 
evidence l’inflammation de l’Ccoulement, a une distance 
d’environ 240 mm en sortie de la tuyere principale, soit une 
distance de 34 diametres d’injecteur depuis son plan de 
sortie. La remontee de pression observee, caractkristique 
d’un apport de chaleur dans un ecoulement supersonique en 
canal a section constante, est de l’ordre de 0,3 bar. On 
constate Cgalement que la veine d’essai reste amorcee sur 
toute sa longueur. La rafale demeure stable pendant les 15 s 
que dure l’injection d’hydrogene. I1 a ktk Cgalement 
contr61C que la symCtrie de l’ecoulement Ctait conservee en 
combustion (figure 6b). 

L’effet de la viciation par la vapeur d’eau de 
1’Ccoulement supersonique d’air sur cette distance 
d’inflammation est Cgalement determine. La m&me 
temperature. generatrice d’environ 1800 K est obtenue avec 
les kchangeurs de chaleur et un foyer de prkchauffage a 
l’hydrogene, puis sans les Cchangeurs (foyers de 
prkchauffage l’hydrogene tous deux en service). Dans ces 
diffkrentes conditions, la fraction molaire de vapeur d’eau 
passe de 15 a 21 %, celle de l’oxygene etant toujours 
maintenue A 21 %. I1 n’est pas possible de dCceler 
d’influence de la viciation, sur les relevks de pression 
(figure 7b) et donc sur la distance d’inflammation. 

L’image de 1’Cmission crkCe par le radical OH 
present dans la flamme est obtenu par un objectif U.V. 
Nikkor de 105 mm et une camCra CCD EGG obturable, a 
intensificateur de lumiere. Un filtre interferentiel centre a 
309 nm est utilis6 pour rejeter l’kmission de la flamme dans 
le visible. Le champ visualise sur toute la hauteur de la 
veine est long d’environ 90 mm. I1 est choisi a l’abscisse 
180 < x < 270 mm, region de debut de la combustion 
supersonique selon les mesures de pression. 

La figure 8 presente la visualisation de la flamme 
obtenue dans les conditions nominales prCcCdemment 
indiqukes. Le niveau d’emission varie d’un facteur 3 entre 
le fond et le maximum observk. Le radical OH Cmet d’une 
maniere significative a partir d’une abscise de 200 mm. 
Cette valeur est h comparer z i  la distance d’inflammation de 
240 mm deduite des relevCs des pressions pariktales 
(figures 7a et b) : les distances relevees par ce moyen 
semblent 1Cgerement supkrieures puisqu’elles dependent du 
dkgagement de chaleur de la reaction, moins prkcoce que la 
formation du radical OH. 

L’imagerie spontanCe offre des images integrtes 
dans l’espace et leur interpretation reste delicate. 
Cependant, on peut confirmer la bonne symetrie de la 
flamme deja constatee sur les releves de pression. Les 
zones d’emissivitk maximale sont localisees au niveau de 
l’interface combustible-air comme attendu dans une telle 
flamme de diffusion. Le taux d’ouverture de la flamme 
estimC A 5% sur cette visualisation semble proche de la 
valeur dtduite des correlations de [2], pour une couche non 
reactive de m&me nombre de Mach convectif. 

6.2 Cellule 5 ATD 

6.2.1 Refroidissement de materiaux composite 

Le refroidissement d’une chambre de 
superstatoreacteur, sur un engin en vol, pose de nombreux 
problemes, en raison des flux de chaleur pouvant atteindre 
plusieurs m / m 2 .  Plusieurs solutions peuvent Etre 
envisagees pour refroidir de telles chambres. Par exemple, 
on peut utiliser l’hydrogene embarque ou utiliser des 
materiaux resistants aux tempkratures Clevees. 

Deux campagnes d’essais, qui combinent ces 
deux solutions, ont Cte  realiskes sur le theme du 
refroidissement de materiaux composites par hydrogene. 
Ces Ctudes de type technologique permettent d’ktudier des 
concepts qui pourraient Ctre directement utilises dans une 
chambre de superstatoreacteur. 

La premiere campagne a porte sur l’etude du 
refroidissement par effusion d’hydrogkne d’un matkriau 
composite multiperfore. Dans ce cas les AP d’injection sont 
faibles ( 4  bar). 
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La seconde campagne a permis d’Ctudier le 
refroidissement de matCriaux composites “ poreux ” par 
transpiration d’hydrogene. Dans ce cas, la porositC naturelle 
du matkriau permet le passage de l’hydrogene. Les AP 
d’injection sont dans ce cas beaucoup plus ClevCs et 
atteignent quelques bar a quelques dizaines de bar. 

L’efficacitC de ces deux concepts, dans des 
conditions representatives de vol B Mach 6 et 7, a pu Ctre 
CtudiCe au cours de ces campagnes. 

6.2.2 Etudes d’injecteurs elementaires 

La cellule 5 ATD permet aussi bien de realiser 
des Ctudes technologiques que des Ctudes a caractere un peu 
plus fondamental. Ainsi, une campagne d’essai sur des 
injecteurs ClCmentaires a dCbute. 

Pour l’instant, 1‘Ctude d’une injection 
d’hydrogtne dans une cavite est en cours (fig 9). Dans le 
plan de sortie de l’injecteur, l’hydrogene est inject6 a Mach 
2.5 dans l’kcoulement principal egalement ?I Mach 2.5 (fig 
10). L’influence de paramttres tels que la tempkrature 
d’arrCt ou la quantitC de mouvement du jet sur le dtlai 
d’inflammation est CtudiCe. 

La figure 11 montre une visualisation obtenue par 
emission spontanCe du radical OH, pour un jet i Pi =24,2 
bar et une TempCrature d’arrCt de l’air de 2400 K qui 
correspond a un Mach de vol de I’ordre de 7.5. La 
combustion s’initie en fin de cavitC, griice au choc crCC par 
l’kcoulement principal. L’image est obtenue par un objectif 
U.V. Nikkor de 105 mm et une camera intensiflie 
Hamamatsu fonctionnant une cadence vidCo de 25 
image&. Un filtre interfkrentiel centrC h 309 nm permet de 
rejeter l’emission de la flamme dans le visible. 

L’image obtenue est une image intCgrCe dans 
l’espace et est d’interprktation delicate. Toutefois, des 
fluxmetres ou des thermocouples de paroi, situes dans l’axe 
du jet, derriere la cavitC, confirment l’inflammation de 
l’hydrogene par augmentation du flux mesure ou 
augmentation de la pente de montCe en temperature (fig 
12). 

Suite ri 1’Ctude de l’injection dans une cavitC, 
deux autres injecteurs seront CtudiCs : 

- un injecteur de paroi incline a 45” et prCcCdC d’un 
nombre variable de petits injecteurs 
perpendiculaires a la paroi. L’Ctude de I’influence 
de ces petits injecteurs sur l’initiation de la 
combustion de l’injecteur principal sera Ctudiee. 

- un injecteur de culot sera Cgalement CtudiC pour 
mieux comprendre l’influence des parametres 
d’injection sur l’inflammation des jets de culot. 

7. CONCLUSION 

Les deux installations complkmentaires, 
dCvelopp6es au centre ONERA de Palaiseau, dans le cadre 
du PREPHA, sont operationnelles. La possibilite d’y 
rCaliser des rafales stables et reproductibles de combustion 
supersonique y a CtC dkmontree. De par sa taille et son 
accessibilitk optique, la chambre de combustion 
supersonique du LAERTE est particulierement bien adaptCe 
aux Ctudes fondamentales en combustion supersonique. Par 
ses capacitCs, en pression, debit, tempkrature d’arrCt, la 
cellule ATD 5 est tout a fait propre aux etudes appliqukes 
de composants de superstatoreacteur ou de petites chambres 
completes. 

Les premieres mesures de pressions pariktales, au 
cours des rafales de combustion supersonique obtenues au 
LAERTE ont permis de relever la distance d’inflammation 
d’un jet supersonique d’hydrogene a Mach 2 dans un 
Ccoulement supersonique d’air a Mach 2, pour deux 
niveaux de viciation de l’air par la vapeur d’eau. Les 
possibilitks de visualiser 1’Ccoulement ont Cgalement CtC 
dtmontrCes par la technique d’imagerie de l’emission 
spontanCe du radical OH par la flamme. Ces visualisations 
constituent une premiere etape avant la mise en ceuvre des 
techniques d’imagerie de fluorescence induite par laser et 
Rayleigh. Elles seront complCtCes par des relevCs des 
tempkratures locales et instantanees par DRASC. 

La cellule 5 ATD a dga permis d’ktudier des 
concepts de refroidissement de matCriaux composite par 
l’hydrogene. Des Ctudes sur des injecteurs ClCmentaires 
sont en cours et vont se poursuivre. Au courant du second 
semestre 1997, une chdmbre mono-miit complete devrait 
Ctre essayCe en cellule 5 ATD, jusqu’ii Mach 7.5. La pesCe 
des miits devrait notamment &tre rCalisCe. 
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ATD5 

Tableau I : Caractiristiques principales des installations d’essais 

dimension veine 

dCbit air 

debit Oxygkne 

debit H2 

debit helium 

type d’injection 

45 x 45 mm2 100 x 100 m2 

1 .3 kgls 4 kgls 

0,15 kgls 1,3 kgls 

0,025 kgls 0,3 kgls 

0,010 kgls non 

parallkle axisymktrique pariktale 

Mach air 
parietale mdt 

2 2,s et 3 

Mach H2 

Pression gknkratrice 

2 1- et 2,5 

Air (bar) 

TempCrature generatrice 
air non vicik 

7 27 

850 K 950 K 

taux de viciation par la 
vapeur d’eau 
Temperature 

generatrice air vicik 

15 $21 Yo 27 a 33% 

1800 K 2400 K 

Temperature generatrice 
H2 

500 K 290 K 
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Section ................ 45 x 45 mmz 
Longueur ............. 870 mm 
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Fig. I - Principe de /'experience 
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Fig. 2 - Schema cfensemble du banc 

1 
I i 

! 
I 

L _- -20 -1 5 -i 0 -5 0 
z (mm) 

Fig. 3 - Distribution du nombre de Mach 
en entree de la veine d'essai 
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Alimentation air chaud 
Temperature : 900 K 
Debit air : 4 kg/s 
Pression : 40 Bar 

Bride de refroidissement Generateur d'heterogeneite Chambre divergente 

Vannes- pilotees - hautes pressions, hautes temperatures Brirleur de securite Vannes- pilotees - hautes pressions, hautes temperatures Brirleur de securite 

Fig. 4 - Schema de /'installation de la cellule ATD 5 

Tuvauterie chaude 

I Cellule de conduite 
Axe de la w ine  d'essais 

1 - Detente02 6 - Torches 0 2  et H2 
2 - Brirleur de securite 7 - Detente H2 
3- DetenteH2 8 -  Kerosene 
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5 - Injection 0 2  

Fig. 5 - Alimentation en air chaud de la cellule 5 
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fig. 6 - Distribution des pressions paribtales 
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Fig. 10 - Schema de principe de Pinjection 
dans une cavite 

Fig 9 - Montage cfessai pour Petude de I'injection 
dhydrogene dans une cavite 
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1. SUMMARY 
Within the German Hypersonics Technology Pro- 
gram (GHTP) a subscale ramjet was to be ground 
tested in a free jet configuration. The propulsion 
system selection process for a hypersonic experi- 
mental flight vehicle will be briefly reviewed A 
ramjet type propulsion system with subsonic com- 
bustion was chosen as the baseline configuration. 
The rationale of technology and component deve- 
lopment will be presented The final goal of the 
program was a ramjet test in the simulated flight 
Mach number range from Ma 3.5 up to Ma = 
6.8 in order to demonstrate the engine’s steady 
state operation and thrust capability. A general 
concept for the ramjet ground testing was develo- 
ped specifying as well the operational require- 
ments for the engine characteristics as the test 
and measurement plan. A ramjet propulsion system 
with a ram combustor diameter of 500 mm was 
designed as the demonstrator engine. Based on the 
predefined specifications an evaluation of existing 
large scale test facilities was made including a 
total of 11 existing facilities in the United States, 
in Russia and in France. Engine installation and 
necessary adaptation of existing hardware were 
studied and discussed with the operators in detail. 
Major results of this facility evaluation study and 
lessons learned will be presented in the paper. 
The APTU wind tunnel of the AEDC at Tullaho- 
ma was finally selected for the planned tests of 
the full engine. Due to funding restrictions only 
the ram combustor with the variable geometry 
nozzle could be demonstrated in operation in the 
connected-pipe test facility at Ottobbrunn in Ger- 
many. 

2. INTRODUCTION 
The German Hypersonics Technology Program was 
set up in 1988 by the Federal German Ministery 
of Research and Technology (the former BMFT). 

As a result of preliminary studies a reference 
concept for a reusable space transportation system 
with the main features 111: 

TSTO, HTOHL with an airbreathing first sta- 
ge and a rocket powered second stage 

was selected for all the development and techno- 
logy work to be performed within the program. 
The TSTO reference concept was named after the 
German space pioneer Eugen Skgw. Fir?;. 1 shows 
an artist’s view of the TSTO Siinger winged ve- 
hicle. 
The focal point was the definition of a reusable 
space transportation system with a cruising capa- 
bility of the lower stage at hypersonic speed in 
order to allow take-off and landing capability in 
central Europe for launch and autonomy reasons. 
Thus the requirements for the airbreathing propul- 
sion system had to meet the needs of a sustained 
hypersonic flight. 
The schedule of the German Hypersonics Techno- 
logy Program is shown in Fir?;. 2. The program 
started in 1988 and ended in December 1995. It 
was split into three phases. Phase la was dedica- 
ted mainly to the definition of the lead concept 
for the system definition and to propulsion sy- 
stems studies where work was focused on the 
identification of key technologies to be explored, 
especially concerning the selection of the air- 
breathing propulsion concept for the lower stage. 
During the second phase called Phase lb from 
end 1990 through 1992 work was spent on the 
predevelopment in the main areas of hypersonic 
technologies: 

- airbreathing propulsion, 
- aerothermodynamics and propulsion integra- 
tion, 
- materials and structures, 
- GNC & subsystems and 

- development of test facilities. 

Paper presented at the AGARD Symposium on “Future Aerospace Technology in the 
Service of the Alliance”, held at the Ecole Polytechnique, Palaiseau, France, 

14-17 April 1997, and published in CP-600 Vol. 3. 
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The final Phase IC which lasted from 1993 until 
December 1995 covered the following topics: 

- detailed definition of the technology deve- 
lopment and verification concept 
- the flight test vehicle study 
- propulsion component development 
- propulsion system ground testing. 

A more detailed overview on the technology work 
performed within the GHTP is given in 121. 

3. SELECTION OF THE REFERENCE 
PROPULSION CONCEPT 

The S a g e r  TSTO vehicle configuration was defi- 
ned to stage at a flight Mach number of Ma 
6.8 due to reasons for technology risk limitations 
Therefore 6 different candidates for the airbrea- 
thing hypersonic propulsion system of the lower 
stage were taken into a closer consideration at 
the beginning of the program (see -3): 

Concept 1:. Turbojet engine with a ramjet en- 
gine in a coaxial arrangement 

Concept 2: Turbojet and a ramjet engine in a 
parallel arrangement 

Concept 3 Turbofan with a ramjet engine in a 
tandem arrangement - the so-called HYPER- 
CRISP 

Concept 4 Turbojet engine with precooling 

Concept 5 Turborocket 

Concept 6: Expander cycle engine 

In an interim assessment the number of concepts 
were reduced to the first 3 of the listed con- 
cepts, since the last three showed a lot of draw- 
backs in performance and higher technology risks 
for the component technology development. 

After a more detailed system analysis of the first 
three engine configurations Concept 1 - the tur- 
bojet with a ramjet in a coaxial arrangement - 
was chosen as the baseline propulsion system due 
its lowest risk of development, its lowest comple- 
xity, and due to its adequate performance over 
the whole flight range from subsonic to hyperso- 
nic speed including the cruising range in compari- 
son with the competitive concepts. 

In Fig. 4 the general arrangement of the S a g e r  
airbreathing propulsion system in the lower stage 

is depicted The engine is operated in the turbo 
engine mode with a ram burner serving as an af- 
terburner up to the flight Mach number of Ma 
3.5 Then the engine is switched to the ramjet 
mode. The cruise was planned with ramjet opera- 
tion at a constant flight Mach number of about 
Ma = 4.5. The staging Mach number of Ma 6.8 
was considered as the limit of the ramjet opera- 
tion. 

4. RATIONALE OF AIRBREATHING PRO- 
PULSION SYSTEM DEVELOPMENT 
AND DEMONSTRATION 

The majority of funds of the GHTP were spent 
on the technology development for airbreathing 
propulsion since it was regarded as the most cri- 
tical system component. The technology for the 
turbojet engine though demanding for a flight re- 
gime up to Ma = 3.5 was considered to be dedu- 
cible from existing military engine technology. 
Therefore all efforts were focused on the ramjet 
engine development and demonstration. 

The rationale of the ramjet development can be 
seen in Fig. 5. The development of component 
technology for the intake, the ram combustor and 
the variable nozzle were the key issues for the 
work in Phase lb. The feasibility of the ramjet 
engine was to be demonstrated in a stepwise ap- 
proach starting from component testing of subsca- 
le intakes, ramjet burners and nozzles and follo- 
wed by a connnected-pipe test of the ram com- 
bustor together with a variable SEW-type nozzle 
[3],[4],[5]. The airbreathing technology work was 
accompanied in a parallel activity throughout the 
Phase l b  by a system study for a subscale hyper- 
sonic flight vehicle. The first concept was a 
manned winged vehicle called HYTEX with a ma- 
ximum flight speed up to M = 5.6. Since it turned 
out very soon that the development of such a test 
vehicle would be to risky and costly a down-sized 
unmanned vehicle called HYTEX R-A3 became the 
lead configuration for the ramjet engine flight de- 
monstration in the Mach number range between 
Ma = 3.5 up to Ma = 6.8 M. The geometry of 
the flight demonstrator ramjet engine was fixed to 
an inner diameter of the combustor of 500 mm 
defining the baseline engine size also for the 
ground testing. 

The rationale of the ground testing of the demon- 

, 
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strator baseline engine is shown in Fir.. 6. The 
stepwise approach was split up into the follwing 
parts: 

I - intake test in a free-jet test. facility 

- combustor-nozzle test in a connected-pipe 
test 

- full engine test in free-jet test facility. 

I 

I 

5. DEMONSTRATION GOALS AND TEST 
PROGRAM 

The program planning for the ramjet demonstration 
test which had to be performed within a 31 
months’ period and should cover the design, the 
manufacturing, test facility adaptation, engine 
control lay-out, the design of the measuring 
equipment and finally the test execution and eva- 
luation. An integrated team was formed by engine 
and component specialists of Dasa and Dasa MTU 
to cope with that tough time schedule. 
The general goal was defined to be the demon- 
stration of the function, the performance and the 
control of the ramjet engine in a simulated flight 
Mach number range from Ma 3.5 up to 6.8. Ta- 
king into account the forebody compression the 
maximum simulated inlet Mach number was fixed 
at Ma = 5.8 to be achieved in a ground test fa- 
cility. The ground testing was set up in a stepwi- 
se approach with detailed component testing of 
the intake, the combustor and the nozzle together 
with the combustor. The full engine test should 
finally give answers to the following identified 
problem areas: 

- the starting behaviour and the stabilized 
operation, 
- the performance achievements in compari- 
son to predictions based on component te- 
sting, 
- the upstream effect of ignition and com- 
bustion concerning intake aerodynamics, 
- the operational behaviour of the combustor 
and the nozzle under inlet conditions sup- 
plied by the mixed compression intake in 
comparison to results obtained from the 
connected-pipe testing, 
- the engine behaviour under transient con- 
ditions and finally 
- the prove of the engine control concept. 

, : 
I 

Subsequently a test program was defined in order 
to determine the engine performance within the 
envisaged flight Mach number enveloppe. The fol- 

lowing parameters to be varied during the free-jet 
testing were chosen: 

- Mach numbers at the intake Ma = 3.5, 4.3 
and 5.8 corresponding to flight Mach num- 
bers Ma = 3.6, 4.5 and 6.8 taking forebody 
compression of the flight test vehicle into 
consideration, 
- 3 typical throttling conditions at the thro- 
at area and 

- variation of the fuel/& ratio between ER 
0.5 to 1.0. 

The tests at the inlet Mach numbers at  Ma = 3.5 
and 4.5 should be performed at real flight stagna- 
tion temperature conditions whereas at the maxi- 
mum Mach number Ma = 5.8 the test conditions 
concerning pressure and temperame levels were 
reduced due to structural limitations of the test 
specimen and due to heat load limitations of the 
ground test facility. 
Refering to the predefined test conditions a per- 
formance analysis of the ramjet engine was done 
resulting in requirements for engine air flow data 
to be supplied by the free jet ground test facility. 
(Table 1). Furtheron requirements of supply quan- 
tities were set-up for fuel (GH2), for the hydrau- 
lic actuators of the intake and nozzle control, for 
the pressurization of the intake and nozzle cavi- 
ties and for cooling purposes of the combustor 
and the nozzle walls. The required supply quanti- 
ties are listed in Table 2.. 
The necessary aerodynamic contours of the ramjet 
engine with the combustor diameter of 500 mm 
can be taken from Fig. 7. The test specimen 
geometry resulted in a total engine length of 8 m 
with a maximum cross area of 900x800 mm at 
the intake throat position. 

6. EVALUATION OF EXISTING GROUND 
TEST FACILITIES 

Within the German Hypersonics Technology Pro- 
gram a connected pipe test facility was built-up 
to run tests for ramjet combustors at Ottobrunn, 
Germany. In a first step this test facility was 
designed to run tests of combustors with an inner 
diameter of 300 mm up to simulated inlet condi- 
tions of a flight Mach number of Ma = 7.0. Wit- 
hin Phase IC the test facility was extended to 
accomodate combustors with a diameter of 500 
mm. This facility was used for the component 
tests of the combustor and the nozzle of the de- 
monstration ramjet engine. A laughing gas reactor 
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was used in connection with the preburner in or- 
der to minimize the vitiation effects in the 
heated air supply. The built-up of the connected- 
pipe installation for the ram burner with the re- 
actor and variable geometry nozzle is shown in 
Fig. 8. 
Since in Germany no free-jet hypersonic test faci- 
lity was available to meet the aforementioned re- 
quirements for a full engine ground test, an eva- 
luation of existing free-jet and semi-free jet test 
facilities in the United States, in Russia and in 
France was made. 
A total of 11 test facilities were included in the 
evaluation process, most of them were visited by 
a specialist's group in order to discuss details of 
the ramjet testing feasibility and necessary modi- 
fications of the test installations with the opera- 
tors. The list of potential candidates for the ram- 
jet test facilities are listed in Table 3.. 
In the United States the test facility CELL 2 of 
the Marquardt Company, in Los Angeles, and the 
wind tunnel 81ITTT at NASA Langley turned out 
to be unavailable for access due to different re- 
asons and were therefore not examined in more 
detail in regard to the fullfillments of specifica- 
tions for the ramjet engine testing. 
The test facility HYTEST of Aerojet in Sacra- 
mento was excluded from further analysis since 
its test cabin was too small to accomodate the 
full GHTP ramjet engine. Furtheron the size of 
the free jet nozzles with an exit area of 
925x925mm did not meet the requirement for an 
undisturbed inlet flow to the intake. 

The most suitable test facility in regard to the 
specifified test requirements is the hypersonic 
wind tunnel APTU (Aerodynamic and Propulsion 
Development Test Unit) at the Arnold Eginneering 
Development Center (AEDC) in Tullahoma, Tenes- 
see, USA. This test facility could meet most of 
the specifications concerning as well the opera- 
tional inlet conditions and the needed size of the 
test cell as the supply quantities of air, GH2, N2 
and hydraulics. The APTU operating envelope is 
shown in Fig. 9 161. The 22,000-cu f t  high pressu- 
re air reservoir, pressurized to 3,800 psi, allows 
m i n g  times of the blow-down-type wind tunnel 
between 3 and 12 minutes according to the cho- 
sen inlet conditions and enables high test fre- 
quencies. Furtheron this facility is equipped with 
a comfortable data acquisition and evaluation sy- 
stem with a sufficient high number of low speed 
and high speed channels for the data acquisition. 
Only minor modifications concerning three new 
free jet nozzles for the predefined inlet Mach 
numbers and the exit diffusor would have been 

necessary. 
In Russia 4 different high speed wind tunnel in- 
stallations had been visited and examined in de- 
tail. All these facilities were located in the area 
of Moscow. The largest facility is the hypersonic 
blow-down wind tunnel U306-3 at TSNIIMASH in 
Kaliningrad which would have been allowed to 
run the full operating range of the ramjet and 
which with' slight modifications would have been 
suitable to accomodate the ramjet engine in full 
size. The manufacturing of new cooled free-jet 
nozzles were regarded by the operators as time- 
critical items. Furtheron the supply for the de- 
manded quantities of hydrogen to be installed was 
questionable. 
The test facility TS-9N at NIITP, Lytkarino, offe- 
red also the potential to accomodate the ramjet 
engine in full size. Though this installation had 
the advantage of a continous air supply, missing 
free-jet nozzles, thrust measuring system, compu- 
ter-aided data acquisition and hydrogen supply 
dropped this facility out of the further analysis. 
The large test installations 131 A at TsAGI, Zhu- 
kovsky, and U-16 at CIAM, Lytkarino, which had 
been formerly used for ramjet/scramjet testing 
turned out to be too small in size. Their use for 
the GHTP ramjet testing would have lead to ma- 
jor modifications, which could not be taken into a 
nearer consideration due to the limitations of the 
fixed time schedule and the cost frame. 
In France 3 potential test facilties were studied 
together with the operators if they could be mo- 
dified for housing and testing the ramjet engine. 
The blow-down test facility S4M4 at ONERA in 
Modane was built in the late fifties for scramjet 
testing. Though the performance of the test rig 
concerning the specified air supply conditions at 
the inlet was sufficient its use would have nee- 
ded some major modifications and aditional in- 
vestments concerning a new exhaust diffusor sy- 
stem. It should be pointed out that the S4M4 is 
the only test rig which delivers a heated air sup- 
ply with no vitiation by preburners due to its uni- 
que pebble bed heater supplying stagnation tem- 
peratures up to 1850 K. A sectional view of the 
test rig with a preliminary arrangement of the 
German ramjet engine is presented in Fig. 10. 
The CEPr in Saclay studied modifications of the 
existing test cells R5 and K11 in order to acco- 
modate the ramjet engine. The time schedule and 
the costs needed to realize the extension of the 
test rigs finally did not meet the program frame. 
The third French test facility suitable for ramjet/ 
scramjet operation is located at Aerospatiale in 
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Le SubdrayIBourges. This test facility which is 
actually used for scramjet testing within the 
French PREPHA program offers a high degree of 
flexibility and meets all the specifications of air, 
GH2 and N2 supply. Several options of the GHTP 
ramjet engine installation were studied by the 
French operators A preliminary sketch of the 
GHTP ramjet engine arrangement option with two 
exhaust diffusors in the Le Subdray facility i s  
shown in Fig. 11. But several necessary major mo- 
difications and additional installations like a se- 
cond prebumer and a new test cell were needed. 
It should be noted that all three French facilities 
would have met the operational requirements by 
introducing some modifications. But budget con- 
straints and the limitations of the program sche- 
dule were finally the reasons not to choose a 
French test facility. 
In conclusion the APTU at AEDC was selected as 
the test facility of preference. A detailed test 
planning was started and the control and supply 
interfaces were defined (Fig. 12). But due to the 
budget cut-backs only the connected pipe testing 
of the combustor together with the variable ge- 
ometry nozzle could be successfully finalized 
using the Ottobrunn facilities. 

7. Conclusions 
The selection of a test facility for the ground te- 
sting of a specified ramjet engine, which had 
been developed within the German Hypersonics 
Program was a very valuable experience. It sho- 
wed that the worldwide capabilties to test large 
scale ramjet engines at simulated high flight 
Mach numbers are limited in size and inlet con- 
ditions concerning especially the higher tempera- 
ture levels to be realized For future needs of 
large scale ramjet engine testing it seems to be 
reasonable to establish common requirements for 
high speed engine ground testing and to coor- 
dinate test installation extensions in an interna- 

tional collaborative approach. 
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Fllghl Machnumber 
Ma. - 

Test Machnumber 
Inlel, Ma. 

Total Pressure 
Inlol. P, 

Stalic Pressurc 

3.6 4.5 6.8 

3.5 4.3 5.8 

reduced pressure 

kPa 670 1210 2 070 for vltialad air 

kPa 8.5 4.6 1.4 

Total Temperature 
Inlet. T. 

Totallemperalure 
Nozzle Exil. T,, 

Stalic Pressure 
Nonle Exil P, .,. 
Teslldahnumber 
Nonle Exil. Ma, 

Total Pressure 
Nonle. P, 

Air Mass F@v. 

m 

Table 1: GHTP ramjet engine air flow data 

K 870 1135 I100 

K 2550 2 660 2 630 

kPa 16.0 8.5 5.0 minlmurn require- 
men1 

- 
kPa 

kgh  

The mule exit Machnumber depends on (he achievable nozzle exit embient 
pressure b 

In lhe worst case for eJeclorMiKusor design the fdbwing eslimaled tigures can be 
assumed: 

P,, 2 200kPa 

f i  s 15kgls 

SUDD~V I 

Prcssurizalion 

Coo I i n g 

Eleclrialy 

Free Jel Air I Intake I 15 kgk I 2070 kPa AC (vitiated) 
Fuel Burner 0.53 ka/s 12 bar I GH, I 

Inlake 0.75 kgh 6 bar Air or N, optionel 
Node 0.80 kgls 4 bar N, mandalofy 

Bumer 10 kgk 40 bar Alr of N, optional 
N o d e  0.20 kgls 30 bar GH2 

Ibd 

I Hydraulic Inlake 10 us 210 bar Oil I Nozzle I 300bar 

AEDC 
Amjet 

NASA 
TNIIMASH 
TAG1 
CIAM 
NLITP 
ONERA 
CEPr 
Amspatiale 

Marquardt company 

Table 2: Hypersonic test facilities 

Location 

"lahoma, Tenn., USA 
Sacramento, ca., USA 
Los Angeles, Ca,. USA 
Langley, USA 
K a h n g d ,  Moscow Region, Russia 
Zhukovsky, Moscow Region, Russia 
LytkarinoMoscow Region, Russia 
Lytkarino~oscow Region, Russia 

. .  

Modane, France 
Saclay, France 
Le Subdray, France 

Test Facility 

APTU 
HYTEST 
CELL 2 
81ITT . 

U306-3 
131A 
U-16 
TS-9N 
S4M4 
R5, K11 
SCRAMJET 

~ ~~ 

Table 3 Required supply quantities 



Fig. 1 The Siinger TSTO lead configuration 

Fig. 2: Program schedule of German hypersonics activities 



Fig. 4: Slinger propulsion reference concept 

Fig. 5: Airbreathing propulsion technology and system development 

Fig. 6: Rationale of ground testing of the GHTP ramjet ground testing 
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FLIGHT M- 3.6 

FLIGHT M = 4.5 

FUGKTM- 8.8/AEDC 

Fig. 7: Aerodynamic engine contours 

Fig. 8: ottobnmn connected-pipe test facility 

Fig. 9 Operational envelope of the APTU wind tunnel 
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Fig. 1 0  Preliminary GHTP ramjet arrangement in S4M4 

Fig.11 Optional arrangement of the GHTP engine in the Le Subdray test facitlity of Aerospatiale 

Fig. 12: Schematical lay-out of control and supply interfaces 
of the GHTP engine for the AF'TU installation 
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HYPERSONIC FLIGHT EXPERIMENTATION-- 
STATUS AND SHORTFALLS 

Dennis M. Bushnell  
National Aeronaut ics  a n d  Space Adminis t ra t ion 

Langley Research Cen te r  
H a m p t o n ,  V i rg in i a  23681-0001 

SUMMARY 

For some 50 years, man has flown, very successfully, in and 
through the hypersonic flow regime up to Mach Number 35 and 
beyond with very few “surprises.” In general, hypersonic 
vehicles have performed successfully with good-to-excellent 
comparisons between flight, ground facility extrapolations and 
computations being the norm. A consistent and glaring 
shortfall to date is in the boundary layer transition arena, due 
primarily to the dominance for flight vehicles of roughness 
induced transition where the roughness characteristics are 
extremely vehicle specific and dictated by either vehicle 
operational exigencies such as antennas, handling plugs, and 
field joints, etc. or characteristics of the thermal protection 
system. Emerging shortfalls for future systems which require 
research flight tests include transition and air-breathing 
propulsion-related technology for both cruise and space access. 
Specific flight test recommendations include “systems 
demonstrations” for various air-breathing propulsion options 
and efforts to correct a pervasive lack of adequate analysis of the 
existing, and very expensive to replicate, hypersonic flight 
data base. 

The applications of hypersonic technology are multitudinous 
and of increasing importance; e.g., space access, planetary 
exploration, missiles of various types (ballisticlmaneuvering, 
interceptor, cruise, penetrator, anti-armor, boost-glide) “space 
planes” and, as a future possibility, in-atmosphere hypersonic 
j$r-breathiag cruise and space access. Over the past 50 years, 
mankind has produced vehicles which have flown very 
successfully in and through the hypersonic regime beyond Mach 
35 (lunar return) to planetary entry speeds for blunt and (to 
Mach 25) slender vehicles. As will be discussed herein, the vast 
preponderance of the experience base indicates that suitably 
scaled ground facility data, increasingly combined with modern 
computational codes can yield often surprisingly accurate 
predictions for flight. There have been occasional substantive 
disagreements between ground-based expectations and flight, 
but many of these are based upon fundamental limitations of 
ground facilities and/or computational capability or, in a few 
cases, lack of oversight and “homework.” 

The rationale for hypersonic flight experimentation devolves 
from essentially three requirements: (a) to obtain data not 
available from either ground facilities or “believable” 
computations; (b) “all-up” systemslfunctional testing 
(multidisciplinary); andlor (c) flight demonstrationlvalidation, . 

e.g., “fly before buy”--essentially technology, systems and 
“product test” rationales. The downsides of hypersonic flight 
testing are obvious and serious--expensive (w) for 
essentially one (or a limited number) of “shots,” with limited 
instrumentation suites and extensive development time, which 
necessarily also involves the booster and “mating” therewith as 
well as the experiment package. 

The purpose of the current paper is to summarize the presently 
available hypersonic flight information vis-a-vis current and 
projected requirements and provide guidance and suggestions 
regarding further hypersonic flight experimentation. It should 
be noted that this paper is based, both in terms of breadth and 
depth, upon what countries and organizations are willing to 
discuss in “the open.” The initial impetus and most of the 
developmental support for hypersonic vehicles has been based 
upon military requirements and much of the extant flight data, 
particularly that associated with RV development, is simply not 
yet available for detailed study and discussion in an “open 
forum.” Further limitations on flight information are emerging 
from the reality of an increasingly (commercially) competitive 
launch vehicle market. The cost and time required to obtain 
hypersonic flight data [e.g., ref. I ]  literally defines their 
uniqueness and hence the rationale for their “protection,” for 
either military or commercial purposes. Therefore it should be 
understood that this paper cannot be as complete as might be 
desired, but the author has made an effort to include most of the 
serious issues which have arisen or are expected to arise in 
regard to hypersonic flight experimentation. The current paper 
is nominally limited to consideration of Mach numbers of 6 and 
above and to atmospheric flight tests, i.e., the numerous Ramjet 
flight experiments [e.g., refs. 2 and 31 and ballistic range data 
are specifically excluded. References 4 and 5 are suggested 
entrees into the subject. 

SONIC FACILITY/ 
PUTAnONAL S- 

Facility and computational shortfalls constitute a major impetus 
for flight experimentation and therefore a brief review of these 
shortfalls provides a useful background for an understanding of 
where flight data “fits in.” 

Computational shortfalls exist at both the technological and 
system levels. Technology-wise, shortfalls in transition 
“prediction” and “modelling” of transitional and turbulent 
flows, particularly for high energylchemically reacting flows 
are major critical issue(s). At the systems level, the 
computational capability in terms of raw computing power is 
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simply not available to work the complete interacting 
multidisciplinary systems issues to the depth required 
(combined aero/thermal/elasticity, propulsion, seals, controls, 
structureslmaterials, etc., etc.) In fact, many of the most serious 
hypersonic flight problems, which in some instances resulted 
in loss of all or part of the vehicle, were the result of very 
localized interference heating levels which were not “captured” 
by the present systems-level analyses and were often the result 
of “component interaction” [e.g., ref. 4, 61. 

On the facility side the hypersonic shortfalls are quite well 
known [e.g., ref. 71. The general shortfall involves the 
requisite combination of size, run time and dynamic pressure at 
enthalpy levels above Mach 8 for the “test and evaluation” (as 
opposed to research) function. Current and enhanced (e.g., with 
detonation drivers) impulse facilities [ref. 81 provide interesting 
high Mach number capability for research tasks but 
engineering-levelldevelopmental combined loadlcombined 
discipline/“all-up” testing above Mach 8 is currently, of 
necessity, conducted via flight experiments. 

Additional hypersonic facility shortfalls vis-a-vis flight include 
lack of “real” (reacting) gas quiet tunnels for transition research 
[see ref. 9 for a “possibility”] and the presence, in the Mach less 
than eight propulsion facilities, of heater-induced contaminants 
[e.g.. ref. 101 and dynamic “disturbance fields” the influence of 
which can be to enhance air-breathing engine performance vis- 
a-vis flight. 

Due to its relative availability and “completeness,” the U S .  
hypersonic flight data base will both serve as an example of 
what is available and provide the bulk of the specific examples 
discussed herein. In general, data from other countries are 
limited as to availability, due either to limitations on the 
information distribution or simple absence of :rich data/similar 

I 

flight experiments and experience. I 
I 

The existing flight data can be conveniently categorized into 
the following: (a) ballistic RV’s (“reentry vehicles” -military 
reentry “delivery” vehicles); (b) maneuvering RV’s [e.g., 
SWERVE--ref. 61 and other missiles; (c) liftinglwinged bodies; 
(D) “research bodies” and aircraft (e.g., the X-15, refs. 6 and 11) 
and (e) blunt capsules. Data sets from such flight experiments 
normally consist of forces, moments, attitude, trajectory and 
surface pressure and heat transfer information. The latter are 
sometimes augmented by alternative transition detection 
approaches such as surface pressure fluctuations, electron 
density, wake observables or antenna admittanke. Unusual 
flight measurements include surface skin friction and flow field 
pitot rakes (e.g.. X-15), Langmuir probes and microwave 
reflectometer electron concentration data (e.+ RAM-C, refs. 
12-14) and control effectiveness. The U.S. LiftinglWinged 
Body Hypersonic flight data base dates from/1964 (ASSET) [ref. 
41 and includes PRIME (1967) [ref. 41 and the Shuttle (1980+) 
[e.g., ref. 15, 161 and its precursors (HL-10, M2-F2, X-24A) in 
the 1968 time frame. Corresponding non-US. lifting body 
flight programs include the Russian BOR (1980-84) [e.g., ref. 

171 and Buran (1988) [e.g., ref. 181 and Japanese Hyflex (1996) 
[e.g., ref. 191 efforts. 

The U.S. has flown several “research body” experiments 
including the aforementioned RAM B, C series to study radio 
blackout and alleviation approaches in the 60’s to early ~O’S, 
Reentry F in ‘68 [e.g., refs. 6 and 201 for high Mach number 
transition research and the eminately successful X-15 airplane 
[e.g., refs. 6 and 111 in the 60’s timeframe. 

Blunt capsules have been the approach-of-choice for 
economical reentry bodies due to their minimization of total 
body heat load. Blunt capsule vehicles flown by the US .  
include the Mercury/GeminilApollo series (1960’s to early 
70’s) along with project FIRE (a super-orbital speed Apollo 
radiative-heating load precursor-1965, e.g. refs. 21-24) and 
numerous planetary probes including Viking-Mars [refs. 25, 
261, Pioneer-Venus [e.g., refs. 25, 27 and 281, and Galileo- 
Jupiter [refs. 29 and 301, etc. Non-U.S. blunt body 
testslutilization include the Russian Soyuz (late 50’s to present) 
and planetary entry bodies and the Japanese OREX [e.g., refs. 
31-33] vehicle. 

The RV (and intercepter) data base, both ballistic and 
maneuvering for U.S. and non-U.S. is essentially “unavailable” 
due to military classification. Bits and pieces of this data base 
have appeared in various open publications, but with 
insufficient detail to enable an independent analysis of the 
results. This “military” data base, most of which is sub-orbital 
in the M<20 range (IRBM and ICBM speeds) involves some 
variant of spherecone and is tremendous in quantity but 
generally somewhat sketchy in terms of research results, most 
of the flights being “developmental” in nature. Specific goals 
of these projects include/included feasibility/demonstration(s) 
and data.acquisition for maneuverabilitylcontrols, sensors, 
detectability and counter detection, accuracy and reliability, 
including materials evaluations and boundary layer transition 
information--with, for example, some parametric variations in 
nose radius and cone angle/overall geometry. 

In addition to the hypersonic flight data base cited thus far for 
the various categories, there is an additional/emerging category 
with a singular extant entry--Scramjet air-breathing propulsion 
as represented (at M = 5.8) by the Russian (axisymetric) 
hypersonic flying laboratory mounted on the SA-5 missile 
[refs. 34, 351. 

4 THE- 

Historically, man has been singularly unsuccessfully in 
“predicting” transition on essentially everything ever flown 
hypersonically (or even supersonically). As an example case, 
wind tunnel data indicated that the flow over the X-15 aircraft at 
hypersonic conditions should be essentially laminar and flight 
experience indicated it to be almost wholly turbulent [e.g., 4, 
61. Analysis of these and other flight results strongly suggests 
that hypersonic flight transition location and behavior is 
dictated by “real vehicle” roughness and waviness and other 
surface “imperfections” (steps, joints, gaps, bleedlleakage, 

I 

I 
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fasteners, antenna rings, handling plugs, field joints, material 
fibers) etc. whose presence is the result of either service 
exigencies or thermal protection system design. 

To further complicate the issue, such roughness dominated 
transition can be significantly altered, flight-to-flight on what 
is nominally the same vehicle, by alterations in atmospheric 
disturbances (especially particulates) and vehicle 
self/operationally induced morphological alterations such as 
occur on the U.S. Shuttle heat shield due to ice particle 
impingement from the tank dump line during liftoff or, for 
RV’s, ablation. . Examination of the Shuttle flight transition 
data base, for example, indicates flight-to-flight variations in 
entry transition Reynolds Number of a factor of 3 [e.g., ref. 361. 

Unfortunately, boundary layer roughness-induced transition 
sensitivity embodies complex relationships parameterized by 
the fundamental linear disturbance mode[s] (T-S (1st or “2nd” 
mode), Gortler, crossflow) which can be overlain by other 
“bypasses” such as shock or longitudinal vortex interactions 
and contamination from adjacent turbulent regions and 
embedded (curved-shock induced) stream vorticity fields. There 
are a very few existing “smooth body” hypersonic flight 
transition data sets, notably Reentry F and a limited subset of 
the RV data base having Beryllium Frustra. These “smooth” 
data are “axisymetric,” as opposed to 3-D, and indicate 
extraordinarily large transition Reynolds numbers in nominal 
agreement with the expectations of the appropriate eN and PSE 
computations [e.g., ref. 371. Particular care should be taken in 
evaluating flight transition data as the type of sensor used tends 
to detect different portions of the transition process. Heat 
transfer distribution is the approachlmeasurement-of-choice for 
correlation with modern transition “prediction” methodologies. 

5 EVALUAnON OF ‘IHE EXISmG FLIGHT DATA BASE-- 

The limited (prescribed) length of the present paper precludes 
extensive remarks and detailed analysis of the wealth of 
information generated by some 40+ years of hypersonic flight 
experimentation. Instead a summary of such a study, conducted 
over several years, will be attempted. 

The first, and most remarkable, conclusion from an examination 
of the flight literature is exceedingly favorable and reassuring-- 
we APPEAR to be it1 relatively “good shape.” Such an 
evaluation might hsve been anticipated by an extremely 
important decision made many years ago (in the 70’s)--& first 
U.S. g m ! & L f l i p h f  was manned, i.e., there was sufficient 
confidcnce in the working knowledge of all of the various 
aspects of hypersonic flight (controls, aero, heating, etc., etc.) 
to commit to manned flight of an “unproven” vehicle. This 
with a technology base which is now some 20 years old. More 
recently confidence in the computational tools has progressed 
to where the Pegasus launch vehicle was designed and flown on 
the basis of computation alone, sans wind tunnel data [e.g., 
refs. 38, 391. 

In fact over the years and in spite of continued technology 

advances the published experience has been virtually the same- 
good agreement between flight experience and (scaled) ground 
facility data and computation. The few substantive 
disagreements have become “cause celebre” due partially to their 
singular nature and have been in many cases “studied in 
extremis” and “solved” and “resolved” many times. This 
discussion obviously does not apply to in-atmospheric 
hypersonic (M>6) air-breathing for which we have an almost 
complete dearth of flight data at this point. ’fie one set of 
existing scramjet data went to Mach 5.8 only with a very 
limited amount of supersonic combustion [refs. 34, 351. For 
many reasons, primarily connected with facility shortfalls, the 
extreme heating environment, and the sensitivity of net thrust 
level at high Mach number the air-breathing flight experience 
vis-a-vis computation and ground facility data may not be as 
favorable as experienced thus far on previous hypersonic flight 
systems. 

Herewith are some typical comments gleaned from the 
hypersonic flight experiment literature: 

“Good agreement with theory and flight data” (base pressure, 
blunted 9’ sphere cones, laminar flow, M- to 20) [ref. 401 

“The CFD code performed remarkably well in predicting the 
general flow field around the Pegasus vehicle” [ref. 391 

“The computed aerodynamics for the complete vehicles are 
in good agreement with the flight data considering the 
uncertainities in both data sets” [Space Shuttle, ref. 491 

“Prediction of Shuttle heating rates were quite accurate” 

“The preflight test technique gives quite satisfactory results” 
(Russian Buran, longitudinal aero moment coefficient) 
[ref. 481 

“Extensive flight testing of a nose cone (to M = 15) showed 
that prediction of aerodynamic coefficients based on theory 
and data from ground facilities was correct” [ref. 461 

“Flightderived drag coefficients agreed within 2 percent of 
ground test estimates obtained from ballistic range tests and 
wind tunnel tests for Reynolds Number greater than 105 
(Vikine.Martian [ref. 261 

“Excellent correlation between flight and wind tunnel results 
for the X-15” 

“Numerical results favorably predict the behavior of 
temperature increase of each TPS material during OREX 
reentry” [ref. 451 

“The collection of codes demonstrated good existing 
capabilities and future potential for predicting the 

aerothermal environment about flight vehicles” [ref. 441 

“At the angles-of-attack so far tested in the Orbiter program, 
the lift-to-drag ratio for supersonic/hypersonic flight 
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conditions is well predicted” [Space Shuttle, ref. 471 

“Angular motion histories, synthesized by the use of 
conventional wind tunnel aerodynamics data, showed good 
agreement with the large amplitude nearly planar motions 
observed in free flight” (Apollo) [ref. 411 

“The aerodynamic characteristic of the command module as 
defined by the Apollo wind tunnel program correlate well 
with flight up to Mach 10” (Apollo) [ref. 421 

“Excellent trim agreement Mach 2 to 10 despite high angles 
of attack” (Shuttle) [ref. 431 

There are several, almost “infamous,” extant discrepancies 
between ground-based expectations and flight. Among these is 
the U.S. Space Shuttle entry trim discrepancy above Mach 
Number order of 10 where gas chemistry effects upon effectively 
blunt (high angle of attack liftinglwinged) body flow fields 
become increasingly important. The effect was large and it has 
since been concluded, by several groups, that the problem was 
in fact due to gas chemistry effects 
“perfect gas” wind tunnel data should not be used where it does 
not apply (where reacting gas effects are strong). [e.g., refs. 18, 
48, 491 Other reasons for observed flight-to-ground 
discrepancies include inadequate ground facility capability in 
terms of either test time, enthalpy level, size or dynamic 
pressure on the one hand (for the continuum case) and lack of 
adequate rarefied gas testing capability for high altitudes. An 
additional major rationale has already been noted--lack of 
careful attention to details and levels associated with very 
localized heating rates--the infamous cases here include the X- 
15 HRE dummy pylon “bumthrough” [ref. 61 and several other 
localized heating problems on the X-15 and Shuttle lee surface 
(also, by extension, the Challenger Shuttle disaster). 
following constitutes some “top level” conclusions from the 
order of 40 plus years of hypersonic flight experimentation: 

, i.e., ’ 

The 

1. Overall, except for Scramjet air-breathing propulsion, 
which has not yet been proven in flight and therefore the 
associated shortfalls are, at this point, unknown, existing 
ground simulation and computational capability has, for quite a 
long time, been “satisfactory.” Man has flown vehicles in and 
through the hypersonic regime to Mach 35+ in both Earth and 
planetary atmospheres with few surprises or shortfalls. 

2. The few relatively major shortfalls were usually related to 
very detailed, but critical, design issues associated with 
localized interference heat transfer and/or related transition. 

3. A relatively large data base is available, much of it dating 
from the 60’s. This data base has, to far too major an extent, 
never been analyzed/scrutinized with “modern” computational 
capability. Admittedly the flight data are “incomplete” in the 
sense of constituting a computational technique “validation data 
set,” but flight data uniquely constitute the “real thing” and the 
only method of truly evaluating the efficacy and accuracy of 
current predictive technology [ref. 501. 

NASA is currently involved in such a partial re-evaluation, 
centered upon what appears to be the “best documented” 
hypersonic flight experiment--the X-15 (290 papers etc.). 

The major knownIprojected hypersonic flight experiments very 
appropriately concern the area of current essentially absolute 
flight ignorance--Scramjet air-breathing propulsion [e.g., refs. 
51-55]. At least three such experiments appear, at this juncture, 
to be “real” in the sense of being ongoing projects. The first of 
these in terms of flight schedule is a combined Russian-U.S. 
effort to fly, at Mach 6.5, a slightly modified version of the 
axisymetric “flying laboratory” developed by TSIAM in Russia 
and previously flown up to the order of Mach 5.8 [ref. 56. 571. 
The specific purposes of this test are twofold--to obtain flight 
data with extensive supersonic combustion and 
“ca1ibrate”linvestigate the influences of various propulsion 
facility “contaminants” via comparison’ with “real air” flight 
data. A “full scale” version of the flight configuration will be 
tested in the U.S. 8-Foot H l T  Tunnel at Langley. The other air- 
breathing flight tests are 2 years or more in the future and 
involve higher Mach Number and airframe integrated Scramjet 
experiments-the NASA “Hyper-X’ effort (a “Mach 8+ class” 
airframe integrated experiment) and a somewhat larger scale 
combined Russian French Mach 10 class effort termed “IGLA,” 
which is also airframe integrated [refs. 58, 591. The prime fuel 
in all of these experiments. is hydrogen with the prime 
application being space access. There is also considerable 
interest in (storable) endothermic hydrocarbon fuels, with 
obvious military applications. 

Another quite near term flight experiment is termed the PHYSX 
project and is a combined NASA-DrydedLangleylAmes effort to 
obtain crossflow dominated boundary layer transition in the 
Mach 6 to 8 range on a “glove” installed on the wing of the 
“Pegasus” first stage [ref. 601. The purpose of this experiment 
is to obtain transition data applicable to the assurance of 
transition delay on airframe-integrated air-breather forebodies 
for performance enhancement (enhanced net thrusthnstalled 
Isp). These flight transition data will also be used to 
calibratelvalidate a Mach 8 “quiet tunnel” recently constructed at 
NASA-Langley. 
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ABSTRACT 

The paper reviews a combined numerical and ex- 
perimental activity on the Shuttle Orbiter, first per- 
formed at  NASA Langley within the OEX workshop 
and subsequently a t  ESA, as part of the AGARD 
FDP WG 18 activities. The study at Langley was 
undertaken to resolve the pitch up anomaly observed 
during the entry of the first flight of the Shuttle Or- 
biter. The facilities used at  NASA Langley were the 
15-in. Mach 6, the 20-in, Mach 6, the 31-in. Mach 
10 and the 20-in. Mach 6 CF4 facility. The paper fo- 
cuses on the high Mach, high altitude portion of the 
first entry of the Shuttle where the vehicle exhibited 
a nose-up pitching moment relative to pre-flight pre- 
diction of (AC,,,) = 0.03. In order to study the rela- 
tive contribution of compressibility, viscous interac- 
tion and real gas effects on basic body pitching mo- 
ment and flap efficiency, an experimental study was 
undertaken to examine the effects of Mach, Reynolds 
and ratio of specific heats a t  NASA. At high Mach, 
a decrease of gamma occurs in the shock layer due to 
high temperature effects. The primary effect of this 
lower specific heat ratio is a decrease of the pressure 
on the aft windward expansion surface of the Or- 
biter causing the nose-up pitching moment. Testing 
in the heavy gas, Mach 6 CF4 tunnel, gave a good 
simulation of high temperature effects. 

The facilities used at  ESA were the l m  Mach 10 at  
ONERA Modane, the 0.7 m hot shot F4 at  ONERA 
Le Fauga and the 0.88 m piston driven shock tube 
HEG at DLR Goettingen. Encouraging good force 
measurements were obtained in the F4 facility on the 
Orbiter configuration. Testing of the same model in 
the perfect gas Mach 10 S4 Modane facility was per- 
formed so as to have ”reference” conditions. Com- 
paring F4 with S4 one finds the ”pitch up’’ on the 
Orbiter due to real gas effects. In addition, pressure 
measurements, performed on the aft portion of the 
windward side of the Halis configuration in HEG and 
F4, confirm that the pitch up is mainly attributed 
to a reduction of pressure due to a local decrease in 
gamma. 

1 Introduction 

During the high Mach number, high altitude seg- 
ment of the first entry of the Space Shuttle Orbiter, 
with laminar, continuum flow over the windward 
surface, the vehicle exhibited a nose-up pitching- 
moment increment (AC,,,) relative to pre-flight pre- 
diction of approximately 0.03. This caused the 
body-flap to deflect twice the amount thought neces- 
sary to achieve trimmed flight. This so-called ”pitch- 
up anomaly” has been investigated over the years 
with explanations ranging from compressibility, to 
viscous, to real-gas (high temperature) effects on 
basic-body pitching moment and/or body-flap effec- 
tiveness. Compressibility and viscous effects, while 
affecting basic aerodynamics, also govern the behav- 
ior of flow separation ahead of deflected control sur- 
faces. Low values of Reynolds number, such as occur 
in flight at  high altitudes, may cause the flap to lose 
effectiveness by submerging it in a thick boundary 
layer such that the flap does not encounter the in- 
viscid flow. In addition, high viscous shear of the 
cross flow in the nose region has been postulated as 
the mechanism to induce nose-up pitching moments. 
High-temperature effects occur when air heats as it 
crosses the strong bow shock of the vehicle in hy- 
personic flight. The main consequences as far as 
aerodynamics are concerned are an  increase in the 
shock density ratio, hence decrease in shock detach- 
ment distance and altering of the inviscid flowfield, 
and a lowering of the flowfield specific heat ratio. 

In order to clarify and substantiate the causes of the 
flight-to-preflight discrepancies, a systematic study 
was undertaken to examine the effects of Mach num- 
ber, Reynolds number, and real gas effects on basic- 
body pitching moment and body-flap effectiveness. 

At NASA, two approaches were used by Brauck- 
mann et all (ref 1). First, conventional hypersonic 
wind tunnels, all with instrumentation upgrades and 
most with new nozzles that provide better flow uni- 
formity, were used to examine the effects of Mach 
number and Reynolds number on configuration aero- 
dynamics and control effectiveness. Effects due to 
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specific-heat ratio were examined in the 20-Inch 
Mach 6 CFe tunnel, where testing in a heavy gas 
simulates the higher flight density ratio and lower 
specific heat ratio characteristic of a real gas. Sec- 
ond, a full Navier-Stokes computer code utilizing 
finite-rate chemistry was used to predict the flow 
field over the entire orbiter windward geometry, in- 
cluding the deflected body-flap, for both wind tun- 
nel and flight conditions. Comparisons are made 
between the present experimental results, computa- 
tional predictions, the preflight aerodynamic data 
book released in 1980 and aerodynamic coefficients 
derived from the flight of STS-1. The results of this 
study are expected to help define the optimum ap- 
proach for the design of the next generation space 
transportation system. 

At ESA, the orbiter model was used for a study 
by Perrier et all ( ref 2) on hypersonic windtunnel 
to flight extrapolation. The objective of the study 
presented here is to investigate the extent to which 
the use of high enthalpy facilities can contribute to 
the validation of such a ground to flight extrapola- 
tion, and more specifically to the validation of ”real 
gas effects”. Such high enthalpy facilities, where 
both forces and heat fluxes can be measured, have 
been developed recently in Europe, and preliminary 
encouraging results have been obtained on simple 
shapes such as Electre, which is a blunt cone and 
hyperboloid flare (Ref 3). A methodology to vali- 
date the ground to flight extrapolation of re-entry 
aircraft aerodynamics is proposed and implemented 
in the case of the Orbiter, based on the utilisation 
of European high enthalpy facilities, and theoretical 
rebuilding of the flow fields in these facilities and in 
flight . It is shown that uncertainties on the real 
gas effect on aerodynamic forces, and in particular 
on pitching moment, could be reduced through this 
procedure. 

2 Experimental methods 

2.1 NASA Facilities 

Three models were used for this study. Two were 
scale models of the full Shuttle Orbiter configura- 
tion, with scales of .004 and .0075. Body-flap de- 
flections tested were 0.0, 12.5, and 16.3 deg for the 
smaller model and 0.0, 16.0, and 20.0 deg for the 
larger model. The third model was a .0075 scale 
modified Orbiter geometry, refered to as Halis, which 
accurately represented the windward surface, includ- 
ing the body-flap, but used elliptical cross-sections 
to create the upper surface. All models were numer- 
ically machined from stainless steel. A verification 
check of the aerolines was performed prior to test- 
ing, and both larger models represented the shut- 
tle windward surface aerolines within +/- .003 in. 

Five blow-down hypersonic wind tunnels were used 
in this study . They were the 15-Inch Mach 6 Hi- 
Temperature Air Tunnel, 20-Inch Mach 6 Tunnel, 
31-Inch Mach 10 Tunnel, 22-Inch Mach 20 Helium 
Tunnel, and the 20-Inch Mach 6 CF4 Tunnel. (See 
table 2) 

All data are presented about a moment reference 
center of 65 % of reference body length. 

2.2 European Facilities 

In Europe, 2 Orbiter models and 3 hypersonic facil- 
ities were used for the present study as seen from 
table 2. The 3 facilities are the ONERA S4 , The 
ONERA F4 and the DLR HEG. 

The Onera S4 facility is a Mach=lO perfect gas blow 
down tunnel. It-is considered as the European ref- 
erence perfect gas mach 10 facility. I t  was  decided 
to run it a t  its lowest Re number corresponding to a 
reservoir pressure of 25 Bar so as to avoid boundary 
layer transition in separated shear layers in front of 
deflected flaps. 

The Onera F4 hot shot , is a high enthalpy facil- 
ity which enables force and moment measurements. 
The F4 facility covers enthalpy levels correspond- 
ing to the dissociation of oxygen. Typical reservoir 
conditions are 500 bar with 250 reduced enthalpy ( 
Hi/RTo, R= 288.2 J/Kg/K for air, To = 273.15 K ). 
The lowest total conditions are about 200 Bar and 
Hi/RTo = 30. High pressure and low enthalpy lev- 
els can also be obtained such as Pi = 750 Bar and 
Hi/RTo = 30. The test gas used is synthetic air or 
N2. 

The DLR HEG free piston driven shock tunnel 
allows both oxygen and nitrogen dissociation and 
presents higher enthalpy levels and Reynolds num- 
bers than F4. Typical reservoir pressure conditions 
are 1000 Bar combined with a reservoir enthalpy 
which can vary between 10 MJ/Kg up to 25 MJ/Kg. 

3 Computational Methods 

At NASA , the LAURA (Langley Aerothermo- 
dynamic Upwind Relaxation Algorithm) code was 
used in this study to solve the thin-layer Navier- 
Stokes equations. The inviscid first-order flux is 
constructed using Roe’s flux-difference-splitting and 
Harten’s entropy fix with second-order corrections 
based on Yee’s symmetric total variation diminishing 
scheme. A seven species ( N ,  0, N2, 0 2 ,  N O ,  NO+,  
and e-) chemical reaction model is used for the non- 
equilibrium computations. The usual no-slip bound- 
ary conditions for viscous flow is applied a t  the wall 
while freestream conditions are set a t  points on the 
outer boundary of the computational domain. The 

\ 
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exit plane is set such that the inviscid outer flow 
is supersonic. The computations presented account 
for a variable wall temperature. These values are 
based on the radiation equilibrium temperature a t  
the wall, and were determined from computed heat- 
ing rates. A catalytic wall boundary condition was 
used based on Scott’s recombination rates for ni- 
trogen and Zoby’s rates for oxygen. A multi-block 
solution strategy is applied in two stages. The first 
stage may be regarded as a space marching solution, 
like the Parabolized Navier-Stokes (PNS) methods, 
except three-dimensional data blocks are employed 
rather than two-dimensional data planes. The sec- 
ond stage is a conventional, global relaxation which 
uses the first stage solution as an initial condition. 
The computational results presented herein are dis- 
cussed further, and with more detail about the code 
and solution procedure in papers by Weilmuenster 
(ref 4). 

In Europe, Dassault Aviation used an Euler and 
boundary layer approach rather than a Navier 
Stokes approach, in order to be able to perform a 
large number of simulations a t  a reasonable cost. 

The Euler code used is the EUGENI code of Das- 
sault Aviation, which solves the compressible fluid 
equations discretized on an unstructured mesh, for 
a perfect gas or a reacting mixture, either in equi- 
librium or in chemical or thermochemical non- 
equilibrium. Implicit time integration to the steady 
state is used; the implicitation is done by linearis- 
ing the steady operator; convergence requires 100 
to 500 iterations, depending on cases and accuracy 
requirements. The solver is based on a Galerkin fi- 
nite volume method, in which inviscid fluxes are up- 
winded using a generalized version of Osher’s ,Rie- 
mann solver. Second order accuracy is achieved us- 
ing the MUSCL method, extended to unstructured 
meshes. 

The finite rate dissociation of air is modeled with 5 
species (02 ,  0, N2, N and NO) and 34 reactions. 
The rates are taken from Park’s model. The finite 
rate thermal relaxation is modeled with two vibra- 
tional temperatures and one translational and rota- 
tional temperature. 

The boundary layer code used is the COUL code of 
Dassault Aviation, which is a package containing dif- 
ferent boundary layer solvers, ranging in complexity 
from integral method based codes to finite difference 
defect correction based ones, and able to take into 
account finite rate chemistry. The solver used here 
is the finite difference defect correction one, with fi- 
nite rate chemistry and second order matching with 
the inviscid flow field (for velocity, temperature and 
concentrations). 

4 NASA Results and Discussion 

4.1 Ideal Gas Results at Mach 6 and 10 in 
Air 

For the low-to-mid hypersonic Mach numbers the 
flight-to-preflight discrepancy is small. Post-flight 
analyses of heating data indicate that the orbiter 
windward surface boundary layer is everywhere tur- 
bulent. Results a t  Mach 6 are presented showing the 
effect of Reynolds number on CN and C,,, for the 
baseline (zero control surface deflections) in Figures 
1 and 2, respectively. The data show only a slight 
effect of Reynolds number. CN is decreased, and 
C,,, is slightly nose-down with increasing Reynolds 
number; however, it should be noted that most of 
this is within the accuracy of the data, especially 
for the lower Reynolds numbers (and hence dynamic 
pressure). Results for a body-flap deflection of 16.0 
deg are shown in Figures 3 and 4. CN is approxi- 
mately the same for all Reynolds numbers, indicat- 
ing an increase relative to the bzseline configuration. 
Pitching moment shows a marked nose-down incre- 
ment with increasing Reynolds number, indicating 
a more effective body-flap as Reynolds number in- 
creases. The cause of these effects can be traced to 
changes in the location of boundary layer separa- 
tion and re-attachment in front of and on the body 
flap. Surface-streamline patterns (oil flows) on the 
windward surface in the vicinity of the body-flap are 
shown in Figures 5 to 8. The model is at  an angle of 
attack of 40 deg with a body-flap deflection of 16.0 
deg. As Reynolds number increases, the separation 
region decreases. While the forward separation line 
moves rearward a small amount, the main effect is 
the forward motion of the re-attachment line on the 
flap itself. The separation is not as well defined at  a 
length Reynolds number of 1 . 6 ~ 1 0 ~ ;  the oil appear- 
ing somewhat smeared or ”runny”. Several repeat 
runs were made which verified this pattern. It is pos- 
tulated that the flow is, or is near, transitional; at  
the next Reynolds number tested, Re, = 3.2x106, 
the flow overcomes the pressure gradient due to the 
deflected flap and remains attached on the whole 
lower surface, and the oil flow appears clear and 
sharp again. Similar aerodynamic and oil-flow re- 
sults were observed a t  Mach 10. The data and oil 
flow photographs can be found in papers by Brauck- 
mann and Paulson. ( Ref 5 ). At M ,  = 10, no 
limiting case of flap effectiveness was obtained, as a t  
M ,  = 6 , presumably due to insufficient Reynolds 
number variation to achieve transitional flow. Com- 
parisons of the current M ,  = 6 and M ,  = 10 
results to the preflight prediction (ADDB) and to 
STS-1 mission flight-derived data points are made 
in Figures 9 and 10. The highest Reynolds number 
experimental data  are used, but are still below flight 
values. All data are interpolated a t  flight values of 
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CY, referenced to a center-of-gravity location of 0.65L1 
and the flight derived data points have been adjusted 
to zero-control surface deflection using the ADDB 
effectiveness values. The agreement of the current 
values of CN with the data  book is very good. Both 
the current data and the preflight prediction over- 
estimate the the flight CN by a slight amount. The 
agreement in pitching moment is not as good, es- 
pecially at  Mach 10. Values from the ADDB are 
in-between the current data  and flight. The discrep- 
ancy between the current data and flight represents 
an movement in Cp location of 7.7 inches, or .6 % 
of the body length. I t  is probable that non-ideal 
gas effects are present. Also, recall that the flight 
data were corrected using ADDB control surface ef- 
fectiveness values. Body-flap effectiveness, AC, , at 
M ,  = 6 and 10 is compared to the preflight predic- 
tion in Figure 11. Reynolds number plays a small 
role on basic-body pitching moment a t  these Mach 
numbers, primarily affecting body-flap effectiveness. 
As just shown, predicted body-flap effectiveness is 
bounded by the current tests. While not duplicating 
the preflight data book, the current tests are in line 
with the results. Conventional hypersonic wind tun- 
nels (non-impulse) are therefore able to accurately 
describe the aerodynamics of this class of entry ve- 
hicles at  these low to mid hypersonic Mach num- 
bers. Proper determination of flight control surface 
effectiveness requires proper simulation of the state 
of the boundary layer (i.e. laminar, transitional, or 
turbulent). 

5 Computational Predictions 

Computational fluid dynamics (CFD) were used to 
examine differences between ideal gas and real-gas 
flowfields. Ideal gas flowfields can be duplicated in 
the wind tunnel, whereas in this study real-gas ef- 
fects were only simulated. Solutions for the modified 
orbiter geometry corresponding to wind tunnel and 
flight conditions were obtained a t  angles of attack of 
35,40,45 deg for body-flap deflections of 0 ,5 ,10 ,15 ,  
and 20 deg. The data  were interpolated for body- 
flap deflections of 16.0 and 16.3 deg, to compare with 
data presented from the wind tunnel tests. A more 
complete discussion of these results can be found in 
a paper by Weilmuenster ( ref 4). The predictions 
were in good qualitative agreement, although the 
code over-predicted CN by about 2.5 %. Differences 
in C, amounted to 1 % error in Cp location. In 
order ,to examine the differences in the flowfield that 
occur in flight, computations were carried out using 
finite-rate chemistry on the modified orbiter geome- 
try a t  flight conditions. As shown in Figure 12, the 
occurrence of high temperatures associated with this 
flight condition dissociates the flow within the shock 
layer such that the ratio of specific heats, y, defined 

here as h/e, is reduced from 1.4 in the freestream, 
to 1.3 immediately behind the shock to about 1.14 
near the body. In the nose region, y is reduced to 
about 1.12. The major effect of this change in y is 
a lowering of the surface pressure on the last 20 % 
of the vehicle. A plot of computed center-line sur- 
face pressure for wind-tunnel and flight conditions 
is given in Figure 13. Included are results from a 
solution at  a Mach number of 24 using an ideal gas 
value for y of 1.4. There is a small difference due to 
Mach number alone, but the largest difference is due 
to the lower y. The lower y results in the expansion 
on the aft end occurring to a greater degree, low- 
ering the pressure over a large area of the vehicle. 
It should be noted that the Orbiter geometry has a 
large influence on the magnitude of the real-gas ef- 
fects. The Orbiter has an expansion that starts at  
approximately 0.8L, which coincides with the largest 
planform area, and thus the greater expansion of the 
flow, relative to ideal gas flow, lowers the pressure 
over a large area. The impact of this reduced pres- 
sure on the aerodynamic coefficients is shown in Fig- 
ures 14 and 17. The lower pressure on the aft end 
causes a reduction in normal force and a nose up 
pitching-moment increment. The computed incre- 
ment in CN between tunnel and flight conditions is 
.062 and .048 for SBF = 0.0 deg and 16.3 deg, re- 
spectively. This agrees well with the delta found 
in flight, ACN = .059 (preflight ADDB-to-flight, 
STS-1). The increment in C, for SBF = 0.0 deg is 
0.040, which is larger than the increment found be- 
tween flight and pre-flight prediction. For the 16.3 
deg flap case however, the delta is 0.028, which is 
very close to that found between the preflight ADDB 
and flight. The difference in the two increments 
can be traced to greater flap effectiveness at  flight 
conditions. There are two reasons for the greater 
calculated flap effectiveness. The predicted separa- 
tion region in front of and on the flap is smaller in 
flight than in the wind tunnel, for the same length 
Reynolds number. Calculated streamline patterns 
in the region of the body-flap a t  both tunnel and 
flight conditions for two flap deflections are shown 
in Figures 15 and 16. The much smaller separation 
region for flight conditions is evident. In addition, as 
discussed by Weilmuenster the pressure rise on the 
flap was higher in flight than in the wind tunnel, but 
this was due to a combination of Mach and y effects. 
In fact, the lower y tends to reduce the pressure rise, 
but the higher Mach number in the shock layer in 
flight overcomes this. A solution at  M ,  = 24 (flight) 
but with y = 1.4 (ideal gas) was not obtained on 
the deflected flap configuration, thus a separation of 
these effects cannot be made. An analysis of control- 
surface effectiveness was performed after the first few 
flights of the Shuttle Orbiter. Both an elevon and 
a body-flap pulse maneuver were analyzed in terms 
of center-of-pressure location for predicted and flight 
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performance. W,hile the results were biased from the 
perfect correlation line, the conclusion was reached 
that flap effectiveness, as presented in the preflight 
ADDB, was predicted correctly. More analysis of 
this discrepancy is needed. 

6 High Mach Number Simulation 

Two facilities a t  Langley were used to examine the 
high Mach number flight regime, the 22-Inch Mach 
20 Helium Tunnel and the 20-Inch Mach 6 CF4 Tun- 
nel. The 22-Inch Helium Tunnel uses purified helium 
which behaves as an ideal gas with a y of 1.667. 
There are a number of advantages to testing with 
helium, the primary one being that very high val- 
ues of ReL may be generated a t  high Mach numbers 
without having to heat the gas to prevent liquefac- 
tion. For this study, the facility provided a close 
match of flight Mach and Reynolds numbers. How- 
ever, the flowfield y remained a t  y =1.667. The 
results from the helium tunnel tests showed a signifi- 
cant nose-down pitching moment compared to flight, 
which can be explained by y being higher rather 
than lower than ideal air. In addition, body flap 
effectiveness was reduced. Thus, testing in helium is 
inappropriate for the simulation of real-gas effects. 
The CF,  tunnel uses a heavy gas which has a y lower 
than ideal air to simulate this aspect of real-gas flows 
such as occurs in flight. The value of y in the CF4 
tunnel, around 1.15 in the shock layer, is close to 
that determined to occur in flight. A comparison of 
aerodynamic coefficients obtained in air and CF4 at 
identical values of Reynolds number and Mach num- 
ber is given in Figures 18 and 19. As can be seen, 
testing in a heavy gas decreases the normal force co- 
efficient and causes a nose-up pitch increment, when 
compared with results in air. The decrease in CN is 
0.046 for S B F  = 0.0 deg and .077 for ~ B F  = 16.3 deg. 
This decrement is approximately the same as the 
flight decrement and that determined by the CFD 
analysis . The change in C, is .029 for S B F  = 0.0 
deg and .027 for ~ B F  = 16.3 deg. 

This increment is the same as the flight-to-preflight 
increment, but unlike the CFD solutions, the incre- 
ment is the same for both the undeflected and de- 
flected body-flap configurations. For this configura- 
tion then, with an expansion region on the windward 
surface, the real-gas effects are closely approximated 
by testing in a heavy gas such as CF4 

7 ESA results and discussion 

7.1 Methodology 

The process of ground to flight extrapolation is the 
following : 

1. Definition of reference conditions in perfect gas 
hypersonic facilites. 

2. Reduction of aerodynamic uncertainties for 
these reference conditions through comparisons 
with results from different sources, both exper- 
imental and computational and analysis of all 
possible sources of errors ( shape inaccuracies 
in wind tunnel or CFD model, inadequate flow 
modeling, biased instrumentaion.. ). 

3. Transposition to flight : utilization of the same 
prediction method for the reference and flight 
conditions. 

4. Analysis of the differences in terms of flow 
physics between windtunnel and flight and 
derivation of the uncertainties in the process of 
transposition. 

5. Establishment of the preflight uncertainties in 
the predictions for flight conditions, as the sum 
of the uncertainties for the reference conditions 
and those due to the transposition process. 

The purpose here is to investigate to which extend 
the use of high enthalpy facilities can contribute to 
the validation of the real gas effects in this process 
of ground to  flight extrapolation. The %4 and HEG 
facilities represent two intermediate steps between 
the S4 perfect gas conditions and the flight condi- 
tions, on which CFD results can be cross-checked in 
the process of extrapolation to flight. 

The real gas effects which can be expected in each 
of these conditions are presented in figures 21 and 
22, in the form of dissociation level, equivalent y 
and Damkholernumber versus enthalpy, for flight 
and wind tunnel conditions, behind a normal shock 
wave (representing the stagnation point) and be- 
hind a 40 degree shock wave (representing the aft 
part of forebody) , assuming thermochemical equi- 
librium. The conditions are those following a typ- 
ical Orbiter trajectory. I t  can be seen from figure 
20 that the y effect appears for relatively moderate 
enthalpies, corresponding to flight Mach numbers of 
about 10. Indeed the analysis of flight results shows 
that, when. the Mach numbers increases, the pitch- 
up appears a t  Mach=lO and stabilizes at  Mach=16 
. The two high enthalpy facilities are in  the range 
of enthalpies representative of this gamma effect, 
and so should be quite representative of the pitch- 
up effect expected. This gamma effect, since it is 
a function of the derivative of the equation of state 
(C2 = dP/dp ) ,  appears as soon as deviation from 
perfect gas occurs, i.e. as soon as vibrational energy 
appears, which for oxygen is around 2000 K. 

Equilibrium dissociation levels are also significant in 
the ground facilities for oxygen; however for nitrogen 
only HEG can give a limited dissociation, and only 
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in the stagnation area. It must be recalled however 
that actual dissociation levels in the ground facilities 
could be much smaller due to the very low Damk- 
holer numbers. This means that finite rate effects 
can be expected to be significantly different between 
ground and flight conditions. 

The base line flight point chosen is the following: 

STS-2, time: 75620s 

Mach number: 24.3 

Altitude: 72.3 km 

Angle of attack: 39.40 degrees 

Elevon deflection: 1.70 degrees 

Body flap deflection: 14.90 degrees 

Computations and wind tunnel tests are performed 
for the following configuration: 

Angle of attack: 40 degrees 

Elevon deflection: 0 degrees 

Body flap deflection: 0 and 15 degrees 

Corrections for the slightly different angle of attack 
and deflections are introduced in the comparisons. 

For the purpose of analysis, the real gas effect is 
subdivided in three elements: 

the equilibrium chemistry effect, defined as 
the difference between results with equilibrium 
chemistry assumption and those with perfect 
gas,y=1.4 assumption. 

0 the effect of finite rate chemistry, defined as the 
difference between results with finite rate chem- 
istry and those with equilibrium chemistry. 

0 the effect of finite rate thermal relaxation de- 
fined as the difference between results with fi- 
nite rate chemistry and thermal relaxation and 
those with finite rate chemistry only. 

For comparison between flight and ground facility 
results, the effect of Mach number must be defined 
also, as the difference' between results obtained a t  
flight and ground facility Mach numbers, using the 
perfect gas, y=1.4 assumption. 

Computations have been performed with the corre- 
sponding modelling for the four conditions investi- 
gated here (S4 "blow down", F4 "hot shot", HEG 
"shock tube" and flight). The conditions are sum- 
marized in the table 2. 

7.2 High Enthalpy Simulation 

This chapter will cover both results from the nu- 
merical computations carried out on the Orbiter as 

well results from high enthalpy testing. The shape 
of both the Orbiter and Halis are described by CAD 
files provided by NASA. The geometry of the Orbiter 
includes accurate representations of all items except 
windshield and elevon gaps. The aircraft surface is 
represented with an unstructured triangular mesh 
made of 7000 nodes in the case of the Orbiter and 
6000 in the case of Halis. The volumic mesh is built 
by an advancing front method from the skin mesh, 
and is made of tetrahedras. Its unstructured nature 
facilitates the clustering of the mesh points in the 
shock layer. The volume mesh of the Orbiter con- 
tains 130000 nodes and that of Halis 113 000 nodes. 
In order to compute the flow field around models 
in high enthalpy facilities, it is necessary to first re- 
build the flow in the facilities' nozzle, since complex 
phenomena are awaited in these nozzles, and signifi- 
cant uncertainties exist in their prediction. The flow 
field is rebuilt using CFD, in which unknown param- 
eters, such as transition point of the boundary layer, 
are tuned in order to match measurements made at  
the nozzle wall and exit. The computed nozzle exit 
plane is then used as inflow conditions for the com- 
putations of the flow around the model. 

The computed pitching moment of the US Orbiter 
is represented in figures 23 to 26, and compared to 
experimental data. I t  is given for the flight center of 
gravity, angle of attack and elevon deflection, as de- 
fined in previous paragraph, and for 0 degrees and 
15 body-flap deflection. Ground facility and flight 
conditions are referenced in these figures by total 
enthalpy, which is the primary parameter control- 
ling the chemistry effects; however other parameters, 
such as pressure or Mach number also play a role, 
so that the data presented should not be interpreted 
as a direct pitch(entha1py) function, but rather as a 
pitch(rea1 gas effect) one, the scale for the real gas 
effect being qualitative. In figure 23 the pitch for the 
Orbiter with no flap deflection is presented for S4, F4 
and flight conditions, from computations with four 
different modelling (perfect gas, equilibrium chem- 
istry, finite rate chemistry, finite rate chemistry and 
thermal relaxation), and from experiment. In fig- 
ure 24 the same data is presented collapsed to its 
S4 value, which is the reference point. Consequently 
figure 24 illustrates best the transposition to flight of 
the pitch for the Orbiter with no flap deflection. I t  is 
seen that for flight conditions the major part of the 
real gas effect can be accounted for using equilibrium 
chemistry, finite rate chemistry effect being much 
smaller, and finite rate thermal relaxation playing 
no role. For F4 conditions the situation is different; 
because of the much smaller Damkholer number the 
finite rate effect roughly divides by two the equilib- 
rium chemistry real gas effect. It is seen also that the 
computational and experimental results agree best 
on the S4 to F4 transposition if the flow is assumed 
to be in equilibrium. 
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In figures 24 to 26 the comparison of results for 
different conditions, and transposition to flight, are 
presented for the case with 15 degrees body flap de- 
flection and for the body-flap efficiency, using the 
same method as for the 0 degree case. In figure 26, 
again, the same data  as from figure 24 are shown 
but collapsed to its S4 value. 

It must be recalled however that the computations 
have been performed with an Euler code, and that 
although a viscous correction, derived from previous 
studies (ref 2), has been introduced, the objective 
here is not to predict the control surface efficiency 
itself but the effect of air dissociation on this effi- 
ciency. 

I t  is seen on figures 25 and 26 that the pitching mo- 
ment for HEG conditions is lower than for F4 con- 
ditions, i.e. that  the ”real gas effect” on pitch in 
HEG is lower than in F4; this is somewhat surpris- 
ing but could be explained by the evolution of the 
”equivalent y” with enthalpy, figure 22, which is not 
monotonic. Figure 26 shows the body flap efficiency 
defined as the ratio of the pitching moment differ- 
ence between bodyflap 15 degree and 0 degrees with 
the corresponding difference as obtained in the ref- 
erence S4 conditions. I t  can be seen that the flap 
efficiency is much higher in flight than in F4, sug- 
gesting that not just Reynolds but also y and local 
Mach number play a role. 

Pressure coefficient distribution along the windward 
centerline are presented in figure 28 for S4, F4 and 
HEG conditions and for the non deflected body-flap 
configuration. These distributions confirm the pitch 
up described in the previous chapter since one can 
notice between S4 and F4 a small pressure coefficient 
increase at the nose and larger decrease a t  the rear. 
Less difference are visible between S4 and HEG, in- 
dicating that the pitch up would be smaller. 

The pressure distributions obtained for the four con- 
ditions investigated are presented in figures 29 to 
32, and compared to experimental data in figures 33 
to 35. The real gas effect is very local, and occurs 
mainly in the expansion and secondary compression 
areas, i.e. in front of the body flap and at the lead- 
ing edges / corners of the fuselage and wing, so that 
only the pitching moment is significantly affected by 
the real gas effect (lift and drag changes are small). 

7.3 Ground to flight transposition 

7.3.1 Reference ”cold” uncertainties 

The rebuilding of the cold reference point is an im- 
portant part of the ground to flight extrapolation 
process, as presented in the introduction. In order 
to reduce the uncertainties to a minimum, it is nec- 
essary, in the framework of a design study, to per- 

form mesh refinement studies, and to compare the 
results coming from a large number of sources. Also 
all differences and inaccuracies in the shape must be 
tracked and accounted for. 

Such a study, which is quite lengthy, has been per- 
formed for Hermes (ref 2); here our main effort is on 
the transposition process, and the uncertainties on 
the predictions for the reference point, although rea- 
sonable, could be further reduced: the discrepancy 
between CFD and experimental results in terms of 
pitching moment is equivalent to  a 3 degree deflec- 
tion of the body-flap; on the body-flap efficiency it 
is 6 %; on the heat fluxes it is very small except on 
the nose part of the aircraft where it reaches 20%. 
The wind tunnel results are in good agreement with 
the computations, in terms of pitching moment, so 
that the remaining discrepancies between CFD and 
experiment are due to insufficient griding or more 
probably to small inaccuracies in the CFD shape. 

7.3.2 Influence of real gas effects 

For the flight point chosen the real gas effects can 
be decomposed in the following way ( 0 body flap 
deflection ) : 

0 Effect of mach number :+ 0.0045 

0 Effect of equilibrium chemistry : + 0.038 

0 Effect of finite rate chemistry : - 0.0055 

0 Effect of finite rate thermal relaxation :+ 0.0007 

0 Total real gas effect : 0.0332 

On the control surface efficiency, the real gas effect 
can be decomposed similarly (excluding coupling be- 
tween chemistry and viscous interactions): 

0 Effect of Mach number : - 1% 

0 Effect of equilibrium chemistry : + 26% 

0 Effect of finite rate chemistry : - 4% 

0 Total : + 22% 

7.3.3 Assessment of uncertainties 

The effect of equilibrium chemistry on pitching mo- 
ment is of the same order of magnitude in F4 and 
flight conditions; also better agreement is obtained 
between CFD and experiment in F4 if equilibrium 
flow is assumed. The effect of finite rate chemistry 
and thermal relaxation is not validated a t  this stage. 
However in flight these elements only contribute to 
15 % of the real gas effects; consequently the uncer- 
tainties they induce are quite small. In the present 
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Nature Contribution 
to  real gas 
effect,% 

Equilibrium 115% 

Intrinsic Contribution 
uncertainty,% to global 

8% 9.2% 
uncertainty 

chemistry 
Finite rate 

Total 

Table 1: Total uncertainty on the real gas effect 

-15% 50% 7.5% 
100% 16.7% 

exampe , the dispersion on real gas effect on pitch- 
ing moment between experimental results and CFD 
results obtained with equilibriun chemistry is 8 % 
for the case with no body flap deflection and 13 % 
for the case with 15 degree body flap delection. ( 
This latter number includes dispersion due to ap- 
proximate representaion of viscous interactions) If 
the uncertainty of the effect of finate rate is taken 
arbitrarily to be 50 % , then the total uncertainty 
on the real gas effect can be estimated as follows in 
table 1. The total uncertainty is the sum of an 8 % ( 
13 % for the case with 15 degree deflection) disper- 
sion for equilibrium chemistry applied on the 115 % 
of the total real gas effect and an 50 % dispersion 
applied on 15 % of the total real gas effect, and so 
is globally 17 % ( 22 % for the 15 degree body flap 
case). 

The figures above for dispersion can be reduced 
through the use of Navier Stokes equations due to 
improved representation of viscous interaction ef- 
fects. 

The mentioned 17 % uncertainty on the orbiter pitch 
is equivalent to a 1.9 degree body flap deflection, 
which is coherent with a discrepancy between flight 
data and prediction equivalent to a 1.3 degree de- 
flection. 

8 SYNTHESIS AND CONCLUSION. 

A study was undertaken. a t  the Langley Re- 
search Center to resolve the cause of the ”pitch-up 
anomaly” observed during entry of the first flight 
of the Shuttle Orbiter. At high Mach flight condi- 
tions a reduction in specific heat ratio occurs due to 
high temperature effects. The primary effect of this 
lower specific heat ratio within the flowfield of the 
Orbiter is lower pressures on the aft windward ex- 
pansion surface of the Orbiter, relative to those de- 
duced from hypersonic wind tunnel tests with ideal 
or near ideal gas test flows, and thus a corresponding 
nose-up pitching moment. Computationally, good 
agreement with the flight aerodynamic coefficients 
was obtained with the flap deflected to approxi- 
mately 16 deg. Testing in a heavy gas in the 20-Inch 
Mach 6 CFq Tunnel gave a good simulation of high 
temperature effects as the aerodynamic increments 
and flap effectiveness were in good agreement with 

flight results. The overall agreement between flight, 
computational solutions a t  flight conditions (laminar 
boundary layer, continuum flow regime), and mea- 
surements made in the CF4 tunnel was quite good. 
This study has demonstrated a preferred approach 
to test high fidelity models in conventional facilities 
to provide base-line data for design; combined with 
the use of the heavy gas facility for the simulation of 
the high temperature effects. Complementary CFD 
to be used for substantiating these results as well as 
to provide information a t  flight conditions. 

AT ESA, through Dassault Aviation, a procedure 
to validate ground to flight extrapolation of re-entry 
aircraft aerodynamics has been proposed and imple- 
mented in the case of the Orbiter, using European 
high enthalpy facilities. Encouraging results have 
been obtained for force coefficients, leading to a pos- 
sible method to significantly reduce the uncertainties 
in the transposition to flight and in particular the 
uncertainties associated with real gas effects. 
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TUNNEL Mach no. 

20-in. Ma& 6 

31-in. Mach 10 10.0 

20-in. Mach 6 CFa 1 6.0 

- 
Scale 
0.004 
- 

0.0075 

0.0075 

0.004 

Re,, lo6 
0.2 
1.7 
0.4 
0.8 
1.6 
6.1 
0.4 
0.9 
1.8 
0.2 

125 

720 
1450 

I 1.22 I 1600 I 800 

Table 2: NASA LARC facilities for Orbiter testing 

MODEL SCALE 
MACH NUMBER 

Hi/RT 
Rea.PRESSURE(bar) 

ALTITUDE(km) 
REYNOLDS( 

MEASUREMENTS 
PL/V 106 

ONERA S4 MA 
BLOW DOWN 
1/90 
10 
14 
25 

6. 
3.6 
FORCES 
PRESSURE 
HEAT FLUX 

- 
Tt('F) 
780 
470 
400 
425 
450 
475 
1350 
1350 
1350 

__ 

ONERA F4 
HOT SHOT 

8 
160 
280 

0.3 
0.044 
FORCES 
PRESSURE 
HEAT FLUX 

1/90 

DLR REG 
SHOCK TUBE 

10 
280 
450 

1.2 
0.12 

PRESSURE 
HEAT FLUX 

1/90 

Table 3: ESA facilities for Orbiter testing 

FLIGHT 

111 
24 
330 

72 
10 
0.28 
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Figure 1: Effect of Renumber on Shuttle Or- 
biter on CN for body flap 0 degrees 

Figure 2: Effect of %number on Shuttle Or- 
biter on C,,, for body flap 0 degrees 

Figure 3: Effect of &number on Shuttle Or- 
biter on C.N for body flap 16 degrees 

Figure 5: Oil f 
~ 

)r Re,. = 0 . 4 ~ 1 0 ~  

Figure 6: Oil flow for Rer. = 0 . 8 ~ 1 0 ~  

I 

Figure 4: Effect of Renumber on Shuttle Or- 
biter on C, for body flap 16 degrees 

Figure 8: Oil flow for Rer. = 3.2~10~ 
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Figure 9: Comparison of CN for present cal- 
culations with ADDB and flight 

Figure 13: Computed centerline surface prek 
sure for modified Orbiter 

Figure 14: Comparison of modified Orbiter 
CN at wind tunnel and fliEht conditions Figure 10: Comparison of C, for present cal- 

culations with ADDB and flight 

Figure 11: Comparison of flap efficiency for 
present calculations with ADDB and flight 

Figure 12: Computed variation of 7 in wind- 
ward flowfield of modified Orbiter 

\ 

Figure 15: Calculated surface streamline pat- 
terns in vicinity of body flap at wind tunnel 
conditions 

4s 

Figure 16: Calculated surface streamline pat- 
terns in vicinity of body flap at flight condi- 
tions 
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Figure 17: Comparison of modified Orbiter 
C, at wind tunnel and flight conditions 
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Figure 18: 
aerodynamics in air and CF, 

Comparison of Shuttle Orbiter 

M 4. Y Re, 
ase X10' 

5.9 0.0 1.40 0.2 - 6.9 0.0 1.12 0.2 
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Figure 19: Comparison of Shuttle Orbiter 
aerodynamics in air and CF4 
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Figure 23: Pitching moment of the Shuttle 
Orbiter with 0 degrees body flap deflection 

t mnaon.numn 
A Em-", 

Figure 2 4  Pitching moment evolution of the 
Shuttle Orbiter with 0 degrees body flap de- 
flectja 

Orbiter-15 dag. body flap deflection O.MOE Pitching moment (C,) 

. 

Figure 25: Pitching moment of the Shuttle 
Orbiter with 15 degrees body flap deflection 
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Figure 28: Centerline pressure coefficient d i s  
tribution on HALIS 



Figure 29: Pressure coefficient distribution for 
S4 conditions 

Figure 30: Pressure coefficient distribution for 
F4 conditions 

Figure 31: Pressure coefficient distribution for 
HEG conditions 

Figure 33: Pressure distribution on the sym- 
metry line of HALIS, compared to experimen- 
tal data, at S4 Conditions 

\ 

h 

Figure 3 4  Pressure distribution on the sym- 
metry line of HALIS, compared to experimen- 
tal data, at F4 conditions 
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Figure 35: Pressure distribution on the sym- 
metry line of HALIS, compared to experimen- 
tal data, at HEG conditions 

Figure 32: Pressure coefficient distribution for 
flight conditions 
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1. INTRODUCTION 

Thc development of future vehicles with sustained 
hypersonic night using air-breathing andor mcket 
propulsion, will require new knowledge and 
technologies which are not yet available and therefore 
not validated. One of the mandatory next steps before 
entering prototype work will be to perfolm flight tests 
in order to investigate the topics which can not be 
studied on ground. 

The present scenario in US (HyTeCh, X 33, X 34, ..J, 
Japan (Orex, Haex, AUlex, ... ) andEurope including 
Russia shows worldwide efforI in exploring the need 
for flight testing advanced technologies flying at 
hypersonic speed. This need will be even more 
evident for future space launchers if reusability is 
required. In that cas?, this will manda~orily lead to a 
nstepby-step)) appmach by night testing 
technologies using appropriate flying test beds. Air- 
breathmg propulsion is still. of course, most 
challenging due to the prohlems of engine I airframe 
integration and to the lack of night data during 
engine operations at hypersonic speed. Even for fuuy 
reusable rocket propulsion, a lot of uncertainties must 
be still necessarily decreased before starting 
development of a future advanced transportation 
m. 
The NASA Hypersonics X-Vehicle Pmgram, smted 
in 1996, shows the logics and the programmatics for 
the development of a scramjet propulsion engine 
(Fig 1). First small scale testing like the inlet and the 
comhustion chamber leads to the development of a 
full scale engine which will be tested integrated on 
the full scale flying test hed in a large wind tunnel, 
More flying finally as a <( passenger )) on already 
existing vehicles providing the requid acceleration 

K&re 1 
US Hypersonic X-Vehicle Program 

Also for vehicles without air-bmthing engines, a 
most impressive flight testing approach is undertaken 
by Japan (Fig 2). OREX, ALFLEX and “FLEX 
have already flown sucessively and the first flight of 
HOPE-X, rocket boosted is foreseen in 2OOO. For the 
foture spaceplanes, a new R&D program based on 
other flying test beds is being established by Science 
and Technology Agency. 

Figure1 
Japanese Flight Testing Approach 

2. VEHICLES FLYING EYPERSONIC SPEED 

In order to assess the needs for flight testing, all 
presently foreseeable potential applications of future 
hypersonic vehicles have to be idenmed and 
compiled as exhaustively as possible. Among the 
potential applications, the following ones are shown 
in the next tigum. 

The first one (Fig 3) presents an AEROSPATIALE’s 
project of hypersonic reconnaissance vehicle: the 
range is approximatively 2 000 km for a flight in the 
Mach 6 - 8  range. 
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Figure 3 
AEROSPTIALE’s Hypersonic Reconnaissance 

Vehicle 

Paper presented at the AGARD Symposium on “Fuhwe Aerospace Technology in the 
Service of the Al/iance”, held at the Ecole Polyechnique, Palaiseau, France, 

14-17 April 1997, and published in CP-600 Vol. 3. 
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Some civil applications are presented on Figure 4. It 
shows some selected examples for reusable space 
launchers which are currently proposed and 
investigated in different programs around the World. 
Hprsonic atmospheric flight is also for fully rocket 
propelled space transport systems very important 
during re-entry and return flight to the landing site. 
In these projects, SSTO and TSTO vehicles are 
equally considered and, also, all the possibilities of 
vertical or horizontal take-offs and landings. 

-.=".-4 
Reuseable Space Launch Vehicles 

On Figure 5, launch systems with a first stage using 
an air-breathing propulsion are shown; obviously, the 
second stage, if it is existing, has to be propelled by 
rockets. According the staging Mach number 
(subsonic, supersonic or hypersonic), various options 
are highlighted and the air-breathing engines are 
respectively: turbojets, ramjets and scramjets. Due to 
their cruise capabilities, some of them have also 
military relevance in the near future for 
reconnaissance and surveillance. 

Figure 5 

order to give a payload. Obviously, the reusability 
introduces also new constraints. Others presentations 
of this AGARD meeting such as (( System Challenges 
for Hypersonic Vehicles >) by JL HUNT, A WAGNER 
and G LARUELLE, give more details concerning the 
critical key-technologies, common to all future 
vehicles flying with hypersonic speed. Some of these 
key-technologies can be developped on ground but 
many limitations impose a complementary flight 
testing approach. 

Without a decision on a specific future hypersonic 
flight vehicle and More starting the development of a 
full scale prototype, appropriate test vehicles must 
demonstrate various topics such as: 

- reuseability (e.g. with respect to engines, structure, 

- horizontal (unpowered) landing technology, 
- reliable design tools, 
- heat resistant materials and structures, 
- heat management technologies, 
- cryogenic technologies, 
- operational aspects (e.g. RAMS), ... 

Figure 6 concerns an example for the reliability of 
prediction tools with the US Space Shuttle. The 
validation of prediction and design tools in real flight 
environment (e.g. for aemthennodynamics, struchual 
integrity and propulsion performance) is of utmost 
importance for future designs. This Figure shows the 
d a c e  temperature. Transition has to be predicted 
with high accuracy, otherwise it may occw at 
different location which leads to complete different 
levels of drag and temperature and so to over- or 
under-estimated thickness (therefore weight) for TPS. 
The fmt item may have a severe impact on the 
predicted cruise capability, and the second results in a 
considerable increase of gross take-off mass. 

subsystems,...), 

Figure 6 
Temperature and Heatflux Prediction Tools 

Air-breathing S p s e  Launch Vehicles 

3. CRITICAL <( KEY-TECHNOLOGIES >> 



to an unacceptable situation with respect to safety of 
the vehicle during the first flight. 

Tdm and ConW 

Figure 1 
Trim and Control Prediction Tools 

The reusability of materials and srmctures in hot 
environment has to be demonstrated by flight testing 
in the real atmosphere and on a representative 
geometry. As Figure 8 shows, temperature up to more 
than 1 400°C will occuf along the trajectory on the 
windward surface of this FESTIF' FSS 1 project. 

Figure 8 
Heat Resiatant Materials and Structures 

If an air-breathing propulsion system is chosen, the 
integration of the engine with the airframe is the most 
challenging technolosy with respect to installed 
thrust (Thrust - Drag) and to longitudinal trim and 
control. For the first item, Figure 9 shows with an 
example that the installed net thrust is a small term 
resulting h n  the difference of two large ones; 
without a high accuracy for the prediction of the 
various wmponents, the acceleration capabilities are 
diacult to foresee, in particular in t r ~ n i c  flight. 
Another challenge appears on this figure with the 
longitudinal trim and control along the trajectory, 
versus the flight Mach number; the nonaxisymmeuic 
integration of the propulsive system requires a SERN 
n o d e  which results in large Mach number 
dependent thrust induced pitching moments which 
have to be balanced by the airplane design as the left 
part of Figure 9 shows. 

4. CLASSES OF FLYING TJCST BEDS 

A European group including Russia has worked on 
the possible flying test beds which must be considered 
in order to prepare future reusable space launchers; 
the partners were CIAM and TsAGI for Russia, 
DASA for Germany and AFROSPATIALE for 
FranCe. 

This first analysis has shown that three main classes 
of flying test beds can be identified (Fig IO): 

- existing missiles or (air-launched) target drones 
aiming at only few carefully selected specific flight 
test objectives (generally with axisymmetric bodies 
and limited Mach number range), 

- autonomous small research vehicles (typically 1 to 
5 tons) launched by available rocket boosters and 
capable of gliding flights, 

- autonomous large multi-purpose vehicles (typically 
20 to 50 tons) with self acceleration capabilities, 
but which can be launched from an air&. 

Figure 10 highlights the fact that, even the use of 
existing small vehicles is expensive in an in-flight 
approach and with limited results. At the opposite, 
large vehicle can give nearly all the neccessary data 
but only on one con6guration and at very high cost. 
The intermediate class seems a good compromise at 
the vresent time, in a uhase without determined 
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RADUGA D2 (Fig I I ) ,  launched from a Russian 
Tupolw M22 is an example of the first class for the 
use of an existing flying test bed to perform 
(( passenger r-type experiments. Even unmodified, 
only equipped with appropriate instnunentation, this 
vehicle can provide data at low cost for some of the 
already mentioned hypersonic test objectives, 
especially for providmg aerothermcdynamic data 
heaaluxes, transition, ... 

Figure 11 
Russian RADUGA D2 

The next figure recalls lhat these small flying test 
beds can be theoretically launched with various 
means in order to reach the quired Mach number: 

supersonic carrier, such as American SR71, 
subsonic carrier and parachute dragging, 

- if the vehicle is small enough versus the booster, it 
can be lacated in the booster's nose fairing (this 
leads to a classical launch of the existing booster 
without complementary studies), 

- if not, the flying test bed is located just on the top of 
the booster (in that case, the launch phase requires a 
more detailed analysis as the bwster is not 
validated for such a configuration). 

According the booster capabilities, a suborbital flight 
is possible or not. All the measurements are possible 
during a gliding phase, continuously or step by nep at 
approximatively constant Mach numbers; small 
engines can be used sometimes during Ib is phase in 
order to keep constant flight parameters or new 
engines can be validated. The advantage of th is  
concept is based on the first validation of the glider 
(without propulsion) then of the propulsion in the 
decceleration phase, without any constraints 
concerning the thrust - drag balance. Thrs point is 
essential at the step of validation of a new engine. 
Parachutes are used for the recovery phase. 

Mub I, "*.a I.-"#- 
,A*mp,$*,r. C I A M  - Y M  *I**' ' - vertical rocket booster, 

- hallwn dropping (n fake-type n). , * b y l * * l  
Advantages and drawbacks are highlighted on this 

'1 
L b  

Figure 17. 
Launch Alternatives 

Figure 13 shows two projects concerning the second 
class of flying test beds, the first one a EDITH H is 
designed by AEROSPATIALE for fight up to 
Mach8 approximatively and the second one 
<( IGLA )) by CIAM and NPO Mash in Russia. This 
last one can attempt Mach numkr over 15. The next 
figure represents the trajectories for this second class 
flying test beds. A rocket booster is used for a vertical 
lift-off; then, the flying test bed is separated. Two 
solutions can be proposed depending on the relative 
flying test bed size: 

Figure 13 
Intermediate Class Flying Test Beds 

" S u a  malLr 

L.7- b- 
I' 

-.- c 

Figure 14 
Intermediate Class Flying Test Bed Trajectory 

In the FESTIP Program, an overview of possible 
flying test beds has been given. Figure 15 shows some 
examples of the main vehicles studied for 
demonstrating reusable rocket technologies, 
materials, structures and operations. We find again 
three classes according the number of rocket engmes. 
A progressive approach is envisaged with small 
vehicles at the beginning, then a large vehicle for 
reusability study flying at moderated Mach number 
(- 4) in a first step, then above (- 8) in a second one 
with adjunaion of complemenmy boosters. 
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In-Flight Experimental Vehide Experimental Vehide 
Experimentation: (Booster needed for Ma,) (Baseline Configuration) 

Figure 15 
FESTIP Approach 

In conclusion, the need of flight testing is accepted by 
all the countries which are preparing the future space 
launchers, as shown by the current international 
context: 

- several programs in US, 
- flight testing going on in Japan, 
- proposals performed in the frame of FESTIP by 

- bilateral proposals available in a French-Russian 
some European countries, 

context. 

Most of current proposals and programs are facing 
cost difficulties, so an international cooperation is 
necessary in order to engage flight testing, mandatory 
step for the preparation of future hypersonic vehicles. 

5. CONCLUDING REMARKS 
6. REFERENCES 

For the preparation of the future, at medium and long 
term, research in hypersonics is mandatory and must 
be ambitious in front of this large challenge. 
Obviously, a very large part of this work must be 
performed on ground. Experimental and theoretical 
approaches must be performed in parallel, but with 
continuous data exchanges. 

In flight tests are also mandatory because on ground 
tests have various limitations. Large test facilities are 
very expensive (buildings, test benches, energy for 
tests, ...) and consequently the size of models are 
limited. There are also some technological 
constraints: 

- size limitations taking into account high pressure, 

- limitation of available power, 
- limitation in test time taking into account required 

high temperature, . . . 

storage volumes. 

We can add some physical limitations for hot air 
simulation with characteristics which are not 
representative of the flight (i.e: water vapor, ...), and 
human constraints giving limitations due to safety 
issues (i.e.: hydrogen in.a confined space, ...). 

Obviously, flight testing may also not allow to solve 
all problems which cannot be studied on ground, 
because it also has some limitations: 

- depending on the experimental vehicle type, 
- in function of the possible measurement techniques 

- in particular, for an accurate determination of flight 
(external and on- booard), 

environment (Air Data System). 
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NASA Hypersonic X-Plane Flight Development of Technologies and 
Capabilities for the 21st Century Access to Space 

John W. Hicks and Gary Trippensee 
NASA &den Rinht Research Center 
Code P/M.S. D-2702, P.O. Box 273 

Edwards. CA 935230273. USA 

ABSTRACT 
A new family of NASA experimental aircraft (X-planes) is 
Wig developed to uniquely, yet synergistically tackle a wide 
class of technologies to advance low-cost, eflicient access to 
space for a range of payload classes. This family mcludes two 
non-&-breathing rocket-powered concepts, the X-33 and the 
X-34 aireraft, and two &-breathing vehicle concepts, the 
scramjet-powered Hyper-X and the rocket-based wmbmed- 
cycle Right vehicle. This report describes the NASA vision for 
reliable, reusable, fly-to-orbit spacecraft in relation to the 
mmnt  space shuttle capability. These hypersonic X-plane 
programs, their objectives, and their status are discussed. The 
respective technology sets and Eight program approaches are 
compared and contrasted. Additionally, the synergy between 
these programs to advance the entire. technology front in a 
uniform way is discussed. NASA’s viavof thevalne ofm-Right 
bypersomcexpenmentation and technology development to act 
as the ultimate crucible for proving and accelerating 
technology readiness is provided. Finally. an opnion on end 
technology pmducts and space acccss capab 
Zlst century is offered. 

1. NOMENCLATURE 
ALT 

ATD 

CAN 

CFD 
DuD 

DFRC 

ELV 
FADS 

GPSlDGPS 

m 
INS 
JSC 

KSC 

LaRC 

LOX 

MSFC 

approach and landing test 

advanced technology demonstrator 

Cooperative Agreement Notice 

wmputahonal fluid dynamics 

Department of Defense 

Dryden Flight Research Center, Edwards, 

expendable launch vehcle 

flush erdata system 

Werential global positioning satellite system 

high-temperature tunnel 

memal navigation system 

Johnson Space Center. Houston, Texas 

Kennedy Space Center, Cap Canaveral. Florida 

Langley Research Center, Hampton, V i  
a propellant nuxture composed of liquid 

Marshall Space Flight Center, Huntsville, 

Califorma 

hydrogen and oxygen 

Alabama 

NASP 

NRA 

osc 
PTO 

RBCC 

m 
RLV 
SCA 

SSTO 

STS 
TPS 

TSTO 

WSMR 

National Aerospace Plane 

NASA Research Announcement 

Orbital Sciences Corporation, Dulles, Virginia 

Participating Test Organization 

rocket-based combined-cycle 

Responsible Test Organization 

reusable launch vehicle 

Shuttle Carrier Aircraft 

single stage to orbit 

Space ltanspomtion System 

thermal protection system 

two stage to orbit 

White Sands Missile Range, New Mexico 

2 INTFlODUCTION 
Through its Department of Defense (DuD) and National 
Aeronautics and Space Administration‘ (NASA) joint 
experimental aircraft programs. the United States has striven to 
develop advanced aircraft technologies and push the frontiers 
of flight through the use of unique, experimental aircraft. Since 
the X-1 beginning in 1945. these aircraft have been designated 
“X.” These nonproduction, nonmission-oriented flight vehicles 
were designed to be one-of-a-kind flying laboratories that 
focused on solving special fight problems or developing 
specific technologies that might or might not find their way 
onto fuhue applications. High risk and tailored to the special 
aeronautics problem at hand. these X-planes tackled 
aeronautics firsts, such as breaking the sound harrier, achieving 
supersonic and even hypersonic manned Right to better than 
Mach 6.0, and reaching altitudes in excess of 103,000 to 
303,000 ft (ref 1). Technology firsts included variable-sweep 
wings. forward-swept wings to supusonic speeds, advanced 
metallic alloys for primary structure, gimbaled jet and rocket 
engines, and numaous other never-before-flown technologies. 

3. NASA SEUlTLE AND THE QUFST 
During the 1950’s and 1960’s. the US. relied heavily on 
expendable launch vehicles (ELV) to launch a variety of 
payloads and humans into Earth orbit. This expensive launch 
mode limited payload size and weight because of rocket 
payload bay sizes and, most impomntly, payload weight 

Paper presented at the AGARI) Symposium on “Future Aerospace T e c h l o g y  in fhe 
Service of rhc Alliance”. hekd ai ihe Ecole Poiytechnique, Palaiseau, France, 

14-17April 1997, and published in CP-600 Vol. 3. 



fraction available. Required propellant fractions of up to 
89 percent of the launch weight of the vehiclenahually limited 
what weight fraction could be made available for payload, 
which amounts to approximately 1.0 to 2.5 percent at liftoff. 
Launch operations were extensive and complex, resulting in 
large manpower requirements at fixed launch sites. 

Starting in 1963, NASA began to develop the space shuttle as a 
means of providing recoverable, reusable launch capability 
with large payload size and lift performance (fig 1). 'Ibis goal 
was successfully realized in 1977 when NASA carried out its 
approach and landing test (ALP series of the space shuttle atop 
the Boeing 747 Shuttle CvTier Aircraft (SCA) (fig 2). This 
shuttle prototype, the Enferprisc, was not spaceworthy. 
Launches were limited to subsonic speeds at altitudes of 
25,000 ft to test its low-speed recovery characteristics and 
landing techniques. The first orbital launch of the shuttle 
Space Transportation System (STS-1) involved the Columbia 
inmid-April 1981. 

b 

Figure 1. NASA ehutUe lending. 

F f Q G  41444-0' 

Figure 2. NASA ehmle on the W n g  747 ShuHIe Carrier Aircraft. 

Although reusable. the aircraf-like shuttle can not takeoff and 
accelerate by itselfto orbital egcape velwity. It still requires lift 
to orbit by the expendable main propellant tank along with two 
solid meket boosters side-mounted to the main propellant tank. 
Tl~seboostets arerecoverableafteroceansplashdownandare 
reusable after refurbishmeat. Fipt 3 shows the total launch 

r -" 

flgure 3. ShutUa launch wnflguratlm. 

configuration. Free-Right m v e r y  of the shuttle upon return 
from orbif is normally accomplished at either the Cape 
Canaveral launch site at the NASA Kennedy Space ccnter 
(KSC) in Florida or at the Dryden plight Research Center 
@FRC) at Edwards Air Force Base in California. 

With mostly 1960's and early 1970's capabiities. the rapidly 
aging shuttle B e n  is technologically out-of-date, costly. and 
labor intensive to opemte. Thousands of people are requked 
at KSC, Johnson Space l h t m  (JSC) in Houston, Texas. 
and other facilities to conduct launch and space operations, 
including recovery back to Earth. Launch costs are 
controversial and subject to the cost-accounting methodology. 
Each launch has been estimated to cost at least $400 million, 
resulting in payload costs of $7000 to $8000 per pound This 
is w y  comparahle to the historical ELV experience as shown 
in table 1 (ref 2). An objective of ti~m reusable launch 

Table 1. Expecdahle launch vehicle payload costs in 1994 
dollars (ref 2). 

Launch Pavload to 160 am. PaVlOad. 
~~ ~~~ ~ 

vehicle due East, El b h  
Delta 10,100 3%0 

Atlas Centaur 18,100 6077 
Titan m 27,000 4815 
Titan Iv 44,400 4054 
M a n e  21,000 5238 

Long March 15,200 1646 
Roton 38,000 1974 
Zenit 28,ooo 2500 

satumv 270,000 4241 
250,000 2533 INT 21 

~ ~~~ ~~ 
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vehicles 0, such as the X-33 Advanced Technology 
Demonstrator (ATD), is to reduce payload costs by a factor 

pound Launchandflightoperationsfortheshuttlearecomplex 
and extensive, resulmg in less-thandesirable flight tunuuound 
or launch rates with 4 vehicles of at best approximately 8 to 
10 launches per year (ref 3). 
The NASA desire to cany out its space mission "faster, better, 
cheapa;' as theNASAAdministrator has phrased it, has 
encouraged the agency to not only look for reduced cost and 
simplified launch systems but also to avoid heavy reliance on 
supplemental boost systems to cany the flight vehxle to orbit. 
The NASA goal for RLV's has become a class of self-boosting 
flight vehcles s d a r  to aircraft which can carry a range of 
payload types and weight classes to orbit on their own and 
return to Earth to a horizontal landing. These activities are to be 
performed with much smaller launch crews, with more rapid 
turnaround times, and at greatly reduced costs. The cnacal 
operations cost reductlon issues for these IUVs is to achieve 
high "ondemand" launch frequency, such as the shuttle's 
original 25 to 50 ll~ghts per year goal, and high launch 
rel~abiity~ better than 98 percent 

The multi-stagetoorbit shuttle conliguralion has an intended 
operatiunal cycle only to the turn of the century (approx- 
imately 2012). In recent years, studres have b e n  conducted to 
replace its complex, expensive operation with either single 
stage-toorbit (SSTO) or two-stage-ro-orbit (TSTO) systems 
that can reduce operational and thus payload costs by a 
minimum of one order of magnitude. Based on available or 
envisioned technologies expected within the next couple of 
decades, numerous national and international shuhes proved 
mconclusive as to whether SSTO or TSTO IS the most 
ecouomcaUy viable approach for the foreseeable fuhue over 
the range of reqlured payload weights. For example, the 
X-33 ATD is an SSTO concept with large payload potential, 
and the X-34 a i d  is aTSTO concept for small payloads 

of 10 U1 better to ulflrnately approxlmately sm to $300 per 

with two stages within the X-34 configuration itself, air- 
launchedhmanL1011 aircraff. 
The US. National Aerospace Plane WASP) X-30, begun 
in 1985, was an attempt to develop an SSTO concept using 
multiple propulsion cycles centered around the dual-mode 
ramjetscramjet (fig 4). Rather than an incremental technology 
and flight research program. the X-30 was an attempt at a full- 
scale operational prototype vehicle system development. This 
program tried to encompass the complete development range 
from almost basic research to prototype flight test of the X-30 
for SSTO within a single program and time frame. The goal 
was to achieve first flight by the early 1990's. However, it soon 
became apparent that the @red air-breathing technology 
set was much too large and evolving at different stages to 
achieve a mission-capable vehicle even by the beginning of 
the 2lst century without a massive national effort. 

livo things were clear from the legacy of the NASP program 
when it was canceled in November 1994. First and foremost 
was the realization that a great deal of development work on 
scramjet propulsion systems, materials, other system, and 
thermal management needed to be completed before a vehicle 
similar to the X-30 could be built. A large part of this 
development involved the complex engineairframe integration 
technology. The crucial ingredient of early flight test and 
demonstration of incremental subsets of the needed 
technologies, beginning with the scramjet itself, would be 
required before going to a full vehicle system development 
program. Finally. an operational, next-generation, reusable 
launch system would be needed in the meantime by the 
beginning of the 21st century to replace the aging shuttle until 
the air-breathing access-to-space technology set and vehicles 
could be developed. 

For the hypersonic speed regime, a near-term solution could 
only mean non-air-brearhing rocketry in vehicles with 
improved system performance. reusability, reliability, and 
much lower operational costs. This need led to the idea to 
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develop the X-33 and X-34 concepts by the end of the 
20th century for go-ahead decisions for operational versions 
early in the Zlst century. 

3.1 Today’s Appmaeh Behind NASA’s X-Plane 
Aweas-to-Space Family 
The US.  National Space Transportation Policy (ref 3) directs 
NASA to lead the technology development and Right 
demonstration of next-generation, reusable STS’s. The 
objective is to support government and private sector decisions 
for operational to -M-orbi t  space vehicles and the 
commercialization of reusable launch systems and near- 
--orbit space use of a number of industrial and 
commercial endeavors. 

The overall objective for low-cost, recoverable, and reusable 
access to space is to reduce payload costs to approximately 
$203 per pound. Another goal is to increase empty vehicle 
weight payload fractions toward around 35 percent, which is 
comparable to military cargo aircraft, such as the C-5A or 
C-141A.Includedinthisvisionisrapidlauncbtumaroundwith 
operations similar to aircraft and small ground launch crews 
which do not exceed a few dozen people. Whether vertical or 
horizontal launch, the recovery is by horizontal landings 
similartothoseexmted byairplanes. Suchmoveriescouldhe 
completed at numerous sites around the world. 

Realization of this agency goal requires development of new, 
advanced materials, including new thermal protective systems 
for increased atmospheric heat loads; lightweight. rugged 
structural fabrication techniques; and advances in vehicle 
propulsion systems and other vehicle subsystems, especially in 
guidance and control. Needed advances in propulsion systems 
include non-air-breathing rockets and hypersonic air-breathing 
systems, such as the scramjet and its close relative, the rocket- 
based combined-cycle W C C )  engine. Developing new 
operational techniques and infrastructures to maximize use of 
these advanced technologies is also required. 

Instead of massive developmental programs with expensive. 
highly system-integrated Right vehicles, future research Right 
vehicles need to be simpler and less costly. Guided by the 
NASA Administrator’s vision, today’s family of hypersonic 
X-plane concepts share common characteristics and 
approaches. One commonality that has perhaps the greatest 
Challenge is the use of rapid prototyping concepts to develop 
and fly vehicles in 2 to 3 years from contractual go-ahead. This 
challenge will make the programs very aggressive, fast paced 
and require acceptance of increased risks to achieve program 
goals. The focus is on Right demonstration of a specific set of 
technologies and efficient, cost-effective operations rather than 
full-scale vehicle system development of a production, 
mission-sized vehicle. As a consequence. the approach 
emphasizes subscale, unmanned, autonomous, or remotely 
piloted vehicles to be Right tested at reduced cost and risk. 
These experimental “X” vehicles are to cost in the tens to low 
hundreds of millions of dollars instead of perhaps billions as 
was becoming apparent for building the NASP X-30 vehicle. 

Experimental Right vehicles are the critical Link in the ultimate 
validation of design methodologies for future mission 
applications and of an integrated vehicle system’s operational 
capability. Flight test often reveals and hopefully solves many 
design issues and systems problems that were not discovered 
during the initial design and ground test series. In many cases. 
technologies and their integrated effects can only be truly 

evaluated in flight. Real operating envelopes and conditions 
(such as real gas effects, actual atmospheric Reynolds numbers, 
and accurate enthalpy conditions) can only he found under 
actual Right conditions. Hypersonic design and analysis codes. 
databases, and test methodologies are immature for the 
development of fully operational vehicles, especially in the air- 
breathing class. Computational fluid dynamics (CID) codes 
need further validation for aerodynamics and propulsion a b v e  
hypersonic speeds, including embedded mathematical models, 
algorithms, and computational techniques. Ground test 
techniques and advanced wind-tuMel facilities are needed 
above Mach 8.0, and again especially for larger scale 
vehicles or integrated systems. The crucial test of a 
technology’s promise is thus validation through the classical 
triad of correlation of Right test, ground test, and predictive 
analysis results. 

4. X-33 REUSABLE LAUNCH VEHICLE PROGRAM 
DESCRIPI’ION, OBJECTIVES, AND STATUS 
The X-33 program began with a NASA Cooperative 
Agreement Notice or CAN (CAN 8-3) issued by the 
Marshall Space Flight Center (MSFC) Huntsville, Alabama, 
in April 1996 (ref 4). A contract was awarded to Lockheed- 
Martin, palmdale, California, in July 1996 by the MSFC after 
the competitive phase. The X-33 ATD (fig 5)  is a onehalf scale 
lifting body-type flight version of an envisioned operational 
vehicle known as VenntreSmr. The Right vehicle length is 
approximately 70.0 ft with a wingspan of approximately 72.0 ft  
and a small 6.0 A wide x 12.0 A high payload bay. The X-33 is 
launched vertically from Edwards Air Force Base, California. 
After an overland Right, it can be recovered in a horizontal 
landing at several planned landing sites at locations ranging 
from California to Utah to Montana. Fifteen Rights are planned 
as the Right envelope is expanded to subhi ta l  speeds up to 
Mach 15. Its newly developed J-2S linear aerospike rocket 
propulsion system (fig 6) has a sea-level thrust rating of 
205,000 Ib and uses a propellant mixture composed of liquid 
hydrogen and oxygen (LOX). n o  engines are used to propel 
the X-33. No X-33 return Right to the original launch site is 
planned; instead, the vehicle will be returned to Edwards Air 
Force Base atop the SCA. 

As with the X-34, the X-33 will Ay as an advanced technology 
demonstrator to investigate and emphasize the operational 

V 
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Figure 5. Lockheed-Martln X 3 3  flight vehicle. 
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demonstration includes 7-day turnaround from landing to 
preflight on three consecutive flights and a 2day turnaround 
from landing to reflight at least once. 

Technology demonstrations include advanced reusable 
cryogenic propellant tank systems, such as with aluminum- 
lithium and graphite composite materials. Other advanced 
technologies to be incorporated include composite primary 
vehicle structure, new propulsion features of the rocket engine, 
advanced thermal protection system (TPS) with metallics and 
ceramics, and advanced vehicle system and structure health- 
monitoring methods. 

First flight is planned for March 1999 (fig 7). A 2-week 
turnamid for reprocessing the vehicle between flights is to he 
demonstrated. The DFRC is a Right research Participating Test 
Organization (PTO) and, along with the contractor team. has 
formed a flight team at Edwards Air Force Base. DFRC is 
involved in the design and test support of the X-33 and in the 
development of the range and range communications. The Air 
Force Flight Test Center will conduct preflight ground tests and 
suhsystem checkout, flight envelope expansion, X-33 vehicle 
recovery hack to Edwards Air Force Base. and range 
operations. The flight envelope WU be systematically 
expanded outbound from Edwards Air Force Base in a 
northeasterly diredion toward Montana, up to Mach 15. 

5. X-34 PROGRAM DESCRIPIION, OBJECTIVES, 
AM) STATUS 
The X-34 program began with a NASA Research 
Announcement or NRA (NRA-14) issued hy the MSFC 

Figure 6. X-33 J-2s linear aamspike rwket engine. 

feasibility aspects for a full-scale version with a potential 25- 
to 50-percent reduction in development and productioo costs 
and empty vehicle weight payload fractions approaching 10 to 
12 percent. (Maximum potential takeoff gross weight payload 
fraction is about 2 percent.) The X-33 is heavily focused on 
operational demonstration of a low-cost, reliable aircraft-like 
SSTO rocket system, requiring a ground crew of 50 people or 
less. In addition to the 15-flight demonstration under main 
engine mcket power up to at least Mach 15 with a minimum 
of two of those flights at or above Mach IS. operational 
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Figure 7. X-33 flight program schedule. 
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m March 1996 (ref 5). After compeutive. selection in the 
summer of 1996. a contract was signed in August with Orbital 
Sciences Corporation (OSC) of Dulles, V I &  as the prime 
contractor to develop and flight demonstrate the X-34 vehicle 
(fig 8). DFRC is a PTO for this program. 

The flight vehicle wlll be a one-half scale test bed version of an 
operauonal concept and is approximately 58.3 f t  long with a 
wmgspan of 27.7 ft and height of 11.5 ft. l k o  vehicles will be 
builrandair~launchedatsubsonicspeedshnmtheOSCL-1011 
aircraft (fig 9). The X-34 wll be rocket-boosted by a single 
NASA MSFC-developed Fastrac rocket (fig 10) to Mach 8.0 
at or above an altitude of 250,000 ft  Rocket b u s t  rating will 
be 60.500 Ib, using a LOX and kerosene propellant mixture. 

Flight operauons for the first two flights is planned at the White 
Sands Missile Range WSMR), New Mexico, within 4 months 
of each other, mcluding air-launch and landing recovery, An 
optional phase for operational demonstration of this aircraft- 
ltke concept with up to 25 Eights in 1 year IS also planned as a 
follow-on effort out of either WSMR or KSC. 

Operational demonstration objectives include up to 25 auto- 
nomous flights per year to a recoverable landing with law-cost 
operation, small ground crews, and rapid flight vehicle 
turnaround. Safe abort capability to an alternate landing site or 
under emergency flight termination conditions, such as engine 
out, propellant dump, or subsystem failure. is also planned for 
demonstration. In addition to the operational flight envelope 
(Mach 8.0 to or above an altitude of 250.000 &), the X-34 is to 
flight demonstrate such anticipated Bight environments as 
landing in crosswinds up to 20 knots and subsonic flight 
through rain and fog. 

Technology demonstration objectives include composite 
shuctures for the airframe; propellant tanks and cryogenic 
systems: and propellant system lines. ducts, and valves. Other 
technologies include advanced TPS, advanced low-cost 
avionics, rapid low-cost flight software. development tools, and 

integrated vehide health-monitoring systems with advanced 
sensors and software algorithms. Autonomous flight control 
and guidance and navigation will be provided by an integrated 
inertial navigation system (INS) and a differential global 
positioning satellite system (GPSIDGPS). Airdata will be 
furnished by a fuselagemounted Flush Airdata System or 
FADS. The vehicle also will have the potential to act as a 
hypersonic test bed for other advanced propulsion concepts, 
such as the rocket-based combined-cycle engine, the pulse 
detonation wave rocket engines, and other advanced materials 
and system. 

First flight is scheduled for September 1998 at WSMR with a 
MSFC and OSC flight team. After the second flight in 
January 1999, a decision will be made as to whether or not to 
conduct the next 25 operational demonstration flights and, if so, 
where. These flights will have a nominal turnaround of 
approximately 2 weeks, but plans include demonstrating a 
surge capability of two flights in 24 hr. Potential flight-test sites 
for that phase include the KSC and DFRC. 

6. ROCKET-BASH) COMBINFD-CYCLE ENGINE 
AND FLIGET VEHICLE DESCRIPTION, 
OBJECTIVES, AND STATUS 
The RBCC engine is the ultimate integration of air-breathing 
and rocket propulsion cycles into a single configuration or 
flowpath. It combines the ramjet and scramjet a i r - b r e a m  
engine cycles in the high supersonic to mid-hypersonic s@ 
range with an integral rocket system that can perfom as a low. 
speed system in the subsonic to supersonic range and in the 
high hypersonic range above the scramjet operating regime. 
The MSFC RBCC program began in the summer of 1996 with 
the selection of four engine companies to pursue advanced 
ground and potentially flight development of candidate engine 
concepts. These companies include Aemjet, Kaiser Marquanit. 
Rocketdyne, and Ran  & Whifney. In addition, Pennsylvania 
State University provides support in CFD analysis and 
component laboratory tasks. 

Figure 8.0% X-34 flight vehicle 



Figure 9. OSC L-1011 Pegasus launch aircraft. 

-L 

..*:. . . f 
Figure IO. NASA MSFC Fastrac rocket engine. (Drawing courtesy of Marshall Space Flight Center, Huntsville, Alabama.) 

A prototype aircraft is being studied as a possible follow-on 
flight research program to develop integrated designs of large- 
scale versions of the RBCC with an airframe. If such an 
integrated system were built, it would not occur until after the 
turn of the century, depending on NASA budgets and outcomes 
of preliminary studies. Current discussions include from two to 
four fairly large flight vehicles costing several hundred million 
dollars each. In the meantime, MSFC is seeking opportunities 
to By smaller scale versions of the RBCC engine on existing 
program vehicles. such as the Hyper-X or X-34. Unlike the 
RBCC flight vehicle, the Hyper-X and X-34 vehicles are not 
optimally integrated airframes for the RBCC but would serve 
as simple airframe test beds to obtain measured data under true 
flight conditions. 

The initial technology objectives center on evaluation of the 
integrability of multiple engine modes to smoothly transition 
over the largest practical speed range up to orbital speeds. An 
additional objective involves designing flight-weight engine 
stmctures and materials that could be carried on to airborne test 
platforms. Basically, the low-speed system consists of air- 
augmentation of a basic rocket through an inlet up to 
approximately Mach 3. At that point, the rocket would be 
throttled down to allow an air-breatbrng ramjet cycle to take 
over operation from approximately Mach 3 to Mach 6. At this 
point. the scramjet cycle would take over to Mach 10 or above. 
Beyond approximately Mach 10, the air-breathing flowpatb 
would be closed off by the inlet and transition back to rocket 



C32-8 

operation. The rocket cycle would then use its onboard oxidant 
to achiove final orbit insertion. 

In addition to planned wind-tunnel ground tests over the next 
4 years, studies are considering captive-carry Eight tests of 
some concepts on such Eight platforms as the SR-71 aircraft 
up to Mach 3.0 at dynamic pressures up to approximately 
800 to IWO lWAz. Current plans center on engine-only ground 
tests beginning in 1997 through 1999. Possible SR-71 Eight 
tests would begin in late 1998 or later. Prime candidates out of 
this test phase could be flight tested on the Hyper-X or the 
X-34 around the year 2ooO. Follow-on, large-scale testing on 
an integrated RBCC flight vehicle may occur after 2001. 

7. HYPER-X PROGRAM DESCRIPTION, 
OBJEcTIvEs,AM)STATUS 
The Hypmonic Experiment or Hyper-X vehicle is being 
developed in a phase I effort to flight validate the air-breatbing, 
dual-mode scramjet at speeds up to Mach 10.0. It is a joint 
project between NASA Langley Research Center @ARC) of 
Hampton, Vinia, and NASA DFRC. DFRC is the 
Responsible Test Organization WlD) for this program. 

Using aNASA baseline vehicle design and wind-tunnel ground 
tests, a competitive phase for fabrication and development of 
the four flight vehicles was held in the fall of 1996. A contract 
was awarded in mid-March 1997 to begin a 9-month vehicle 
fabrication phase. The small. expendable vehicles (fig 11) will 
be approximately 12.0 ft long, have a 5.043 wingspan, and 
include a single hydrogen-fueled scramjet engine. The simple 

1 

flgure 12. OSC Pegasus launch vehicle. 

Figure 13. NASA 8528 carrier elrcraftwith Pegasus booster. 

Figure 11. NASA Hyper-X flight vehicle. 

airframe is of cold structure design overclad with TPS. The 
engine is not actively cooled other than water-cooled leading 
edges and inlet ramp door, and the combustor is of copper 
heat-sink consmction . It is rocket-boosted to its Eight-test 
regime between Mach 5.0 and Mach 10.0 using the Orion 50s 
first stage of the OSC Pegasus launch vehicle (fig 12). The 
entice, launch stack is aiAaunched from the NASA DFRC 
E-52 carria aircraft (fig 13). 

The variable engine geometry normally required for an air- 
breathing engine to cover a wide speed range. such as that for 
the Hyper-X. will be resolved by using incrementally 6x4 
geometry engine designs for each discrete aim Mach number 
test condition. The airframes will be of a single e x t e d  

aerodynamic shape. This design simplifies the vehicle system 
and reduces costs. An open-closed inlet ramp door will be the 
only variable engine geometry to allow inlet starting. This inlet 
door will be closed on the rocket-boost ascent and &er the 
engine test phase for descent and flight-test termination. 

In addition to the limited wind-tunnel ground tests and design 
analysis effons planned as with the X-33 and X-34 for 
correlation with Eight measurements, the Hyper-X program has 
the unique plan of full-scale wind-tunnel testing of the first 
Eight vehicle at Mach 7.0 in the LaRC 8-A High-Temperature 
Rumel (HTU facility in the early spring of 1998. The Mach 5.0 
vehicle will also be tested in the 8-A HlT before its a c ~ a l  
Eight. The vehicle test will include the complete operating 
systems, including operational test of the scramjet engine with 
hydrogen fuel. 
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The test stack configuration will be launched by the B-52 
airplane at nominally Mach 0.8, at an altitude of 40,000 ft, and 
over the water off the California coast. Flight phase termination 
is planned on or near San Nicolas Island and the Channel 
Islands offshore from Los Angeles, California. At this time, 
there are no plans to require recovery of the flight vehicles from 
a potential water impact; however, such plans are not excluded. 

Unlike the X-33 and X-34, the Hyper-X program focuses on 
technology flight validation rather than operational 
demonstration. No operational mission is envisioned for this 
purely research vehicle. The Pegasus first-stage booster is 
merely intended to transport the experimental vehicle to its test 
conditions because the scramjet cannot operate by itself below 
the high supersonic to hypersonic speed regime. Primary 
technologies consist of the scramjet and its in-flight 
performance and the engine-airframe integration methodology. 
Through flight-to-ground data correlation of ground-test and 
flight-test results with pretest predictive analysis, a key 
objective is to develop and validate hypersonic air-breathing 
vehicle design methods, tools, and databases to be used for 
future air-breathing flight vehicles. 

Aim flight-test conditions for the engine evaluation phase are 
planned at Mach 5.0, Mach 7.0, and Mach 10.0 to afford direct 
correlation with ground tests. First flight will be with the 
Mach 7.0 vehicle followed by the Mach 5.0 vehicle and finally 
both Mach 10.0 vehicles. One Mach 10.0 configuration will 
represent an accelerator engine configuration, and the other 
will represent a cruise version. Nominal test dynamic pressure 
is 1000 lb/ft2 which corresponds to an altitude of 

Description 

Develop draft SOW 

Release draft SOW (w/final external line) 

Prepare final gov't baseline design 

Release information to industry 

Develop final RFP 

Release final RFP 

Receive proposals 

Evaluate proposals 

Contract award 

Fabrication 

System checkout and ground test 

Deliver to LaRC 

LaRC 8A HlT  testing 

Deliver to DFRC 

Vehicle refurbishment 

SIM, WATR & 6-52 system development 

Ground tests (final V&V) 

Integration with booster 

CST, taxi tests and captive flights 

First launch flight 

approximately 100,000 ft. Small amounts of gaseous hydrogen 
fuel will be silane piloted for at least 5 sec of stabilized engine 
operation. This test sequence will be followed by engine 
shutdown and an unpowered descent for additional 
aerodynamic data down to subsonic flight conditions. 

The first flight vehicle is in fabrication with completion 
expected by the end of 1997. Figure 14 shows the schedule. 
One vehicle per year thereafter will be built for subsequent 
flights of one per year. After the NASA LaRC 8-ft HTT 
wind-tunnel test in the spring of 1998, the first flight vehicle 
will be delivered to DFRC for preflight preparations beginning 
in May 1998. After additional ground tests, system checkout, 
and booster integration, the first flight is planned for 
December 1998. 

. 

8. UNIQUE YET COMMON TECHNOLOGY PATHS 
AND THEIR SYNERGY 
These programs are tackling similar, related hypersonic 
technologies brought about by the common flight envelopes, 
similar thermal environments, and ultimate mission 
applications. Yet unlike the NASP X-30 program, no single 
program is attempting to combine the broad spectrum of 
technologies possible. Such an attempt would result in greatly 
increased costs, program complexity, and developmental lead 
times and in unachievable objectives. These programs are 
separated into two major classes: near-term operational 
concepts for a range of payload classes that can capitalize on 
more mature rocket propulsion technology and other concepts 
to equivalently progress air-breathing technologies that can be 

FY98 

I 

Figure 14. Hyper-X flight program schedule as of February 1997. 
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applied in the long term future for air-breathing space access. 
For example, this approach leaves the Hyper-X program to 
isolate and focus on the air-breathing scramjet technology 
question without having to dilute efforts and funds with other 
needed technologies, such as advanced composites, that the 
X-33 and X-34 can pursue. 

The combined fabric of the programs produces a technology 
synergy which can be shared now within the planned projects 
or reserved for future vehicle applications. The idea is akin to a 
divide-and-conquer approach to solving the myriad of 
technological and operational problems. The immediate benefit 
of this approach is obtaining near-term operational low-cost, 
reusable, highly reliable access-to-space vehicles for the turn of 
the century, while continuing to pursue the ultimate goal of air- 
breathing access-to-space vehicles. Only air-breathing 
concepts offer significant promise of large reductions in 
required propellant fractions, increased payload fractions, and 
reduced-size vehicles with operations and infrastructure which 
are similar to aircraft. 

9. CONCLUDING REMARKS 
One lesson from the National Aerospace Plane program and 
other hypersonic research programs is that technologies and’ 
vehicle system concepts must be taken to early flight as the 
ultimate crucible of their viability and validation. This fact is 
true for all access-to-space, low-cost, reusable system 
candidates whether they be powered by non-air-breathing 
rockets or one of several air-breathing concepts. Another lesson 

learned is that such complex systems and highly integrated 
technologies are best tackled in a systematic, incremental series 
of steps in complimentary programs rather than in a very large, 
costly single operational prototype vehicle development effort. 
Too many technical unknowns and programmatic complexities 
exist to try to address the many issues, immature technologies, 
and design methods in a single massive program. The NASA 
family of experimental hypersonic X-vehicles is not only 
breaking down the complex technical issues into manageable 
pieces, resulting in reduced cost of experimental concepts, but 
also is achieving near-term program synergy and increased 
numbers of interim, at-hand solutions. Only time will bring out 
the best operational systems, hopefully in time to supplant the 
aging NASA shuttle fleet. 
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Introduction 
Nearly forty years have passed since the concept of the 
supersonic combustion ramjet, scramjet, was first introduced. 
At that time, the exciting potential of airbreathing propulsion 
for both expendable missiles and highly efficient space 
launch systems were proposed. Conceptual vehicle designs, 
engine flowpaths, including methods for injection and flame 
stabilization, and estimates of cycle performance were 
developed. Calculations were made for typical climb and 
cruise trajectories which showed distinct advantages of the 
scramjet over all-rocket powered systems. In the intervening 
years, prior to the initiation of the National Aero-Space Plane 
(NASP), a significant technology data base had been 
established which had substantiated the levels of performance 
that had been predicted by the pioneers. Nonetheless, no 
system utilizing the scramjet propulsion system had been 
developed. On every occasion, when a selection between a 
scramjet and an all-rocket system had been made, the all- 
rocket has prevailed. Paradoxically, the NASP, which was to 
be a single stage access to orbit vehicle, never was required to 
consider an all-rocket-powered alternative. Unfortunately, 
NASP failed to meet its stated objectives, in part due to 
unforeseen limitations of the propulsion cycle, and the 
program was canceled. It is prudent to examine the 
underlying reasons for both the decision to cancel NASP and 
the reluctance to select scramjets for other applications. 

The principal potential applications of scramjets are missiles, 
hypersonic cruise aircraft and access to space vehicles. 
Programs are currently underway in the United States and 
elsewhere which are intended to provide the technology that 
could lead to the development of vehicles for each of these 
applications. The HYPER X is managed jointly by the 
NASA Langley Research Center and Dryden which plan to 
flight test scramjet powered small scale vehicles that are 
representative of a hypersonic cruiser. Four vehicles are be 
boosted to “cruise” at Mach numbers between 5 and 10. The 
NASA Marshall Space Flight Center has initiated a program 
to develop technology for rocket based combined cycle 
engines intended for space access applications. Several 
concepts for combining rocket and airbreathing engines are 
being examined with the emphasis on rocket-ram-scramjets. 
Hypersonic scramjet missile technology is being supported 
by the United States Air Force at Wright-Patterson Air Force 
Base. If these or other 

scramjet technology programs are to evolve to the 
development of operational systems, two conditions must 
unequivocally be met. 

1) The scramjet powered vehicle must provide capabilities 
not achievable by all-rocket powered systems, and 

2) On a life cycle cost basis, the system must be affordable. 

Although many of the arguments that have been used to 
dissuade the development of the scramjet are political and 
economic, others are technical. This paper will address the 
technical issues with an objective of establishing a clear 
distinction between the inherent capabilities of rocket and 
airbreathing systems. Metrics will be introduced to develop 
the quantitative comparisons. Suggested solutions to alleviate 
problems and technical issues which have been raised that 
challenge the efficacy of the airbreather will be presented. 
The paper will conclude with a description of some innovative 
concepts for the design of highly efficient flowpaths for dual- 
mode ram-scramjet engines. 

It is the author’s opinion that basic technology programs must 
be complemented by aggressive efforts in vehicle conceptual 
design. Preliminary conceptual design of the vehicle not only 
provides guidance for the technology program, but helps to 
prevent unsubstantiated design decisions from being made. 
As typified by NASP, even the choice of the propulsion cycle 
needs to be justified. All too often, presumptive design 
constraints are adopted and all of the available resources are 
expended before a viable concept has been formulated. The 
access-to-orbit application is ideally suited to present some of 
the elements that constitute a viable strategy for vehicle 
conceptual design. 

Background 
Many of the fundamental parameters that describe the 
operating characteristics and performance of a broad spectrum 
of propulsion cycles, adequate for conceptual design, are in 
accessible literature. For example, a very good introduction to 
the use of ram-scramjet propulsion system for an access-to- 
orbit concept was presented at a joint ARS\IAS meeting held 
in Los Angeles, CA in June 19611. This was one of the 
earliest comprehensive studies of the potential performance of 
the ram-scramjet engine cycle. It also presented considerable 
insight in the structural and cooling challenges that would 
confront the conceptual designer of a vehicle that would have 
to operate in the hostile environment of hypersonic flight. 

Paper presented at the AGARD Symposium on “Future Aerospace Technology in the 
Service of the Alliance”, held at the Ecole Polytechnique, Palaiseau, France, 

14-17 April 1997, and published in CP-600 Vol. 3. 
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Figures 1 to 5 are reproduced from this early paper. Figure 1 
is a schematic drawing of a sectional view of the vehicle 
concept. Compression was provided by a shock from the 
leading edge of the inlet, the convex isentropic turning 
surface, the cowl reflected shock and a flame-induced shock. 
Properties of the inlet flowfield were obtained assuming 
superposition of the solutions for the inviscid and viscous 
portions of the flowfield. In the concept shown, a portion of 
the air ingested in the inlet did not participate in the 
combustion process and thereby provided a film barrier to 
mitigate the extremely high heat transfer rates in the 
combustor and nozzle. 

AIR TO BE BURNED 

_ _  -- SHOCK WAVE 
STREAMLINE 
MACH LINE _ -  - 
CONSTANTPRESSURE 
HEAT ADDITION ZONE 

Figure 1. Schematic of Hypersonic Ram-Scramjet Engine 
(Ref 1) 

For the cycle calculations, made at that time, the flow 
properties were mass averaged to obtain conditions entering 
the combustor. The method for calculating the kinetic energy 
efficiency of the diffusion in the inlet and in the flame 
induced shock was particularly ingenious. The boundary 
layer was subdivided into a finite number of stream tubes in 
order to calculate the losses due to the cowl reflected shock 
and to account for the enthalpy loss due to heat transfer to the 
wall. Oblique shock losses were determined by solving the 
two dimensional shock equations and the viscous losses were 
calculated by a finite difference solution of the Karman 
integral momentum equation. The resulting values for non- 
adiabatic kinetic energy efficiency of 0.970 to 0.974 in the 
speed range of Mach 20 to 28 are in close agreement with 
contemporary CFD solutions of similar flow geometries. 
(The writer can attest to the tedious nature of the calculations 
made on a mechanical desk calculator and the accompanying 
eyestrain from the extensive use of Mollier diagrams.) 
Nozzle expansions were computed for the limiting cases of 
frozen and equilibrium chemistry, and an assumed value of 
0.33 was adopted for the non-equilibrium index. (See Ref. 2 
for a discussion of nozzle loss coefficients.) 
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Figure 2. 
Fuel Injection Schemes (Ref 1) 

Hypersonic Ramjet Performance for Three 

Engine specific impulses, IF as a function of flight velocity 
are shown in Figure 2. The abrupt drop in specific impulse at 
5000 ft/s (Mach 5.17) is due to the switch from ramjet 
operation to scramjet operation. The authors design concept 
implied that " a shock due to fuel injection and/ or flame 
initiation occurs near the point of fuel injection and is an 
integral part of the air diffusion system." However, at that 
time, they did not fully comprehend that the shock structure 
was indeed a shock train and that the processes was a 
continuous evolution from ramjet operation to that of a pure 
scramjet , i.e., a dual mode engine cycle3.4 . The very 
important contribution of fuel momentum at high velocities is 
quite evident in the results for cases A, B, and C. In case A all 
of the fuel has been heated to 3000F and is injected coaxially; 
in Case B, the fuel is preheated to 1800F with % being 
injected coaxially (equivalent to injection of all of the fuel at 
an angle of 41 deg); in Case C, the injection is normal to the 
air flow. At speeds of 10,000 fUs (about Mach IO)  and below, 
the contribution of fuel momentum is insignificant for 
hydrogen fueled engines. At that time, the energy balance on 
the entire vehicle had not yet been examined, consequently 
the effect of fuel momentum was a parameter of the study. 
Contemporary studies have concluded that the amount of 
energy that can be recovered from cooled sections of the 
airframe that would otherwise radiate heat to the atmosphere 
is about equivalent to that of Case B. In engine cycle 
calculations, heat transferred to the internal surfaces and 
returned to the fuel to raise its temperature does not contribute 
to an increase in the momentum of the exhaust gas. In 
contemporary parlance the precise accounting for all of the 
heat exchanged in a vehicle is referred to as an energy 
balanced system. This recovery of energy from cooling panels 
on the external surfaces is an important consideration in 
conceptual vehicle design. A detailed trade study is required 
to balance any weight penalty against the gains due to 
recovered energy. Note that the authors recognized that 
velocity rather than Mach number should be treated as the 
independent variable in both the analysis of engine 
performance at high speeds and in the study of accelerator 
missions. In the study, the question of the proper low speed 
system to use with the ram-scramjet was begged. It was 
suggested that a single stage to orbit system using tandem 
rocket or turbojet engines would be a possibility, as would the 
acceleration to Mach 3 by another vehicle in a two stage 
system. This report provided the guidance for an intensive 
research program in scramjet combustion technologyat the 
Johns Hopkins University, Applied Physics Laboratory, 
JHU/APL sponsored by NASA that began in 1961. 

To estimate achievable accelerations, a vehicle consisting of a 
planar engine plus control surfaces, with sufficient engine 
body volume to carry the required hydrogen load plus payload 
and pilot compartment, was considered. Axial force 
coefficients for this vehicle , based on an inlet projected area 
of 50 ft2, are shown in Figure 3. 

The weight coefficient is based on the vehicle weight at a 
given velocity using thrust coefficients based on fuel 
momentum corresponding to case B. The net thrust 
coefficients, CT, at low velocities suggest that the velocity at 
which the engine would obtain full capture was lower than 
that of contemporary engines, but a direct comparison would 
be difficult because the calculated values of air capture were 
not given. The drag coefficients also appear to be optimistic. 
The rise in thrust coefficient at velocities above 20,00Oft/s is 
due to the high fuellair equivalence ratios ER, that were used 
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at high velocities, viz., 2-4 at 20,28ONs, 4 at 24,730Ns and 
6 at 28,500Ns. High ER was shown to lead to much lower 
nonequilibrium flow losses in the exhaust nozzle. Without 
this increase in ER the values for CT and CD would be nearly 
equal, which would lead to unacceptably low values of 
vehicle net force specific impulse IEFF. 

- 

- 

- 

- 

- 

%e- LEADING EDGE DRAG 
%w- OTHER WAVE DRAG 

CD - TOTAL DRAG 
cw - VEHICLE WEIGHT 
CF - ”INTERNAL” THRUST 

‘Df - FRICTION DRAG 

1 .o cT - NETTHRUST 

C - NO FUEL ACCELERATED 

0.20 0m50i 0.10 

C 

0*05t 0.02 

0.01 - 
KIP3.cdr 

0.005 I I I I I I 
0 5 10 15 20 25 3C 

VELOCITY K Wsec 

Figure 3. Axial Force Coefficients Based on Inlet Capture 
Area of 50 ft2 (Ref 1) 

Figure 4 shows the results of trajectory calculations based on 
initial conditions of 2900 Ns at an altitude of 59,OOOft. 
Weight as a percentage of the weight at 2900Ns are shown 
for the three cases. The impact of the contribution of fuel 
momentum on vehicle performance is dramatically shown. 
The vehicle weight remaining upon arrival at a low 
inclination, low earth orbit of about 30%, corresponding to 
the Case B assumptions are in accord with those that will be 
subsequently discussed. 

% W. 

A 

B 

Figure 4 Vehicle Weight Referenced to 2900 ftls (Mach 3) 
as Function of Velocity (Ref. 1) 

Without the benefit of the contribution of fuel momentum, the 
airbreathing system would fail to compete with that of an all 
rocket system. The authors also emphasized that the flight 
path should be suppressed to increase engine pressure to the 
structural limit in order to minimize nozzle nonequilibrium 
losses. (Dynamic pressure levels of 20001bf/ft2 and higher 
were recommended). Cognizance that the weight fractions 
from Mach 3 to orbit is a very convenient index is important 
in studies which address the selection of optional low speed 
propulsion systems for both single-stage-to-orbit, SSTO and 
two stage to orbit, TSTO, accelerators. Various alternatives to 
all-scramjet propulsion to orbit were cited by the authors. 
“...if the ramjet were integrated into an airframe with rocket 
motors for acceleration to Mach 3, it might prove 
advantageous to end the scramjet phase at 22,000 or 25,000 
Ws, coast out to some higher altitude, and use one or more 
rocket motors to complete the acceleration and injection into 
circular orbit.. Another possibility is the injection of an 
oxidizer into the fuel rich exhaust to raise If and CT at the 
higher velocities.” The former concept has now be named lox 
enhacement. Both methods have been shown to have 
considerable merit in contemporary studies. 

The heat transfer coefficients and heat transfer rates that were 
computed for this study are shown in Figure 5 .  They showed 
that the liquid hydrogen fuel supply had adequate cooling 
capacity for the proposed flight regime. Convective cooling 
with hydrogen gas was adequate for the external cooling 
panels, but film or transpiration cooling would probably be 
required for the internal duct surfaces and for the small radius 
leading edges. By far, the highest heat transfer rates were 
experienced on the leading edge of the cowl of the inlet. The 
relatively small diameter of 0.1 or less is required to keep the 
drag to manageable levels. 
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Figure 5. Heat Transfer Rates On Hypersonic Ram- 
Scramjet Engine (Ref. 1) 

The information presented in Reference 1 should have, and 
does now, provide a useful point of departure for addressing 
the SSTO application. The IF values for case B have been 
added to those presented in Ref.5 from a variety of sources 
and are shown in Figure 6. Note that the enormous increase 



c33-4 

in capability to conduct sophisticated analyses of these 
complex flowfields has had little impact on the predicted 
values of IF. The underlying physics of the problem were 
adequately understood more that 35 years ago. To proceed 
with the conceptual design it is necessary to address the 
problem of the selection of the low speed system that is need 
to provide SSTO capability. The engine concept presented in 
Reference 6 will serve as a foundation for that process. 
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Figure 6. Comparison of IF values for Case B (Ref 1) 
with Summary of Values From Ref. 5 

Conceptual Design of SSTO Vehicle 
A 400,000 Ib class gross weight cargo carrier to space is used 
to exemplify the conceptual design. Emphasis is directed on 
the characteristics of the propulsion path, not on the specifics 
of the vehicle. Only the general geometric features of the 
vehicle, needed to quantify the performance, will be discussed. 
Consequently, some of the results will be presented in a 
parametric form which will permit their use on a variety of 
vehicle designs andor climb trajectories. Figure 7 is an 
enlarged view of the midsection of the vehicle showing the 
main engine ducts. The vehicle is 160 ft in length and has a 
mid-body width of 32.4 ft. 

MULTIPURPOSE STRUT INJECTORS 
LINEAR ROCKET MOTORS 

Figure 7. Midsection of Transatmospheric Accelerator 

The 307-inch-long engine cowl translates vertically with 
maximum and minimum duct heights of 21 inches and 5 
inches, respectively. The 114-inch-long cowl lip section flap 
rotates to provide modulation of the air capture, variable cowl 
wave compression and inlet closure during final access to orbit, 
in orbit, and on reentry. The cowl leading edge is in its 
maximum outboard position when the cowl lip section is at an 
angle of 11.5" to the compression surface. The corresponding 
maximum capture area of 210.3 ft2 is used as the inlet reference 
area Ai. The 97 inch long cowl trailing edge rotates to prevent 
overexpansion of the internal flow, and a corresponding large 
base drag at very low flight speeds. 

With the cowl in the outboard position, the projected area of 
the engine in the plane of the trailing edge is Ae = 452 ft2 at 
an angle of attack of 0" and 395.7 ft2 at a = 2". In the inboard 
position the projected areas reduce to 414.4 ft2 and 357.2 ft2 
at a = 0" and 2", respectively. The corresponding vehicle 
reference expansion ratios Ae/Ai are 2.15 and 1.88 at a = 0" 
and 1.97 and 1.70 at a = 2" for the outboard and inboard cowl 
positions 

A boundary layer bleed duct lies inboard of the main 
propulsion duct. The louvered close-off door seals this duct at 
MO less than about 1.05 and at high flight Mach number when 
the flow is no longer needed to reduce or eliminate base drag. 
A controllable flap at the exit of the duct is used to regulate 
flow into the duct. 

Figure 8 shows more detail of the geometry of the internal 
engine. Internal compression is obtained from the cowl lip 
when the lip is rotated outward while the cowl translates 
inboard. Compression in the lateral plane is provided by the 
multipurpose retractable instream injectors. In addition to the 
compression on the IO" one-half angle wedge leading edges, 
the strut injectors serve as insolation ducts to prevent 
combustion induced disturbances from disrupting the flow in 
the inlet. The aft portion of the injectors are segmented linear 
rocket motors. At low flight Mach numbers when the engine 
is operating in the air-augmented mode these injectors 
function as rockets. At higher Mach numbers they are 
tangential hydrogen injectors. 
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Figure 8. Detailed View of Strut Injectors 

The vertical segmentation provides the dual capability to 
reduce rocket thrust as the engine transitions from the air- 
augmented mode to the ramjet mode and to turn off a portion 
of the injectors when the cowl translates inboard. The engine 
is subdivided into six, 50-inch-wide engine modules. Each 
module houses nine, 0.933-inch-thick, 25-inch-long injectors 
spaced 5.00 inches on center. The side walls of each bay also 
contain rocket/hydrogen injectors having a width one-half that 
of the instream injectors. The resulting internal contraction is 
15% which permits self starting of the inlet at about Mach 2 
for vehicle angles of attack typical of flight. Each isolator 
duct has a width of 4.17 inches and a length of 22.69 inches 
which results in a l/w = 5.43. Additional rockethydrogen 
injectors are located in the cowl and engine body in the plane 
of the exit of the instream injectors. The instream injectors are 
fully retracted from the stream at high Mach number to reduce 
internal shear, drag, and heat transfer and assure survivability. 
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Transverse hole hydrogen injectors are located upstream of 
the rocket motors in the instream struts, in the side walls, and 
on the internal sides of the cowl and body. Hole injectors are 
also located on the surface of the expansion nozzle 
downstream of the exhaust of the boundary layer duct. These 
downstream injectors supply the fuel for “base burning” of 
boundary layer bleed air. 

Engine operability and performance are dependent on the 
geometry of the vehicle forebody which serves as the external 
compression surface of the engine inlet. The planform of the 
vehicle has a spatular shaped forebody which blends into a 
near-to-planar compression surface. The compression surface 
is comprised of a 351-inch-long plane having a wedge angle 
of 4’ and a curved surface to provide near-to-isentropic 
compression that terminates in a 1 1 So, 98.95-inch-long 
wedge surface 

It is convenient to subdivide the description of the engine 
design, its performance and operability into four speed 
ranges; low, low-mid, high-mid, and high speed ranges. In 
the low speed range, MO = 0 to 3, the engine evolves from an 
air-augmented rocket to a subsonic combustion ramjet. In the 
low-mid speed range, MO = 3 to 7, the engine operates as a 
dual-mode ramjet transitioning to a scramjet. In the high-mid 
speed range MO = 7 to 15, the engine is a scramjet. From MO 
= 15 to orbit, the high speed range, the engine transitions 
from a scramjet back to a ducted rocket. 

Low Speed System Design, Performance 
and Operability 
One of the complexities in the design of the engine for a 
transatmospheric accelerator is the interdependence of the 
engine and airframe, thrust and drag, weight and flight path. 
The approach taken in Ref. 6, is the design of an engine 
wherein the flow rates of the propellants can be modulated to 
accommodate a broad range of vehicle drags, weights and 
angles of attack on a variety of flight paths. 

To initiate the design, calculations of engine performance 
were carried out to determine optional fuel/oxidizer flow 
rates for a broad range of input parameters. For the low 
speed cycle, the more important parameters are the inlet total 
pressure recovery Pt4’/Pto, the bypass ratio = weight flow 
of air entering the engine, the weight flow of the propellants; 
the equivalence ratio of the injected propellants, ERij = 
( Y ~ 2 N 0 2 )  (2.016/16) = 0.126 Y ~ 2 N 0 2  and the overall 
area ratio of the mixing and combustion process. 

The concept of the “thermal throat” depends on setting the 
combustor exit Mach number, M5 = 1 at the desired area 
during the low speed and low-mid speed modes of engine 
operation. Precise control of the injection, mixing and 
combustion, together with rotation of the aft cowl flap is 
needed to optimally locate the thermal throat. Less than 
optimal control can be tolerated, i.e. relatively slower rates of 
the mixing and combustion yield M5 > 1 and an associated 
loss in performance. At MO > 2, the inlet is started and 
higher than optimal combustion rates would cause premature 
engine “choking” and an inlet unstart with a larger loss in 
thrust. 

The engine uses the translation of the cowl and the rotation of 
the cowl lip to obtain the guideline performance. A relatively 
simple analysis was used in this study to assess the inlet 
performance. The analysis used began with inviscid 
calculations of the shock losses and turning on the forebody 
assuming planar flow for MO = 1.125. For MO < 1.125 the 

flow on the forebody is governed by the internal engine flow 
which is set by the ejector pumping of the strut rockets and the 
rotation of the cowl lip. Maximum engine specific impulse 
was the criteria for selecting the Mach number in the cowl lip 
plane for 0 < MO < 1.125. At all flight conditions the cowl lip 
rotation is set to minimize cowl drag. For 1.25 < MO < 2.00 
the flow is supersonic in the cowl lip plane, i.e. M2 > 1.0, the 
inlet is unstarted and the cowl is rotated to maintain “critical” 
inlet operation. In this speed range, the Mach number 
downstream of the terminal normal shock is less than 0.8 and 
the cowl lip is rotated to provide an increasing area in the 
upstream portion of the internal duct. At MO > 2 the inlet is 
started and the forebody flow is unaffected by the internal 
flow. 

With flow conditions defined at the cowl lip and the inlet 
started (MO > 2), calculations were made with the cowl lip 
aligned with the flow and at various incidence angles to the 
flow. Solutions were found for properties of the flow 
following the shock train using integral methods and stream- 
thrust averaging. Figure 9 compares results of the calculated 
inviscid pressure recoveries for an unstarted inlet with those 
for a started inlet with no cowl compression and a started inlet 
with cowl compression for a=O’ and 2’. The curves marked 
“Engine Design” are the modeled values of pressure recovery 
which should adequately account for the viscous losses and 
non- optimal wave cancellation not included in the inviscid 
analysis. 
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Figure 9. Inlet Pressure Recovery 

The models are: 

for a=Oo, 

Pt’4/Pto = 0.96 - 0 02586 M02 1) 

and for a=20, 

Pt4*/Pto = 0.96 - 0.02272 M02 2) 

where station 4’ corresponds to mean flow conditions at the. 
downstream end of the isolator duct. 

The inlet starts at a Mach number slightly greater than two and 
the cowl forward flap begins to rotate slightly above Mach 
2.25. Note that the boundary larger bleed duct opens at a 
Mach number slightly greater than one, so forebody viscous 
losses do not degrade the pressure recovery in the main engine 
flow path at MO > 1. Equations 1 and 2 were used for Pt49 in 
the cycle analysis. Complimentary calculations made with 
lower values of pressure recovery at Mo=3 showed that large 
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losses in performance would accrue if the inlet would have 
had to be operated unstarted. 

To limit the number of discrete points in the engine 
performance analysis and to provide guidance in design of a 
vehicle using this engine, a reference trajectory was specified. 
Modeling was then introduced to provide engine performance 
for flight on alternative trajectories. Trajectories presented in 
Reference 7 for velocities > 1200 A/s were adopted. For 
velocities < 1200 ft/s a new trajectory was introduced to limit 
load factors at takeoff and to provide a continuous derivative, 
dddz at 1200 Ws. The modeling for this low speed portion of 
the climb out was as follows: 

Z =  1.2276 x 10-4 ( u - u ~ ) '  

+9.5939 x IO-~(U-U~) ' -  2.435 x ~ O - " ( U - U ~ ) '  3) 

where z is the altitude in ft, U is velocity in ft/s and Um is the 
velocity at takeoff. 

For 1200 < U < 6500 ft/s 

U = 500 + 7.23 x 10-32 + 8.95 x 10-7~2 

p = ,003046 exp [4.748 x 10-5 (77,396 - z)] 

(4) 

For 6500 < U < l4,000ft/s 

( 5 )  

For 14,000 < U < u2 where u2 is the velocity required for an 
unpowered climb on an elliptic transfer orbit. 

Low trajectory 

U = -39,256 + 0.66472 - 1.648 x 10-622 

U = - 4490 + 0.20592 - 3.465 x 10-7 z2 

(6) 

High trajectory 

(7) 

This method of defining analytic formulations for climb 
trajectories has proved to be invaluable in conceptual design 
studies. The gravity loss term in the acceleration equation can 
now be explicitly defined and separated from the drag losses. 
Figure IO shows the altitude-velocity relationships for these 
climb trajectories and a comparison with a typical climb 
trajectory for Shuttle. With the altitude defined as a function of 
velocity, engine cycle calculations were made at Mo=O, 0.5 and 
1.0 and at intervals of 0.25 between MO=] and 3. At M o = ~ ,  
247 ,950  ft and u=2914.1 ft/s, thus only equations 3 and 4 are 
pertinent for the low-speed range cycle analysis. 
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Figure 10. Referenced Trajectory for Single Stage to Orbit 
Vehicles and Shuttle 

An extensive design study resulted in the operation of the 
rocket injectors at a fixed Ptij =2250 psia and ERij=2.0 with 
Aij/A*=13.9. This produces a Mijz3.623 at Pij=16 Ibf /in2. 
For the total strut plus wall rocket injector Aij=l195 in2 and the 
mass flow is 755.88 Ib&. In the absence of a quantitative 

3 -  

evaluation of vehicle heating loads and auxiliary power 
requirements, the temperature of the propellants entering the 
strut rockets was set at 500"R. The internal thrust of the rocket 
injectors was based on an exhaust-stream-thrust-efficiency of 
0.98. The corresponding specific impulse for Ptij=2250 Ibdin2 
at ERij =2 is 453 x 0.98 = 443.94 IbF/lbm. At a flow rate of 
755.82 Ibm/s, the thrust of the rocket injectors is 335,539 Ibf. 

The engine cycle calculations were carried out using the 
JHU/APL, RJPA Ramjet Performance Analysis Program8. 
Several thousand cases were run in the course of examining the 
effects on engine performance and operability of ERij variation, 
the bypass ratio j3 (mass flow into main engine ducthnjectant 
mass flow) and Mq. From this matrix of solutions, 44 cases 
were selected to represent the engine operation in the low-speed 
regime. Values of engine thrust are shown in Figure 11 and a 
representative curve is drawn through the data. The thrust 
increases from M o a ,  where the air augmentation is trivial, to a 
maximum of approximately 513,000 Ibf at M032.25 where the 
contribution of ram-air-augmentation is nearly equal to that of 
the rocket injectors. The rocket injectors are gradually shut 
down as the speed increases from M0=2 to 3 as shown in Figure 
12. 
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Figure 12. Rocket Motor Thrust at Maximum Ieff - 
Referenced Trajectory Nominal Vehicle Drag 

The decrease in engine thrust as MO increases from 2.25 to 3.00 
is due to the combined effect of the reduced rocket thrust and the 
optimization of If and Ieff at lower overall equavaline ratio, 
E b .  Engine specific impulses increase gradually from about 
405 IbF/lbm at Mo=O to about 775 IbF/lbm at M0=2.25 and 
then climb rapidly to greater than 3000 Ibfsflbm at M0=3.00 as 
shown in Figure 13. 
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Revised Models of Trajectory Aerodynamics 
With this description of a rocket based combined cycle, RBCC 
engine, it is now possible to examine alternative low speed 
propulsion systems and to investigate the sensitivity of vehicle 
performance to changes in the formulation for the climbout 
trajectory. Moreover, more recent data for the aerodynamic 
characteristics of wing-body accelerator configurations had 
been provided by Professor Paul Czysz of St. Louis 
Universityg. The first step was to fly the engine on the 
reference trajectory, using the preliminary estimates for the 
aerodynamic coefficients. These results showed that a larger 
than desired change in the angle of attack occured in 
transitioning from the first to the second segment of the 
analytically defined trajectory. Consequently revised 
formulations were adopted The first segment was changed as 
follows: 

For 500 < U  < Ua Z = 7.8 x 10-10(~-500)5 (8) 
Three different cases were examined to join segment 1 with the 
segment defined by eq 4. These expressions are: 

Case 1: 960<u<1300 16,065<Z<26,130 

(1300 - U) = 5.4 x 10-2(26,130 -Z) 

-1.231 x 10-6(26,130 -Z)2-7.731 x10-11(26,130-Z)3 (9) 

Case 2: 985 < U < 1545 

(1545 -u)=6.159x 10-2(30,369-Z) 

20,932 < Z < 30,369 

+ 5.32 x 10-6(30,369 -Z)2 -5.89 x 10-10(30,369 -Z)3 (10) 

Case3: 1010<u< 1905 26,912<Z<36,894 

(I985 - U) = 7.327 x 10-2(36,894 -Z) 

+ 1.43 x 10-5(36,894 -Z)2 -1.188 x 10-9(36,894 -Z)3 (1 1) 

These new trajectories are shown in Figure 14. When the 
trajectory is formulated as in Eqs. 4 - 11 the numerator in the 
general equation for the motion of the vehicle along the flight 
path (Equation 12) can be evaluated in closed form (see Ref. 7 
for a detailed discussion). 

Trajectory 

Reference 

Case 1 

Case 2 

Case 3 

Constrained 

Shuttle 
= B  

Gravity Loss Ws 

1617.0 

1614.4 

1631.2 

1686.2 

1592.2 

3000.4 

(du) 

integration. Figure 15 depicts the graphical technique. The 
gravity loss term is obtained by integrating the area under the 
curve of g/u vs Z. A representative climb trajectory for Shuttle 
and a typical trajectory for a horizontally launched space access 
vehicle used in studies by others are shown. These trajectories 
are typically constrained to fly level through the transonic speed 
range, having reached that prescribed altitude by a steep climb at 
nearly constant velocity. Values of the gravity loss term are 
listed in Table 1. 
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Figure 14. Low Speed Climb Out Trajectories 
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Figure 15. Gravity Loss Term in Acceleration Equation 0 to 
125,000 ft. 

As expected, the gravity losses for the new trajectories increase 
for Case 1 to Case 3, as a consequence of flying at a lower 
velocity for a given altitude in the region of 16,OOOft to 36,000 
ft. The constrained low speed trajectory, which came from a 
3DOF trajectory optimizer, has the lowest gravity loss term due 
to flying at to a higher velocity before entering a steep climb. 
Subsequent revisions to the analytic trajectory formulations will 
be made to more closely approximate the initial climb suggested 
by the optimizer. Gravity losses for vertical launch are nearly 
double those for horizontal launch as exemplified by the Shuttle 
trajectory. This is an important factor that must be addressed in 
conceptual design studies that compare vertical with horizontal 
launch. 

The values can then be compared with those for other 
trajectories which can be obtained from graphical or numerical Table 1. Gravity Loss Terms in Acceleration Equation from 

0 to 125,000 ft. 
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Figure 16. Aerodynamic Coefficients for Transatmospheric 
Accelerators 

The new aerodynamic coefficients used in this study are shown 
in Figure 16. Values from Ref. 9, which were based on 
planform area have been modified to use the projected 
reference area of the engine inlet instead of the planform area of 
the vehicle to define the coefficients. This vehicle has a 
planform area of 4,763 ft2 and an inlet reference area of 210.3 
ft2. The lift  of the vehicle is then obtained from the value of 
the lift slope curve give in Fig. 16 as CL =CLaa the zero lift 
drag is obtained from the coefficient shown in the figure for 
Cdo, and the drag due to lift is CDL = L'CLsina where L' = 
0.4 for M < 0.72, L' = 0.4 - .045M + 0.0625M2 for 0.72 < M < 
4 and L' = 1.22 + 0.165(M-4) for M > 4. The aerodynamic 
coefficients are for vehicles that are capable of eliminating base 
drag at low flight speeds. Without the base burning concept, 
the drag would be about 50% higher at Mach 1.2. The zero lift 
drag coefficient of 0.18 at Mach 12 is about 20% higher than 
those used in previous studies7910 which would increase the 
mass fraction of propellant required to reach orbit shown 
therein. 

A compilation of data from numerous previous studies of the 
author was used with the current engine configuration to obtain 
engine specific impulse. Figure 17, which compares these 
values with those from the seminal paper of 19611. The major 
difference is the significant increase in IF for the scramjet cycle 
at velocities < 20,000 Ws. With engine specific impulse and 
vehicle aerodynamics defined, flight along the defined 
trajectories can be obtained by simultaneous solution of the 
axial and normal force equations along the flight path. 
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Figure 17. Comparison of Current Engine Specific Impulses 
with Reference 1 Values 

Conceptual Design of Turbojet Installation 
To examine the issue of alternative low speed propulsion 
systems, the conceptual design of the reference vehicle was 
modified to accommodate turbojet engines. Figure 18 is the 
concept for the installation of nine 33.3in diameter turbojets in 

a tandem duct similar to, but much larger than, that used for the 
base bleed system. Two rotateable inlet doors have been added 
to permit the turbojet to capture the maximum amount of 
available air. When the air flow is limited, as it invariably is in 
this class of vehicle configurations, better overall engine 
performance is realized when all of the air is used in the turbojet 
and none in the ramjet flow path. At Mach 3 the doors return to 
the folded condition and all of the flow enters the ramjet 
flowpath. At Mach 3 the turbojet performance would still be 
slightly better than that of the ramjet but the weight penalties 
associated with operation at higher temperature would result in 
lower overall vehicle performance. The nozzle close off door 
prevents the hot gases from the ramjet flow path from 
backflowing into the exhaust of the turbojet. With the base 
burning duct removed, control and elimination of base drag 
would be problematic, but no penalty for increased base drag 
was assumed in the study. Because issue has been taken with 
the conclusions from previous studies7,10 very optimistic 
assumptions ai-e being adopted for the turbojet performance. 
Most notable is that the Mach number at the compressor inlet 
has been raised from 0.3 to 0.5. No penalty in inlet pressure 
recovery, relative to that in the RBCC flowpath, has been taken, 
even though it is doubtful that the flow path to the compressor 
could be capable of exploiting internal contraction in the inlet. 
Figure 9 shows that this could lead to a 8 to 20% reduction in 
total pressure at Mach 3. For an accelerator mission, the 
turbojetengines must operate with full augmentor at an 
equivalence ratio of 1. The nine engines produce a total thrust'of 
345,667 Ibf at sea level static. The corresponding specific 
impulse is 5635 IbNlb. Engine performance calculations 
resulted in a specific impulse variation with Mach number given 
by IFAFSL = 1 - 0.035M -0.00917M2 . Fuel flow at other than 
sea level static is proportional to the inlet air flow. When flying 
the Case 1 trajectory, the thrust reaches a maximum of 
643,0001bf just before it transitions to the ramjet mode of 
operation at a velocity of 29 10 Ws. 

933.3 IN DIA. TURBOJET ENGINES 

Figure 18. RBCC Engine Modified for Turbojet Installation I 

Comparison of RBCC with Turbojet System 
When compared to the RBCC engine the turbojet uses a 
remarkably small amount of fuel during the acceleration to 2910 
fVs. For a gross weight at brake release of 396,0001b, the 
turbojet uses 13,6221b of fuel, whereas the RBCC uses 98,2481b. 
The corresponding mass fractions are 0.9656 and 0.7519, 
respectively. Based on this information, it would appear that the 
turbojet would be the engine of choice for a SSTO accelerator. 
However, this is not the whole story. The turbojet engines are 
quite heavy and an enormous amount of fuel is used while 
accelerating their mass to orbital speeds. This issue is addressed 
with the help of Figures 19 and 20. 
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wious attention have the charamnsa ‘ ‘cthattheymelighterthan 
the turbojea, hut have lower engine specific impulse. The lower 
weight systems also have much lower thrust capability. 
G e n d l y  the thrust is i d c i e n t  to provide enough 
accelerative eapabiiity to transgress the transonic pinch and 
adjunct rocket propulsion is required. This problem was 
encountered with NASP. The knowledge base for the propulsion 
system performance for most of these alternative engine cycles 
is sufficient to perform conceptual design studies with suffeient 
fidelity to expose these deficiencies. Then remains the question 
of whether the stluctural designer cdn m e a  the weight budget 
with adequate margin to provide a useful payload. 
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Figure 19. Orbital Weight Fractions for RBCC and Turbo- 
Ram Scrnmjet 

In Figure 19, the orbital weight fraction of turbojet and RBCC 
powered vehicles an shown as a function of the weight fraction 
of propellant required to accelerate fmm 29lOWs to orbital 
velocity. Recall that in the 1959 study (Fig. 4). a value of about 
0.3 was projected. The flyout mjectories for the engines in this 
study using the recently available aerodynamic force 
d c i e n o  is not yet completed, but preliminruy calculations 
also show results with a weight fraction of about 0.3. The 
weight fraction of propsllant for the mixjet is indeed smaller 
than that of the RBCC powered vehicle. However, when the 
weight of the engines is deducted from the total weight, the 
remaining weight fraction of the RBCC is larger, unless the 
climb from 2910 Ws is remarkably efficient and the thrust to 
weight ratio, TIW of the turbojet engines is very high. For 
example, if the weight ih t ion  from 29lOWs to orbit is 0.30 the 
turbojet would consume 267,6651b of propellant and the RBCC 
would consume 208,4261b, a net difference of 25,387lb in this 
pbsse of the climbout For the mixjet, the weight of 
propellant consumed in the entire climb is 281,287lb, leaving a 
weight in orbit of 114,7131b. The RBCC consumes 306,6731b 
of bel, leaving a we@ of 89,326lb. If the turbojet TiW = IO, 
the additional “engine” weight is 34,5671b, Thuq the weight 
“available” for mchue and payload is 114,713 - 34,567 = 
80,1461b or9,1801blessthantheRBCC. 

When the additional weight of the inlet door$ the nozzle close 
off door and the larger duct are included with the spool weigh< 
TIW values in excess of 10 would be unlikely. Pmpellant tank 
weigbts for the two vehicles would be comparable. Total tank 
volume is about the same. The additional propellant uscd in the 
RBCC is dense liquid oxygen. The assumption of equal mass 
fraction in the Mach 3 to orbit phase of the climbout biases the 
results in favor of the turbojet. Actually, the fuel fiaction 
would have to be somewhat l q e r  to account for the larger 
induced drag. 

Although the difFerencs in weight fraction are Smau, the effect 
on payload is quite significant. Figure 20 shows the weight of 
additional payload, or margin in the structural weight budget 
that corresponds to the weight fractions shown in Figurel9. 
With a nominal value of 0.3 for the weight ratio required to 
accelerate from 2910 Ws to orbit and a TiW =IO for the 
turbojet. the additional payload of9lSOlb is about 2.3% of the 
gross take off weight 

Thm me numemus other propulsion cycles that have been 
promoted for as alternatives for the turbojet and the RBCC for 
the SSTO mission. Nearly all of those that have been given 

4 \ 

Figure 20. Additional Payload or Margin or RBCC vs 
Turbojet 

Optimization of the engine design, wherein the design point for 
full air capture and the amount of lox added in the combustor 
are tailored to optimize Iw from Mach 3 to orbit, is hoped to 
raise the mass fraction above 0.30. However, the weight hudgel 
is still uncomfortably small. This pales in comparison with the 
challenge fami by the developas of all rocket powered SSTO 
vehicles. The reCenay funded NASA X-33 program can give 
some perspective of the realities of the problem. The c m t l y  
stated gross take of weight GTOW, is 273,2771b and the 
propellant m a s  fraction is 0.77. The vehicle is expected to 
reach a maximum velocity about I5,OOOWs with no payload. 
To reach an easterly, low earth orbit would require a propellant 
mas8 fraction of 0.89. Venture Star, the SSTO Recoverable 
Launch Vehicle that is being marketed BS the follow-on to the 
X-33. has the objective of reaching a 51 .%leg. 22Onm orbit with 
a useful payload, requires a propellant mass fraction of about 
0.90. This means the stluctural maw fraction will have to be 
reduced by more than e factor of 2, from that of the X-33. The 
substitution of aluminum-lithium for aluminum oxygen tanks 
will save some weight, as will some anticipated reductions in the 
weight of the rocket motor components. Scaling up to the 
2,186,0001b Venture Star will lead to some d e e m  in the 
structural mass fiaction, but the sum of all these factors still falls 
way short of the factor of 2 that is needed. 
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New Conceptual Designs 
Rather than relying on modest improvement in the currently 
configured RBCC, or for that matter airbreathing systems 
using other low speed cycles, it would be prudent to examine 
the possibility of a radical change in the engine flowpath and in 
turn the overall vehicle configuration. Ideally, not only would 
the vehicle have better engine paformance and lower shuctural 
weight but the drag would be reduced. The concept that is 
cumntly being examined by the author and Dr. Ajay Kothari of 
b o x  Corporation is based on the flowpath cut from 
streamline tram of inward turning flowfields. The design of 
the highly successful SCRAM12 engine that was tested in a 
freejet at Mach 5-7.3 in 1968-73 was based on a similar design 
technique. Figure 21 shows conceptual design of four vehicles 
which have inward turning inlet compression fields and the 
reverse process in the nozzle. 

Some of the attributes of theses designs are: 

An inlet-forebody that produces more uniform flow in 
combustor, thereby simplifiying the fuel control and 
distribution system as well as increasing the engine 

3) 

turbm-scram jet accelerators showed that less fuel was 
expended by the turbojet system but the useful weight in 
orbit was greater for the RBCC devise. Allowable structural 
weights for either system are marginal but are considerably 
more comfomble than those for all-rocket powered 
vehi~les. A terse introduction to e new class of flow paths 
that could lead to significant savings in propellant and 
stntchlral mass factions concludes the discussion. 

paformance. 

Very simplified methods for mining changes in the 
wnhaction ratio of the inln that eliminates the 
requirement for translation and rotation of large cooled 
panel sections in hydrogen cooled systems. 

Very simplified methods for providing engine starting 
and control of the air capture chamctmistics of the 
inlet 

N 

Swept leading edges to r n i n i i  heat W e r ,  cowl 
drag and inlet losses. 

Sigoificant reductions in wall shear losses by 

cross-sectional area and increasing the boundary layer 
thickness in the high shear region of the engine flow 

Large reduction in the length of the combustor-inlet 
isolator due to thick incoming boundary layers. 

simultaneously decreasing the ratio of surfamto- 

P h .  

VI- 

c 

Significant reduction in the surface area requiring 
active cooling. 

Reduction of stnss concentdon by the elimination 
of sharp corners in the highly loaded intemal ducts. 

Large reduction of the trim requirements by closely 
aligning the resultant thrust vestor with the vehicle 
axis and with a small, or no offset from the vehicle 
c.g. 

A family of designs appropriate for either horizontally 
or vertically Iauncbed vehicles for accelmtors and 
another family suitable for expendable missiles. 

H 
More detailed descriptions of the conceptual and 
performance of vehicles embodying these features will be 

Figure 21. Conceptual Designs of SSTO Vehiela Bared on 
Inward Turning Flow Fields, Front and Bottom Views 

presented in forthcoming publications. a) Two Dimensional -Planar Configuration 

Concluding Remarks b) Minimum Surface Area Configuration 

e) Two-Module Symmebie Configuration for Vertical 
Launch -Carved from an Assvmmetrie Flow Field 

An approach to the conceptual and d) FourModuleSymme~icCoafigurationfor Vertical performance of airbreathing single stage access to orbit 
vehicles has becn presented. Comparison of RBCC and Lanuch - Cnrved from an Axisymmetric Flow Field 
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Question 1: Prof. E. Reshotko 

What about cooling requirements (for inward turning designs?) 

Author’s reply: 

Two features of the inward turning design lead to reduced requirements for cooling. First, 
the leading edges of the inlet are highly swept which reduces the heat transfer and drag. 
Second the radial compression in the inlet and radial expansion in the nozzle thickens the 
boundary layer, relative to planar designs, in the regions of highest heat transfer. Thicker 
boundary layers lead to lower total heat loads. 

Question 2: Prof. Ir. W.B. de Wolf 

Could you briefly comment on the off-design characteristics of Busemann-type inlets? 

Author’s reply: 

CFD calculations of Busemann inlets at off-design conditions are currently underway. At 
present, no results are available. However, the fixed geometry inlet for the SCRAM 
engine (ref. 12), with a design Mach number of 7.78 was tested over the Mach number 
range of 4 to 10 at angles of attack up to 15 degrees. Results from these tests showed 
remarkably good performance at off-design conditions. 



c34- 1 

Aerothermodynamics and Propulsion Integration: 
Synthesis of the AGARD-FDP-VIU Special Course, April 15-19,1996 

E.H. Hirschel 
Daimler-Benz Aerospace AG 

81663 Munchen 
Germany 

SUMMARY 
The AGARD-FDP-VKI Special Course "Aerothermodynamics 
and Propulsion Integration for Hypersonic Vehicles" dealt 
with basic topics of aerothermodynamics, with configurational 
aerothermodynamic of re-entry vehicles, airbreathing vehicles 
and missiles, and with inlet and aerothermodynamic air- 
framdpropulsion integration of RAM and SCRAM propelled 
vehicles. In this paper the contributions, which were devoted 
to aerothermodynamic airframe/propulsion integration in the 
widest sense, are synthesized. 

After a general discussion of the problem, the main topics 
forebody, inlet, nozzldafterbody, the whole vehicle, are de- 
tailed, partly with illustrating examples. Finally the potentials 
and deficits of simulation means are considered. 

1. INTRODUCTION 
The AGARD-FDP-VKI Special Course "Aerothermodynamics 
and Propulsion Integration for Hypersonic Vehicles", Rhode- 
Saint-GenBse, Belgium, April 15-19, 1996, had the following 
objectives: 

- Review of recent research and industrial work in 
aerothermodynamics and propulsion integration. 

- Consolidation and dissemination of newly gained 
knowledge, experience and techniques. 

- Identification of new development and evolution needs 
in the field. 

The structure of the c o k e  is given in Table 1. The content is 
published in Ref. 1. 

In the following the contributions dealing with aspects of 
aerothermodynamic airframdpropulsion integration in the 
widest sense are synthesized. The material considered is that 
presented on day 3 and day 4 of the course, Table 1. The re- 
spective articles are Refs. 2, 3, 4, 5,  which were published in 
Ref. 1. 

2. THE PROBLEM OF AEROTHERMODYNAMIC 
AIRFRAMEPROPULSION INTEGRATION 

Aerothermodynamic airframe/propulsion integration is the 
most demanding problem in airbreathing hypersonic vehicle 
design because of the strong coupling of the lift and the pro- 
pulsion system, which increases with increasing flight speed, 
Ref. 6. Actually the whole lower side of the vehicle is a com- 
bined lift and propulsion system. The outer flow path (on the 
airframe) and the inner flow path (through inlet, engine, noz- 
zle) are intimately coupled together, Fig. 1. 

The shaping of these flow paths in view of the large Mach 
number and altitude span, possibly with several propulsion 
modes (Turbo, RAM, SCRAM), is the main problem. A posi- 
tive net thrust, Fig. 2, must be attained. At the same time per- 
formance, flyability, and controllability in design and off- 
design flight must be assured. Fig. 1 shows also the many flow 
phenomena, whose qualitative and quantitative properties 
determine the functions of forebody, inlet and noz- 
zlelafterbody. Both the outer and the inner flow path are vis- 
cous-effects dominated. Heat loads and heat-loads alleviation 
on the outer flow path by surface-radiation cooling influence, 
and are influenced by the properties of the viscous flow (third 
lecture on the fist  day), Ref. 7. The whole problem is finally 
complicated by the strong coupling of the aerothermoelastic 
behaviour of the forebody into both the outer and the inner 
flow path (last lecture of the course), Ref. 8. 

Current design strategies, simulation and optimization tools as 
well as ground-facility simulation must be much improved in 
order to permit "to get a positive net thrust in the right direc- 
tion", Fig. 2, with sufficient prediction accuracy and reliabil- 
ity. For military applications this certainly is possible today in 
the low hypersonic Mach number regime. For space transpor- 
tation systems with the demand of high cost-efficiency still a 
large technology development effort is necessary, Ref. 8. 

3. THE MAIN TOPICS 
In the following the three main topics " forebody", "inlet", 
"nozzldafterbody" are treated and finally the fourth main 
topic "the whole vehicle". Considered are only those contribu- 
tions, which were major parts of a lecture. For details the 
reader is referred to the pertinent papers (Refs. 2, 3,4,5). 

3.1 Forebody 
The forebody was a major topic of the two lectures on the third 
day, Refs. 2 and 3. The forebody of a hypersonic airbreathing 
vehicle serves a function, which is a not so accentuated func- 
tion of, for instance, a fighter aircraft forebody. "Forebody 
pre-compression" reduces the inlet capturing area, and there- 
fore also the vehicle length, because the bow shock should not 
interfere ("inlet shielding", Ref. 2), with the propulsion sys- 
tem, which would lead to wave drag increases, Ref. 6, but also 
to severe interference processes with the inlet. Of course the 
vehicle nose shape plays also a major role. Its form and di- 
mensions affect the bow-shock shape and location, too. Here 
already very important couplings with the wave drag and the 
heat loads must be considered small nose -+ small wave drag 
+ large heat loads, and vice versa, Ref. 7. Finally the entropy 
layer thickness will be affected by the nose shape, with conse- 
quences for the boundary-layer development on the lower side 

Paper presented at the AGARD Symposium on "Future Aerospace Technology in the 
Service of the Alliance", held at the Ecole Polytechnique, Palaiseau, France, 

14-1 7 April 1997, and published in CP-600 Vol. 3. 
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of the forebody, the transition laminar-turbulent, and the inlet- 
onset flow. 

The baseline shape of the lower side of the forebody is an 
almost flat shape, Ref. 6. This should lead to an almost two- 
dimensional inlet-onset flow. It is, however, affected by the 
entropy layer, which, together with the forebody boundary- 
layer also governs the flow homogeneity of the inlet-onset 
flow. This in turn affects the mass-flow, and the total pressure 
efficiency of the inlet, Refs. 2 and 3. How much distortion a 
RAM or a SCRAM engine can tolerate has not been settled 
yet. Large tolerances would be ideal, because then no bound- 
ary-layer divertion would have to be considered, which, how- 
ever, is mandatory for the turbo engine mode. Fig. 3 from a 
systematic study in Ref. 2 shows different nose and forebody 
configurations, of which one with a flat lower side appears to 
be the one suited best. The flow pattern on a similar shape is 
shown in Fig. 4, which is a HYTEX forebody, Ref. 3. This has 
been systematically studied, too, in Ref. 9, where also volume, 
wetted surface, and lift, drag and pitching moment increments 
were investigated. 

32 Inlet 
The inlet was a major topic of the second lecture on the third 
day, Ref. 3, and the f i s t  lecture on the fourth day, Ref. 4. The 
inlet for RAM propulsion (M < 7) has to decelerate the flow to 
low subsonic Mach numbers in the RAM combustor, Ref. 3, 
whereas for SCRAM propulsion (3 < M < 20) the deceleration 
is necessary to low supersonic Mach numbers (M = 1.5 to 3) in 
the SCRAM combustor, Ref. 4. Of course, with forebody pre- 
compression, the inlet "sees" a Mach number smaller than the 
flight Mach number. In principle this means, that the RAM 
inlet design in any respect poses larger problems than SCRAM 
inlet design (note that a SCRAM propelled hypersonic vehicle 
in general f i s t  flies in turbo and RAM mode, so that the inlet 
must cover all propulsion modes). However, increasing flight 
Mach number entails increasing severety of thermochemical 
effects and of heat loads, which are strongly enhanced in areas 
of shockhundary-layer interactions (fourth lecture on the 
first day), Ref. 10. Detail topics treated were inlet efficiency 
(mass-flow ratio, total pressure recovery), which must be 
attained with little inlet drag and losses, and sufficiently good 
quality (low distortion and swirl) of the flow entering the 
engine (combustor). This is a problem especially for turbo 
engines. Inlet control, e.g. prevention of unstart (turbo engine, 
RAM inlet (SCRAM inlet: isolator blockage)), is a major 
issue. too. 

Geometrical features, like the capture area, mixed exter- 
nawinternal compression, side wall compression (SCRAM 
inlet), Fig. 5, Ref. 11 (taken from Ref. 4), throat area (RAM 
inlet) and lip angle are major issues because the inlet flow path 
has to be minutely supported and controlled by a light-weight 
structure with, for hypersonic flight vehicles, rectangular (!) 
cross-sections and movable (sealing problem) ramps. 

This must be viewed in conjunction with the enormous pres- 
sure and heat loads, for which an example is given in Fig. 6, 
Ref. 3. The outer ramps are radiation cooled, therefore the wall 
temperatures are rather low, but increase almost stepwise from 
ramp to ramp (an explanation was given in the third lecture on 
the first day, Ref. 7). The inner portion of the inlet, which 
cannot be radiation-cooled, becomes very hot, with the possi- 

ble need of active cooling. The inlet lip poses extra large 
structural problems, because it must be thin (wave drag, dis- 
tortion), but must bear large pressure loads and large heat- 
loads differentials from the inner to the outer surface. 

The flow phenomena are very demanding in the design and 
verification processes. The boundary-layer of the inlet-onset 
flow on the lower side of the forebody will be turbulent in the 
RAM regime, but laminar-turbulent transition will happen 
downstream of the lip in the inner and the outer flow path. In 
the high SCRAM regime, transition may occur only after 
sufficient compression on the ramp(s). Shockhoundary-layer 
interactions, corner flow with glancing shocks, shocWshock 
interactions on the lip, et cetera, combined with thermochemi- 
cal effects, which even may couple into the combustion proc- 
ess, are partly not well understood, which poses large predic- 
tion and verification problems, especially if transition and 
turbulence are involved. Ref. 10. 

3.3 NozzleJAfterbody 
This was a major topic of the lectures on the third day, Refs. 3 
and 2, and of the first lecture on the fourth day, Ref. 4. Since 
the flight Mach number and altitude span of hypersonic vehi- 
cles is very large, the nozzle throat must be controlled, which 
leads to a rectangular cross-section, and to an asymmetric 
outer nozzle (single expansion ramp nozzle (SERN)). The 
outer nozzle then must be considered as a constituent part of 
the afterbody, which becomes larger with larger flight speed 
( S m G E R  M = 6.8: approximately 40 m*). Nozzle/afterbody 
efficiency (thrust coefficient) and the thrust-vector angle, 
which couples strongly into the pitching moment and the lift 
of the vehicle, Figs. 1 and 2, pose major design problems 
especially also with regard to the overall aerothermodynamic 
airframdpropulsion integration. Plug nozzles in principle 
could overcome the thrust-vector angle problem, if they would 
be employed with a bell nozzle. However, vehicle integration 
needs make a combination with an asymmetric outer nozzle 
(Plug SERN) necessary, which poses other problems, unfortu- 
nately also shockhoundary-layer interaction problems, Fig. 7, 
Ref. 12. 

Performance and operation problems are especially large at 
low supersonic transonic (transonic pitch problem) and sub- 
sonic Mach numbers. For this flight regimes external combus- 
tion on base surfaces (nozzle flap) is proposed, as well as 
heating of the diverted forebody boundary-layer flow, Ref. 3, 
which is then expanded through a secondary nozzle on top of 
the primary nozzle, Fig. 1. 

The flow phenomena to be regarded are very complex, too. 
Thermochemical effects in the engine exhaust flow (optimum 
external nozzle length for the recovery of dissociation losses), 
radiation cooling of outer surfaces (shielding effects by water 
vapor of the exhaust gas?), three-dimensionality effects, and 
shockhundary-layer interaction and separation pose fonni- 
dable prediction and verification problems. Fig. 8 gives a 
schematical comparison of effects due to the presence or non- 
presence of SERN sidewalls. 

3.4 The Whole Vehicle 
The "whole vehicle", which combines the three elements 
sketched above, is the final design challenge of airbreathing 
hypersonic vehicles. It was treated especially in the f i s t  lec- 

1 
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ture of the third day, Ref. 2, and for missiles in the last lecture 
on the fourth day, Ref. 5. 

Two basic paradigms can be distinguished the "flying en- 
gine", and the "propelled airframe", Ref. 2, depending on, 
obviously, whether one looks with the eyes of an aircraft de- 
signer, or that of an engine designer. In any case the external 
and the internal flow path have to be considered in an inte- 
grated manner in order to shape the flow paths in such a way 
that all functions are optimally served forces and moments, 
pitch and yaw, trim and stability, control (control surfaces, 
thrust, thrust vectoring, reaction-control system at large alti- 
tudes (?)) on all trajectory segments, in general also with low- 
speed compatibility. Special problems must be handled in off- 
design situations, e.g. engine-flame out, in order to avoid or to 
counter-act the build-up of a large pitching moment. 

Tip-to-tail computations are today the major means to ap- 
proach the problem. The core engine can be handled as in- 
put/output model, which still entails many serious problems. 
The approach is highlighted in the following with regard to the 
pitching-moment problem. Fig. 9, Ref. 13 (discussed in Ref. 3) 
shows the pitching moments of the airframe, the propulsion 
system and the total system (S-GER) as function of the 
flight Mach number. The airframe has a pitch-down in the 
whole Mach number range up to M = 5 .  It is strongly accentu- 
ated in the transonic regime. The propulsion system has a 
similar accentuation in the transonic regime, however, it is the 
pitch-up in the turbo reheat mode, which then reduces fast to 
zero at M = 2.6 (at M = 3.9 the propulsion mode changes from 
the turbo mode to the RAM mode). The total system finally 
exhibits a pitch-down moment in its whole flight Mach num- 
ber domain, with a strong accentuation in the transonic regime, 
which all must be trimmed. Trimming with aerodynamic 
control surfaces of course entails trim drag, which hurts espe- 
cially in the transonic regime. The efficiency of control- 
surface trim of a pitch-down moment in the high Mach num- 
ber regime is another problem, if the wing or body portion 
ahead of the control surface flies at angle of attack, so that the 
upward-deflected control surface is shielded. 

Tip-to-tail studies permit to analyse in detail where the forces 
and moments are created and what remedies can be consid- 
ered, if adverse effects are present. An example of a result of 
such a study is shown in Fig. 10, Ref. 2, with the integrated 
evolution of the lift along the vehicle (generic vehicle at M = 
0 (10)). 

The forebody gives positive lift, except for 01 = 2' in the most 
forward portion. This lift, of course, increases with increasing 
angle of attack. In the inlet a strong reduction of lift happens, 
because the airstream on the lower side of the vehicle is forced 
upwards. At the (SERN) nozzle finally the lift recovers, again 
increasingly with increasing angle of attack. Similar results 
are given in Ref. 2 for the pitching moment and the drag. 

At this time the state of the art permits considerations of this 
kind only for rigid airframes. In Ref. 8 it was discussed that 
the aero(thermo)elastic behaviour of especially the forebody 
couples via the pre-compression effect strongly into the inter- 
nal (engine) flow path, with laige consequences for the net 
thrust of the (RAM) propulsion system. The still unabated 
growth of computer performance will allow soon also to take 

aerothermoelastic effects into account, provided the model 
building for such simulation problems, also on the structural 
side, can be achieved soon, especially in view of possible hot 
primary structure solutions for the airframe. 

4. 

Potentials and deficits of simulation means were topics of all 
contributions. Simulation means, i.e. computational simulation 
tools (approximate methods for design and investigation, 
numerical methods for investigation, design, diagnose and 
verification), and ground-simulation facilities and techniques 
for investigation and verification, are needed in the vehicle 
definition and development (engineering) phases. Computa- 
tional simulation (and optimization) has a very large potential 
due to the growth of computer power, which will reach 
Petaflops performance in the next ten years. 

POTENTIALS AND DEFICITS OF SIMULATION 
MEANS 

The very big deficits lie in flow-physics (transition and turbu- 
lence) and thermochemical models, and in view of the 
aerothermoelastic coupling problem also in structure-physics 
models (non-linearities and damping in joints, properties of 
heat-loaded materials & structures, et cetera). 

While computational simulation is the natural tool in vehicle 
definition and development processes, the ground-facility 
simulation is the classical tool for investigation and verifica- 
tion processes. Airframe, inlet, afterbody (jet simulation?) can 
be sub-scale tested in "cold and "hot" hypersonic facilities. 
The engine and the whole propulsion system, i.e. inlet, engine, 
nozzle can be tested in connected pipe, semi-free jet, and free- 
jet facilities with sub-scale, and depending on the vehicle size, 
also with full-scale hardware. However, large deficiencies 
exist in ground-facility simulation with regard to scale effects, 
viscous effects, thermochemical effects, which in general 
increase with increasing flight speed. Ground-facility simula- 
tion of the flow past and through the whole (elastic) vehicle, 
even in sub-scale, is not feasible. Therefore new simulation 
strategies are envisaged, which combine systematically com- 
putational simulation, ground-facility simulation and in-flight 
simulation in order to overcome the ground-facility simulation 
shortcomings on the one hand, and to tackle the design and 
verification problem of the "whole, free-flying, propelled, 
elastic vehicle" on the other hand. Examples are the 
"Integration Validation Object Methodology", Ref. 2, and the 
"Transfer-Model Approach", Ref. 8. 

5. CONCLUDING REMARKS 
A large part of the special course was dedicaled to aerother- 
modynamic propulsion integration. Aerotherniodynamic air- 
framelpropulsion integration is a most challenging topic. The 
design and verification problems increase with increasing 
flight speed due to the increasing coupling of lift and propul- 
sion. Flow physics and thermochemical phenomena pose large 
problems in understanding and prediction. Aerothermoelastic 
couplings pose additional grave problems. However, with 
continuous and dedicated technology development and verifi- 
cation efforts, which include appropriate experimental vehi- 
cles, these problems can be overcome. 
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Scramjet EngindAirframe Integration Methodology 

James L. Hunt and Charles R. McChton 
NASA Langley Research Center, MS 353 

Hampton, Virginia 2368 1 -0o01, USA 

1. ABSTRACT 
Scramjet engidairframe integration methodology currently 
in use at the NASA Langley Research Center for 
designlanalysis of hypersonic airbreathing vehicles is present- 
ed with illustrative example applications. The matrix encom- 
passes engineering and higher order numerical methods that 
cover the major disciplines as well as a multidiscipline 
designlopbization approach. 

2. INTRODUCTION 
The Systems Analysis Office (SAO) and the Numerical 
Applications Office (NAO) of the Hyper-X Phase I P m p m  
Oftice @IXFQ)lAerospace Transportation Technology Office 
(ATTO) at NASA Langley Research Center provide evalua- 
tion, analysis and design of hypersonic airbreathing vehicles 
for both industry and government A wide range of vehicles 
and misslons are investigated, including single-, two-, and 
threbstagbtwrbit vehicles, as well as endoahnospheric 
cruise and accelerator vehicles (fig. 1, ref. 1). For all these 
vehicles, the forebody acts as an extesnal inlet, precompress- 
ing air for delivery to the dual-mode scramjet inletlcomhustor 
and the aftbody acts as an external nozzle for the expansion 
of exhaust gases. The result is a propulsion system that is 
totally integated hom nose to tail, and thus it is a major 
shaping influence on the design of the vehicle. Due to the 
highly integrated ernelairframe and the extensive flight 
envelope inherent in airbreathing hypasonic vehicle design. 
analyses of these vehicles involve many interdependent disci- 
plines with high sensitivities among the large set of design 
variables and a highly nonlinear design space. It is therefore 
necessary to resolve most airbreatbing hypersoNC vehicles to 
a preliminary design level, even for those that would tradi- 
tionally be considered as conceptual design. With this amount 
of detail required as well as the requirement for a short 

Figure I .  Hypersonic airbreathing vehicle &sign mat& 

design response time, analysis methods have been developed 
and improved to provide both rapid and accurate results. The 
stable of software tools span engineering and computational 
fluid dynamics (CPD) methods. 

In order to minimize vehicle characteristics such as fuel frac- 
tion for performing a mission and resultant gmsddry weight, 
the airframe interned subsonidsupersonic combustion ram- 
jet should have at least four desirable features. First, the 
installed performance of the engine should be maximized 
over the Mach number range of operation; second, the engine 
integration should be such that the effective specific impulse 
of the vehicle is maximized over the accelerated portion of 
the trajectory; third, the engine should be able to be regenera- 
tively cooled (except for missiles); and fourth, the engine 
should be light weight. These features should accrue in either 
a fixed geometry or highly vanahle geometry engine architec- 
ture or something in between. In addition, the suhsonidsuper- 
sonic combustion ramjetlscramjet must have inlet and nozzle 
shapes that are conducive to airframe integration. The large 
nozzle area relstve to freestream capture area requuements 
for hypersonic speeds necessitates integrating the engine with 
the airframe in order to use the afterbody of the vehicle as the 
engine nozzle and therehy minimizing the cowl drag. Vehicle 
design considerations in hypersonic flow show that the reti- 
able prediction of a dual-mode scramjet perfonnancz is an 
absolute must in resolving hypersonic airbreathing vehicle 
designs. This becomes evident upon consideration of the fact 
that the net thrust for these vehicles is a relatively small dif- 
ference between two large forces, the nozzle thrust and the 
forebody ram drag; thus. the potential for error and resultant 
sensitivity is high. 

Because of the significance of the ramjdscramjet integration 
on the design of hypersonic airbreathing vehicles. this paper 
foeuses on the dual-mode ramjet enginelairframe integration 
methodologies currently in use in the SA0 and the NAO and 
the enhancements in progress and those planned. Engineering 
and CFD methods to insure the evolution of engindairframe 
integrated dual-mode ramjet designs with the desirable fea- 
tures mentioned above are discussed. 

3. PROPUMION FLOWPATE’FORCE ACCOUNTING 
For an underslung r a m j d m j e t  airframe-integrated vehicle 
in which the vehicle lower forebody acts as a precnmpression 
surface and the vehicle lower aftbody acts as a high expan- 
sion ratio nozzle, the entue undersurface of the vehicle is a 
propulsion flowpath. This propulsion flowpath is defned by 
those surfaces that are wetted hy air that flows h u g h  the 
engine nacelle and the forces acting thereon are charged to 

Paper presented at the AGARD S ~ o s i m  on ‘‘Future Aerospace Technology in the 
Service of the Alliance”, held at the Ecole Polyfechnique, Palaisears France, 

14-17April 1997, &published in C P d w  Vol. 3. 
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Figure 26. Cowl-to-fail force accountmg system. 

propulsion (fig. 2a). This includes the lower external fore- 
body. the interior nacelle, and the exterior nozzle aftbody. 
Forces on all other exterior surfaces including the e ~ t e r i o ~  of 
the engine cowl and sidewall are charged to aerodynamics. 
ms classic force accounting system is referred to as 
freestream-to-freestream or more commonly nose-to-til. 
When the engine is not operating (e.g., during reentry), exte- 
rior forebcdy and nozzle forces are charged to aerodynamics. 

A second force accounting system, known as cowl-to-tail, is 
shown in figure 2b. Here, the propulsion accounting begm at 
the cowl lip rather than the apex of the vehicle and proceeds 
tbrough the engine and out the aftbody nozzle. This approach 
usurps the need to trace streamlines forward from the cowl lip 
to the frees- in order to define the forebcdy control vol- 
ume in the nose-to-tail accounting system and gives the aero- 
dynamics a more conventional role that now includes the 
lower forebody. 

If a control volume (momentum balance) cycle analysis 
approach is used to resolve the forces in the propulsion flow- 
path as depicted in figure 3% then additional propulsion relat- 
ed forces should be designated which do not represent actual 
forces acting on the vehicle propulsion flowpatb surfaces but 
rather are a result of the way in which control volumes are 
defined. These are: (1) spillage drag due tu shock losses asso- 
ciated with uncaptured spilled air (fg 3a); (2) plume drag 
which is a fictitious drag captured by the control volume at 
the external nozzle flow interface with the freestream flow (a 
virtual surface, fig. 3a) and thus must be added hack into the 
forcc accounting; (3) ram drag which is the stream-thrust at 
the forwad control volume interface with the forebody flow 
(subsequently captured); and (4) nozzle gmss thrust which is 
the streamthrust at the nozzle exit control volume interface. 
At the time that this approach was fxst implemented in hyper- 
sonic pmpnlsion cycle analysis, only forces in the fight 

direction were of interest; effective specific impulse, Isp was 
the primary focus. The control volume approach could not 
adequately predict propulsive lift and pitching moment, so an 
improved method was needed. 

In propulsion cyde analysis methods that integrate the pres- 
sures on the propulsion surfaces in contrast to the control vol- 
ume and momentum balance approach, none of the above 
corrections are required. This also applies to hybrid schemes 
(ref. 2) in which a control volume is used only for the com- 
bustor force resolution, and wall pressure plus skin friction 
integration’s are used to resolve the forces on the remainder 
of the flowpath surfaces. Consequently. hybrid schemes lend 
themselves very well to propulsive lift and pitching moment 
computations, Figure 3h illustrates a hybrid scheme. This 
approach has become more practical in recent history due to 
improvements in computational technology. Thus, in general, 
forces resolved from control volumes confined to interior SUT- 
faces require no virtual interface conections. 

4. CLASSES OF METHODS 
Swamjet enginelairframe integration methodology can be 
classified into four levels (fig. 4. ref. 3). Level 1 uses analyti- 
cal methods and generally include iteration on closed form 
solutions which are coded into fast running computerpro- 
grams. Level 2 makes the transition to numerical analysis and 
includes finite differencdelementlvolume inviscid (Euler) 
flow field analysis and heat conduction/transfer codes. Also 
included in Level 2 are the integral boundary layer codes and 
finite element stress analysis codes. Levels 1 and 2 Constitute 
the engineering methodology category since they are used 
extensively in couceptuallpreliminary design and perfor- 
mance tasks. Level 2 also includes hybrid methods which 
combine and integrate methodologies across the fluid-sa- 
tural-thermal disciplines. 

Figure 3a. Propulsionflowpath, control volume, and vectoral 
relarionships-ImditionadirioMI approach 

Figure 3b. Propulsionflowpath, control volume, and vectoral 
rekuionshipdybrid appmoch 
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S. 2. tinckney. It accurately 
of an airbreathing vehicle as 

over the last twenty five years 
resolves the net propulsive thr 
a small difference hetween the comhustorlnozzle thrust and 
the forebody/inlet drag. The forebody flowfield properties 
and the mass capture which SRGULL predicts are critical in 
resolving the net thrust. 

SRGULL uses a 2-D/axisymmetric Euler (finite-difference, 
shock fitting) algorithm on the forebody and inlet, coupled 
with a boundary-layer solution, to predict the forebdy/inlet 
drag and the flow properties entering the engine. The 
ramjetlsaamjet solution is then completed using a 1-D cycle 
analysis with equilibrium chemistry and multiple steps 
through the combustor. A fuel mixing distribution with length 
is reqoired input. Finally, the nozzle forces are resolved using 
the 2-D Euler and boundary-layer codes. A 3-D Euler capa- 
bility is now heing implemented into the code. 

Capabilities in the SRGULL code include the analysis of lami- 
nar. transitional, and turbulent boundary layers; engine flow- 
path forces such as lift, thrust and moments; and LOX aug- 
mentation of the scramjet which consists of small rocket 
motors firing parallel to the flow just downstream of the throat 
either at stoichinmetric, fuel-rich or fuel-lean conditions. To 
fmt order, a thermal balance can also be accomphshed. Given 
the wall t e m p h u e .  heat flux to the walls (calculated by the 
code) and the fuel injection temperam. the amount of fuel 
required to actively cool the vehicle is determined. This fuel 
flow rate IS then used to predict the net thrust for a thermally 
balanced system. Particularly at high h y p o n i c  flight Mach 
numbers, the increased fuel flow rate, which is generally 
above an equivalence ratio of one, can significantly increase 
thrust but decreases specific impulse. The prediction of 
coolant fuel flow rate is Mer refined in the thermal manage- 
ment analysis as described in the correspndmg sectton helow. 

SRGULL (ref. 2) also has the capability to predict engine 
unstart (ref. 4). which is another unique feature of this cycle 
d e .  Figure 6 (ref. 4) shows an isolator/ramjer/scramjet keel- 
line at the top. The mows mark points where fuel can he 
injected. The four plots show the pressure distribution 
through the engine as a function of distance along the engine 
for various freestream Mach numhers where transition 
between pure ramjet and pure scramjet occurs. Note that in 
the top plot, fuel is being injected from the middle injectors at 
an eqnivalence ratio of 0.3 and from the downstream injectors 
at an equivalence ratio of 0.7. Also note the rise in pressure 
that occurs upstream of the = 0.3 fuel injector. If more fuel 
were to he added at tlus fuel injector, the pressure rise would 
be pushed farther and farther upstream, until at some point an 
engine unstart occurs. Note that as the freestream Mach num- 
ber increases. the fuel can he injected farther upstream with- 
out causing the disturhance to move upstream. 

Figure I (ref. 4) shows an experiment run in a Langley tunnel 
to study the effects of gwmetry changes on isolator flowfield 
characteristics. As shown, SRGULL accurately predicts the 
pressure disturbance in the isolator. 

The NASP Concept Demonstrator Engine (CDE) was tested 
in the 8-ft. diameter High Temperature Tunnel (") at 

."- 
W 3  Parabolized Navier StokmB I ""nndcal 

Advanced 

Level 1 Analytical methods 

Figure 4. Methodology classificnlion levels 

Level 3 consists of the Parabolized Navier Stokes (PNS) 
finite differencdvolume codes which are used for parabolic 
problems. These flows generally consist of large supersonic 
re@ons with only embedded subsonic pockets. Level4 is the 
highest level of analysis and consists of time-averaged Navier 
Stokes ( T A N S )  codes. These can he Full Navier Stokes 
(FNS) codes or Navier Stokes solutions using the thin layer 
approximation (TLNS). These are. used for flows which are 
viscous dominated and elliptic in nature, i.e. downstream 
pressure feed-back effects are included. The NS codes allow 
shear stnss and heat transfez to he computed directly. Also 
included in Level 4 are the new coupled multi-disciplinary 
d e s  which include significant interaction among the fluid- 
S ~ - t h e r m a l e f f e C * l .  

Do not be confused by the levels. More is not always better. 
PNS is completely appropriate for some flows, those which 
have no separation. Engineering methods are also hest for 
preliminary trade studies. 

4.1 Engineeriog Methods 
Engineering methods constitute the Level 1 and 2 classes of 
methodologies. They are used primarily in conceptuallprelim- 
inary design and pe~ormance tasks. 

4.1.1 Cyde Analysis 
The ramjer/scramjet cycle d e  used for characterizing per- 
formance as well as refining flowpath design for highly inte- 
grated ensine/aimame confgurations in SAONAO is 
SRGULL (fig. 5, ref. 2). SRGULL was developed at Langley 

Figure 5. Tip-to-tail scmmjet/ramjer cycle analysis, SRGULL. 
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Figure 6. Ramjet to scramjet mode m i t i o n  with SRGULL. 

"E 35 

30 

Elpamion F I 
5 

F 
0 I !  I I 

Distance 
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Langley. SRGULL accurately predicted the floyath pressure 
distribution, including the pressure-rise magnitude and loca- 
tion, of the CDE in the 8' HTT at Mach 7 [est conditions. 

4.1.2 InviseidFlow 
Euler wdes are used to approximate these flows in support of 
flowpath desigdperformance for underslung engindairframe 
integrated configurations in which forebodies precompress 
the air entering the inlet and aftbodies provide combustor 
flow expansion surfaces. 

4.1.2.1 ZWAxkymmetric Euler 
The 2-D/axisymmetric Eder code used in SAOMAO is 
SEAGULL (ref. 5). It was developed by Manual Salas at 

Langley in the mid 70's. It is a floating shock fining technique 
in which second-ordef difference formulas are used for the 
computation of discontinuities. A procedure, based on the coa- 
lescence of characteristics is used to detect the formulation of 
shock waves. Mesh pomts that are crossed by discontinuities 
are recomputed. The technique provides resolution for 2-D 
external or internal flows with an arbitrary number of shock 
waves and contact surfaces. An example solution for the invis- 
cid flow internal to a 2-D m j e t  is presented in figure 8. 

4.1.2.2 3-D Euler 
To resolve 3-D inviscid flows, an unstructured, adaptive mesh 
Euler code (SAMflow. ref. 6) has been implemented in 
SAONAO by Dr. M. K. Lockwood. The unsbucfured, adap- 
tive mesh methodology (ref. 7) was selected to provide res* 
lution of shocks in a capturing technique with minimum grid- 
ing effort by the analyst. 

The spatial discretization is accomplished via fiOite element 
techniques on unstructured tetrahedral grids. In order to 
achieve high execution speeds, edge-based data structures are 
used. Either central or upwmd flux (van Leer, Roe) formula- 
tions can be used For the temporal discretization, both Taylor- 
Galerkm and Runge-Kutta time integration schemes are avail- 
able. Monotonicity of the solution may he achieved through a 
blend of second- and fourth-order dissipation, Flux-Comted 
Transport (FCT), or classic Total Variational Dimensioning 
m) limiters. The equations of state suppotted by SAMflow 
include ideal gas. polytropic gas and real air table look-up. 

A vanety of boundary conditions can be presaibed to simu- 
late engineering flows: subsonic, transonic, and supersonic 
idoutflow boundary conditions, total pressure inflow bound- 
ary conditions, static pressure, Mach number and norma) flux 
outflow boundary condihons. and porous walls and periodici- 
ty boundary conditions. 

An example application is shown in figure 9 in which the 
SAMflow code is used to resolve the 3-D noseto-tail inviscld 
flow on a Mach 10. lifting-body airplane. These calculations 
were used to quantify the 3D inlet and nozzle flows m a dual- 
fuel lifting body configuration development study (ref. 8). 

Also, the methodology (ref. 7) mcludes the capability for treat- 
ing moving boundaries with prescribed mohon or moving 
rigjd bodies with motion computed from SIX degree of free 

7. 

Figure 8. Flaw$eld for a simulated s c m j e t ,  showing shock 
wmes, vortex sheets and kobars. 
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calculated with a Boundary-Layer Integral Matrix procedure 
(BLIMP, ref. 15). This well-hodwidely used code was 
developed through U.S. Air Form funding to compute viscous 
boundary-layer effects over 2D axisymmerric or pIanar condi- 
tions as inputs. SAONAO results from the hler solver 
SAMilow (ref. 6)  is used to provide. boundary-layer edge coe 
ditions to BLIMP. The edge conditions are supplied along 
inviscid swamline5 along which the integral BLIMP proce- 
dun panbolicaUy marches. This provides a reasonable merg- 
ing of the acmracy of S M o w  for 3D inviscid flowfield 
computations and the reliability of BLIMP for viscous compu- 
tations. Inthis manner, boundary layers on 3-D configurations 
(pmpulsion flowpath or d y n a m i c  surfaces) can be appmx- 
imated, streamline divergeme is included but without bound- 
ary-layer nossflow. An example of the coupled SAMilow- 
BLIMP software application on a hypersonic configuration in 
terms of pressure contours and heat transferlsheax stless distn- 
hution at Mach 2 is given in figures 1Oa and lob respectively. 

4.1.4 Tbvmpl Msnagement 
The thermal management approach used for hypersonic air- 
breathing vehicles in SA0 was developed by D. H. Petley and 
assadates (ref. 16) and is based on a 3-D transient thermal 
analyzer (SINDA-85, ref. 17). It has been deemed the 
“Integrated Numerical Methods for Hypersonic Aimaft 
Cooling Systems Analysis” and includes capability for 
Thermal Protection System (TPS) sizing (d. 18). The focus 
here is the propulsion flowpath. 

G e n d y  it is known a priori that the engine flowpath 
requires active cooling. An example of a coolant muting along 
the keel-line of the inlet, combustor and nozzle on the body 

Figure 9.3-0 invkcid pressure mntours on Ijping-body cruise 
conJigurarion at Mach IO (designpint) forhvofinmerr ratios. 

dom mechanics based on d y n a m i c  forces whicb are then 
linked back to the flow solver. To this end, the equations that 
constitute SAMflow are solved in the Arbitrary Lagrangran- 
Eulerian (ALE) frame. It is from this perspeclive, in addition 
to steady state solutions, that S M o w  is being used to assist 
in resolving the Hyper-X staginglseparation flowldynamics. 

4 W  Boodaryhyer 
Boundary-layer calculations are required in the pmpulsion 
flowpath in conjunction with inviscid flow pndiotions to 
quantify heat transfer, skin friction (shear) and displacement 
thicknesses. For engineering calculations, SAO/NAO relies 
on integral methcds. 

In the cycle calculation, SRGULL (ref. 2). the basic integral 
muhod used (ref. 9) is applicable to the prediction of axlsym- 
metric and two-dimensional laminar and turbulent boundary 
layers. It mpim the simultaneous solution of the mtegral 
momentum. m m n i  of momenIum, and energy equations. In 
order to obtain this simultaneous solurion, auxiliary relations 
are used for the boundary-layer velocity and enthalpy pm- 
files, the shear disrribution across the boundary layer. and the 
local surface friction and heat transfer, all of whicb are 
derived to be a function of the local pressure gradient and the 
total heat removed from the boundary-layer forward of the 
local station. These relations are derived using modified flat- 
plate log-log type velocity profiles for pressure gradients as a 
basis of departure €mm flat plate solutions (ref. 9). modified 
flst-plate Crocco-type enthalpy-velocity pmfile (ref. IO) to 
account for the total heat removed from the boundary layer, 
and fiat-plate friction and heat transfer methods (Reynolds 
analogy). For laminar boundary layers, the tlat-plate. friction 
correlation method used is a combination of the Blasius 
incompressible friction mfficient correlation (ref. 11) and 
Eckert’s refmnce tempratwe method for the compressibility 
correction (ref. 12). For turbulent boundary layers, the tlat- 
plate. friction correlation method used is the modified 
Spdding-Chi method of Neal and Bertram (ref. 13). For the 
heat transfer, the flat-plate method is the modified Reynolds 
analogy of Colburn (ref. 14). 

For more general applications, boundary-layer predictions are 

Figure IOa W F W W - g e n e r a t e d  swfme pressure contours 
for a hypersonic cruise vehicle design 

r i i  w MI \ 

Figure I&. BLIMP-generated healflu adshear stress 
along top centerline for a hypersonic m ‘ s e  vehicb design 
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Figure J I .  Cooling system desigdanalysis. 

side of the propulsion flowpath is shown in the upper left-hand 
comer of Figure 11. Schematically, the active cooling network 
is shown in the middle of the figure. Inputs to the network 
analysis include the initial coolant system architecture. propul- 
sion heat loads and flowpath geometry, coolant supply temper- 
ature, coolant and material properties, and the total pressure 
drop through the network, based on the pumping system and 
the desired fuel injection pressure. From this, the coolant mass 
flow, temperature and pressure distribution, along with the 
panel temperature distribution are determined. The panel tem- 
peratures are checked to ensure that they remain below the 
material temperature limits. Also, panel stresses are calculat- 
ed. For example, if a hole is punctured in one of the cooling 
panel walls. the stress on that wall must not be high enough to 
cause the panel to 'bun-zip." The network architecture and 
panel designs are modified until the overall cooling system 
weight and coolant flow rate are minimized, while meeting the 
above constraints. As noted in the propulsion section, the 
coolant flow rate and the fuel injection properties have a sig- 
nificant impact on the net propulsive thrust. 

As an example, consider the cooling network design for the 
Access to Space airbreathingkocket SSTO vehicle (ref. 19). 
Slush hydrogen was stored in the tank at 20 psig and 25' R. It 
was pumped to 5500 psi and 60" R before circulating through 
the cooling panels, then through a turbine to drive the pump, 
back into the cooling network again, and out into the comhus- 
tor. The heat exchangers were sized at Mach 15 conditions. 
where the heat loads were the greatest. The cooling panel net- 
work was designed to deliver hot hydrogen to the injectors. 
Detailed thermal and fluid analysis was conducted on the 
cooling panels to determine the channel dimensions, pressure 
drop across each panel, and material selection. 

4.1.5 Structures 
Hypersonic vehicle structures are characterized by thermal 
loads that are as high as the mechanical loads; for portions of 
the propulsion flowpath, the thermal loads can be even higher 
than the mechanical loads. Due to the design sensitivities 
inherent in airbreathing hypersonic vehicles, it is necessary to 
accurately predict structural weight, as well as the aerother- 
moelastic flight response of the vehicle even at the conceptu- 
aVpreliminary design level. Some of the codes used in the 
SA0 include ProENGPEER (ref. 20) for computer aided 
design, MSWASTRAN (ref. 21), P3 PATRAN (ref. 22). 

and ProIMECHANICA (ref. 23) for finite element analysis to 
predict element loads; and an in-house developed software 
package, ST-SIZE (ref. 24), to perform panel failure mode 
analysis and panel sizing. 

The automated structural design process (ref. 7.4). developed 
under the supervision of P.L. Moses, a non-personal services 
(NF'S) contractor to SAO, is shown schematically in figure 
12. This figure illustrates how a structural panel is sized in 
ST-SIZE (ref. 24). Starting on the left-hand side of the figure, 
initial element stiffnesses, thermal coefficients, thermal and 
mechanical loads, and the finite element geometry are input 
into the finite element analysis code. Forces on each of the 
elements are then determined. Moving to the right of the fig- 
ure, the element forces, material selections and panel and 
beam concepts are input to the ST-SIZE code. Here up to 30 
failure mode analyses in strength and 26 failure mode analy- 
ses in stability are performed, and the panel is sized to meet 
these failure modes. Given the new panel design, the element 
stiffnesses and thermal coefficients change and the FEA must 
recalculate the element forces. This iterative process contin- 
ues until convergence is achieved. The net result is the mini- 
mum panel weight, which results from a maximally stressed 
panel that also meets each of the failure mode tests, all with 
the margin-of-safety. 

In general, the structural panels of airbreathing hypersonic 
vehicles are unsymmetric-geometrically andlor thermally. 
As a result, traditional 2-D panel methods, which do not 
account for panel asymmetry, can predict inaccurate panel 
sizes. In contrast, an enhanced version of ST-SIZE, devel- 
oped in S A 0  (ref. 25). models the panel asymmetry. This is 
accomplished by calculating the membrane bending coupling 
in the 2-D element. The methods of ST-SIZE are the basis for 
the HyperSizerTM code which is a commercial product of 
Collier Research and Development Corporation (ref. 25). 

The unit weights of the engine primary structure for the 
Access to Space airbreathing single-stage-to-orbit (SSTO) 
vehicle (ref. 19) were the results of FEM analysis and auto- 
mated structural design using the structurallthermal sizing 
code, ST-SIZE. The primary suucture for supporting the 
propulsion flowpath operating pressure loads was a system of 

Figure 12. Srrucrural sizing process. 
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the boundary layec The Lam-Bremhorst model (ref. 29) and 
Chien’s model (ref. 30). 

The GASP code is versatile (ref. 31) because of multi-block 
and multi-zone features and convenient to use for solving 
complex flowfields. The ability to switch from solving the 
full Navier- Stokes equations (elliptically) to the parabolized 
Navier-Stokes equations (in the marching mode) at any 
streamwise location in the computational domain makes it 
very convenient and efficient to use. 

GASP is routinely utilized for analysis of scramjet component 
and engbe flowpath performance. Figure 14 illustrates one 
such solution. for a powered wind tunnel model tested at 
NASA LaRC. This type of analysis provides comparison with 
experimental data. Comparison with the experimental data 
provides confidence in predicted tlight vehicle engine perfor- 
mance. The GASP wde has also been compared with simple 
“unit” inlet, combustor and nozzle experimental data bases. 
Figure 15 represents calibration (ref. 28) of the GASP hubu- 
lence modeling for nozzle heat transfer. This study demon- 
strated the requirement for a two-equation turbulence model- 
ing for nozzle “relaminarization” effects on beat transfer. 
Similar studies have illustrated turbulence modeling require 
mnts for the inlet shock boundary-layer interactions (ref. 

Figure 13. PrimaTy shucme concept for engine of Ssro vehicle. 

honeycomb panels, backed by integrally attached stiffening 
beams made up of sinewave webs and flat caps, as shown in 
Figure 13. This arrangement transmits the engine forces into 
trusses wiuch are directly attached to the integral tank struc- 
ture of the airframe. These trusses also provide stiffness to the 
airframe and naturally invoke some load sharing. The primary 
structure of the engine is isolated from the hot gas in the 
flowpath by non-integral heat exchangers that transmit the 
pressure forces h u g b  to the honeycomb panels. 

4.2 Higher Order Numerical Methods 
Resolution of the scramjet propulsion flowpath in preliminary 
to h a l  design activities, and especially the resolution of mix- 
ing and combnsuon in the combustor requires the most 
sophisticated, more computatiody intensive and less stable 
numerical methodologies of Level 3 and 4. These high fideli- 
ty approaches with suitable modelings of turbulence, viscous 
effects, and chenustq are the full Navier Stokes (elliptic) and 
parabolic Navier Stokes (marching) codes that capture both 
the inviscid and viscous flow characteristics simultaneously. 

4.2.1 Full Navier Stokes 
The code most relied on in NAO to resolve the most complex 
problems in the flowpath fmm 3-D sbockmoundary-layer 
interamion in the inlet to fuel injection and mixing modeling 
in the combustor to 3-D expansion and possible relaminariza- 
tion in a chemically reacting nozzle is the GASP code 
(General Aerodynamic Simulation Program. ref. 26 & 27). It 
was developed to provide generalized numerical predictions, 
encompassing flows over aerodynamic and propulsion-flow- 
path surfaces, that are required for the detail of hypersonic 
airbreathing vehicles. 

GASP is a tinite volume, upwind-biased code that can solve 
1-dimensional, Zdimensional, axisymmetric and fully 3- 
dimensional flows (ref. 28). It bas various chemical and ther- 
modynamic models for solving (single or multiple species) 
perfs3 gas flows, flow in chemical equilibrium, chemically 
from flows, and flows with finite chemical reactions. It can 
be run in the Space Marching (t imedepdent parabolized 
Navier Stokes) or elliptic mode, either implicit or explicit, 
with Euler, Thin-Layer Navier Stokes m S ) .  and Full 
Navier Stokes (FNS) tams. Turbulence is modeled by either 
the standard algebraic Baldwin-Lomax model, a high 
Reynolds Number model for Shear flows, or a choice of two 
2-equation turbulent models that integnte completely through 

L 

Figure 14. Powered hypersonic (Mach 7) vehicle CFD soluri0n 
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Figure 15. Hear fmr,rfeer compariWnr on nozk upper nr@Ce. 
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Figure 16. Comparison of injeclmf molefiction contours on aj7af plafefrom GASP solutionr wifh experimental PLJF images. 

32), including flow separation modeling, and grid resolution 
for shock-shock interaction cowl leading edge beat flux reso- 
lution. The GASP code bas also been extensively verified for 
combustor analysis. An example of this is presented in figure 
16 (ref. 31). This comparison with the University of Virginia 
(ref. 34) in-line flush wall injector, Planar Laser Induced 
Fluorescence (PLIF) data demonstrated that the GASP code 
can accurately predict the complex fuel mixing process. 
Similar comparisons have been ma& for cold and reacting 
flows at conditions up to fight Mach number 17 simulation 
(for example, ref. 35). In addition, GASP bas been used to 
study facility effects on scramjet combustor performance (ref. 
33). Figure 17 illustrates a solution for a cavity flame bolder 
(ref. 36). which provided both fuel mixikg and combustion 
effiiency. and evaluation of the combustor wall beating. 

4.22 Parabolic Nnvier Stokes 
PNS or space marching solutions are adequate for much of the 
scramjet flowpath, including large regions of the forehdy and 
all  of the nozzle. Design and analysis of scramjet fuel injection, 
mixing and combustion is one of the best uses for 3-D CFD 
methods. This pmcess cannot be modeled with simpler meth- 
ods. as the flow will always be three-dimensional. Effective 
design evaluation of scramjet combustor performance requires 
a rapid, approximate method for screening of concepts. The 
SHIP (Supersonic Hydrogen Injection Propam) was developed 
for that purpose. The scramjet combustor, being predominantly 
supersonic flow, can be approximated using either space 
marching (GASP) of PNS (SHIP) solutions. The small subson- 
ic regions are approximated by wakes, established by forcing 

the flow downsheam, as described in reference 37. The 
SHIP3D codc solves the parabolized, Favre averaged equations 
for the conservanon of mass, momentum. total energy, total 
fuel and turbulence fields in a variable area domain of rectan- 
gular cross section (ref. 38). Turbulence closure is a1 the hvo- 
equation level. with one of several high-Re or low-Re models. 
including ulrrectons forcompressibility. Thegoverning m- 
porl equations are solved by Ihc SIMPLFC pressure correction 
algorithm (ref. 39) extended lo compressible flow. 

s 0.18 
8 0.16 
7 0.14 
6 0.12 
6 0.1 
I 0.06 

I 0 . o u  
1 0.01 

a 0.06 

Figure I7. Water mass f i c t i o n  from GASP forflame holding 
cavify injecfor. 
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Figure 18. SHIP-SPARK comparison for ramp injection. 

Figure 18 illustrates a comparison between fuel plume from a 
ramp-type fuel injector, predicted with a full Navier Stokes 
code, and with the SHIP PNS code. The SHIP code is rou- 
tinely used for evaluation of scramjet combustor design 
options, including the effects of fuel and fildtranspiration 
injector design, combustor expansion effects on mixing, etc. 
Parametric combustor design studies are possible with the 
SHIP code, an example of which is presented in reference 40. 

5. DISCIPLINE INTERDEPENDENCE 
The emphasis here is scramjet engindairframe integration 
methodology, and thus the focus is on the propulsion flowpath; 
however, the remainder of the vehicle cannot be ignored in the 
design of the flowpath because of the strong couplings that 
reflect throughout in hypersonic airbreathing vehicle designs. 
Figure 19 illustrates the complex interdependence among the 
disciplines in airbreathing hypersonic vehicle design (ref. 41). 
For example, aerodynamic's input surface, coordinates from 
geometry; interacts with propulsion in defining the entire vehi- 
cle configuration; outputs heat loads to the thermal manage- 
ment analysis; outputs forces and temperatures to structures; 
and iterates with the trajectory to yield flight conditions, forces, 
and moments. As noted previously, not only are there a large 
number of couplings, but the sensitivities are high and the sys- 
tem is highly nonlinear. Thus, resolution requires a high degree 
of accuracy with all disciplines involved. 

5.1 Automation/Optimization 
In order to automate the design process and to be sure to cap- 
ture all the interaction, a working environment for the multi- 
disciplinary design, analysis, and optimization of airbreathing 
hypersonic vehicles (HOLIST) is being developed by S A 0  
(ref. 41) in part through a contract with McDonnell Douglas 
(ref. 42). D.H. Petley is coordinating the effort. The imple- 
mentation of HOLIST in S A 0  is being performed by J.G. 
Martin, an NPS contractor to SAO. HOLIST will help elimi- 
nate disconnects between disciplines, enable rapid multidisci- 
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Figure 19. Discipline interdependence. 
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plinary parametrics, allow the evaluation of design sensitivi- 
ties, and will enable the optimization of the vehicle design 
and trajectory. Currently a parametric geometry model, 
ProENGINEER (ref. 20), is being incorporated into 
HOLIST. This will enable the entire vehicle configuration to 
be represented with a number of specified design variables. 
HOLIST is constructed modularly such that when improve- 
ments are made in any of the discipline tools, or new tools are 
available, these can be easily incorporated. A user-friendly 
optimizer, Optdes-X (ref. 43), has been integrated into the 
environment, and the entire system is set up on workstations, 
complete with graphical user interfaces. 

Figure 20 is a simplified flowchart illustrating how an opti- 
mization proceeds in HOLIST. In the upper left-hand comer, 
the process set-up includes defining the design variables, 
objective function, constraints and convergence criteria for a 
run. The baseline vehicle geometry and packaging, together 
with a definition of the mass and thermo properties, follow. 
Analysis of the configuration proceeds with aerodynamics, 
propulsion, etc. (Note that for simplification of the diagram, 
several disciplines are not represented here, including struc- 
tures and thermal management, for example.) The analysis 
can either be performed in real time, i.e., by running an 
analysis code, or a database can be accessed to obtain the 
discipline results. It is important to note that there is more 
than just one result being passed through this flowchart. In 
other words, since the vehicle will fly some trajectory, matri- 
ces of aerodynamic and propulsion data representing the 
coefficients of lift, drag, and thrust, and fuel flow rate, for 
example, at appropriate values of angle of attack and Mach 
number, must be passed through the loop. In addition, the 
propulsion flowpath geometry may vary along a trajectory 
requiring multiple geometry definitions. 

set-up v 

Once the analyses are completed, the vehicle is flown as rep- 
resented by the “Analyze Mission” box. From the mission 
results, the vehicle is sized. (It is also possible to define a 
scaling factor as a variable and use IPFR-PFAI 1.1 as a con- 
straint. This would eliminate the need to perform the sizing 
process in the extra loop.) At this point, if only a single vehi- 
cle analysis were required, the process would be complete. 
However, if it is desired to optimize the vehicle, the opti- 
mization process begins. Finite differences are used to calcu- 
late the derivatives of the objective function with respect to 
each of the design variables. Thus, for the perturbation of 
each design variable, one pass through the loop is made. 
Based on the derivative information, the vehicle design for 
the next iteration is defined. The objective function for the 
new design is evaluated, the derivatives at the new point in 
the design space are determined, and the process continues 
with the vehicle definition for the next iteration. Iterations 
continue until convergence criteria and all the constraints are 
satisfied, yielding the optimum vehicle configuration. 

6. SUMMARY 
The development of the scramjet engine/airframe integration 
methodology has progressed to a degree that allows resolu- 
tion of hypersonic airbreathing vehicle designs for space 
access vehicles, cruise airplanes, and missiles for the dual- 
mode-ramjet flowpath segment of the design. The challenges 
ahead lie in reducing the turn-around time required with the 
application of this methodology in the hypersonic airbreath- 
ing vehicle design process, in refinementhmplimentation of 
low speed aero/ propulsion integration methods, and in the 
development and automation of multidiscipline design 
processes. As these design processes mature, viable space 
access and hypersonic cruise airbreathing vehicle designs 
will evolve. 

Vehicle 

Figure 20. HOLIST design optimization. 
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Entree d'air et integration entree d'air/ chambre de combustion 
(Air intake and air intake / combustion interaction) 

Isabelle AUNEAU 
AEROSPATIALE Missiles - 18000 Bourges Cedex - France 

Philippe DUVEAU 
ONERA - 92322 Chitillon Cedex - France 

Rkswmk 

Des etudes de vchicules a propulsion aerobie 
(missiles, lanceurs) sont entreprises a 
AEROSPATIALE et ONERA depuis des 
annCes. 
La conception de ces vkhicules necessite 
1'Ctude de prises d'air. 
Le choix des prises d'air qui seront installees 
sur un vchicule donne est relatif a plusieurs 
considbrations, parmi lesquelles le type de 
vchicule, sa mission et les performances 
attendues, ainsi que d'autres contrainks telles 
que l'int6gration du  syseme propulsif, la 
furtivit6, ... 

L'etude des prises d'air ne peut pas Stre 
dCcoupl6e de la conception du moteur ainsi 
que des autres elements du vchicule. 
En effet, pour les vchicules hypersoniques, 
l'avant-corps est utilise c o m e  une surface de 
compression a part entigre et les miits 
d'injection prennent part au processus de 
compression interne; ces deux Clhments 
doivent Stre pris en compte d&s le debut de la 
definition de la prise d'air, ainsi que les 
besoins lies a la combustion. 
Pour ce qui concerne les vehicules supersoni- 
ques propulses par statorhcteurs, le fuselage 
prend une part moins importante sur la 
definition de la prise d'air; nbanmoins, des 
interactions fortes existent entre l'entrCe d'air 
et la chambre de Combustion, ceci en termes 
de performances ainsi .qu'en termes de 
distorsions acceptables pour la combustion. 

Tous ces elements doivent &tre pris en compte 
d b  le tout debut de 1'Ctude de la prise d'air. 
Une m6thodologie de conception et d'optimi- 
sation a kt6 mise en place dans ce but; elle 
combine experiences et calculs. 

Abstract 

High speed air-breathing vehicle studies 
(missiles, combines cycle engines single or two 
stage-to-orbit launchers) have been 
undertaken at AEROSPATIALE and ONERA 
for many years. 
The design of these vehicles requires the study 
of air intakes. 
The choice of the air intakes to be installed on 
a given vehicle is related to different 
considerations, among which the type of 
vehicle, its mission and expected performan- 
ces, other constraints such as propulsive 
system integration, stealthiness,. . . 

The study of inlets can not be uncou- 
pled from the design of other vehicle ele- 
ments. 
Indeed, for hypersonic vehicles, the forebody 
usually acts as a pre-compression ramp and 
the scramjet injection struts take part of the 
internal compression process : both of these 
elements have to be taken into account at the 
very beginning of the inlet design, as well as 
flowfield requirements for combustion. 
For the supersonic vehicles using ramjets, 
though the forebody flowfield has less 
importance on the inlet design than for the 
hypersonic case, strong interactions exist 
between the inlet and the combustion 
chamber; and this, not only in terms of system 
performances, but also in terms of acceptable 
flowfield distortions for the combustion. 

All these elements have to be integrated since 
the very beginning of the d e t  study. 
A design and optimisation methodology has 
been settled down with this aim, combining 
wind tunnel tests and computations. 

Paper presented at the AGARD Symposium on "Future Aerospace Technology in the 
Service of the Alliance", held at the Ecole Polytechnique, Palaiseau, France, 

14-17 April 1997, and published in CP-600 Vol. 3. 
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1. Introduction 

Ce document prCsente tout d'abord des 
considCrations gCnCrales relatives a l'utilisa- 
tion de prises d'air de stato et superstato- 
rkacteurs. 
Ensuite, l'int6gration de la prise d'air, avec le 
fuselage d'une part et la chambre de 
combustion d'autre part, est trait6e. 
Enfin, la mCthodologie de conception est 
d6taillCe. 

2. Prises d'air - Gknkralitks - CritGres 
de choix 

Une prise d'air a pour objet d'alimenter le 
moteur d'un engin akrobie par un Ccoulement 
adapt6 au fonctionnement de ce demier. Dans 
le cas particulier des prises d'air 
supersoniques, cellesci doivent ralentir 
1'Ccoulement capt6 jusqu'a un certain nombre 
de Mach interne. Ce nombre de Mach est en 
rhgle gCnCrale subsonique (turborCacteur et 
statorkacteur classique), mais il peut aussi Btre 
supersonique comme c'est le cas dans un 
superstatorCacteur (statorhacteur a combus- 
tion supersonique). 

Pour le concepteur, il s'agit le plus souvent de 
garantir en outre, une efficacit6 Clevke, la 
"moindre" distorsion de 1'Ccoulement interne 
dans le plan d'entrke du moteur et une marge 
de stabjlitk suffisante, d'int6grer au mieux les 
prises d'air au vChicule et de limiter la masse 
et les cofits. I1 peut Cventuellement s'ajouter 
une exigence de furtivitk (limitation de la 
SER : Surface Equivalente Radar et de la SIR : 
Signature Infra-Rouge) pour certains missiles. 

Ces contraintes sont a prendre en 
considdration dans tout le domaine de vol de 
l'appareil en nombre de Mach, incidence et 
dkrapage. Elles ddfkreront largement selon 
que l'on s'int6ressera a un avion civil ou 
militaire, a un missile a vitesse de croisi6re 
subsonique ou supersonique ou enfin a un 
engin aCrobie Cvoluant dans le domaine 
hypersonique, du type lanceur trans- 
atmosphkrique et dhtermineront dans une 
large mesure le choix des prises d'air. 

La dCfinition d'une prise d'air rCsulte donc 
d'un compromis prenant en compte les 
contraintes liCes au vkhicule, aux missions 
assignCes a ce dewer  et au mode de pilotage 
dans le cas d'un missile. Elle repose sur 
l'expkrience acquise et fait appel dans un 
premier temps a des mhthodes de prkdiction 

semi-empiriques. Par la suite, les formes 
aCrodynamiques peuvent @tre optimisCes a 
l'aide de simulations numkriques plus 
complexes [l-21. 

Nous limiterons ici notre propos aux missiles 
et aux lanceurs aCrobies. 

2.1. Application aux missiles 

Selon le type de missile drobie considCr6, on 
recherchera une vitesse de croisiere ou une 
po&e ClevCe en respectant des contraintes 
d'encombrement, d'installation de prises d'air, 
de discrCtion radar, de limitation des cofits et 
de simplicit6 technologique. 

Ce dernier point exclut en gCnCral le recours a 
des prises d'air a gComCtrie variable. 

L'Ctendue du domaine de vol, les manoeuvres 
a r6aliser ainsi que le mode de pilotage retenu 
conditionnent le choix de la motorisation 
(turborhacteur ou statorhacteur), du nombre 
de prises d'air et de leurs formes ainsi que de 
la configuration akrodynamique du missile. 

Quelques configurations typiques sont 
schCmatisCes ci dessous, figure 1 : 

0 

fig. 1 : diff6rentes configurations 
a6rodynamiques de missiles 

Les avantages et inconvCnients respectifs des 
diffkrentes configurations ont deja Ct6 
exposCS en dCtd par de nombreux auteurs 
tant du point de vue de 1'dCrodynamique 
externe [3] qu'interne [4-51. Rappelons 
simplement que le type de pilotage est un 
facteur dbtermjnant pour le choix de la 
configuration aCrodynamique. 

h i ,  pour u n  pilotage tous azimuts, qui 
permet une grande manoeuvrabjlit6 et 
convient particulihrement pour des croisigres 
a basse altitude, des configurations a 3 ou 4 
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prises d'air lat6rates sont souvent employbes. 
L'alimentation des prises d'air peut cependmt 
poser p r o b k  en incidence. 

En revanche, pour un pilotage de type avion, 
souvent assod h la recherche d'une po&e 
Clevbe, les configurations B une prise d'air 
ventrale ou B deux prises d'air sont 
pr&rables. Il est en effet possible d'opthmiser 
l'adaptation des prises d'air et leur 
emplacement pour tirer le meilleur parti du 
champ ahwdynamique du fuselage, &me a 
incidence CkvCe (figure 2) : 

lioll intake location 
Smgle rectangular inverted intake 

k f D = 8  h/D=0.053 

% hL-2  I 

fig. 2 : d6bit captd fonction de la position de la 
prise d'air autour du fusekge 

Le choix de la position longitudinale (X/D) 
des prises d'air, de leur adaptation en nombre 
de Mach (rampes de compression) et de la 
position de la cari*re relativement au fuselage 
(dassique, lasrale ou inversCe) nCcessite une 
Ctude approfondie de l'bcoulement autour de 
ce demier. Cette Ctude peut 8tre fi&Ce 
exp6rimentakment, par sondage d'Ccoulement 
en divema setions X/D, nais aussi par 
simulation numCrique en fluide visqueux. 

2.2 Application am v6hicuIes hyper- 

Dans le cas d'un lanceur &rob&, l'objectif est 
de mettre en orbite a moindre coQt une charge 
utile maximale. Il faut donc dCfi& un s y s h e  
propulsif performant qui dCpendra de 
l'architecture du vChicule (mono ou bi4tages). 

Le foisomement des modes de propulsion 
envisageables rend le choix et l'optimisation 
des prises d'air pmticd2rement dClicais [6-7- 

Boniquea 

81. 

Dens bus les cas, il s'agit de disposer de 
prises d'air performantes B bas nombre de 
Mach pour murer une bonne capacit6 
d'accCl6ration au lanceur. 

Quand ce demier est de type mono4tape, la 
prise d'air doit de plus 8tre en memue 
d'&enter corndement un superstator6ac- 
teur B partir de Mach 6 environ Pour donner 
une idCe de la complexit6 du dimensionne- 
ment des prises d'air, on a rewent6 3 
l'Cvolution du tube de courant infini amont B 
capter pour &enter un s y s h e  propulsifde 
type fusCe-statomixte-fus6e en veines sbparbes 
en fonction du nombre de Mach de vol : 

't 
I 
0 1 2 3 4 $ M o o  

fig. 3 : tube de courant A capter en fondon 
du nombre de Mach 

Pour fipondre aux besoins de tels motema, 
YONERA a mis au pojnt et expCrjment6 avec 
succk des prises d'air B g6odtrie variable 

L'jnt6gration du fuseau moteur au fuselage 
devient primor& compte tenu de la 
diffim& d'assurer un b h  poussbe moim 
tr&& favorable B grand ~ m b r e  de Mach. En 
particulier, l'mtrados du fuselage devient 
partie int6grmte du s y s h e  pmpulsjf en 
agissant c o m e  ramp de prkompression 
pour les prises d'au. 

r91. 

3. Int6gration prise d'air -fuselage 

3.1. Application aux missiles 

Le champ local d'bcoulement au droit des 
prises d'air est fortement affect6 par la forme 
du fuselage et l'atfitude du missile (U, p). 



Considbrons pour fixer les id& 1'6coulement 
autour d'un COT cyhdrque en incidence. La 
th6orie des corps &nc& indque en fluide 
parfait l'existence de SurvitESses tramwemales 
qui conduisent a des incidences locales 
6lev6es, d6favorablea au bon fonctionnement 
des prises d'air (figure 4) : 

fig. 4 : influence de l'inddence de vol sur les 
inadences locales autour du fuselage. 

En outre, dam ces conditions, la couche limite 
a tendance a 6paissir du CM extrados et B Btre 
sensible aux g r a d i d  de pression advemes, 
d'oh d'bventuels d6coIlemenk et tourbillons 
associ6s (figure 5) : 

separation point I 

fig. 5 : tourbillons d'ogive lors de la mise en 
incidence. 

On voit qu'on aura tout mt6rBt a 6viter de 
placer les prises d'air laMralement ou B 
l'extrados de tels fuselages, mais plut6t a 
l'mtrados. 

De m k e ,  la position longitudinale des prises 
d'air doit Btre 6tudSe avec soin Il faut en effet 
texur compte le cim 6ch6ant du d6veloppement 
des structures tourbillonnaires et Cviter 
pdculi6rement le raccord ogiveqhdre, 
gh6rateur de survi&sses (figure 6) : 

-i I."m*Iv-oyI 

fig. 6 : swvitesses au mordement ogiveqlindre 

Afin de faciliter 1'mMgration des prises d'air, 
on peut dessiner des fuselages non circdaires, 
de type lenlicdaire, B l'intrados aplati Dam 
ce cas, l'instdhtion d'une prise d'air ventrale 
est pdf6rable, l'effet du fuselage devenant 
ptutid2rement mthssant pour la prise d'air 
(figure7): 

Under fuselage inlet 
Mass flow mtio 

mr 

0.5 
0 5 10 IS 

Incidence 

fig. 7 : d6bit d'air capt6 par la prise d'air venbale. 

L'6valuation de l'ecoulement autour du 
fuselage n6cessite alom le recow a des calculs 
en fluide visqueux. A titre d'exemple, la f@ue 
8 montre le champ a6rodynamique obtenu 
autour d'un fuselage lentidajre, B Mach 2 et 

l'aide du code FLWM [lo]. On constate que 
les structws tourbiuormaws . sont pdiculi&- 
rement bien capt6es par le calcul. 

incidence le, par calcd 3D en laminah B 

Si des prises d'air en bcope, ou aftleuranks 
sont pd&rement indiqubes pour les 
missjles subsonique, d devient par contre 
important de d6caler les prises d'air du 
fuselage en supemonique en m6nageant un 
p2ge B couche limite exteme. En effet, le fait 
de capter de la couche limite l'entr6e de la 
prise d'air se traduit sysMmatiquement par 
une perte d'effica&, mBme en l'absence 
d'interaction choc-couche limite. 

ll est alors usuel de &parer l'entr(?e d'air de la 
paroi du missile par une btrave qui d6vie la 
couche limite entre la prise d'air et le fuseselege. 
L'inMr6.t de ce dispositif a 6M clajrement mis 
en Bvidence du point de vue de l'efficacit6 des 
prises d'air (ligure 9) : 



fig. 9 : influence du piege B c o d e  limite exteme 

L e  chok d'une &trave r&& Bvidemment 
d'un compmmis entre le gain en rendement 
escompt6 pour les prises d'air et l'augmenta- 
tion de la tr&&e du missile. 

Une rmnpe de prkompression semi-conique, 
plac&e en mnont de la prise d'air peut dans 
certains cas jouer un r6le similaire a une 
&trave, en mnCliorant l'efficaat6 de 
1'6coulement capt6 tout en evacuant la couche 
limite lat6ralement 

Si des essais de prise d'air isoEe restent 
int6ressanb pour balayer un grand nombre de 
configurations et pennettre de compEter des 
modhles a&mdynamiques, les essais avec 
prises d'air mt6gr6es au fuselage sont mdis- 
p a b l e s  pour condtre les caract&ristiques 
de fonctionnement & e h  de ces dedres .  

De d e ,  pour @dire les performances des 
prises d'air, l'bcoulement autour du fuselage 
doit Btre  pris en compte d b  l'avant-projet 

A cet effet, des maodes  semi-emphiques 
fond&- sur l'utilisation de la notion 
d'6coulement m o y q  de calculs chocs- 
dgtentes et d'une mod6lisation des perks 
internes dans les diffuse= de prises d'air 
sont employkes B PONERA et a 
AEROSPATIALE Missiles. Elles permettent 
d'estimer avec une pdcision satisfaisante les 
performances des prises d'air (figure 10). 

Isolate4 two diminlet 
a=O' 
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Mach = 2 
Mans flow ntio 

mr 

Incidence 

fig. 10 : &odes aemiempiriques pur  
p* les performances des 
prises d'air. 

Par ailleurs, des simulations n d r i q u e s  p l u ~  
6laboAes sont r+.alisCes par AEROSPATIALE 
h&wiles et l'ONERA en immergeant la prise 
d'air dans le champ abdynamique du 
missile, celui-ci Ctant obtenu par calcul ou 
sondage d'6coulement en soufflerie, de fapn B 
disposer de condiibns aux ljmites r+.alistes. 

3.2. Application aux v&hicules 
hypersdques 

C o m e  s& pr&6demment, la prise d'air 
d'un lanceur aCrobie doit Btre  Ctroitement 
int6gde B l'mtrados du helage pour ne pas 
phaker  le bilan de tr&Ce B grand nombre 
de Mach 

Il hut  en particulier que les prises d'air restent 
situhes au dessus du choc de @te de l'avant- 
c o q  durant tout le vol aCrobie pour &viter le 
dsaillement des r a m p  de compression, B 
l'origine de surflux pouvant endommager les 
S t l U C h U S .  

Dans le cas d'un hceur, on chewhe plut8t B 
opthniser la forme de I'avant-coq pour 
faditer PinMgration des prises d'air. 

A ce siude, de nombreux param6tres 
mtewiennent c o m e  la forme du nez (figure 
11) et la forme en plan de l'avant-corps. Un 
nez tmp h o u s s 6  tendra par exemple A d e r  
me Cpaisse couche d'entmpie au niveau des 
prises d'air par le biais du choc fort de etc. 
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fig. 11 : influence de la forme du nez 

Un avant<orps a l'intrados aplati c o m e  celui 
retenu dans le cadre du programme PREPHA 
(+e 12) facjlite l'mtbgration de prises d'air 
g6om6trie variable, de type bidimensionnel. 
En revanche, la couche limite a alors tendance 
B s'accwnuler au niveau du plan de symetrie 
vertical de l'avant-corps, faute de pouvoir se 
dkverser lathdement La figure 13 illwtre ce 
ph6nom&ne en prkentant la &partition de 
pression d'arrst isentropique dans le plan 
d'entde des prises d'air. Celle-ci est obtenue 
pariir d'un calcul pseudo-PNS turbulent 
16alisd a Mach 6,4 autour de l'avant-corps 
PREPHA avec le mod& de turbulence 
standard de Baldwin-Lomax. 

Afin qu'un stato&acteur classique contribue 
efficacement a l'acc6Eration du v&ic&, il est 
pr&rable de m6nager un piege B couche 
limik exteme de facon a 6vacuer une partie de 
la couche limik en amont des prises d'air. Par 
contre, le fonctionnement d'un superstato&ac- 
teur n6cessite de capter un tube de courant 
xnportant B des temperatures WS elevees 
(1650 K a Mach 6 et PI& de 5OOO K ii Mach 12) 
(voir paragraphe Z), ce qui exclut d'Bvacuer 
tout ou partie de l'epaisse couche limite en 
amont des prises d'air, m&ne si l'efficacit6 de 
ces d e d r e s  s'en trouve affect&, d'autant 
plus que la trainee gh6r6e par une &trave 
serait trop p6nalisante B grande vitesse, 
compte tenu des incertitudes pesant sur  le 
bilan pussee moins t rh6e  du v6hicule. 

4. Insgation prise d'air - chambre de 
combustion 

Nous venons de dbcrire, dans le chapitre 
precedent, les interactions entre la partie 

amont (fuselage) et la prise d'air. Nous allom 
maintenant aborder la prise en compte de la 
partie aval, a savoir la chambre de 
combustion 

L'ensemble propulsif compos6 de la prise d'air 
et du moteur va attemdre, pour un point de 
vol do& (Mach, a, p, croisiere ou acc6Era- 
tion,...) un etat d'equilibre qui foumira une 
cerbine powsee. Pour cet etat d'equilibre, la 
prise d'air sera caract6ris6e par deux Blhenk 
d'une part sa performance (qm : rBcup6ration 
de pression totale et E : coefficient de dkbit) et 
d'autre part sa &torsion, c'est a dire la 
structure de l'ecoulement a l'entr6e du moteur. 

La performance (qm , E) se r6percute directe- 
ment sur  la poussee du v6hicule tandis que la 
&torsion va tout d'abord intluencer le 
fonctionnement de la combustion 

Les contraintes Ii6es a la pr6sence du moteur 
Btant relativement dBrentes en fonction de la 
vitesse assode au v6hicule, nous allom 
ddtailler l'environnement de chaque mode de 
fonctionnement 

4.1. Cas du turborkactellr 

Pour le cas des missilea subsoniques prop&& 
par turbor6acteure, la prise d'air doit assurer 
la fonction de captation du dBbit d'air n6ces- 
saire au fonctionnement du moteur, ainsi que 
sa compression. 
Cette compression doit Stre effeduke avec le 
sou& de limitation des perks de charges qui 
se traduisent directanent par une limitation 
de la pousske du moteur. 

Pow un nombre de Mach, une incidence et un 
derapage de vol donnk, on obtient une 
courbe caracbkistique du fdonnement  de 
la prise d'air : 

7 
N=lM)% 

N=90% 

,' 
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b &  

fig. 14 : performances de la prise d'air 



Le point de fonctionnement de l'ensemble 
propulsif se situe a l'mtersection de la courbe 
CaraCMristique de la prise d'air et de la droite 
de fonctionnement moteur (qui d6pnd 
prjncipalement du r6gime moteur N (tr/min), 
puis de l'dtitude et de l'atmosph6re ,...). 

Au point de fonctionnement d6tennin6, la 
cartographie de l'6coulement (en iso-Mach ou 
is0 - pression totale) va qualifier les Mt6rog6- 
n6W en entde de compresseur (* 15). 

Les cartographies bumissent des informa- 
tions qdiatives quant au fadss de 1'6coule- 
ment Notamment, elles permettent de d6celer 
la @ence 6ventuelle de d6collements 
tournanis, n6fastes pujsqu'ils peuvent condui- 
re au d6samorcage du moteur. 

fig. 15 : cartographie iso-Mach 

En plus de cette information qualiiative, le 
motoriste juge de l'ad6quation de la prise d'air 
au turbor6acteur grace aux coefficients de 
di&mion, qui doivent se situer en de@ de 
maxjmuma admissibles, variables selon le 
turbor6acteur. 

Les coefficients les plw Mquemment utjlis6s 
sont les coeffiaents sectoriels DC45 ou DC60. 

U: moyenne des pi2 sur un secteur 
an+ de eo, 

Pq: moyenne des pressions d ' d t  sur 
tout le &que, 

Q : pression cin6tique moyenne dans le 
plan 2. 

Ce coefficient trduit la r6-n de -ion 
totale autour de la pression moyenne sur le 
&que divis6 en huit sectem et jndique le 
positionnement de l'MMrog€n6iG. 

Le coefficient DCM) se calcule par le meme 
principe, le &que &ant &vis6 cette fois en six 
secteunr. 

Il existe d'autrea coefficienis qui permettent 
6galement de quantifier l'h6torog6n6iti de 
l'6coulement : B s'apit des coefficients 
cirmlairea IDC et IDR qui se d 6 h e n t  B 
partir des nr couronnes de mesures : 

IDC : coeffident circonf6renciel 

Pij-Pijmin X JDCj IDCj = IDCmoy=- 
J Pi2 

Pij: pression totnle moyenne sur la 
c o m e  j, 

IDR : coeffident radial 

Rj) DQ=- pi2-Pij IDRmaxmax(ID - 
Pi2 

4.2. Cas du stator6acteur 

La prise d'air de siatodacteur peut &re 
cara&ris6e par ses trois d.gimes de 
fonctionnement, ceux-ci d6pendant de la 
condition avd, c'est a due de la con& 
pression impos6e par la combustion. 

Pour une base ridresse inject& (p4 la prise 
d'air fonctionne en &@me dit ntlpaaitiqtle 
@, la pmasion en fin de diffuseur est faible; 
l'adaplation de la prise d'air B cette condition 
comespond B u n  pitiormement du choc droit 
relativement en avd dens le diffuseur. Le 
d6bit caps est a h a  madmum tan& que 
l'effica& est faible, du fait de la forte 
intensit6 du choc droit 

fig. 16: r6gimes de fonctionnement de la 
prise d'air 
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Lorsque l'on augmente la ridwsse du melange, 
la contre pression s'accroit et le choc droit est 
progressivement repousse vers l'amont Lors- 
qu'il se situe au mveau du col de la prise d'air, 
le rkgime est rappel6 aitique @, le e g e  
interne d6bite, ce qui fait Auter le debit 
moteur et l'efEicacit6 est madmale . Le r6gime 
subaitique 8 correspond au cas oii le choc 
droit est en amont du COL 
A un nombre de Mach donne et pour une 
configuration de prise d'air et de chambre de 
combustion donnBe, les is0 - richesse br&e 
cpb apparajssent sur le dgramme (qoa E) 

CO- des droites passant par I'origine. 

La connaissance de la relation : qb e (qoz / s) 
permet donc de dbterminer, de la m&me 
&re que pour le turbo&adeur, le point de 
fonctionnement de l'ensemble pmpulsif pour 
une configuration de vol donnee (acc6kation 
madmale, croisiere, ...). 

La prise d'air du stator&=xteur sera Bgalment 
caracMris6e par la &torsion qu'elle va 
g6nBrer en fin de diffuseur. 
Cette &torsion est fonction de nombreux 
param&es, parmi lesquels : 

0 la g&m&e de la prise d'air, longueur de 
diffuseur, ... 

0 le nombre de Mach, relatif au Mach 
d'adapiation, 

d le &@me de fonctiomement, 
0 les mtensit6s des interactions mtemes, ... 

La ftgure 17 flustre les distorsions obtenues 
en fin de prise d'air pour deux nombres de 
Mach et pour diff6rents r6pjmes de 

I 

cas superaitique 

cas subcritique 

fig. 17 : &-Mach en fin de diffuseur 

On peut qualitativement dresser un B f a t  des 
&torsions en fin de diffuseur. 

En revanche, contrairement au cas du 
turbor6actew pour lequel des &@res quanti- 
tatifs permettent de juger de l'admissibilit6 
des &torsions, qui doivent par ailleurs &tre 
d s ,  il n'edste pas de ai@= simple 
pour la cas du sfatofiacteur; une certaine 
Mt6roghBit6 "maitris Be" pouvant &re favora- 
ble au mBlange aircombustible, en fonction de 
la position des injecteurs. 

Cette h6t6rogBnBit6 ne doit toukfois pas Stre 

0 elle se mte sur l'efficacit6 124 du 
moteur. En condquence, on dolt par exem- 
ple Cntm des 6coulements lodement tram+ 
soniques, ... 

0 elle pmA conduve B l'obtention de zones oh 
1'6coulement p r h t e  des d6collements avm 
redrculationa aux parois; ce qui put  
amener h des remont6es de combustion 
dam la prise d'air. 

. .  

trop impltante, car : 

4.3. Cas du superstabx6acteln 

Pour des nombres de Mach de vol WS 6levk, 
le statofiadeur classique ne convient plus car 
il foumit des niveaux de poussBe trop foibles, 
notmnment cause de l'efEicacit4 t d s  rBduite 
de la prise d'air; on a alors recours au super- 
StatorBacteur (sfatorBacteur a combustion 
supersonique). 

La prise d'air Bquipant ce type de moteur 
foumit un dBbit d'air ralenti jusqu'a un Mach 
supemomique compatible avec le m6lange et 
de la combustion, 

Les interactions entre la prise d'air et la 
chambre de combustion sont en ConsBquence 
moins importan&s, puisque la notion de 
rBgime de fonctioment &par&; pour une 
attitude de vol donnBe (Mach, U, p), la prise 
d'air foumira un couple (qO2,s). 

D'un point de vue gom6hique, la relation 
prise d'air - chambre est plus Btroite, puisque 
dans certains cas les m&ts d'injection 
participent a la compression interne, comme 
par exemple dans le cadre du programme 
PREPHA [2,8,11]. 
La conception de ces d t s  doit alors prendre 
en compte tant les contrainks Ues 
1'aBrodynamique interne (amowage, efficaat6) 
que celles Ues &la combustion (dlange). 

Dans d'autres cas, chambre de combustion et 
prise d'air sont sBpdes par un "isolateur"; fl 
s'agit d'un troncon de section constante, 
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Du point de vue de la m6thodologie d'essais, 
la variation du debit caps par la prise d'air est 
obhue  la plupart du temps par e&t trompe, 
ce qui permet de simder une variation du 
rkgime de fonctionnement du moteur et de 
d6aire la courbe CaracMristque. 

Pour la prise d'air supersonique alimentant 
un stator6adeur ou un turborkacteur, on 
utilise le thbor&me d'Hugoniot gQleralis6 qui 
indque qu'une obstruction mbcanique est 
equivalente a une obstruction thermique. 
h i ,  en essais, on aura un obturateur place 
en aval de la prise d'air, qui en se dbplaqmt, 
permettra la simulation des diff6mts rkgimes 
de fondionnement (figure 20) : on obtiendra 
ainsi la courbe CaracMristique de la prise d'air. 

relativement long qui va isoler les &oca de 
compression de la prise d'air du train de chocs 
issu de la chambre de combustion et cause par 
les d6collements de la couche limite soumise 
aux gradients de pression Cet "isolateur' evite 
ainsi les deversements de debit et les 
dhamorpges de la prise d'air. De nombreux 
truvaux ont 6 6  consacrh a ce sujet [ll - 141. 

La connaissance de la cartographie de 1'Bcoule- 
ment dans le plan d'mjection est aussi primor- 
diale que la connaissance de l'efficaaM globale 
I@ de la prise d'air car la &torsion peut etre 
Ws importante du fait que Yon obtient un 
Bcoulement supersonique issu d'mteractions 
multiples avec des effets tridimensionnels 
souvent non nbghgeables. 

L'jllustration de la planche 19 montre les Mach 
locaux obtenus au col de la prise d'air, pour 
une configuration prksentant deux m&b 
d'injection blanche 18). Ces r&ultats sont 
issus de mesures de peignage de pression 
d ' d t  et statique dam ce plan. L'h6Mrog6di- 
M est assez grade et r&ulte partiellement de 
la prhence des d t s .  
Cette flustration mort* qu'il est extremement 
delicat de d6terminer des grandeurs moyen- 
nes dans ce plan (Pi2, E, M2); d'ailleuxs, le 
choix de la m6thode de calcul de moyenne 
n'est pas sans consequences sur le rkultat 
obtenu. 

Comme pour le stator6acteur et de ma&re a 
priori encore plus importante, une certajne 
h6srog6n6i& peut etre favorable pour le 
melange. 

4.4. Prise en compte de la combuaiion 
en akodynamique interne 

Pour ce qui est de la prise d'air hypersonique 
de superstatorbadeur, la prise en compte de la 
combustion en a6rodynamique inteme se 
traduit par la m e  en place dans la maquette 
d'essais et dans les calculs des d t s  
d'mjection. Dans les deux cas, les caraceristi- 
ques (performances et  &torsions) de la prise 
d'air sont fooumies au col des mi&, donc dam 
le plan d'injection; on 6vince dans ce cas la 
prise en compte de l'influence de l'obstmction 
que d B  la combustion 

Pour la prise d'air subsooique alimentant un 
turbor6acteur, les mesures de peignase de 
l'bcoulement sont effectu6es dans le plan 
d'entr6e du compresseur. 

fig. 20 : simulation de la combustion shtor6acteur 

Pour les calculs num6riques d'a6rodynamique 
mteme, la mod6lisation de la combustion sera 
effedu6e en apphquant une condition aux 
limites en pression, condition 6volutive de 
-&re B de& la courbe cardrisiique. 

4.5. Riae en compte de I'akodynami- 
que mterne en combustion 

Los d'une phase avanc6e du dCveloppement 
du v6hicule, la validation des performances 
du syseme proputsif est en g6n6ral effectuee 
grace a des essais dits en "jet libre"; c'est ti 

dire que l'ensemble comprenant la prise d'air, 
le moteur et 6ventuellement le fuselage est 
install6 dam une vehe d'essm et est immerge 
dans les conditions de vol reelles de l'engin 
Dans ce cas, on est ass& d'une bonne 
repr4sentativit6 des 6Ements constitufifs et de 
leuxs intmactions. 

Lors de la phase de dhfjnition - mise au point 
de l'ensemble proputsif, les t h h e s  
aerodynamique mteme et combustion sont 
trait& s6p&ent, de -re B limiter le 
temps et le coQt de d6veloppement Les mais 
de combustton sont ainsi effectuh dans la 
plupart des cas par l'mterm6diaire d'une 
technique dite "veine for&", en l'absence de 



C36-IO 

prise d'air. Le moyen d'essai delivre donc un 
dcoukment homoghe r6gE pour les 
conditions de vol souhait4es par 
l'mtermediaire d'une tuyere. 

CO- on l'a vu lors des chapitres 
precedents, la prise d'air delivre un 
6coulement qui a certaines CarackSristiques 
d'MMrog6n6iM qui vont influencer le 
hnctionnemmt du moteur. Il appardt donc 
important de pouvoir simuler cette &torsion 
d b  le d6but de la conception du moteur. 
Pour cela, on mtercale entre la tuyere 
d'alimentation et le s y s b  de peignage du 
plan 2 - injection un dispositif qui va simuler 
la &torsion nature& de la prise d'air (+e 
21). L'artifice peut Btre  trh simple ( s y s h e  de 
comi&res) ou beaucoup plus complexe; cea est 
fonction de la &torsion de la prise d'air. 

fig. 21 : alimentation en veme fox& de la 
chambre de combustion 

L'mMrBt d'un tel dispositif est pdponderant si 
celui-ci est capable de simuler la &torsion 
ree& de la prise d'air sur tout le domaine de 
fonctiormement statodadeur, y compris lors 
des 6ventuels changemenf~ de regime. 

Les prises d'air hypersoniques sont le th6Htre 
d'interactions mdples, l'6coulement &ul- 
tant est par consequent ids MMmgbne; de 
plus, les choai issus des rampes ou de la 
carhe peuvent venk interagir avec les m& 
d'injection. 
Dans le cadre du programme PREPHA, il est 
apparu inMressant de aim& une MMrog6- 
n&iM "rep&entative" lorn d'essais de combus- 
tion r6&& avec le superstatodadeur 
experimental CHAMOIS B BourgesSubdray. 
Pour cela, un &dre a 6M place entre la tuybre 
d'alimentation et les d t s  de manikre A 
@&er un choc incident [15,16]. 
Cette technique d'essais novahice a permis 
d'apporter des infomuttions qualitatives et 
quantitatives SUT hs cara&ristiques de la 

combustion supersonique e n  p&ence d'un 
ecoulement h6Mroghe. 

La fipuI. 22 montre un calcul r6&& dans les 
conditions d'essais avec une con6guration a 
deux d t s  d'injection Il s'agit d'un calcul ZD, 
Navier Stokes, du melange turbulent et &actif. 
Le choc issu du &dre vient dans ce cas 
interagir avec un des d t s  : 

I I 

1 11 11 16 11 1 11 1.4 1 6  10 Y 
n o m h  de Mach I 

fig. 22 :sim&tion d'une h&t&og6dit6 

On realise parhis des essais dib en "jet semi- 
libre", la prise d'air est cette fois pr6sente 
devant la chambre de combustion, donc sa 
distomion mtrinsbque est s imae.  Par contre, 
la prise d'air est elle--e alimenMe de 
&re homogbe, l'influence de l'attitude de 
vol et des effets de fuselage n'est donc pas 
prise en compte (~IQIE 23). 

I 
I 1 

fig. 23 : alimentation en jet semi-libre 

5. M6thodologie 

La m6thodologie utilisee B AEROSPATIALE 
pour la mise au point des syst&nes propulsifs 
p u t  Stre &um& sur la figure 24. 

Cette m6thodologie combine c a l d  et essais 
et a pour objectif la &duction des coOk et des 
d d e s  de mise au point et de d6veloppement 



C36- I I 

Les calculs numkriques sont utilisk d'une part 
en temps que calculs prkdictifs tant en 
akrodynamique interne qu'en akrodynamique 
externe; ils permettent dans ce cas de mieux 
cibler les configurations qui seront test6es par 
la suite. 

Dans le cas de l'abrodynamique interne, les 
performances globaks et les &torsions 
associ6es sont ainsi kvalukes. Les calculs sont 
kgakment utilisds en combustion et dans les 
travaux prdparatoires, c'est a dire dans la 
definition des artifices qui seront utilisks pour 
simuler la &torsion lors des essais de 
combustion en veine forcbe. 

Selon les performances obtenues lors des 
campagnes d'essais d'akrodynamique interne 
et de combustion, des *rations sont 
nkcessaires pour s'ajuster aux niveaux de 
pousske requis. 

fig.24: m6thodologie de conception de 
l'ensemble propulsif 

6. Conclusion 

La  prise d'air d'un missile ou d'un lanceur ne 
peut pas etre conwe indkpendamment de son 
environnement; en effet, le fuselage SUI lequel 
elle va etre installbe va imposer la captation 
d'un bcoukment qui diffhre de celui du vol, et  
ce, d'autant plus que la vitesse, l'inadence et  
le dkrapage du vbhicule aupentent 

La prise d'air peut dgalement diffidement 
Stre dkcouplbe du moteur, que1 qu'il soit; 
globalement, la conception du syssme 
propulsif devra prendre en compte les 

exigences de performances .-rm&es en 
termes de pousske. 

MRCSPATIALE utilise une mbthodologie de 
mise au point et d'opiimisation de cet 
ensemble propulsif associant calculs 
numkriques et essais d'akrodynamique interne 
et de combustion dans le soucis de limitation 
des coats et  des durkes de dbveloppement 

Cette mkthodologie tient compte des 
couplages imporbnts existants entre les 
diffkrents &menb. 
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1. AssTRAdT 
This paper examines the system challenges posed by fidly 
reusahk hypersonic cruise airplanes and access to space vehi- 
cles. Hydrocarbon and hydrogen fueled airplanes ure consid- 
ered with cruise speeds of Mach 5 and IO. respectively. The 
access to space matrix is examined. Airbreathing and rocket 
powered, single and two-stage vehicles are wnsidered. 
Reference vehicle architectures are presented. Major sys- 
tendsubsystems challenges are described. Advanced, 
enhancing systems concepts as well as common system tech- 
nologies are discussed. 

2. INTRODUCTION 
Vehicles for sustuined hypersonic flight encompass airplanes, 
spuce ~ c c e s s  vehicles and missiles. Functional and architec- 
tural categories impose major differentiation fmm a 
systemslsuhsystems perspective. important categories ure: a) 
take-off(launchl: horizontal. vertical, stagedairdmpped or 
launch assist, b) -, horimntal or vertical, c) pnp&b~L 
airbreathing, rocket or combination, d) fuel, 
cryogenic and/or noncryogenic, solid or liquid. e) mmbiLt& 
expendable or reusable, 0 m h s k  cruise, acceleration. or 
wmbination. and g) staplne; one versus two or more. In 
order to constrain the scope of this paper, airdropped, launch 
assist, vertical lunding. solid propellants systems and expend- 
ables including missiles will be omitted. 

There are also wmmonalities in the system challenges across 
the hypersonic vehicle matrix. These wmmonulities exist 
primarily within the framework of feamreddisciplines that 

Figure 1. Range poreniial for hypersonic airplanes (fired 
payload, re$ I ) .  
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are unique to the vehicles for sustained hypersonic flight, i.e. 
st"chlres. matenals, and thermal protection systems (TI'S) 
compatible with the very high thermal constraints of sus- 
tained hypersonic fight and the requirement for extremely 
low dry weight. There ure also commonality requirements 
such as fast response of the wntrol systems in which nonlin- 
earities and cross-couplings are the norm. 

Herein, system challenges for hypersonic vehicles will be 
addressed in terms of endoatmospheric operations and exoat- 
mospheric deliveryhehnn with major systems diffexentiations 
such as hydrocarbon and hydrogen fuel for airplunes and air- 
breathing and rocket propulsion for access to space vehicles. 

3. CRUISEAIRPLANES 
For hypersonic airplanes, range for a given payload at a given 
cruise Mach number is a good figure of merit (ref. I). How is 
this figure of merit impacted for hydrocarbon-fueled airplanes 
and liquid hydrogen-fueled airplanes? calculations indicate 
that Mach 8 is approximately the cruise speed limit to which 
a dual-mode ramjet/scramjet can be cooled with endothermic 
fuels (depends on contraction ratio and dynamic pressure, ref. 
1). On the other hand, liquid hydrogen has much more wol- 
ing capacity and provides considerably more range than 
hydrocatkm for the same Mach as indicated in figure 1. The 
range of hydrogen fueled vehicles maximizes at about Mach 
10, beyond the cooling limits of the hydmcarbons. The take- 
off gross weight (TOGW) of the hydfcarlwn-fueled air- 
planes is much greater for the same cruise Mach number than 
that for hydrogen-fueled airplanes as shown in figure 2. 
Although the dry weight of hydrocarbon vs. hydrogen air- 
planes for the same cruise Mach number and for the same 

40 1s 10 46 

yhnud.r ylhnh 

Figure 2. Weighi poreniial for hypersonic airplanes fixed 
payload, ref: I ) .  
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payload is much closer, it still tends to break favorably for the 
hydrogen-fueled aircraft (figure 2). 

Thus, for airplanes the fuel break appears to be about Mach 8: 
that is, endothermic fueled hydrocarbon vehicles are limited 
to helow Mach 8 and airplanes with cruise speed above Mach 
8 will require hydrogen. Since the shape of the vehicle and 
the systems that constitute it will be considerably different for 
hydrocarbon-fueled machines than for hydrogen because of 
the fuel density differences and resultant planform to accom- 
modate loading, the discussion will he broken along these 
lines with the assumption that the speed break point is Mach 
8 even though hydrogen-foe1 systems could be designed for 
lower cruise Mach numbers. The hybrid approach, dual-fuel, 
will be considered as a subset of hydrogen-fueled systems. 

Other than the fuel. the biggest influence on the system archi- 
tectures will come from engine integration. All hypersonic 
airplanes considered herein are engine-airframe integrated in 
that the forebody serves as an external precompression sur- 
face for the engine inlet and the aftbody as a high expansion 
ratio nozzle. Also, for the purpose of discussion continuity, 
the airbreathing propulsion flowpath is considered on the 
lower surface of the vehicle (underslung). The differences 
are in whether the engine integration embodies a single duct 
or a two-duct approach, or something in between. 

3.1 Hydrocarbon Fueled Airplanes (4 c M < 8) 
The engine integration architecture for hydrocarbon-fueled 
hypersonic airplanes depends on the design cruise speed of 
the vehicle. For cruise Mach numbers between 4 and 5, 
underslung, single-duct, turboramjet. airframe-integrated sys- 
tems can be used. For cruise Mach numbers between 5 and 8, 
two-duct, Nrboramjetlramjet-scramjet, overlunder, airframe- 
integrated systems are required. Single duct, ejector-ramjet, 
airframe-integrated systems do not appear favorable for 
hydrocarhon-fueled airplanes because of the low efficiency of 
the propulsion system and the large planform loading 
incurred by the airplane due to the high propellant density of 
hydrocarbon fuel plus liquid oxygen (LOX) used for an oxi- 
dizer in the ejector rocket motors. 

For hypersonic speeds, liquid hydrocartron (LHC) fuels must 
be selected primarily on cooling characteristics. Fuels with 
the highest energy per pound of cooling capacity are required; 
this class of fuels is endothermic. Thus, when beat is added to 

1500 c 

Figure 3. Heat sink of methylcyclohexane (approximate). 

the fuel in the presence of a catalyst, the fuel is transformed 
through an endothermic chemical reaction in which the origi- 
nal fuel molecules decompose into combustible chemical con- 
stituents with the absorption of substantial amounts of heal 
(figure 3). The catalyst can be applied inside the cooling pan- 
els of the engine for direct cooling or a secondary fluid can be 
used with the catalyst being applied to one side of a heat 
exchanger which is outside of the engine for indirect cooling. 
The most likely solution would be to use a combination of 
direct and indirect cooling systems as was used for the Mach 5 
waverider airplane design study in refereoce 2. 

3.1.1 Example Baseline 
The Mach 5 waverider airplane (ref. 2) was selected as a ref- 
erence vehicle design (example baseline), representing sys- 
tem architectures for hydrocarbon fueled, hypersonic air- 
planes. It is an underslung, overlonder, turbojetlramjet, two- 
duct airframe-integrated design. A 3-view drawing of the 
Mach 5 waverider configuration is presented in figure 4. 
Performance estimates (ref. 2) indicated a 6.000 nm tanker- 
to-tanker range with a refueled gross weight of 550K Ibs.; 
take-off gross weight (TOCW) was 400K Ibs. with an empty 
weight (EW) of 141K Ihs., and a vehicle length of 135 ft. 

3.1.1.1 Propulsion Systemllntegration 
As designed (ref. 2), the baseline waverider airplane, fueled by 
an advanced paraffin endothermic would be powered by four 
turboramjet engines. The STRJ-IO11 powerplant system 
design was supplied by Ratt & Whihley and is based on cor- 
rent technology using endothermic fuel. The turbojet would 
operate from take-off to turbojetlramjet transition (approxi- 
mately Mach 2-3). The ramjet engine is to he starled at a low 
supersonic Mach number and operated in pardel with the tur- 
bojet thmugh transition, after which the ramjet would operate 
alone to complete the high-Mach acceleration and cruise. 

The overlunder integration of the turbojethamjet engines is 
shown in the propulsion system schematic of figure 5 .  An 
effective transition from a conical flowfield to a 2-D variable 
geometcy inlet is provided. Inlet shakes (figure 4) are incorpo- 
rated to isolate each inlet in case of an unslart or engine-out 
condition in one module. The outhoard shakes are extended 
forward to contml side spillage. The cowl is fixed so flow con- 

Figure 4. Aircraft three-view (ref 2) 
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Power for the fuel pump and other aircraft systems require- 
ments are derived from the turbine shaft while the turbojet is 
operating and from a fuel expansion turbine (figure 6) when 
the ramjet is operating. Both sources are available during 
transition. The power generated by the fuel turbine is much 
greater than the power needed to drive the fuel pump during 
Mach 5 mise. Engine start and engineout power is obtained 
from an auxiliary power unit (APU). 

3.1.13 ShPcturallMateriallTank System 
The Mach 5 mise aircraft was designed (ref. 2) as a hot 
structure with integal tanks lined with insulation and contain- 
ing flexible fuel cells. Honeycomb sandwicb panels of a 
monolithic titanium alloy (Ti6Z42) were selected for airframe 
skins because they provide a lightweight structural solution 
(figure 7) requiring only modest ringframes between the 
major frame and bulkheads. Maximum structural tempera- 
h u e s  approach 9oo"p. Wing and tail leading edges are more 
severely heated (1,300-1,5oOoF), so a metal matrix material is 
used which has silicon carbide fibers in a titanium-aluminide 
alloy matrix (TMC). 

The fuel tank design uses flexible fuel cells within the integral 
tank. This allows the airframe to be completely assembled 
before installing the fuel cells. Rigid insulation (figure 7) was 
used to protect the fuel cells from the hot airhme. 

3.1.1.4 Other Systems 
certain systems that are common to several classes of hyperson- 
ic aircraft such as avionics and d o n  will be defend to 
examplebaselinestocomelaterherein(&ons 3.2.1 and4.1.1). 

3.1.1.5 Challenges 
Developing a turboramjet and ramjet powerplant for a hydro- 
carbou-fueled hypersonic airplane is the first challenge. 
Integrating in a viable arrangement that will acconnncdate an 
efficient inlet system and allow a smooth transition from the 
turbojet to the ramjet is a close second. Given the sensitivity 
of inlet bleed on range, designing high performance inlet sys- 
tems with minimum bleed is a challenge worth undertaking. 

Also, the inletldiffuser system presented (figure 5) with its 
internal flow diverter (splitter) to control engine flows is very 
long. The engine nacelle could be shortened by using a split 
two-inlet system; whether or not the performance could be 
maintained is the question. 

One of the biggest challenges for the thermal management 
system is cooling of the aircraft during high-speed decelera- 

trol in the inlet is to be accomplished by the variable bodyside 
ramp system A splitter vane that controls the flow between 
the turbojet and ramjet is located behind the inlet throat. 

A boundary-layer diverter duct (figure 5) was integrated just 
fornard of the first external inlet ramp to remove the low 
energy boundary-layer flow during turbojet operation only. 
This may not preclude the need for bleed internal to the inlet. 
but it does minimize the volume required, and thus, simplifies 
the bleed system. Inlet bleed has a substantial impact on 
range performance; with an 8% inlet bleed, the tanker-to- 
tanker range was 6.000 m.. . assuming inlet functionality, 
the range was 7,600 nm without the bleed. 

The hubojet, turbojet nozzle, rambumer, ramjet nozzle, and 
external expansion nozzle are aligned in a 2-D arrangement. 
As seen in figure 5, a door opens to allow the turbojet nozzle 
flow to exit to the external nozzle just above the ramjet noz- 
zle. As conceived, the ramjet will be started at approximately 
Mach 2 When the turbojet shuts down at Mach 2.5, the tur- 
bojet nozzle exit doors seal shut, leaving a large, unobstructed 
expansion surface. 

3.1.1.2 Tbermal MansgementlPower Generation 
Both direct and indirect fuel cooling were used in the refer- 
ence design (ref. 2). In either case, a catalyst is needed to 
promote the endothermic chemical reaction of the fuel. The 
thermal management system is shown in figure 6. Direct fuel 
cooling is used in the ramburner and nozzle where the heat 
load is highest. For these areas. the catalyst is installed on the 
inside of the superalloy cooling panels. Indirect cooling is 
used for the inlet, avionics, and turbojet engine bay, and a cat- 
alytic heat exchanger reactor (CHER) is employed to transfer 
beat from the low-viscosity, secondary fluid to the fuel. The 
inlet has integral titanium alloy cooling panels with insulation 
and a cobalt L605 heat shield. 

Figure 5. Propulsion system schematic (ref: 2). 

n n  

Figure 6. Thermal mnagemenr system (ref: 2). Figure 7. Structuralhank wall concept (ref: 2). 
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tion. Thrust must be reduced which results in less fuel need- 
ed for combustion. while the heat loads remain high. A layer 
of air could act as film cooling near the wall while combus- 
tion is restricted to the center core of the ramjet combustor. 

3 3  Hydrogen Fueled Airplanes (M > 8)  
Hydrogen-fueled airplane designs offer more options in engine 
integration architecture than their hydnmutmn fueled wuntm- 
paas, which again centers on whethex the engine integration 
embcdies a single duct, a duct and onehalf or a twc-duct 
approach. The single duct would be an ejector ramjet/ scram 
jet in which the ejector rocket motors operate on liquid oxy- 
genlliquid hydrogen (LOXLH2) or gaseous oxygen/ gaseous 
hydrogen (COWGHZ) propellanr Remove the LOX tank and 
add a Liquid Air Cycle Eogine (LA&) system, for which the 
ejector operate8 on -2, and the duct and one-half 
approach results since the LACE system re@m an auxiliary 
inlet. Remove the LACE system and add a turboramjet and 
the two duct system emerges since the tuhramjet myires 
both an inlet and an exhaust nozzle. 

33.1 Example Basebe 
A design data base exists for an underslung luboramjet/dual 
mode scramjet over/under integrated Mach 10 Cruise vehicle 
(figun 8), namely NASA’s Dual-Rtel Airbmthing H ~ Z S O U ~ G  
Vehicle Study (d. 3 and 4). in which m all-hydrogen-fueled 
desi i  option was examined This all hydrogen version was 
B a s  the reference with “ipeet to system architechm for 
hydrogen-fueled Cruise airplane designs providing continuity 
with the two-duct hydrocsrbon-fueled example. Accommmdat- 
ing a payload of 10.m bs. in a 2,m R1 payload bay, the range 
of the Mach 10 refemwe airplane ia approximately 10,oOO nm 
in a 200 R long vehicle with a TOGW less than Mo.Oo0 Ibs. 

3.2.1.1 Pmpulsion 
The ahbrathing propulsion system (ref. 5.6, and 7) operates 
in three speed regimes (low, M = 0 to 4: mid, M = 4 to 4.5: 
and high speed. M = 4.5 to IO) with a distinct engine and/or 
engine combination for each as depicted in figure 9. During 
low and mid-speed the turbxamjets (Air Core Enhand 
Turboramjet (AceTR) for this study) operate at full power to 
provide acseleratiou thrust: the turboramjets were sized such 
that no external burmng was required to augment thrust p m  
duction at Wansonic speeaS. The ramjetiscramjet engine 
remains shut-dodcloxd-off in the low-speed regime. 
Engine close-off is achieved hy upward rotation of the inlet 
and n o d e  cowl flaps until each flap contacts its hpective 

Figure 8. Mach 10 aircrafr (ref. 3). 

upper bodyside surfaces. From Mach 4.0 to 4.5 both the 
NIth3ranje.t and the ramjet/scramjet systans a~ functioning to 
provide unintempted maximum thrust during the transition 
from hubjet  to ramjetlscramjet operation. During high speed 
operation, the hlrboramjets are shutdown/closed-off and the 
ramjetiscramjet is used to accelerate to and cruise at Mach 10. 

At the completion of the Mach IO cruise segment the scramjet 
is shutdowdcloxd-off. The vehicle then descends unpow- 
ered from Mach 10 to approximately Mach 0.8/30K feet alti- 
tude, where the low-speed inlet and nozzle an mpened and 
the turboramjets are airstarted. The turboramjets then operate 
at partial power for the remainder of the mission including 
subsonic cruise and landing. 

Figure 90. Propulsion sysm opemtion (initial accekmtion). 

Figure 9b. Propulsion sysfem operalion (high speed accel- 
erafion, cruise, descent). 

Figure 9c. Pmpulswn sysfan operation (low speed cruise and 
M i n g ) .  
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HX 

3.2.1.2 Thermal Management System 
An overview of the thermal management approach (ref. 6) for 
the Mach 10, hydrogen-fueled cruise vehicle is shown in figure 
10. Fuel is routed from the aircraft's main fuel tank through 
heat exchangers with a secondary cooling loop, to the actively- 
cooled fuselage leading edge, and then to the propulsion active 
cooling system including the internal propulsion flowpath and 
the initial part of the external nozzle, and finally out into the 
combustor. The hydrogen boil-off handles most of the air- 
frame aerodynamic heat loads. The propulsion system is 
cooled by the fuel via non-integral heat exchangers mounted to 
the structure on the internal heated surfaces of the engines; the 
system layout is shown in Figure 11 including the hydrogen 
flow network for providing hot hydrogen flow back from the 
combustor heat exchanger to the turbines for operating boost 
pumps, main fuel pump and auxiliary power unit. The subsys- 
tems are cooled by the fuel via coldplate heat exchangers; the 
layout is shown in figure 12 where Ethylene GlycoVWater is 
used in the second coolant loop between the hydrogen heat 
exchangers off the main tank and the subsystems. 

Subsystem 
+ Heat Load 
- 

3.2.13 Fuel Supply System 
The hydrogen fuel system for the Mach 10 cruise vehicle (ref. 
6) was designed for horizontal takeoff and aircraft-type oper- 
ability. The forward and aft tankage were interconnected 
among themselves to form functionally individual tanks. Each 
forward and aft tank has separate fill loops to allow for tank- 
age to be at different elevations and filled to satisfy center-of- 
gravity requirements. Each tank has a self-contained chill 
system which consists of spray bars in which hydrogen is cir- 
culated to keep the tank near equilibrium. The tanks vent to a 
ground disposal system when filling and allow free venting 
during flight or ground maneuver operations. The system 
includes all composite valves, all electric valves/actuators and 
zero-push boost pumps. The boost pump will allow continu- 
ous tank drainage. The tank bodies and actuator housings are 
made of graphite composite. The feedlines are composite 
construction with stainless steel bellows and titanium 

Nose 
Heat Load ' 

H2 Boil-off 

b 

/- \ Fuel 

Proputsion --,Burner 
Heat Load 

Figure 10. Mach 10 cruise vehicle thermal management 
approach (ref. 6).  

restraints bonded to the composite lines to provide flexibility 
(foam insulation is used on all feedlines). The fuel system is 
designed with fail safe redundancy. 

The initial fuel system for the hydrogen vehicle in the Mach 10 
global reach airplane design study was liquid hydrogen because 
the design was simpler for both flight system and ground sup 
port compared to a slush hydrogen-fuel system. However, slush 
hydrogen would allow the fuel system to operate at a much 
lower tank pressure as illustrated in figure 13. During design 
refinement, a trade study was conducted to evaluate the advan- 
tage of a slush hydrogen fuel system. The boil-off of two liquid 

11 I 

Figure 11.  Mach 10 cruise vehicle propulsion cooling 
design concept. 

I I 

Figure 12. Mach 10 cruise vehicle thermal management system 
design concept (simplified version of dual-fuel system in r e t 6 ) .  
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Figure 13. Difference in liquid and slush hydrogen fuel 
system thermodynamics. (ret  6). 
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hydrogen fuel tanks at 20 or 30 psid and two slush hydrogen 
tanks at 5 or 20 psid were analyzed. The liquid hydrogen boil- 
off is small during ground hold after the ground support equip 
ment disconnect. However, it accumulates much more rapidly 
during both outbound and the r e m  flight. As a result, the 
slush hydrogen fuel system has much lower total boil-off as 
shown in figure 14. A 50% slush hydrogen fuel also provides a 
15% density increase compared to normal boiling point liquid 
hydrogen and an added heat sink capacity of 110 Btu/lb. 

For a slush hydrogen fuel system design, slush return mani- 
fold and lines must be added to melt slush in the tank to pre- 
vent clogging in inlet lines during flight. A fill return system 
was added to recirculate fill slush and densify propellant. The 
schematic of the slush hydrogen fuel system design selected 
as a baseline herein is presented in figure 15. 

3.2.1.4 Pressurization and Purge Systems 
The pressurization system (helium) provides active control of 
cryogenic hydrogerdslush supercritical storage. The slush 
hydrogen fuel system requires initial pressurization only. The 
liquid oxygen APU (auxiliary power unit) supply tank requires 
continuous pressurization. The slush hydrogen tank exterior 
and vehicle cavity need to be continuously purged for safety 
during ascent and descent below 100,OOO feet altitude. The 
hydrogen vent also requires purge. The purge and pressuriza- 
tion system uses technology similar to the hydrogen-fuel sys- 
tem, with all composite valves and feed lines, and all-electric 
valve actuation. It was designed with fail safe redundancy. 

LH2 
Boil-Off 

(1,000 Ib) 
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Figure 14. Boil-off comparison of liquid and slush hydrogen 
fuel system (ret  6). 

GmsUInmIam S M F I l R -  E m h m  

Figure 15. Mach I O  cruise vehicle slush hydrogen fuel system 
schematic (ret  6). 

3.2.1.5 Vehicle Management System 
The Vehicle Management System (VMS) design concept is 
based on the Versatile Flight Control System (VFCS) and is a 
fly-by-light (FBL) configuration. Quadruplex FBL architec- 
ture is the design approach. The major functions of the 
avionics are: (1) store mission information, (2) provide crew 
with situation awareness (engine status, terrain and star maps, 
GPS, etc.), and (3) provide communication capability, threat 
warnings, air data and radar information, aircraft subsystem 
status and maintenance information. The mission critical por- 
tions of the avionics are dual redundant; the remainder is sin- 
gle channel. All buses are fiber-optic. 

3.2.1.6 Airframe Structure/TPS System 
The airframe for the Mach 10 cruise airplane (ref. 7) is a cold 
structure with an integral slush hydrogen tank (figure 16). A 
cold, integral conformal graphite-epoxy (GrEp) tank design is 
used since the maximum pressure differential for the slush 
hydrogen tank is only 5 psi. Graphite composite constitutes the 
remainder of the fuselage structure. There is tungsten in the 
nose area for ballast and the all-moveable wings are hot struc- 
ture (titanium matrix composites, TMC). Cryogenic foam insu- 
lation is bonded to the outside of the tank using a chemical bond 
between the polyimide and graphite epoxy. High temperature 
insulation with a heat shield is then attached to stand-off posts 
which penetrate the foam and are secured to the GREP tank. 

A 
A.mhaaW.2 

et-". 

Figure 16a. Fuselage TPS insulation requirements for  cold 
structure vehicle with typical dimensions (ret  7). 

Figure 16b. Trimetric of cold skin with integral fuel tank 
construction (ret  7). 



Figure 17. Advanced TPS (ref: 6). 
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Figure 18. Electrical power source and hydrogen flow rate 
as afunctian ojuse. 

The flowpath (lower surface) 'IPS assembly (ref. 6) is shown 
in figure 17. It consists of a 60-mil external carbodsilicon- 
carbide (USiC) panel and frame. CMc/meWc (ceramic 
matrix composites) standoff attachment post, staggered 
Inwnal Multiscreen Insulation OMI), integrated purge cban- 
ne1 and APF insulation. The addition of purge resulted in a 
weight savings for the TPS while providing many operational 
advantages. A Tailorable Advanced Blanket Insulation 
flABI) type TPS was found to be better for tank locations on 
the top of the vehicle. TAB1 consists of woven fiber mat with 
triangular alumina foam prisms encased inside (ref. 6). 

3.2.1.7 Leading Edge System 
Based on work done for the National Aero-Space Plane 
(NASP) program, the actively-cooled leading edges used on 
the engine are specified to be 0. I" radius (ref. 4): the vehi- 
cle and wing leading edges have a 0.2" radius. The engine 
cowl, sidewall and vehicle leading edges are actively 
coaled. The engine cowl leading edge is a particularly diffi- 
cult cooling problem because it would be exposed to severe 
heating if the bow shock impinges on the cowl-lip. The 
challenge is to use materials with a combination of high 
conductivity and high temperature capability which can be 
adequately cooled to survive this heating requirement. A 
platelet architecture was selected for the baseline design 
using a copper alloy material. 
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The wing leading edges are made of ceranic matrix compos- 
ites such as zirconium diboride or coated carbdcarbon. 
High temperature ceramic composite leading edges are cur- 
rently being tested by the Air Force under the HyTech 
Rogram and results should be available in 1997 (ref. 8). 

3.2.1.8 Power Generation 
The power generation concept has two sources of power to 
drive one generator. Figure 18 shows which power source is 
driving the generator as a function of mission. #en neither 
engine is operating, the APU (figure 11) is used to power the 
generator with one exception. #en the vehicle is operating 
above Mach 4 the cooling loads generate enough gas to spin 
the accessory power turbine, which in turn spins the associat- 
ed starterlgenerator. 

3.2.1.9 Actuation 
Actuator sizes and types were selected to meet the mission 
dynamics and static loads requirements. Power requirements 
dictate that the major portion of the actuator he hydraulic. 
Control surfaces, landing gear extension and nose gear steer- 
ing have hydraulic actuators with electrically driven motor 
pumps. AU other actuators are electromechanical. A typical 
actuator block diagram is presented in figure 19. 

3.2.1.10 Challenge 
The challenges for developing the hydrogen-fueled 
overlnnder type of hypersonic airbreathing propulsion system 
are similar to that for the lower speed, hydrocarbon-fueled 
example baseline. A reasonably high performance, high 
thrust-to-weight turboramjet is required along with a 
ramjetlscramjet or dual-mode ramjet These two engine sys- 
tems must be integrated together in both a viable vehicle 
flowpath configuration and a viable mechanical design with 
actuatiodseal systems that allow variable geometry opera- 
tions over a broad Mach range with engine mode transition. 

Due to the relatively long cruises at high speed the thermal 
protection system (TpS) and the thermal management system 
(TMS) design must be analyzed as an integrated system and 
optimized interactively. The thermal management system 
must provide adequate coaling for the dual-mode combined 
engine structudsuhsystems. the airframe leading edges, crew 
station, avionics, radar, hydraulics, and the electrical power. 
A challenge in developing the thermal management system is 

Figure 19. Actuation block dingmm (generic). 
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the direct cooling non-integral heat exchanger for the engine; 
they must be reliable and allow high fuel injection tempera- 
tures without surface oxidation at a reasonable weight. 

The fuel supply system presents considerable development 
challenges including all composite valves, feedlines and 
slush return manifold. Perhaps the biggest challenge is to 
overcome negative paradigms with respect to the use of 
slush hydrogen. 

In structuresftankage, the challenge is to develop conformal, 
integral, pphite-epxy, slush-hydrogen tankage; graphite- 
composite fuselage-suucture and MI TPS system with inte- 
grated purge. Also, the wing box and airframe interface for 
the rotating TMC wings require some development 

In avionics, the challenge is to desigddevelop the concept to 
meet the specific mission reliability requkments. 

3.22 Ejector RamjeURam-Scramjet (1.0 ducts) 
This is a single propulsion duct machine and therefore offers 
the least engjndairframe integation challenges. Its propul- 
sion system consists of a LOxIGHZ ejector ramjet system 
that operates from takeoff to Mach 2.5 or 3 where the ejector 
system is shut down and full ramjet mode takes over. The 
challenge is to design a more efficient ejector ramjet without 
significant engine weight increases. This hinges. to some 
degree, on whether or not mixing and diffusion can be 
allowed to c-xur simultaneously; the simultaneous approach 
would provide more performance potential. but could provide 
added choking risk. 

The low specific impulse potential of the LOxIGH2 ejector 
ramjet and the added weight (high density) of the LOX may 
provide a rather unattractive airplane from a range vs. TOGW 
and loiter perspective. 

3.23 Liquid Air Cyde Engine Ejector Ramjet Ram- 
S d e t  (1.5 ducts) 
The Liquid Air Cycle Engine (LACE) system with its auxil- 
iary inlet in the over position and the ram-scramjet in the 
under position is a duct and one-half system; the LACE 
requires no exhaust dun..the liquid air (LAlR) is supplied to 
the ejector stagnation chamber via plumbing. This system 
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Figure 20. Dimpledfoil heat exchanger technology for hyper- 
sonic vehicles (ref I ) .  

offers a much improved specific impulse potential over that 
of its lower derivative, the LOxIGW ejector ramjet. The 
challenge is to develop efficient. light weight heat exchangers 
for use in LACE architeehlres and to manufacture a reliable 
leak-proof system or one in which the leaks could be man- 
aged. The dimple foil design shown in figure 20 offers an 
order of magnitude reduction in weight over that of the con- 
ventional lube-bank-manifold approach for the same heat 
transfer capacity. 

4. ACCESS TO SPACE 
Amss  to Space is and will remain a stsategic issue for leading 
nations. However, this does not mean that concern for cost will 
be disregarded. In the context of international competition, cost 
reductions are and will be mandatory to create new business. 

Although the future prospects of expendables remain high in 
terms of cost reduction as reflected in simplification of the 
Vehicles and their o p t i o n s ,  in scalability to fit the payload/ 
orbitaldestination market and in multiplicity of launch 
options, their potential appears limited below that of reusable 
launchers in terms of cost-per-pound-to-orbit. Rensabiity 
with reliable systems that provide substantial cycle-life seems 
to be the only way to achieve dramatic cost reductions (ref. 9). 

Will reusable launch vehicles pave the way to a dramatic cost 
reduction in access to space and in so doing, create a new 
business? Will they generate new fnancial and operational 
approaches? Will they require new infmtrucrureS? System 
studies are mandatory to analyze these issues and focus on the 
related technology development programs. A coarse vehicle 
matrix for Access to Space is presented in figure 21. Only 
single-stage-to-orbit (SSTO) and two-stage-to-orbit (TSTO) 
vehicles are included in order to contain the discussion. 

4.1 Single-Stage-To-Orbit (SSTO) Vehicles 
S S M  is the aspiration of the astronautics community: only 
one vehicle to develop, manufacture, and operate. The feasibil- 
ity, however. depends on the development of necessBIy tech- 
nologies for required dry mass fraction with built in margins 
that will provide reliable systems with favorable cycle life. 

T k  SSTO systems discussion will be segmented on the p p u L  
sion systems, i.e., m n g  and mke t  powered systems. 

4.1.1 Airhreatbing SSTO Vehicles 
Airbreathing SSTO vehicles offer mission flexibility in terms 
of favorable launch window, launch offset and cross range 
capabilities. Discussion of SSTO airbreathing vehicles will 
concentrate on hnizontal takeofManding system since this is 
where most of the emphasis has been placed in recent studies 

Figure 21. Configurarion matrix for SsrO and TSTO vehicles. 
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(ref. 10.11 and 12) and it provih mntinuity with air- 
planes. Also, there are compelling reasons for horizontal take- 
ofvlanding airbmthing systems such as graaual step and 
check engine sutrtup and shutdown, abort during and shortly 
afta takeoff, etc. It will be assumed that the airbreathing por- 
tion of the trajectory exteuds beyond Mach 8 and thus r e q h  
a scramjet since rocket-initiatiodpull-up at Mach 8 or below 
(ramjet Operations) would probably require droppiing takeoff 
gears (trolley. etc.) at lift off and thus would not be categc- 
rized as a classic SSTO. 

A definitive design study was pexfomd on an SSTO air- 
breathing propelled orbital vehicle with rocket propulsion aug- 
mentation in NASA's Access to Space study activities (d. 13 
and 14; Option III Team). A credible design was established 
(ref. 15). but by no means an optimum. This design (figure 
22) provides a reference representing system architechue for 
airbteatJing SST3 vehicles; it was developed by the Langley 
Research Center's Systems Analysis Office in 1993. 

4.1.1.1 Fixample Bsseline 
The ekbmthm ' g SSTO refereuce vehicle (figure 22) was 
designed to carry 25,000 Ihs. of payload in a 15' x 15' x 30' 
rectangular payload bay to an orhit of 220 nm, 51.6' inclina- 
tion, then dock with a hypothetical space station for delivery 
of the payload (ref. 15). It had a 15% weight growth margin. 
a 5-minute launch window, and an ascent delta veloeity mar- 
gin of l %. The takeoff gross weight sized for the closed mis- 
sion was 917,000 Ibs., the dry weight was 239,000 Ihs., and 
the kugth was 200 ft. 

4.1.1.1.1 Architecture 
The baseline design (ref. 13) as shown in figure 22 consists oE 

A wedge4aped forebody protile, spatula-shaped fore 
body planform, lifting-body configuration with all moving 
horizontal tails. twin vertical tails with rudders, and trail- 
ing edge body flaps. 
Underslung, 2-D airhreathing e n a e  nacelle for which the 
vebicle foRbody serves as a preeompression surface and 
the afthody as a high expansion ratio nozzle; two engine 
systems with 130K Ihs. of thrust each at takeoff. - Linear modular. aemspike rocket engine at the trailing edge; 
two e@ne systems with 117K Ihs. of thrust each at takeaff. 
Slush hydrogen fuel (SHZ) and Liquid Oxygen oxidizer 
(LOX) propellant (about a 5W50 split by weight). 
Actively cooled leading edges (hhge  spatula-shaped 
region and engim cowl); actively cooled, non-integral 
panels in engine. 
A Is' x 15' x 30' nnangular payload bay locatedinthe 

25,000 lb. payload -1 ~71.6~ dedination I220 MI. orbit 

Y 
- 7  

Figure 22. Reference airbreathing SSTO vehicle (r@ 13). 
L 

vehicle. mid section with two "shuttle-like" doors that swing 
* A crew station adjacent to the payload bay with access/ 

escape from the vehicle topside and conduit to the pay- 
load bay. 
Two &wheel main landing gears; one nose gear(tw0 ameeLs). 
Baseline vehicle airframe sm~cWWthe . rma l  protection 
systems WS). 
- Graphitdepoxy (GrEp) integral, I-stiffened. conformal 

slush hydrogen (SE) tank 
- Aluminumnithium (AvLi) non-integral, multilobe liq- 

uid oxygen (LOX) tanks 
- GrlEp shell stmelure fore and aft of integral tank; 

Titanium Matrix Compites  (TMC). Silicon carbide4 
beta 21s titanium all moving horizontal controls and 
twin VeRicaWntdder with CarhodSilicon Carbide 
(USiC) TPS over portions exceeding 1,960'R carbon- 
carbon (UC) leading and trailing edges - F~hrous Refractory Composite Insulation (FRCI-12) 
over RohaceU insulation on windward surface and 
Tailorable Advanced Blanket (TABI) over Rohaccll 
insulation on leeward surface. 

' 

4.1.1.13 TrajeetorylEngine Modes 
The airhreathing corridor to Mach 25 and the engine mode 
changes exprienced in this scceleratiou process also charac- 
terize this aerospace p h e .  A xtpmentative ascent trajectory 
(ref. 13) for the S S M  vehicle is presented in figure 23 
including indicators for propulsion mode events. Most of the 
airhreathing proplled ascent is along a high dynamic pres- 
sure isobar (2150 psf). Takeoff and transonic ascension are 
accomplished with the low-speea system and extemal rocket 
system performing simultaneously. The rocket is switched 
off at Mach 2. Transition to the scramjet mode begins at 
Mach 6 with the full -jet mode in operation by Mach 7.5. 
Departure from the isobar above Mach 15 signals the onset of 
LOX augmentation through the scramjet and the activation of 
the external rocket system as indicated in figure 23. Scramjet 
main engine cutoff -0) is at Mach 24. Even though the 
external &et system has essentially the same thrust at take- 
off as the airbmthing engine. the airbreathing flowpath pro- 
vides 83% of the total ascent energy. 

4.l.l.13 Thermal Management 
The cooling concept of the airtaestlun . g engine for this refer- 
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Figure 23. Representative ascent frajectory (ref: IS). 
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ence SSTO is a cold sUucNre (&. 15) with mostly nomntegml, 
activelysooled heat exchangers. Cryogenic hydrogen fuel is 
the mlant.  Slush hydrogen is stored in the tank at 20 psig and 
W R .  It is pumped to 5.500 psi and 60% before drculating 
through the cooling panels, then through a turbine to drive the 
pump, back mto the cooling network again, and out into the 
combustor. The heat exchangers were sized at Mach 15 condi- 
tions, where the heat loads are ptea The mling panel ne& 
work was designed to deliver hot hydrogen to the injectors. 

4.1.1.1.4 Subsystems 
The majority of the subsystems are highly integrated with each 
other. The individual subsystems are (ref. IS): (I)  active vehi- 
cle. thennal control system (AVTCS), (2) environmental conml 
and life support system (ECLSS), (3) electrical power genem 
tion and conversion system (EpGBrC), (4) hydraulic and actua- 
tion, (5) auxiliary power unit (APU), (6) reaction control system 
(RCS), (7) fuel system, (8) oxidizer system, (9) vehicle pressw- 
ization, purge and drain system (VFT&D). and (lo) avionics. 

The AVTCS will be required to handle both cryogenic and 
hot hydrogen within the same fluid network. Active cwling 
is provided on the external nozzle. the airframe inlet ramp, 
engine systems, and the external mcket system. The active 
cooling panels will deliver hot hydrogen to the engine. 
Because fuel is used as the coolant. a fail-safe control system 
is being used The K L S S  uses standard cryogenic hydrogen 
control devices, moditied for low weightlvolume. and pro- 
vides an operation working environment for the crew. It also 
provides cooling for the vehicle management system, insm- 
mentation, and hydraulic fluids. 

The EPGBrC consists of a number of 40 kW 270 VDC fuel 
cell assemblies. The fuel cells come from existing technolo- 
gy developed for the Space Shuttle program. They use 
hydrogen and oxygen and provide elec!dcal power primarily 
for on-orhit duty, hut are also used for avionics. MU'S pro- 
vi& the hydraulic power for the acNators that control the 
aero-surfaces and the landing gear. The M U  system is 
derived from an existing Space Shuttle system. It is driven by 
a dual mode, gas generator expander cycle. turbine using hot 
gas temperature diffexenhal whxh is required to prevent over- 
heating of the material, thereby making the APU power 
requirements virmally ''free'' during ascent. The hydraulic 
system utilizes a conventional hydraulic tluid system that 
operates at 8,oOO psia. Hydraulic fluid cooling heat exchang- 
ers dump heat directly into a hydrogen fuel system that pro- 
vides for the gasification of LHZ and LOX for use in the 
RCS. The RCS is a previouslydeveloped rocket assembly. 

The fuel system is a cryogenic fluid delivery system that sup- 
plies LHZ from the vehicle's tanks to the engine turbopumps 
and actively-cooled panels using a series of boost pumps. 
Because the hydrogen fuel in the tanks was suh-cwled to a 
slush condition. separate spray and mixing systems in the 
tanks are required to continually circulate the hydrogen so 
that it does not stratify; the ullage is kept at the same tempera- 
ture as the fuel. 

The oxidizer system provides LOX to the engine and external 
rocket system and is composed of both high and low pressure 
turbopumps. These pumps are used only to supply LOX to 

the main scramjet engine; the external rocket system has its 
own tuhmachinery. 

The WP&D is required to provide helium for tank pressur- 
ization, vehicle cavity purge and repressurization, and pneu- 
matic actuation. Helium is stored at 25"R within the hydro- 
gen fuel tank. 

The avionics is based on a proven quad-redundant architec- 
ture using ADA software and dual-fiber optics busses which 
is intended to provide for autonomous control. 

4.1.1.15 Challenges 
The system challenges extend from the actively-cooled air- 
frame and engine cowl leading edges to the linear aerospike 
rocket engine at the airframe trailing edge. Some of the most 
critical items that are essentially the same as for the Mach IO 
cruise baseline example are: the graphite/epoxy integral fuel 
(SH2) tank and TPS system, the ramjetlsnamjet engine with 
mechanwns for mode transihon; and the actively-cooled 
engine non-integral heat exchangers that allow fuel injection 
temperatures of 2,ooo"R. An 8,000 psia hydraulic system is 
also required, as is a health monitoringhnanagement system 
for the entire vehicle. Optimization of the reference design to 
reduce dry weight and cost is in progress at LaRC. 

4.13 Rocket-Powered SSTO Vehicles 
Because of the enhanced propellant load due to on-board 
LOX as the oxidizer (LH2 as fuel). rocket-powered SSM's 
must be vertical takeoff machines (launch assist is not being 
considered). Also, only horizontal landing is being consid- 
ered to contain the scope. 

The case for the SSTO rocket launch vehicle is made in refer- 
ence 16 in which mass fraction, margin, minuscule payload, 
and sensitivity concerns are addressed and shown to be ame- 
liorated with cumulative technology advancements. 

4.13.1 Example Baseline 
A reusable, rocket-powered, SSTO launch vehicle was 
designed (ref. 17 and 18) as a part of the Advanced Manned 
Launch System (AMLS) study in NASA Langley's Vehicle 
Analysis Branch and is an appropriate reference vehicle. The 
design reference mission for the AMLS single-stage vehicle 
is delivery and return of a 20,000 Ih. payload and 2 crew to an 
international space station (51.6'. 220 nm). 

4.131.2 Architechue 
The vehicle design (ref. 17) is shown in figure 24. The pay- 
load hay is 15 A. in diameter and 30 A. long and located 
between an aft liquid hydrogen (LHZ) tank and a forward liq- 
uid oxygen (LOX) tank. The normal-boiling-point LH2 and 
LOX propellants are contained in integral reusable cryogenic 
tanks. On board propellants would provide an incremental 
velocity (AV) of 1100 ft./sec. following launch insertion into 
a 50 x 100 nm orbit. The design employs wing tip fins for 
directional control. The crew cabin is located on top of the 
vehicle. An airlock located aft of the crew cabin provides 
access to the cross-wise canister payload hay and to the space 
station through a hatch on top. 

Theliftoff thrust-to-weight V/W)of theSSTOis 1.22 (ref. 17). 
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Figure 25. Reference SSTO vehicle materials (ref: 17) 

The vehicle dry weight is 230,000 Ibs., and the gross weight is 
2,320.000 Ibs. (figure 24). 

4.1.2.13 Reference Systems/Technologies 
The reference AMLS SSTO has seven SSMEderivative 
engines that are gimballed for vehicle control during ascent 
and abort (ref. 18); the performance characteristics of one of 
these engines are summarized in Table 1. The SSME-deriva- 
tive engine differs from the current SSME in a number of 
ways (ref. 18). Extended-life, high-pressure turbopumps are 
used with hydrostatic bearings. Electromechanical actuators 
are used for gimbals and valves. Other improvements include 
integrated health monitoring, a Block 11 controller, and a two- 
duct hot gas manifold. 

The major materials and structural technologies assumed for 
the AMLS SSTO vehicle (ref. 17) are summarized in figure 
25. The SSTO vehicle employs graphite composite wings, 
intertank. nose region, fairings and aft skirt which all act as 
carrier panels for a ceramic blanket TPS on most windward 
and leeward surfaces and for an advanced carbon-carbon 
(ACC) TPS on the vehicle nose and leading edges (ref. 17). 
All aerodynamic control surfaces are of an ACC hot stmcture 
design. The integral hydrogen and oxygen tanks are con- 
stlucted of AI-Li 2095 and utilize external, closed-cell foam 
insulation. The h s t  structure also utilizes AI-Li 2095 and 
graphite composite elements (ref. 18). 

4.1.2.1.4 Challenges 
The challenge is the maturation of technologies to enable the 
design of a viable, affordable SSTO rocket powered vehicle 
and decrease the operational complexity and empty weight of 
the vehicle (ref. 17 and IS). More advanced technologies 
would enable the design of an SSTO vehicle that is less semi- 
live to changes in engine performance parameters. The cumu- 
lative effect of employing a number of moderate technology 
advancements over STS technologies (ref. 17) is shown in fig- 
ure 26. Additional technology advances over those assumed 
for the reference SSTO could enhance the design as shown in 
figure 27. These technology advancements could be traded 
for increased vehicle design margins and reduced sensitivities. 

4.2 Two-Stage-&Orbit (TSTO) Vehicles 
For TSTO vehicles, technology requirements are reduced rel- 
ative to SSTO vehicles; they require only current or near-term 
technologies. Also, they are less sensitive to dry weight 
growth. They allow the proration of the ascent energy (delta 
velocity) among the stages (booster and orbiter). However, 
TSTO systems lead to the development. manufacture, and 
operation of the two vehicles (in fact, three: the composite, 
the booster and the orbiter). 

Since the design of access to space vehicles is influenced to a 
major extent by propulsion systems and propulsion integra- 

I 

Figure 26. Cumulative effect oftechnology evolutionfrom 
STS (ref: 17). 

Figure 27. Cumulative effect of enhancing technologies on 
rocket-powered vehicle (ref: 17). 
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tion architectures, the TSTO vehicles will be categorized 
according to propulsion systems. A coarse TSTO classifica- 
tion is given in figure 28 which has categories for airbreatb- 
ing boosters and m k e t  powered boosten as well as combina- 
tion powered orbiters and m k e t  powered orbiters. The air- 
breathing boosten are further divided with respect to ramjet 
(Mc 6)  and scramjet (M%) propulsion systems. The remain- 
der of the discussion centers mainly on the boosters as they 
constitute the greatest chal lenefrom a systems, op t ions ,  
and cost perspective. 

4.21 TSTO Vehides With Airbreathing Boasters I 
Rocket Powered Orbitera 
The focus is on a horizontal take-off and landing (HTOL) 
launch vehicle. The advantage is more versatile basing with 
airplane like op t ions ,  launch offset capability and near- 
term technology requirements. For launch systems that 
stage at Mach 6 or below. the booster could be designed 
with near-term technology. Boosters that stage above Mach 
6 would require more advanced tecbnology because of the 
need for a scramjet and more sophisticatdthicker TF'S. 
With their ability to cruise, airbreathing boosters have the 
potential to reNm to viable landing sites, even at tbe higher 
staging Mach numbers. 

m0-m 

Figure 28. TSTO vehicle chsifialioon. 
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Figure 29. TSTO (airbreather/rocket vehicle clurmcteristics 
w 13). 

4.2.1.1 Example Baseline 
The reference vehicle is from NASA's Access to Space SNdy 
(ref. 13). The configuration is a horizontal take-off/landing 
system with a piggy-back orbiter on top of a two-duct, 
overhder airbmtbing booster (figure 29). It stages at Mach 
5. The booster propulsion system is a combination of LH2 
fueled turbofan jet engines (to M=2.4) and ramjets (to M=5). 
The orbiter is m k e t  powered LH2 fueled. Designed to deliv- 
er 25,000 Ibs. of payload in a 15' x 15' x 30' bay to a space 
station at 51.6', 22Onm orbit, the reference ZSTO system has 
a combined takeoff gross weight (TOGW) of 800.000 Ibs. 
and dry weight @W) of 300.000 Ibs. The TOGWDW of the 
booster and orbiter is 352,000 lbs./252,000 Ibs. and 450,000 
lhs152,000 Ibs., respectively. 

The booster is a lifting-body with a shape very similar to the 
reference airbreathing SSTOof section4.1.1.1.3. Both have a 
spatular airframe leading-edge and rotating wings which also 
serve as horizontal control surfaces. Both utilize cold integral 
graphite-epoxy cryogenic tanks (LHZ vs SH2): graphite com- 
posite pdmary strucNre; and passive, adhesively-bonded 'IPS. 
as well as 8,000 psi hydraulic systems. 

4.2.1.1.1 Staging 
As the staging Mach number is increased, total system gross 
weight declines (figure 30. ref. 20) because of a more optimal 
split of the energy content in each stage. Above Mach 6. the 
booster ar-breathing propulsion system would m@re a 
randscramjet engine. Moving from a Mach 5 to a Mach IO 
staging system, the combined gross weight would decrease 
from 800,000 lbs. to 600,000 lbs. and the combined dry 
weight would decrease from 300,000 Ihs. to 250,000 Ibs. 

4.2.1.1.2 Challenges 
The TSTO ref- booster (for Mach 5 staging) requires 

+ Booster + Orbiter Gross Wt. 
+ Booster + Orbiter Dry Wt. 

111111111111111 
' 4  5 6 7 6 9 1 0 1 1  

Staging Mach Number 

Figure 30. Staging Mach number effect on gross weight 
[ref: 20). 
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Advancing technology -b 
Design for performance -b 
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c Increasing payload. margins 

Figure 31. Factors influencing rocket vehicle suing (ref: 18). 

development of a turbojet/ramjet airbreayolng ’ propulsionsys- 
tem much like the Mach 5 Wavedider airplane of seaion 3.1.1 
ex@ the booster is fueled by LH2 rather than LHC. Also, a 
duct and onehalf, LACE ejector ramjet could pmvide an inter- 
esting hade, especially for staang at higher Mach numbers (M 
> 7) where transition fmm a ram to scramjet is required. The 
stiueture/matwial challenges are very similsr to the &-breath- 
ing S S U l d  integral graphite-qmxy tanks and graphite 
composite primary s m c u  is the hydraulic system. 

The orbiter, as de6ned in refemu% IS, would quire the devel- 
opment of an expandex cycle uIx/LHz &et engine systems. 
Staging witbin the atmasphere could be quite a challenge itself. 
If a pull-up to low dynamic pnssure for staging was desirable, 
then both a tail rocket system and a Reaction control System 
WS) (for control) would be requid for the booster. 

4.2.2 TSTO Vehicles with Rocket Powered B o o s t e d  
Rocket Powered Orbiters 
TSTO mcke systems are considered primarily because of 
technology readiness. Also, they retain a gross-weight / dry 
weight advantage over SSTO rocket systems even at reduced 
technology levels (figure 31, ref. 21). hut thebenefits of stag- 
ing are clearly reduced. For TSTO mcket systems, the mov- 
ery of the booster is a major issue since their ‘fly-hack” capa- 
bility has serious limitations. The criticalness of the recovery 
issue increases with staging speed, so high staging speed con- 
cepts will be considered first. 

422.1 EighStsgingSpeedConeepts(beyond1O~ptEsec) 
For these high staging speeds, a relatively even distribution of 
the ascenf enezgy is achieved b e e n  the two stages. Since 
SSTO vehicles are seldom pure single-stage (for many nus- 
sions, they ueed an intelligent upper stage to send their pay- 
loads into higher energy orbits), an approach (ref. 22 and 23) is 
to develop a semi-reusable TSTO, the fmt stage being targeted 
to bgMne an S S M  vehicle. Should this S S X I  vehicle appear 
out of reach dming its development, either from a cost or tech- 
nology prspctive. the designers would have the following 
option: reduce the AV of the d l e  first stage and in- 
the AV of the expendable upper stage. The first stage, unable to 
go into orbit, would have to perform a once-around flight to 
land at its launch site, or perhaps land at the Antipodes. 

These high staging speed concepts were downselected hy 
Aemspatiale (ref. 23) because the downrange requid by the 
booster is veq high (once amund) and the AV reduction poten- 
tial is very low, even for high lift-todrag ratio n/D) booster 
conl5gurations. For example, to achieve a AV reduction of about 
1M)o Alsec. in the booster would q u i r e  tbatthe hypersonic 
LID excad 5 for the booster to acquire a viable landing site. 

Aemspatiale recently downselected another high speed staging 
concept Taranis (ref. 24. figure 32, also dubbed “the 
Transatlantic”), because it raises the question of the ind- 
dence of ~ccess to spxe activities since the imoster landing 
strips are located outside of the launching country. However, 
since Taranis exhibits some major advantages such as use of 
near4erm technologies and use of engines dedived for the gas 
generator cycle of Ariane 5, a modified v m o n  with an exten& 
ed range booster (re-bO0s.t of the main engines or cruise with 
turbojets) will be studied. ?his extended range version would 
allow a landing on tenitories belonging to the launching nation. 

Having eliminated (downsdected) most of the high staging 
speed TSTO launchers. Aemspatiale’s launch system analyses 
have bm~ focused on low staging speed concepts (less than 6ooo 
ftlsec.) which allow a nuha easy fight back of the bmster to its 
launch base. The main thmt of the work was: (1) study TSTO 
with staging speed nearing 3.000 Alsec., (2) assess the Pop 
Down wncepf (3) assess the Siamese coniiguration, and (4) 
assess the interest of using LOX/LHC rather than u)X/LHZ. 

422.2 Staging Speed Nearing 3,000 Iws 
This configuration is envisioned (ref. 23) as a two-stage, par- 
allel-bum. winged, v a t i d  take-off, horizontal landing sys- 
tem. When the launch system reaches a speed of about 3,000 
ft./sec., the booster (first stage) is staged and glides hack to 
the launch site runway This system is an unbalanced wniigu- 
ration with respect to ascent energy having a quite “easy-to- 
design” first stage and a very ambIhous second stage. 

Despite its operational drawbacks with respect to SSTO con- 
cepts (ulree vehicles to operate versus only one), this TSTO 
configuration offers many advantages in terms of perfor- 
mance and technological feasibihty. 

The low velocity of the first stage after the stagjng maneuver 
allows a glide back trajectory to the launch site. ?henfore 
the operations appear m y  simplified with respect to the 
‘’hanstransatlantic” TSTO (Taranis coniiguration, ref. 24). 

Figure 32. Taranis concept (rex 24). 
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GLOW 2552 klb 
DIY wgt: 336 klb 

Vertical takeoff . LO$LH2; SSME-derivative engines 
Unmanned glideback booster; Mach 3 staging 
Parallel bum with crossfeed 
External payload canister 

Figure 33. Near-tern-technology WO-stage AMLS (space- 
sration mission), 4OKpayIond ref: 21). 

* The design effort has to focus on the second stage which 
appears to be "almost an SSTO" beaux of the mass f r a ~  
tion, muhnical and t h d  load requkrnents it has to sus- 
tain. Neveriheless, the AV reduction due to the booster (esp  
cially in case of mssfeediog) allows a vehicle design with 
lower technology level requirement$, mainly in propulsion 
systems and structure mass fraction reduction requirements. 

The numerous configurations allowed by this launch system 
provide many interim options on the way to an affordable 
SSTO vehicle: (1) expendable first stage, (2) reusable first 
stage with LOXihydrccahn propellants with or without 
LH2 crossfeeding to the second stage (ref. 25). and (3) 
reusable first stage with an inereased staging speed (the first 
stage flies back to the launch site using an airbreathing 
propulsion system). This approach, afier the downselection 
of the 'Vnce Around" and "Anhpodal" systems, appears to be 
one of the most promising interim options to pave the way to 
a really affordable launch system. Such a concept was studied 
at NASA Langley as part of the Advanced Manned Launch 
Systems (AMLS) activities (figure 33. ref.21) and pmvides an 
appropriate reference vehicle for this class. 

4.2.22.1 LOXLHC Siamese Pop-Down Concept 
The Pop-Down procedure (ref. 25) is a method of launching a 
TSTO vehicle which allows recovery of both stages at the 
launch site. The booster flies along a strictly vertical flight 
path so that it always remains a b v e  the launch site. This 
procedure solves the downrange site recovery problem at the 
expense of a payload mass loss, since the TSTO ascent trajec- 
tory is no longer fully optimized. 

The first staging analyses of such a Pop-Down launcher have 

shown that the propellant masses of both stages were very 
close to one another. Moreover, since the orbiter needs a high 
acceleration to minimize the velocity losses, both stages 
needed the same number of engines. ?his has led 
Aerospatiale to select a Siamese concept for furiher study: 
both stages contain the same propellant mass and are powered 
by the same number of engines. Thus, this Siamese TSTO is 
somewhat characteristic of SSTO vehicles in that there is 
only one configuration to develop, manufacture. and operate. 

43.23 Chnllenges 
The challenges of the rocket powered TSTO vehicles are very 
similar to the SSTO systems but generally less severe. 
However, TSTO systems pose specific problems: aerodynam- 
ic interactions between the stages, staging (especially in case 
of abort) and crossfeeding. 

5. ADVANCED, F,"CING SYSTEMS CONCEPTS 
There are many advanced systems concepts of Current interest 
which may have significant benefits for hypersonic vehicles 
(ref. 1) that will present system challenges. Advanced con- 
cepts are currently under study for configuration, drag reduc- 
tion, low speed propulsion, LAIR collectiodoxygen enrich- 
ment, controls and launch assist. 

In enhancing the air-breathing SSTO and TSTO designs, the 
configuration is extremely important. The lifting body that 
served as a reference may be better if it was designed upside 
down-inverted lifting-body-as shown in figure 34 (ref. 1). 
In this arrangement the profile of the vehicle would be a 
much more favorable airfoil and provide much greater lift at a 
lower angle-of-attack and thus less drag, especially through- 
out the subsonic and transonic region. Above the hansonic 
region the vehicle may be more optimum in a conventional 
engine underslung attitude and thus require rolling 180O. 

As air-breathing engine weight increased with desigdtechnol- 
ogy maturation in prior programs, it became apparent that 
there may be an advantage to switch configurations from a 
lifting-body to a high-fineness ratio wing-body (figure 34) 
where engine weight can be traded for wing weight. High- 
fineness ratio configurations would have lower drag per unit 
volume and thus require less engine size. 

Invanad Uftlng Body 

High FlnmMS Ratlo wlng Body: 

Inward Turning Inid (Funnel) Conflguntlon: 

Figure 34. Extendedadvanced configuration matrix (ref: I ) .  
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The ultimate hypersonic air-breathing configuration in terms 
of propulsion flowpath for a point design is the inward turning 
inlet configuration (ref. 26) as shown in figure 34. Ideally, the 
funnel inlet configuration offers more air capture and more 
efficient compression to the inlet throat for less wetted area 
with an accompanying, more efficient expansion through the 
radial nozzle than does its two-dimensional or conical counter- 
parts, resulting in potentially higher net thrust and specific 
impulse. Of course there are concerns such as “on-desigdoff- 
design” inlet spillage, volumetric efficiency, etc. 

The technology area of magnetogasdynamics (ref. 27) in which 
a nonequilibrium cold plasma is created aheadadjacent to the 
vehicle to reduce shock strength, drag and heat transfer is large 
ly unexplored, although test results point to these favorable phe 
nomena. Steam reforming of hydrocarbon fuel through chemi- 
cal regeneration and magnetogasdynamic generation of electri- 
cal power through deceleration of inlet flows is also profiled in 
reference 27. As these phenomena become better understood, 
flight systems must be designed to accommodate them. 

Pulse detonation engines (PDE), which use detonation waves 
propagating through a premixed fuel-air mixture to produce 
large chamber pressures and thereby thrust, are potentially 
promising for low speed (M = 0 to 5) propulsion (ref. 28). 
The PDE has the potential for very high specific impulse, 
and it may be possible to have a single system which can be 
converted from a low speed airbreather to an efficient pulse 
rocket for boost to orbit. The PDE consists of a cylinder or 
series of cylinders which are repeatedly filled with a com- 
bustible mixture and detonated. The oxidizer can be air pro- 
vided by an inlet (airbreather) or gaseous oxygen retrieved 
from a tank (rocket). 

The ejector ramjet allows the ramjet to operate from takeoff to 
ramjet takeover speed (M = 3), and thus a single duct engine 
that operates over a broad Mach number range is possible (ref. 
29). As might be expected, the ejector ramjet requires a large 
amount of oxidizer which may mean that, to be practical, a 
vehicle using this system must also extract air and/or oxygen 
from the atmosphere. The system which extracts air, condens- 
es it, and uses it in an ejector ramjet is called a liquid air cycle 
engine (LACE). LACE has been studied for many years (ref. 
30) as well as other condensing systems such as air collection 
and enrichment system (ACES) where liquid oxygen is subse- 
quently separated out and stored for later use. The original 
ACES used an approach where the distillation column process 
was accelerated through application to a rotating disk which 
produced centrifugal force analogous to an increase in gravity. 
Many other methods for extracting oxygen from air are cur- 
rently being studied (ref. l). 

In the controls area, neural networks (ref. 31) appear to offer 
a significant advancement for both the airframe and engines 
controls and the coupling between the two. Accurate 
Automation Corporation is currently in the process of demon- 
strating a neural network for the rudder control of a hyperson- 
ic waverider configuration at subsonic speeds in their 
LoFLYTEm flight test vehicle (figure 35). 

For takeoff assist, Mag Lifter technology (magnetic field used 
to accelerate vehicle, ref. 32) is being examined for rail launch 

in NASA’s Advanced Space Transportation Program. Takeoff 
assist is more beneficial to vehicles that have higher LOX frac- 
tions in which a higher percentage of propellant would have 
been burned had not the assist delta velocity been provided. 

6. COMMON SYSTEM CHALLENGES 
All the hypersonic vehicles described heretofore pose formi- 
dable system problems: (1) vehicles are high speed and long 
range, (2) vehicles are subjected to severe environment, but 
must be lightweight, (3) vehicles’ propulsion systems and air- 
frames have to be intricately integrated, (4) vehicles’ major 
characteristics have considerable uncertainties since the realm 
of hypersonics remains widely unexplored, and they are sen- 
sitivity intensive, and (5) vehicles must accommodate a wide 
flight envelope. 

Most of these challenges will be resolved with tangible means 
(efficient propulsion, lightweight structure:s ...). These are 
identified herein and addressed in other AGARD papers. 
However, more impalpable means can contribute. 

6.1 Guidance, Navigation and Control (GN&C) 
GN&C is considered an enabling technology for hypersonic 
vehicles because beyond the aforementioned problems: (1) 
they have to be autonomous for they are long range vehicles 
and/or military vehicles and/or subjected to the blackout phe- 
nomena, (2) they may have very short response times, flexi- 
ble structures, propellant sloshing, and (3) they have to use 
sophisticated sensors (high speed Air Data Systems, seekers 
behind high temperature windows, etc.). 

Hypersonic vehicles need high performance expliciVadaptive 
guidance and control. Explicit guidance allows on-board, real- 
time trajectory computations. For instance, a lifting re-entry 
missile whose target would be out of range may re-optimize its 
trajectory, make an atmospheric skip and hit the bull’s eye. 
Adaptive control allows accounting for vehicle uncertainties in 
real time and to adapt, in real time, the guidance and control 
algorithms. Using more recent control methods, like H, or 
neural networks, explicit and adaptive GN&C will ease the. 
hypersonic vehicles design and operation. 

ParachuteFTSJ 

Figure 35. LOFLYTE Subsonic Neural Net Demonstrator 
(ret I ) .  
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6.2 Telecommunications 
Telecommunications with hypersonic vehicles pose specific 
problems: (1) antennas are to be protected against high heat 
loads, (2) the radio communication blackout phenomena, and 
(3) the long range of hypersonic flight may dictate the devel- 
opment of a network of ground stations and/or satellites. 

During its hypersonic flight, the vehicle is subjected to high 
heat loads which may cause air ionization (plasma). The radio 
communication blackout phenomena is caused by the plasma 
sheath which surrounds the vehicle. Possible solutions to this 
phenomena are: (1) use frequencies higher than the plasma 
cut-off frequency, (2) select a proper antenna location, and 
(3) use other communication means (laser...). 

6.3 Reliability, Availability, Maintainability and Safety 
The vehicle’s reliability by itself is often not sufficient to jus- 
tify the development of a hypersonic vehicle. For example, 
consider a reusable launcher whose reliability is only 0.99. 
Statistically, this translates to the loss of one vehicle every 
100 flights. This is why reliability enhancement for reusable 
launch vehicles is so important and why built-in abort strate- 
gies have to be included to increase the probability of recov- 
ering the vehicle and its payload (crew survivability should 
be greater than 0.999, ref. 13). 

A low availability could negate the speed advantage of most 
hypersonic vehicles. Responsiveness is a major operational 
issue, especially for military vehicles. 

Maintainability is one of the key issues for hypersonic vehi- 
cles in terms of what is required and what it will cost. For 
instance, should the maintenance cost per mission represent 
1% of the vehicle cost, the total maintenance cost over 100 
missions would amount to the cost of one vehicle (2%, two 
vehicles, etc). Technology maturation and demonstrators are 
therefore mandatory to reduce the maintenance uncertainties. 
Proper design and operation methodology (e.g. aircraft like) 
and health monitoring systems are also mandatory. 

Also hypersonic vehicles pose specific problems of safety, 
both from the range safety viewpoint and from the crew safe- 
ty viewpoint. For major malfunction at hypersonic speed 
crew rescue is a challenge. Either vehicle integrity must be 
maintained before ejection seats can be used or the crew 
cabin has to be ejected. 

6.4 Operations 
Reusable vehicles must be designed for operations and main- 
tenance (ref. 9) to minimize the life cycle costs and to maxi- 
mize responsiveness. The enhancement of systems/subsys- 
tems reliability in conjunction with an extension of their 
cycle life is a must in reducing operational cost. Present-day 
operations consist of expensive tasks to prepare and operate 
vehicles. This is no longer affordable; vehicles and opera- 
tions have to be designed concurrently. Vehicles can no 
longer be designed from just a performance/weight-mini- 
mization perspective. 

Operations must be automated (no “standing army”) to 
reduce costs and streamlined to increase responsiveness. 
The vehicle designed for operations provides more robust- 

ness to the system; autonomous and fault tolerant architec- 
tures are to be favored. 

1 Among the ideas to increase vehicle operability are: (1) to 
some extent use aircraft lessons learned, (2) develop and use 
an inflight health monitoring system, (3) use robust, fast- 
response, fault-tolerant software and avionics, (4) avoid hyper- 
golic propellant, and (5 )  reduce the reliance on hydraulic sys- 
tems; use electromechanical actuators where possible. 

I 

i 
7. CONCLUDING REMARKS 
Systems/subsystems architecture for fully reusable hyperson- 
ic airplanes and space access vehicles were examined. 
Screening categories were takeoff, landing, propulsion sys- 
tems, fuels/propellants, mission and staging. Systemhbsys- 
tem challenges were identified. 

For hypersonic airplanes, emphasis was focused on Mach 5 
and 10 cruise with hydrocarbon and hydrogen fuel, respec- 
tively. Developing the powerplants (turboramjets or LACE 
ejector-ramjets and dual-mode ramjetdscramjets) and per- 
forming an efficient airframe propulsion integration as well as 
thermal management are the main issues. For the endother- 
mic-hydrocarbon fueled systems (Mach e 8). hot, integral 
titanium tank structure appears viable. For the hydrogen- 
fueled systems (Mach > s), cold, integral graphite/epoxy tank 
structure with graphite composite interfaces and external 
insulation/TPS is the architecture of choice. 

For access to space vehicles, emphasis was focused on sin- 
gle- and two-stage, airbreathing and rocket propelled sys- 
tems with horizontal takeoff for airbreathers and vertical 
takeoff for rockets. For the airbreather, propulsion and 
propulsion integration along with thermal management are 
still the biggest challenges; this is essentially the same as 
with cruise vehicles except for the additional rocket integra- 
tion for orbital access in SSTO vehicles and pullup (if 
required) for staging in the TSTO boosters. The airbreath- 
ing propulsion systems have the potential for long cycle life 
which could have a positive effect on reducing operational 
cost (lower frequency of changing engines and pumps). For 
structures, the emphasis is on cold, integral graphite/epoxy 
hydrogen tanks and graphite composite interfaces. The air- 
breathing vehicles, being lifting configurations, are designed 
for normal loads and thus are conducive to abort situations. 
For SSTO vehicles, one of the biggest challenges may be to 
overcome negative paradigms with respect to the use of 
slush hydrogen. 

For rocket powered systems, the main challenges are to 
mature the enabling technologies to ensure operation feasibil- 
ity. This feasibility depends on the development of necessary 
technologies for required dry mass fraction with built-in mar- 
gins that will provide reliable systems with favorable cycle 
life. Some of these technologies such as cryogenic, integral 
tankage, etc. are common to airbreathers as well. These tech- 
nologies are being pursued in the U.S. X-33, X-34 and 
Advanced Space Technology Program (ASTP) programs. 

Even though less demanding than SSTO vehicles, TSTO sys- 
tems pose specific problems: aerodynamic interactions, cross- 
feeding, and staging, among others. 
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Vacuum thrust, Ib. ............................................... 463,900 
Sea-level thrust, Ib. ......................................... 402,600 

Chamber pressure, psia.. ............ 
Area ratio ............................... ..................... 50 
Vacuum specific impulse, sec. 
Sea-level specific impulse, sec. ............................... 387.9 

...................................................... 6.0 
Weight, Ib ................................................................ 6,780 

Table 1. SSME-derivative engine performance characteris- 
tics (ref 16). 
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1. SUMMARY 
This paper will discuss some of the scientific 
barriers to operational hypersonic vehicle design. 
These barriers arise from three primary sources. 
The first is a lack of fundamental understanding 
and knowledge of the aerothermodynamic flows, 
environments and, flow processes which arise 
over complex, 3D weapon system flight 
configurations during flight. The second source 
is the limitations inherent in the numerical 
simulations of these flows. The third is the lack 
of hypersonic test facilities which can operate 
with test times of at least seconds while also 
duplicating flight enthalpies and Reynolds 
numbers. My interest centers about the scientific 
issues arising with actual hypersonic 
configurations that are of current, planned or, 
potential mission relevance to the United States 
Air Force. I will discuss the major barriers in 
these categories below from the perspective of 
their impact on hypersonic flight vehicle design 
and performance. 

2. INTRODUCTION 
Hypersonic flight vehicles are complex, 
multidisciplinary, integrated flight systems. The 
design of these systems is an extremely 
challenging process which is still much more of 
an art than a science. The design process 
typically employs combinations of simulation, 
flight testing, ground testing and, experience 
based intuition. The reservoir of individuals 
possessing experience based intuition is rapidly 
declining. There are a multitude of challenges 
which face hypersonic vehicle system designers, 
as the U.S. National Aero-Space Plane program, 
the French Hermes program, the Japanese Hope 

program and, the German Sanger program have 
clearly demonstrated. It was also clearly 
demonstrated that “flooding the m;uket” with 
massive amounts of funding only ensured the 
rapid consumption of massive funds. Sustained, 
long term, focused support is the only way to 
successfully meet scientific challenges in general 
and, in particular, the hypersonic vehicle design 
challenges to be discussed in this paper. 

On-going hypersonics basic research programs 
must be coordinated with hypersonics 
technology base needs and requirements. Broad 
technology base requirements must be defined 
and regularly reviewed and updated to establish 
specific goals and clear focus for on-going 
hypersonics basic research programs. Usually, 
hypersonics technology only gets supported 
whenever a funded hypersonics vehicle 
development program comes along. Typically, 
under these programs, there is a lot of money 
spent to implement “crash programs” of applied 
research with an insufficient technology base to 
meet the requirements of the vehicle 
development program. One of my biggest 
challenges is to ensure that the hypersonics 
research base is active to provide a sufficiently 
broad and mature technology base to provide 
direct, on-demand support for vehicle designers, 
as required, to develop candidate hypersonic 
flight vehicle systems and evaluate their 
potential mission performance. The research 
base includes numerical, experimental and, 
analytical research. 

From the perspective of integrated vehicle 
system design, configuration design challenges 

Paper presented at the AGARD Symposium on “Future Aerospace Technology in the 
Service of the Alliance”, held at the Ecole Polytechnique, Palaiseau, France, 

14-17 April 1997, and published in CP-600 Vol. 3. 
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can be grouped into several areas namely; (1) 
mission requirements, i.e. performance based 
requirements, (2) technology base requirements, 
(3) advanced configuration concepts such as 
configurations which might employ plasma 
based control concepts, (4) aerothermodynamics 
(computational, analytical and experimental), i.e. 
fundamental science knowledge based and, (5) 
system life cycle costs including maintainability, 
supportability and, operability. I will briefly 
comment on the subject of technology base 
requirements and discuss at length the topic of 
aerothermodynamics from my perspective as 
program manager of the External Aerodynamics 
& Hypersonics fluid mechanics basic research 
program at the Air Force Office of Scientific 
Research in Washington D.C. 

3. TECHNOLOGY BASE REQUIREMENTS 
Technology base requirements pertain to the on- 
demand exploitation of existing scientific 
knowledge, including flow simulation and 
modeling capabilities, for the design of 
hypersonic vehicles to meet specific pre-defined 
system requirements and mission capabilities. 
The key phrase is "existing scientific 
knowledge". With long lead times associated 
with conducting basic research, compressed 
duration flight vehicle development programs 
can only exploit existing knowledge. This 

, 

I existing knowledge is what I refer to as the 
technology base. As discussed above, there must I 

I be ongoing coordination between the 
hypersonics research community and the 
hypersonics vehicle design community. It is one 
of my primary goals to stimulate and facilitate 
this coordination. 

4. AEROTHERMODYNAMICS 
CHALLENGES 
There are many fundamental scientific 
challenges to hypersonic vehicle configuration 
design. Very little is known or understood about 
hypersonic aerothermodynamics pertaining to 
operational flight vehicle systems. The full 
characterization of the flow fields and flow 
processes which arise over full flight vehicle 
system configurations during dynamic, 6 degree- 
of-freedom, hypersonic flight is not possible at 

present. Further, the fundamental 
aerothermodynamics processes of flows within 
functioning scramjet engine systems 
(forebody/inlet/isolator/combustor/nozzle) are 
not well understood or predictable. Current 
analyses treat hypersonic vehicles as rigid 
bodies. Materials which can survive hostile 
aerothermodynamic environments for long flight 
times need to be developed. Aerodynamically 
tailored smart materials, which deform in 
prescribed ways during flight to enhance vehicle 
performance, must be developed. Materials 
science is limited as to the characterization of 
aerothermo-structural interactions such as 
fatigue, aerothermo-structural response and, 
dynamic structural failure thresholds. Very little 
is known regarding hypersonic, 6-DOF flight 
dynamics and, more importantly, vortex 
dynamics. These and other aerothermodynamics 
scientific challenges will be discussed separately 
in more detail below. 

4.1 Simulation & Modeling: 
One of the major scientific challenges to vehicle 
design is the characterization of the inter-related 
multidisciplinary, aerothermodynamic flows and 
flow processes which arise over maneuvering 
hypersonic flight vehicle systems. Experimental 
facilities which duplicate flight conditions 
(enthalpy, mach number, Reynolds number, total 
pressure, plasmas etc.) continue to be 
prohibitively expensive so, future vehicle 
configuration design will be increasingly based 
on numerical simulation and decreasingly based 
on shock tunnel experimentation. Expensive 
flight testing will, at best, play an ever 
diminishing role. The development of a 
validated, multi-disciplinary, hypersonic weapon 
system aerothermodynamic simulation & 
modeling capability is essential. This capability 
must be such that a pilot can sit down at a 
computer display console and conduct "virtual 
flight testing" whereby the pilot 'Ifliesl' the 
aircraft and weapon system. 

This requires a broad based fundamental 
understanding of hypersonic 
aerothermodynamics and its effects upon 
integrated vehicle system components operation 
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and performance. Examples are, the propulsion 
system, external configuration, flight controls for 
non-rigid body motion and, internal bay stores 
release. 

There are four broad areas where fundamental 
knowledge is needed and numerical simulation is 
currently lacking in fundamental scientific 
capability. They are (1) SingleMultiple body 6- 
DOF maneuver dynamic motion hypersonic 
aerothermodynamic flows, (2) the spatial and 
temporal evolution of both boundary layer 
disturbances and turbulence structure in complex 
3-D aerothermodynamic flows, (3) Vortex 
dynamics in the presence of ionized plasmas and 
finite rate chemical reactions and (4) 
Multidisciplinary simulation. I am actively 
sponsoring research within each of these critical 
areas at AFOSR. I will discuss the scientific 
barriers in each of these areas below. 

4.1.1 Dynamic Motion 
The simulation of hypersonic flight vehicle flows 
has historically been limited to steady state, 
cruise condition flows. Today, this is for the 
most part still the case. Flight vehicle system 
mission performance is evaluated from multiple, 
steady state cruise, trajectory point simulations. 
This is an inadequate representation. Actual 
trajectories include full six degree-of-freedom 
vehicle maneuver, both planned and unplanned. 
Trajectory history plays a critical role for 
hypersonic vehicles. The aerothermodynamic 
loads to the vehicle structure and heat sink loads 
to the sub-structure are dependent upon the 
dynamic trajectory history. The boundary layer 
transition history and the associated drag history 
are dependent upon the surface temperature 
history. The time constants of the motion also 
play an important role, interacting with the time 
constants of viscous and inviscid flow processes 
as well as rate chemistry effects. The effects of 
six degree of freedom vehicle acceleration on 
these flow properties must be determined. 

Dynamic motion effects also play a critical role 
during weapons release, where multiple bodies 
are undergoing simultaneous, dynamic, high 
speed motion. All in very close proximity to 

each other. Complex shock wave systems, shock 
boundary layer interactions, wake interactions . 
and, flow separation interactions are evolving 
spatially as well as temporally. These play a 
critical role in the flight dynamics of each 
vehicle. The effects of ionized and finite rate 
chemically reacting flows on the flows inside 
weapons bay cavities are unknown. Of particular 
importance is the control vane effectiveness of 
weapons passing through separated flow regions 
and wake zones of the launch platform as well as 
other weapons' flow fields. The, sensitivity of 
finite rate chemically reacting flows and ionized 
flows to flap induced boundary layer separation 
need to be determined. 

4.1.2 Computational Grids 
Viscous unstructured grids, which can 
dynamically auto-adapt to these flows are 
essential if the flows about maneuvering 
hypersonic flight vehicles are to be computed. 
Geometry conservation laws must be developed 
for the numerics. The adaption process will by 
highly complex for there are multiple, fully three 
dimensional, spatially and temporally varying 
flow processes which must be accounted for. 
Total pressure, enthalpy, entropy, chemical heat 
release, pressure, plasma density etc. Each, 
individually or in combination, can be the most 
important variable to adapt to at any given point 
in a trajectory. Developing adaption strategies to 
adapt to simultaneous, multiple time scale, 
evolving processes is indeed a major challenge. 

4.1.5 Computer Architectures 
An attendant, but critical issue is computers. 
Parallel processor architecture machines with 
advanced ''smart'' compilers and dynamic load 
balancing capabilities must be developed. The 
architectures must be designed specifically for 
aerodynamic applications. Present day parallel 
processors require users to "brute force" codes 
onto the computer. Full flight trajectory 
simulation will require machines much faster 
than current gigaflop and projected terraflop 
systems. In-core memory will have to be 
increased by many orders of magnitude. Smart 
compilers will have to constantly be 
repositioning data within memory in anticipation 
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of the next sequence of calculations that will be 
performed during code execution. These 
compilers must also track the repositioning of 
unstructured grid cells as automatic adaption 
strategies are implemented during code 
execution. Advanced graphical interrogation and 
display systems must be developed to allow real 
time visualization of the simulations. 

4.2 Boundary Layer Transition 
The second broad area of fundamental 
understanding and numerical simulation 
encompasses the aspects of viscous flows 
relating to boundary layer transition and 
turbulence structure evolution (spatial and 
temporal) and interaction with plasmas and finite 
rate chemical reactions. This is important from 
the perspective of vehicle drag and heat transfer 
as well as scramjet fuel-air mixing. Reynolds 
averaged Navier-Stokes (RANS) codes form the 
full basis of simulation tools presently being 
used for design. These codes are fundamentally 
unable to predict detailed effects of boundary 
layer disturbance growth or turbulence structure 
evolution (spatial and temporal). Considerable 
effort continues to be devoted to developing 
RANS based turbulence models which have 
absolutely no hope of capturing the combined 
effects of all the complex aerothermodynamic 
flow processes (inviscid, viscous, entropy 
swallowing, rate chemistry, plasma, etc.) which 
arise over maneuvering 3 -D flight configuration 
geometries. 

The process of boundary layer transition is 
complex and involves the simultaneous 
interaction of a wide frequency spectrum of 
disturbances. Single eigenmode (the least stable 
mode) simulations simply do not model the real 
processes. Single eigenmode simulations in the 
presence of ionized plasmas and/or finite rate 
chemical reactions are non-existent. 

Parabolized stability equation (PSE), Large eddy 
simulation (LES) and, Direct numerical 
simulation (DNS) methodologies have been 
available for a long time. However, until very 
recently they were only used to generate 
solutions to simple flows such as flat plate 

boundary layers and channel flows. And the 
solutions were only used as databases for 
turbulence model development and evaluation. 
This is no longer the case as, through my 
sponsorship, PSE, LES and, DNS methods are 
now being used to predict aerodynamic 
component flows. Coupled PSE-DNS 
procedures are being developed to model the full 
processes of boundary layer transition. These 
technologies must be further developed to 
simulate the complex aerothermodynamic flows 
which arise over maneuvering flight vehicles. 
They must also be fully validated. (PSE, LES 
and DNS methodologies will be discussed 
further in the boundary layer transition section 
below.) 

Now, some readers (hopefully its ''some'' rather 
than "most" or "all") are probably thinking along 
the following lines. LES and DNS for full 
configuration flows will never happen. It's "well 
known" that the required grid points for such 
simulations scale with Reynolds number and, for 
flight Reynolds numbers, the machines will 
"never" exist because it will take infinite 
memory and time to conduct such simulations. 
Under my research sponsorship, the state of the 
art of LES and DNS has dramatically improved. 
A 2-D NACA 4412 airfoil LES simulation at 
mach number of 0.2, 12 degree angle of attack, 
and chord Reynolds number of 1.64 million took 
just 250 CPU hours on a CM-5. A full 3-D 
turbulence DNS solution of the flow over a 
Joukowslq airfoil at zero angle of attack and a 
chord Reynolds number of 240,000 took only 12 
CPU hours using one processor of a 16 processor 
Cray C-90. This would scale to 45 minutes using 
all sixteen processors. These statistics are very 
exciting and continued research will further 
reduce machine resource requirements well 
below these levels. At that point, these 
techniques will indeed be useful design tools. 

Boundary layer transition is a critical aspect of 
hypersonic flight vehicle configuration design. 
The boundary layer state directly affects vehicle 
aerothermal heating, drag and, control. During 
flight, the vehicle flowfield is quite complicated. 
Complex shock wave systems, entropy 
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swallowing effects, multiple free stream 
disturbances, axial & crossflow pressure 
gradients, exo- and endo-thermic finite rate 
chemical reactions, high enthalpy conditions and, 
plasmas coexist. The mechanisms by which the 
boundary layer responds (amplification or 
suppression) to disturbances generated under 
these complex conditions are not understood. 
The response of the boundary layer to multiple 
disturbance modes under these conditions cannot 
be predicted. The unsteady transition 
mechanisms present while the vehicle 
dynamically maneuvers are even more complex 
and less understood. The challenge is to develop 
an understanding of the unsteady transition 
processes and mechanisms under these combined 
conditions and develop numerical simulation 
procedures to accurately model them.. 

Typical transition simulations are based on the 
selection and evaluation of the 
amplificatiodsuppression properties of the 
single, least stable Orr-Sommerfeld eigenvalue. 
Actual flows involve the simultaneous 
interaction of all eigenmodes and their combined 
effect on the transition process. Complex 
multiple wave mode interactions are generated 
from these multiple forcing functions. 
Experiments must be conducted to reveal the 
fundamental character of the transition 
processes. Simulation methods to model 
transition from multiple eigenmode interactions, 
including the full effects of rate chemistry, must 
be developed. 

Under maneuvering flight conditions the 
boundary layer free stream conditions are 
varying in time. These temporal effects must be 
included in the evaluation of the Orr- 
Sommerfeld eigenvalues. For, temporally 
varying free stream conditions generate 
temporally varying boundary layer profiles 
which, in turn, result in temporally varying 
eigenvalues. 

Current state-of-the-art RANS based simulations 
are fundamentally unable to predict the above 
mentioned effects on transition as these methods 
cannot predict turbulence structure effects. Only 

Parabolized Stability Equations (PSE) coupled 
with Direct Numerical Simulation (DNS) 
simulations of these flows can, in principal, 
accomplish this. I use the term “in principal” 
because though these methods can predict 
turbulence structure effects and evolution, no 
such code has yet been fully developed and 
validated. Coupled PSE/DNS methods must be 
developed and exploited. 

4.3 Hypersonic Vortex Dynamics 
Very little attention has been paid to hypersonic 
vehicle maneuverability or agility. It has been 
assumed that hypersonic flight vehicles will be 
restricted to global transport missions in which 
the vehicle will fly fast and in a straight line. 
Nothing could be farther from reality. 
Operational missions will require hypersonic 
platforms to be both maneuverable and, 
particularly for missile applications, highly agile. 

During maneuver, hypersonic vehicles will 
generate vortices from the vehicle forebody as 
well as wing leading edges and tail surfaces. 
These vortices will develop under high enthalpy, 
variable entropy, non-equilibrium chemically 
reacting, transitional boundary layer state 
viscous conditions. The mechanisms by which 
vorticity is created within boundary layers under 
these conditions is not understood. Further, the 
processes by which vorticity is convected to the 
outer edge of the boundary layer and disgorged 
into the free stream are unknown. Additionally, 
dense plasmas are likely to be present. The 
mechanisms of vorticity generation, convection 
and, impingement under these conditions are not 
understood. 

Maneuvering missiles experience asymmetric 
vortex shedding. This asymmetric shedding 
induces side forces which affect the trajectory. 
The effects of high enthalpy and rate chemistry 
conditions on the asymmetric vortex shedding 
processes are unknown. They must be 
understood to design autopilots which can 
provide stable control of these systems. 

At present vortex dynamics characteristics 
(vorticity generation, separation, convection, 
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coalescence and, impingement) cannot be 
evaluated by numerical simulation as current 
algorithms are far too dissipative in fundamental 
nature. New non-dissipative algorithms must be 
developed and utilized to predict the unsteady 
aerodynamics characteristics of maneuvering 
hypersonic flight vehicles. The processes of 
laminar to turbulent transition inside convecting 
vortices and their interaction with ionized flows 
in the presence of both exothermic and 
endothermic finite rate chemistry reactions must 
be determined. 

4.4 Multidisciplinary Simulation 
The third broad area of numerical analysis is 
multidisciplinary simulation. A flight vehicle is 
comprised of many, inter-related sub-systems. 
Changes in one affect all the others. For 
example, sudden changes in vehicle attitude or in 
propulsion system performance can induce inlet 
unstarts which alter the vehicle flow field and 
controllability. Dynamic vehicle maneuver 
causes aerothermo-structural deformation. This, 
in turn, changes the boundary layer transition 
and separation locations, control surface 
deflection effectiveness, vortex dynamics 
patterns and, propulsion system flow and 
performance. Additional examples include 
propulsion-airframe interaction effects (vortex 
ingestion, inlet bow shock wave ingestion, etc.) 
and the effects of control surface deflection and 
interaction with variable transition state 
boundary layers. 

The present state-of-the-art of numerical 
simulation of configuration flows is not able to 
predict these multi-disciplinary system flows or 
their effects on vehicle performance. Most 
simulations are single discipline, being done 
primarily to obtain the pressure and heat transfer 
distributions over rigid body aerodynamic 
configurations without active propulsion or 
control. Scramjet propulsion systems are 
analyzed as independent, stand-alone, 
components. Simulations must include active 
sub-systems and their response i.e. propulsion, 
control surfaces, aerothermo-structural response, 
fatigue, navigation, etc. 

4.4.1 Aerothermo-Structure Effects 
Hypersonic flight vehicles experience sustained 
levels of very high thermal and pressure loading 
during flight. These effects can lead to structural 
failure during flight in many ways. High 
localized heating via inlet cowl shock - vehicle 
bow shock interactions for example, can cause 
the surface material to melt exposing the internal 
structure. Further internal material melting can 
lead to catastrophic failure. Sustained 
aerothermal loading affects the strength 
properties of monolithic materials as well as 
composite materials. 

During maneuver the vehicle structure will 
deform under the induced flight loads. 
Repetitive, sustained deformation can lead to 
fatigue failure of structural components during 
flight. There are two aspects of material 
response namely, structural failure and, 
structural fatigue. The first is a macroscopic 
event initiated at the atomic level while the 
second is a microscopic event initiated at the 
atomic level. The fundamental processes 
associated with these phenomena are not known 
or predictable. 

Structural failure cannot at present be predicted 
under dynamic flight conditions. This is true for 
monolithic materials as well as composites. The 
structure can respond in many ways under flight 
loading. Examples are, atomic structure 
alteration, molecular bond weakening, crack 
initiation, crack growth, laminate de-bonding 
through melting or laminate failure and, 
composite fiber failure. Cracks can initiate at the 
microscopic or macroscopic level in both 
monolithic material as well as composite 
materials. The mechanisms by which cracks 
initiate are not known. Further, the fundamental 
processes governing crack growth velocity and 
propagation direction are not known. These 
structural response mechanisms are fully 
unpredictable at present. 

The second type of structural response is fatigue. 
A material may be in a state of structural fatigue 
well before it actually fails. How can structural 
fatigue be quantified? It is dependent on the 
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loading history as well as the loading. Repetitive 
or sustained loading can cause material fatigue. 
Materials can experience loads beyond their 
predicted yield strength and survive. If they do 
they will be structurally weakened or fatigued. 
The material may fail at a point well below its 
predicted yield point under further loading. The 
actual point at which this failure occurs cannot 
be predicted. Macroscopic loads affect the 
material at atomic levels, permanently 
weakening the material. These microscopic 
effects cannot be predicted. 

4.4.2 Scramjet Systems 
Historically, scramjet system flows have been 
treated as independent component flows, i.e. 
inlet, combustors and, nozzles. No attention was 
paid to these components as a single, integrated 
system. Scramjets are coupled inlet-shock 
isolator-combustor-nozzle systems which are 
interdependent and interrelated. Combustor 
instabilities and transients generate disturbances 
which affect the inlet shock wave system. The 
interaction and propagation mechanisms of 
complex combustion instabilities and transients 
with inlet-shock isolator flows are unknown. 
These transients can also cause the inlet to 
unstart. Variations in nozzle back pressure 
affects the inlet flow. Disturbances from the 
forebody flow will alter the inlet shock system 
and total pressure losses, and the entire engine 
flow field including the thrust. Forebody shock 
wave or vortex ingestion can unstart the inlet, 
shutting down the engine. Add to this the 
unsteady effects which are generated during 
dynamic, three axis vehicle maneuver, and 
engine throttling and the flowfield complexity 
increases dramatically. The most important 
scientific challenge is to understand the coupled 
aerothermodynamics of the entire propulsion 
system under these conditions. 

For multiple bank inlet systems the unstart of 
any one cell can lead to the auto-induced unstart 
of all the neighbors. The interactions'of 
unstarted flows being ingested by neighboring 
cells must be understood. 

For a missile configuration with separate, 
multiple inlets an unstart can cause an 
unrecoverable, violent yaw/pitch motion. 

Under certain conditions during maneuver, inlet 
systems can ingest forebody shock waves and/or 
vortices. This can generate complex sidewall 
shock boundary layer interactions as well as bow 
shock-compression surface shock system 
interactions. Shock wave induced boundary 
layer separation characteristics under non- 
equilibrium chemistry and/or plasma conditions 
are not known. Indeed, the characteristics of 
shock waves in ionized plasmas are unknown. 
Ingested vortex systems generated fkom the 
vehicle forebody further increase both the inlet 
flow complexity and total pressure losses. 

Propulsion systems for piloted vehicles are likely 
to be combined cycle systems. These offer the 
flexibility of taking off from a runway as a 
normal aircraft while changing 'to scramjet 
operation during flight. The comnplex, unsteady 
viscous flows generated internally during mode 
transition are not understood. 

It has been clearly demonstrated for a long time 
that traditional strut based fuel injection concepts 
do not provide adequate fuel-air mixing. 
Convective mach number effects only make 
things worse. Radically new fuel injection and 
mixing enhancement concepts are required and 
must be developed. Forebody fuel injection or 
inlet surface injection offer potential 
possibilities. Radically new scramjet propulsion 
system concepts must be developed. Current 
systems are only capable of providing marginal 
net thrust. The implementation of magneto- 
hydrodynamic (MHD) based systems may lead 
to an operational system. 

4.4.3 Flight Dynamics Control Systems 
The linear and non-linear flight dynamics of full, 
6-degree of freedom hypersonic maneuver must 
be understood. Vehicles operating at hypersonic 
flight conditions are flying far too fast for human 
based flight control to be effective or practical. 
Artificial intelligence based flight control 
systems must be developed. These systems must 
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be able to control single flight vehicle motion as 
well as multiple vehicle motion during 
weapons/payload release. 

Today's technology was though to be 
unattainable only twenty years ago. 

5.EXPERIMENTAL FACILITIES: 
I have deliberately delayed discussing the topic 
of experimental facilities until this point. While 
I believe that experimental facilities are very 
important, I also believe that in the current 
climate of decreased budgets a long duration run 
time high enthalpy, hypersonic facility is simply 
not viable. 

We can however develop quiet tunnels to 
investigate the full processes of boundary layer 
transition over three dimensional geometries. 
Major investments must be made into developing 
non-intrusive diagnostics, such as Rayleigh 
scattering, which can operate in high enthalpy as 
well as plasma conditions. 

Non-intrusive diagnostics is a critical area of 
research. The non-intrusive interrogation of high 
enthalpy and high Reynolds number flows which 
arise in shock tunnels is critical for the 
acquisition of fundamental scientific knowledge 
pertaining to aerothermodynamic flows. Further, 
experimental data must be used to validate 
numerical simulations. 

6.CONCLUSIONS 
I have discussed many challenges which pertain 
to hypersonic flight vehicle system design. The 
scientific issues are exciting and plentiful. As 
new scientific based aerothermodynamics 
knowledge is obtained it is quite likely that many 
more questions will be raised as new scientific 
issues are discovered. That is the nature of 
science for, the more that is learned, the more 
that needs to be understood. 

My personal goal is to develop multidisciplinary 
simulation technologies which can be used to fly 
hypersonic flight vehicles on computers. The 
pilot would sit at a console station and literally 
fly the vehicle on the computer. Today this 
probably sounds too far fetched to be taken 
seriously. However, skeptics please take note. 
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Abstract 

Hypersonic flight constitutes for materials developpers 
a big challenge considering the requirements they have 
to be compliant with . The mastering of this key 
technology is necessary to design hypersonic vehicle as 
they are needed to realize the thermal protection system 
as well as some parts of engines .The requirements can 
be. identified ranking in three categories which are 
technical, industrial feasibility and producing costs . 
These three topics will be discussed in this paper. 
For the thermal protection system of reentry vehicles, 
carbon/carbon composites protected against oxydation 
as well as carbodsilicon carbide composites have 
already demonstrate they are good candidates to sustain 
high thermomechanical loads . But in order to be 
compliant with development costs of future system an 
effort has to be performed in simplified designs. 
For future engines as s c m j e t  requirements are much 
more severe but a frst demonstration of applicability of 
such materials has been performed on an injection strut 
Nevertheless the demonstration of behaviour of the 
coatings to combustion ambiances has yet to be 
demonstrated for long term and reusable applications. 

For future hypersonic vehicles, the need of high 
temperature materials is a fundamental requirement . 
Furthermore these materials have to be as lighter as 
possible, because the use of refractory metals is not 
possible as they would give to high mass budget . So the 
bigh temperature composites, thanks to their good 
specific mechanical properties, appear to be adapted to 
llltill specificahons . 

>General 

From a technical point of view the main concern is 
related to material behaviour in an oxydative/corrosive 
environment at high temperature . Mission analysis 
conducts to following typical requirements : 
Structures and engines parts will be heated during 
launch and reentry phases after beeing submitted to 
launch pad environment (humidity, thunder, ... ) and to 
orbital environment (thermal cycling ftom -lOO°C to 
+IOO”C in vacuum, micrometeorites and debris, atomic 

oxygen, ....) . In thii paper we will consider only the 
bigb temperature phases. 
For current zones of spaceplane the material will be 
heated to maximum tempemture of 1250°K during 
ascent phase and of 1600’K for reenhy and for both in 
reduced pressure air . The maximum calculated 
temperature is for the nose cap zone : around ZOOOOK . 
The foreseen number of flights is 100 . These typical 
specifications are close to those wich have been 
identified for reusable spaceplanes . 
In case of engines, ramjet type, the specifications have 
established for the different parts and they are resumed 
in the following table 1 . 

1600 
combustion 
chamberwall I 
exit cone 16 I2800 I W O ,  N2, HZ 

Table 1 : engine specfications 

A fmt analysis conducts to two types of requimments : . behaviour at high temperature in combustion gases 
environment 
necessity to cool some parts 

This gives for materials following specifications 
resumed table 2 . 

P* I material specification 
air intake I high mechanical 

properties, high thermal I conductivity, high 
emissivity 

injection strut 

combustion chamber wall resistance to combustiov I products, cooled stucture 
I resistance to combustior exit cone 

I I nroducts. cooled stucture 

Table 2 : engine material specifications 

e of the art 

Among the composites able to meet main requirements, 
it can be assumed that carbodcarbon composites 
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protected against oxydation as well as carbodsic 
composites are able to sustain thermomechanical loads 
induced by thermal fluxes in oxydative environment . 
These materials which have been developped in order to 
sustain reentry type missions have demonstrated that 
their have good mechanical behaviour up 2000°K and 
more for carbodcarbon composites . 
Examples of typical data of carbodcarbon composites 
are summenzed in following tables for two types of 
fiber architecture : so called 3Devo which is a 
tridirectionnal fiber preform able to he realized in 
complex shapes and 2.5D which is an interlock fabric) 
well suited to be used for manufacturing of relatively 
simple parts taking advantage of its high shaping 
capability (see figure 1. 

Figure 1 - 2.5D wing leading edge 

property I value I 
density I1.55 
tensile stress MPa I RT I IO 

1500°C 130 
tensile modulus GPa RT 67 

1500°C 67 

1500°C 290 
compression modulus GPa RT 60 

1500°C 67 
interlaminar shear stress Mpa RT IO 

compression stress MPa RT 180 

I l5OO0C 22 
coefficient of thermal expansion I RT 1.6 
10+°K-l I1500~C I .6 
thermal conductivity wm-'"K-' RT 17 

1 SOOT 14 

Table 1 : 3 D CIC Properties 

+ tensile modulus * compression stress 

compression modulus 

interlaminar shear stress * coefficient of thermal 

TI 12oooc 

Table 2 : 2.5 D C/C properties 

These materials show excellent mechanical properties 
up 2000°K, low density and low coefficient of thermal 
expansion, that last point being very interesting because 
it minimizes thermomechanical stresses . They have 
demonstrate too good resistance to thermal shock and 
thermomechanical fatigue . 
The major problem generally encountered is their 
limited resitance in oxidative and corrosive environment 
; currently the coatings have been developped for 
reentry missions as Hermes spaceplane where the 
maximum temperatures were 1850OK and the 
constraints of reusability are 40 missions . 
These antioxydation coatings are mainly based on 
silicon carbide which have a good behaviour at such 
temperature range but as thermal mismatch between Sic  
and C/C induces microcracks in this layer, a sealing is 
performed thanks to glass impregnation with a sol-gel 
process . The silicon carbide is composed of two layers, 
the fvst is a compliant one obtained by pack 
cementation with the objective to avoid spallation and 
the second one is obtained hy CVD in order to provide 
reliable protection for long term periods and for 
temperature up to 2000°K . depending on operating 
pressures. 
These coatings give a good antioxydation efficiency 
which has been tested : 

in a radiant test facility able to simulate thermal 
conditions and atmosphere composition (atomic 
oxygen) : ONERA BLOX 
and in a convective plasma jet : AEROSPATlALE 
SIMOUN . (see figure 2) 
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For densification processes the main used are CVI, 
liquid route or a mixture of both, their advantages and 
drawbacks can be summenzed in the following table. 

CVI route r 
Figure 2 - SIMOUN facility I mixed route 

Some results are given in following tables 3 and 4 
which demonstrate these good performances . These 
mass loss rates have heen measured until 40 cycles and 
are constant , each one lasts 20 mn at temperature 
plateau. 

TOC I Pressure (mbar) I weight loss (%/cycle) 

i nnn I i n  I n n i z  
800 I10 10.015 
__"" - -  
1450 I10 I0.015 
i mn I i n  In n x  

Table 3 : BLOX oxydation results 

TC ~ I Pressure (mbar) I weight loss (%/cycle) 
1300 1 15 10.015 
1500 I75 Io.020 

Table 4 : SIMOUN oxidation results 

Nevertheless the behaviour in real engine environment 
and particularly corrosive ambiances as water vapour, 
oxidation products of combustion, .... is not well known 
and has to be performed. 
An other important point is to design parts taking into 
account mission specifications but also feasibility and 
costs because it has to be underlined that technical 
choice have to be made having in mind to use the most 
simplest and cheapest m a n u f a c h g  processes . 
For these materials a lot of processes have been 
developped for fiber preform manufacturing as well as 
for densification operations : their advantages and 
drawbacks are well known, so the choice can be 
performed taking into account all the aspects as 
performances, parts design and parts dimensions . 
Concerning the fiber architecture the use of 
multidmctionnal preforms will be preferred as they 
allows to take advantage of their undelaminable 
behaviour during manufacturing phases as well 
operationnal ones . This increases reliability of the parts 
and so decreases the overall costs . 

advantages I drawbacks 
- simple process I - long process : 

limitations polymerisation, 

- high number of 

properties - need of costly 
toolings 
- need of soecific I furnaces 

- good properties I - thickness limitations 
- simple toolings 
- short Drocess furnaces 

- need of specific 

Table 3 -Comparison of densification processes 

So it cannot be asserted which process is the best 
choice, it will depend of numerous factors as shape of 
parts, thickness, overall dimensions and number and 
rate of production ; however it can be stated that even if 
liquid route appem to be the more easy process, the 
mixed way could be very well appropriate for thin and 
numerous parts as could be a thermal protection system 
.of a future reusable launcher or an hypersonic plane . 

4- E x a m  les of a oolieation 

The two application domaines are thermal protection 
system and engine parts . Concerning the fmt  one, a lot 
of work has been done and in-flight data are available 
but some thoughts about design can be given ; related to 
engine parts this subject is quite new, nevertheless fvst 
application results are very promising. 

Nosecone 
Concerning the thermal protection system and in 
particular one of the hotest part which is the nose cone, 
if the research of a very optimised design with thii skin 
and numerous stiffeners is not a stringent requirement 
due to reduced mass objective (see Hermes example 
figure 2), a simple shape with constant thickness and 
flanges for attachment can be proposed (see figure 3) . 
Material choice will be performed between 
carbodcarbon and carbodsic taking into account 
precise environment and interface requirements . 
Then the manufacturing process could use 
mukidirectionnal type fiber preform wich has already 
demonstrated for other applications that it is the most 
reliable one for manufacturing phases as well as 
operationnal ones (no delamination risks) : this allows 
to use interlock 2.5D fabric with stitched ribs. 
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Figure 2 - Optimised design of Hermes nose cone. 

Figure 3 - Simplified design for nose cone 

scramjet injection strut 
In scramjet engines application the injection strut has to 
feed all the combustor duct with hydrogen . These struts 
complete the air intake compression, help the ignition if 
necessary, stabilize the combustion and enhance the 
mixing . More precisely their main functions are : 
- to  fulfill the whole duct with fuel, 
- to enhance the mixing 
- to stabilize the combustion if necessary 
- to complete the compression of the air intake . 
- to provide an isolation between air intake and 
combustor in case of thermal blockage low Mach 
operation, 
- to participate to the structural integrity of the engine 
In the b e  of internal R&D at AEROSPATIALE a 
project "SAINT ELME" has been performed and 
consists in design, manufacturing and qualification of a 
high performance scramjet injection strut. 
The struts have to operate at least during all the 
airbreathing trajectory (from Mach 6 up to Mach 12) 
and must withstand both : 
-thermal conditions of Mach 12 flight conditions 

- aerodynamic loads due to the heterogeneity of the 
flowfield, (pressure difference between the two faces of 
the strut). 
Carbodcarbon composites taking advantages of good 

mechanical properties and high thermal conductivity are 
a good candidate for such a part . In order to sustain 
oxidative environment carbodcarbon composites are 
protected against oxydation with a Sic  based coating . 
First design and model manufacturing have been 
realized . This original design consists in assembling 
two parts of carbodcarbon composite materials, as 
shown in figure 4 a structural 3D reinforced C/C 
composite is covered by a thin and stiff skin of C/C 
materials. 

I 
Figure 4 : body and skin of the St Elme strut 

The shape dimensions of the first protype are sum up in 
table 5 , 

skin 

Table 5 : St Elme strut dimensions 

For the body the choice of a very fine weave 3D fibrous 
architecture allows to withstand the high hydrogen 
pressure and the aerodynamic one ; it is also well suited 
to realize the machining of integrated cooling channels . 
The densifcation process choice, pitch carbon matrix, 
has been performed in order to achieve a high 
conductivity which is required to obtain an efficient 

As the drag induced by the strut has to be hold as low as 
possible, the design induces a slim wing with a small 
leading edge radius , This obtained through the 

cooling . 

I 
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the combustion process during the transient phases 
before reaching Mach 6 conditions . A second test is 
foreseen in more representative operating conditions . 

manufacturing of the skin with a 2.5D fibrous 
architecture which is compliant with the above 
requirements . The densification process is the same that 
for the body . Therefore thermal expansion and thermal 
conductivity are compatible with the body. 
The efficiency of the protestion against oxydation has 
been checked on a test model (see figure 9, the results 
have been positive 

Figure 5 -test model use for validation . 

Furthemore the body and the skin are assembled 
through an adhesive bonding which is a carbon based 
joint. 
This design allows to have a strut half lighter than the 
metallic one . 
Mechanical and thermal models have beeen realized 
with Mach 12 conditions and they demonstrate that : 
- the maximum surface temperature does'not exceed the 
Sic allowable surface if impingement heat transfert 
with high presurized hydrogen flow is used . 
- the maximum stresses due to the internal pressure 
which are preponderant especially nearby the joint do 
not exceed the experimental values . The assessed 
margin of safety is equal to 2 . 
The fust experiment which bas been conducted 
successfully in CHAMOIS scramjet hypersonic test 
bench to demonstrate the ability of this concept to 
support the aerodynamic loads which are generated by 

As a conclusion it can be stated that for hypersonic 
applications, high temperature composite materials and 
associated processes have a good level of development 
which make them very adapted to fulfill main 
requirements thermal protection systems. Nevertheless 
the design has to be performed taking into account the 
need of simplifEation manufacturing process in order to 
lower the costs . 
Related to engines the problems are more difficult to 
solve and the behaviour of high temperature composites 
in combustion ambiance has to be assessed and 
solutions to manufacture cooled structure can be 
designed either by machining either by in process 
solutions. 
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SUMMARY 
An overview of multidisciplinary optimization (Mw) 
methodology and two applications of this methodology 
to the preliminary design phase are presented. These 
applications are being undertaken to improve, develop, 
validate and demonstrate MDO methods. Each is 
presented to illustrate different aspects of this 
methodology. The first application is an MDO 
preliminary design problem for defining the geometry 
and smcture of an aerospike nozzle of a linem aerospike 
rocket engine. The second application demonstrates the 
use of the Framework for Interdisciplinary Design 
Opthimtion WO), which is a computational 
environment system, by solving a preliminary design 
problem for a High-speed Civil Transport (HSCT). 
The two sample problems illustrate the advantages to 
performing preliminary design with an MDO process. 

1.0 INTRODUCTION 

Multidisciplinary optimization (MDO) methods and 
preliminary design are terms for processes that cau have 
different interpretations for both engineers and designers, 
depending on the background and area of expertise of the 
individual. l l i s  paper addresses preliminary design 
from an aerospace p i n t  of view. The paper is 
organized as follows. First, definitions are given for the 
different levels of aerospace design that are discussed in 
this paper. A discussion of MDO and its conceptual 
elements follows, and then MDO requirements for 
preliminary design are presented. F d y ,  two 
applications of MDO methodology are illustrated for 
use in the preliminary design stage. 

In this repat, the aerospace design process is broken 
down into three major levels: conceptual design, 
preliminary design, and detailed design. The detailed 
design level involves designing for manufacturing and 
assembly and is beyond the scope of this paper. A 
short description of the conceptual and prehinary 
design level follows. 

Conceptual design involves the exploration of alternate 
concepts for satisfy& vehcle design requirements. 
Trade studies between vehicle designs are made with 
system synthesis tools, which encompass a h a d  range 
of disciplines (Fig. 1). Typical system synthesis tools 
contain extremely smple vehicle geometry descriptions 
and have shallow and uneven levels of analyses within 

the disciplines. Typical figures of merit for evaluating 
the relative importance of design parameters on the 
conceptual vehicle design are system performance and 
system cost. 

I GeOmehv I 

Hismdd Cost 
Estitmhg Relationships 

Fig. 1. Sample conceptual design disciplines and tools. 

Numerous examples of conceptual design systems or 
methods can be found that have been used by companies 
and government organizations. Many companies have 
their own conceptual design system and processes, 
which contain pmpriemy data for the predicted cost and 
performance of a product. An example of a conceptual 
design method for aerospace vehicles is the Flight 
Optimization System (FLOPS).’ For the conceptual 
design of hypersonic vehicles with airbreathing engines, 
two examples of methods under development are 
Holisfi’ and RADO-Hy.’ 

After a vehicle design concept is selected, the design and 
analysis process evolves from the vehicle concept 
toward the actual components and subsystems of the 
vehicle. Specialists become. involved in the design and 
analysis of the different subsystems. Each specialist 
uses increased detail in their discipline, which results in 
a more limited interaction with other disciplines. The 
geometry is described in enough detail to define the 
subsystem but not enough to specify each assembly. 
Sophisticated discipline analyses, along with design by 
analysis or limited optimization, are often used. 
Typical figures of merit for p re l i i a ry  design are 
subsystem performance, size, weight, and cost (Fig. 2). 
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Fig. 2. Preliminary design using an optimization 
process. 

2.0 MDO CONCEPTUAL ELEMENTS 

The MDO methodology coherently exploits the 
synergism of mutually interacting phenomena to 
improve the designs of complex engineering systems. 
This process can be used at any stage of a design (i.e., 
conceptual, preliminary, or detailed design). Typical 
objectives consist of one or more of the following: 
improving performance, lowering cost, or shortening 
the development time for products. The current state of 
the art in MDO was reviewed in an AIAA white pape? 
in 1991, 1995 ICASE and NASA Langley Workshop,6 
and by Sobieszczanski-Sobieski and Haftka.' Additional 
information containing recent developments can be 
found in the 6th symposium on Multidisciplinary 
Analysis and Optimization sponsored by AIAA, NASA 
and ISSMO." 

The MDO methodology is much broader than 
multidiscidinam analvsis and involves various design- 
improvement strategies, including 
formal optimization. Notionally, 

Amip  = (2. Aoimipri.. 3 + AMDO 
I 

where the sum on the right-hand side refers to 
contribution from individual disciplines and the 
includes the contrihutions from the integration of the 
disciplines. Table 1, which is based on the discussion 
by Sobieszczanski-Sobieski.9 is a "taxonomy" of the 
MDO discipline. A brief description of each element 
in the table is given, column by column. 

" 

Table 1. MDO Conceptual Elements 

Information 
science and 
technology 

Product data 
models 

Data and soft- 
ware standards 

Data manage- 
ment storage and 
visualization - Software engi- 
neering practices 
Human interface 

Designaiented 
multidisciplinary 
analysis 
Mathematical 

modeling 
Cost versus 

accuracy de -o f f  - Smart 
reanalysis 

Approximations 

analysis 
Sensitivity 

MDO 

* Discipline 
optimization 

Decomposition 
Design space 

search 
Optimization 

Procedures 

2.1 Information Science and Technology 

The general category of information science and 
technology refers to the information infrastructure that 
enables MDO many of the new developments have 
originated in computer science technology 
advancements. A prerequisite for even multidisciplinary 
analysis is the availability of common Product Data 
Models, which are the basis for the geometry and 
discretization models that are consistent across 
disciplines. Application of optimization requires that 
the basic model description be parametric. An 
elementag example of a parametric surface geometry 
model that is implemented in a commercial computer- 
aided design (CAD) system is shown in Fig. 3." This 
particular model is for a High-speed Civil Transport 
(HSCT) and is representative of a capability that is 
being developed to integrate a parametric CAD system 
into the preliminary design example covered later in 
section 4.2. 

, ,i 
, I 

.I . i 

'ig. 3. Sample of CAD parametric geometry model. 

Data and Software Standards are necessary for 
software creation, validation. and documentation. as 
well as for the definition and archival of data in order to 
facilitate the use, reuse, and efficient integration of the 
product software in multidisciplinary systems. Data 
Management Storage and Visualization refers 
to tools for collecting, storing, managing, visualizing, 
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2.3 MDO 

The distinguishing characteristic of the MDO tools in 
Table 1 is the use of formal optimization methods to 
achieve design improvement. Discipline 
Optimization is related to MDO insofar as it uses 
pathfinding developments of optimization in selected 
disciplines that eventually target the multidisciplinary 
application. Decomposition methods examine the 
decomposition of complex processes to identify the best 
sequence of subprocesses for numerical and 
computational efficiency and to track the effect that 
changes in the input to one subprocess have on the 
output of other subprocesses. One multilevel 
optimization method that exploits disciplinary 
optimization techniques in a multidisciplinary setting is 
illustrated in Fig. 5 .  B r a d 4  has demonsbated 
collaborative optimization for launch vehicle design. 

and documenting data generated in a multidisciplinary 
analysis or design process. Software Engineering 
Practices are methods for producing, operating, 
maintaining, and documenting robust software for 
multidisciplinary applications. The Human 
Interface element is perhaps the most challenging 
element. Tools are needed to facilitate integration of 
disciplinary software in multidisciplinary processes; to 
direct, redirect, and monitor process execution; and, in 
general, to maximize the potential for human direction 
of the process. 

2.2 Design-Oriented Multidisciplinary 
Analysis 

The adjective ciesign-oriented refers to those additional 
features that must be present in analysis tools if they 
are to be truly useful in supporting the design process 
and not merely in producing isolated analyses. The 
salient issues involve both capability and efficiency, and 
the MDO developments comprise basic mathematical 
and algorithmic advances in analysis capability. 
Mathematical Modeling may be required to enable 
the incorporation of new disciplines into the MDO 
setting; these models must be able to predict system 
disciplinary response and measure the impact of changes 
in other disciplines on disciplinary response. Cost 
Versos Accuracy Trade-off methods enable trade- 
offs to be made between computational cost and 
computational accuracy as necessary. Smart 
Reanalysis refers to efficient reanalysis techniques 
that minimize the computations required in simulating a 
system with perturbed input parameters. 
Approximations are generic tools for reliably 
approximating system disciplinary or multidisciplinary 
response by using zem- and, potentially, higher order 
system information." Sensitivity Analysis must 
be supplied via efficient numerical tools that p r d c t  the 
effect that changes in input parameters have on 
disciplinary and system responses." Recent work on 
the application of automatic differentiation technology 
to Navier-Stokes codes to extract efficient gradients 
(sensitivities) with respect to design variables is 
compared to the conventional finite difference approach 
in Fig. 4." 
Hph Speed CMI Transcod 

Fig. 5. Decomposition with the collaborative 
optimization approach. 

Design Space Search algorithms facilitate 
exploration of large design spaces, including those that 
may be characterized by discrete variables, discontinuous 
functions, or disjoint subspaces. Optimization 
Procedures in this context refer to optimization 
algorithms in multidisciplinary procedures that 
efficiently generate improved designs for 
multidisciplinary systems. Typical procedures may 
combine search algorithms, decomposition methods, 
and approximations. For example, the direct method 
approach to optimization combines expensive analyses 
and sensitivity analyses for every step of the 
optimization algorithm. This contrasts with the 
indirect method, in which the optimization method is 
instead coupled with a local approximation which can 
be based on zero- and first-order information (Fig. 6). 
The latter approach is far more common in current 
MDO applications. The indirect method typically 
requires more optimization cycles to converge than the 
direct method but is often more efficient because each 
optimization cycle is less expensive. 



3.0 MDO REQUIREMENTS FOR 
PRELIMINARY DESIGN 

The introduction of MDO at the preliminary design 
stage requires an appropriate information infrastructure, 
design-oriented multidisciplinary analysis tools, and 
efficient, robust MDO strategies. 

The information infrastructure should provtde adequate 
computer horsepower for the increased computational 
demands; a common geometry model; a collaborative 
work environment; an effective means of integrating 
analysis tools into the overall framework; management 
of distributed computing; the ability to handle 
proprietary d e s  and legacy codes; effective twls fa 
presenting the results; and configuration conhul. 

At the preliminary design level, physics-based methds 
have generally replaced historical databases in discipline 
analyses. Typically, a physics-based discipline analysis 
requires a suite of tools, including pre-processors (e.g., 
geometry modeller, grid generator, translators for input 
data needed fmm other disciplines), an analysis d e ,  and 
postprocessors (e.g., visualization, translators for 
output data needed by other disciplines). In an MDO 
environment, the typical discipline output needs to be 
supplemented with sensitivity information, and this 
process needs to be automated. WeU-posed interfaces 
are q u h i  between disciplines. This requirement may 
necessitate more than straightforward interpolation 
between, fa example, d y n a m i c  surface pressures and 
structural loads and, in the reverse direction. between 
structural displacements and surface geometry. The 
transformations must respect physical principles, and 
the entire cycle must be consistent. 

The basis for any MDO strategy is the problem 
definition. You need a strategy because the 
multidisciplinary analysis is usually expensive and 
difficult to develop. A clear statement of the design 
variables (and their allowable ranges), the objective 
fuuction(s), and the constraints is necessary. The 
appropriate MDO strategy depends on such factors as 
the mix of continuous and discrete variables; the 
strength of the interdisciplinary interactions; the 

separability of the constraints with respect to the design 
variables; the susceptibility of the analysis tools to 
algorithmic noise; computational requirements of the 
analysis; and last, but certainly not least, the 
compatibility of the MDO strategy with the existing 
organizational structure and culture. 

4.0 PRELIMINARY DESIGN EXAMPLES 
USING MDO 
Two different applications have been selected to 
illustrafe preliminary design with MDO. The first 
example uses a direct optimization procedure for the 
multidisciplinary design of an aerospike rocket nozzle.” 
The second example is an HSCT design that utilizes an 
indirect optimization approach.” 

4.1 MDO Applied to Aerospike Rocket 
Nozzle 

A multidisciplinary analysis of an aerospike nozzle has 
been developed to evaluate MDO strategies and new 
preliminary design processes. This effort was part of a 
formal collaboration between NASA Langley Research 
Center and the Rocketdyne Division of Boeing North 
American, Inc. The linear aerospike rocket engine is 
the propulsion system proposed for the X33 and the 
VentureStar’’ (Fig. 7) reusable launch vehicles (RLV). 

Fig. 7. Venturestar RLV with linear aempike 
propulsion system. 

The aempike rocket engine consists of a rocket 
thruster, cowl, aerospike nozzle, and plug base region 
(Fig. 8). The aerospike nozzle is a truncated spike or 
plug nozzle that adjusts to the ambient pressure” and 
integrates well with launch vehicles. The flow-field 
structure changes dramatically from low to high altitude 
on the spike. surface and in the base-flow region>sm 
Additional flow is injected in the base region to create 
an aerodynamic spike” (thus, the name “aerospike”), 
which increases the base pressure and the contribution 
of the base region to the aerospike thrust. 
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typical workstation and reqired approximately 300 to 
600 multidisciplinary analyses. 

variables (Fig. 10) and 14 structural variables (Fig. 11). 
The initial geometry design variables were selected from 
previous design studies on aemspike nozzles that used 
conventional design methods and were expected to be 
close to an optimized lterodynamic shape. 

The design parameters included 5 geometry 

Fig. 8. Aerospike components and flow-field 
charactelistics. 

I 

Thrust and nozzle wall pressure calculations were made 
by using computational fluid dynamics (a) and were 
linked to a structural finite-element analysis to 
determine nozzle weight and structural integrity pig. 
9). A mission-averaged specific impulse (ISP) and 
engine thrust-to-weight ratio were calculated and used to 
determine vehicle gross-liftoff-weight (GLOW) fmm 
data that were defined in the conceptual design stage. 
The computational time for computing the thrust using 
CFD technique was approximately 20 sec, and the 
computational time for computing the weight using 
finte element method 0 was approximately 35 sec 
on a Sun UltraSPARC. Approximately 4 months were 
required to develop and integra&. the discipline d e s  to 
obtain a multidisciplinary analysis. A significant part of 
this development was devoted to developing suitable 
p d u r e s  for automating the use of the commercial FE 
code. 

Fig. 9. Multidisciplinary domain decomposition. 

an optimization code that allowed investigation of the 
multidisciplinary feasiblez (MDF) strategy. Two 
different methods of design were investigated. The first 
method involved the development of a preliminary 
design by optimizing the disciplines separately. The 
optimal thrust and nozzle weight were then used to 
calculate the GLOW. This fmt method is a model of a 
typical design approach. The second method utilized the 
MDF formulation and minimized the GLOW directly, 
subject to satisfying the structural constraints. The 
MDF method was applied to a case in which the nozzle 
length was held constant and one in which this length 
was varied. The gradient-based optimization method, 
CONMIN,= was used in all cases. A typical 
optimization problem was solved in 1 to 3 days on a 

The multidisciplinary analysis was integrated with 

Fig. 10. Aerospike nozzle geometry design parameters. 

The number of structural design variables was reduced 
by mapping some of the design variables with common 
attributes into a single design variable. In particular, 
the thickness of the I-beams was made to be the same in 
each structural box, and the six structural supports were 
required to have the same radius and wall thickness. 
The initial values selected for the structural design 
parameters resulted in a structural design that was 
infeasible (some constraints were violated). The 
sttuchlral design concept for the aerospike nozzle was 
generated explicitly for this study and does not relate to 
a structural configuration that has previously been 
designed or studied. 

Fig. 11. Aerospike nozzle structural design parameters. 

A multidisciplinary design was obtained each discipline 
separately for a fixed nozzle length (Fig. 12). The 
MDO design resulted in an improvement of 
appmximately 5 percent in the GLOW over that of the 
single-discipline optimized solution. The improvement 
was obtained by reducing the nozzle thtust, which 
resulted in a lower pressure loading on the nozzle 
structure and a lower nozzle weight. 
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Fig. 12. Improvement of GLOW Using MDO. 
The advantages of the MDO approach were evident both 
in the improvement that was realized in the design 
objective and the ease with which the multidisciplinary 
design variables, such as nozzle length, were included in 
the design process. 

4.2 HSCT Preliminary Design with FIDO 
The Framework for Interdisciplinary Optimization 
0 0 )  is being developed to demonstrate 
multidisciplinary computations on a networked, 
heterogeneous cluster of workstations, vector 
computers, and massively parallel computers. This 
project is one of NASA's contributions to the national 
High Performance Computation and Communication 
Program (HPCCP)?4 The FIDO system has been 
applied to a simplified case of an HSCT design (Fig. 
13). 

Mach 2.4 at 55,000 ft 
6000-mile range 

Fig. 13. Preliminary design geometry for HSCT. 
The concept that is being used for FIDO is coarse- 
grained parallelism, with instances in which disciplinary 
codes are nm on separate processors (including, loosely 
fine-grained parallel computers) under the control of an 
executive on another processor and with automatic data 

exchange through a centralized data manager (Fig. 

Workstation 

Parallel . 
compiner 

Fig. 14. Heterogeneous distributed computing 
environment. 

The conceptual environment in which the distributed 
discipline and system-service codes are run is illustrated 
in Fig. 15. Each of these codes may be run on a 
separate workstation or on a high-performance 
computer; the communications and synchronization is 
handled through the FIDO communication library, 
which is based on a PVM (parallel virtual machine) 
utilities. The triangular, rectangular, and hexagonal 
modules at the top of Fig. 15 are system-service 
modules that do not change as the design problem 
changes; the rounded rectangular modules at the bottom 
of the figure represent the problem-specific 
computational disciplines and the application-specific, 
user developed Master module that controls the 
sequencing for a particular problem. The user interacts 
with the system through the graphic user interface 
(CUI), which displays the state of the FIDO system at 
all times from start-up to completion of a run. The GUI 
also provides access to multiple system capabilities: the 
setup module is used to select the design problem, 

Fig. 15. Executive system of FIDO. 
initial configuration, and design conditions and controls; 
the executive module starts a communication server on 
each of the distributed computers, distributes initial data 
and executables. and starts execution of a problem: and 
the spy module allows the designer, as well as multiple 
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Fig. 17. Key steps in FIDO aeroelastic loop. 

An aeroelastic loop implements the tight coupling 
between the computationally intensive aerodynamic and 
structural analysis programs (Fig. 17). At the 
beginning of the loop, the program ADVMOD uses the 
recently updated design variables to modify the 
"rubberized" aircraft surface grid and the structural FEM 
grid in a consistent manner. (The topologies and 
connectivities of the grids are maintained.) A special- 
purpose program is then invoked to generate a CFD 
volume grid that is suitable for the marching Euler 
program ISAAC2'. After the aerodynamic calculations 
are computed, the program TRN3D is used to accurately 
transfer the surface pressures into FEM node forces for 
use in the structural analysis code COMETz6. After 
COMET determines the nodal deflections that 
correspond to the aerodynamic and inertial forces, the 
movement of selected nodes is used to update the 
deformation of the aircraft surface grid, and the loop is 
ready to begin again if the shape has not converged. 
The weight history from a run of the FIDO system in 
which the aircraft skin-thickness distribution is 
represented by two polynomial equations (one each for 
the wing both inboard and outboard of the break in the 
leading-edge sweep) is shown in Fig. 18. The 
coefficients in the polynomials are the design variables 
for this run. The objective is the minimization of total 
weight subject to constraints on the material stresses 
and structural deflections. The plot shows the smooth 
and converging reduction of the total weight as the 
design progresses. 

. .  . . . . , . . . . , . . . 
i IO IS 20 

Cycle Number 

Fig. 18. Weight history for HSCT design optimization. 

The spanwise distribution of the skin thickness for the 
baseline configuration (top curve) and the reduction in 
the thickness distributions are shown in Fig. 19 after 
five cycles of the design process. 
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Fig. 19. Thickness history for HSCT design 
optimization. 

The FIDO system has been designed to be adaptable to 
any distributed computing problem. The above 
problem demonstrates how a distributed computing 
system can be utilized in an MDO problem. 

CONCLUDING REMARKS 
An overview of multidisciplinary optimization (MDO) 
conceptual elements was presented with two examples 
of MDO methodology applied to preliminary design 
problems. The two examples demonstrate areas in 
which the MDO methodology can make an impact in 
preliminary design. The continual improvement in 
computers, communication networks, and the worldwide 
web will improve the tools available for 
multidisciplinary computations. However, the 
computational times required for most preliminary 
analysis methods still prohibit the use of MDO in a 
practical design environment. More advanced 
approximation methods are needed that can temporarily 
replace expensive analyses and automatically decide 
when an approximation should be updated to maintain 
its accuracy. 
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Summary 
Cooling potentialities of hydrogen fuel to 
manage the heat dissipations of internal 
equipment are explored and integrated with 
the complete Thermal Control System of a 
reference hypersonic vehicle. 
Nominal performances are investigated during 
all a mission phase and drivers are provided 
for the optimization of the Regenerative 
Cooling. 
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LOX 
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SSTO 
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TPS 
Tw 

~ c t i v i  Thermal control System- 
Carbon-Silicon Carbide 
Fuel Cells 
Flexible E x t e d  Insulation 
Gaseous Hydrogen 
Ground Support Equipment 
Heat Exchanger 
Internal Flexible Insulation 
Liquid Hydrogen 
Liquid Oxygen 
Payload 
Single Stage To Orbit 
Space Transportation Vehicle 
Thermal Control System 
Thermal Protection System 
Wall Temperature 

1 Introduction 
A reusable SSTO hypersonic vehicle is taken 
into consideration to present an illustrative 
example of application of the Regenerative 
Cooling concept as a promising approach in 
Heat Management strategies. 
The exploitation of the hydrogen fuel cooling 
capabilities during both the ascent powered 
phase (in liquid form) and the onabit and re- 
entry phases (in gaseous form) offers a very 
attractive thermal sink for the management of 
the heat dissipation generated by internal 
equipment. This regenerative approach that 
uses the hydrogen as a heat sink other than as 
a propulsion fuel allows to avoid mass 
penalties derived by the additional cooling 
fluids and relative tanks. 
The best cooling performances of the 
hydrogen sink can be achieved with an 

efficient combination of different thermal 
control systems that all together af€ect the 
thermo-hydraulic history of the cryogenic 
cooling fluid. 
The mutual interactions of the external 
Thermal Protection System (TPS), of the 
cryogenic foam that insulates the fitel tank and 
of the purge flow conditions are explored to 
define their optimization offering the most 
effective hydrogen cooling capabilities. 
This paper provides an illustrative example of 
the Regenerative Cooling based on a reference 
vehicle; considering its shape and trajectory, 
first the on-ground purging flow and the 
Thermal Control Architecture (TPS and 
cryogenic foam) required to limit the 
aerothermal fluxes inside the tank are 
presented. 
A description of the Active Cooling loop is 
presented with the relative perfonmances and 
finally the links between all the Thermal 
Control System devices are shown. 
A general overview highlighting the most 
effective parameters for the optimization of 
the hydrogen cooling capabilities will be 
provided. 
Concluding recommendations, guidelines and 
limitations are provided for the best 
application of the Regenerative Cooling. 

2 TCS and Regenerative Cooling 
Philosophy 
An outstanding requirement for the design of 
the TCS in advanced hypersonic aiircraft is the 
capability to arrange as lightweight an 
architecture as possible able to xnaintain an 
adequate thermal barrier against all the heat 
sources which the vehicle encounters during 
its flight by using both passive and active 
devices. 
Such a control is realized to marlage mainly 
three different thermal sources. 
1- Environmental heating occlurring on- 

ground after having disconnected the 
umbilicals of the GSE. It is responsible for 
liquid hydrogen fuel boiloff. 

2- Convective heat fluxes produced by the air 
friction of the vehicle’s exteinal surface 
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with the surrounding boundaq layer 
during the ascent and especially the re- 
entry phase at high Mach numbers and 
affecting the temperature peaks achieved 
by the fuselage structure materials. 

3- Internal heat dissipation derived from the 
on-board subsystems (avionics, payload, 
fuel cell, hydraulic systems commanding 
landing gears and control surfaces.. .). 

As far as the first point is concerned, a 
combined design of a suitable purging flow by 
means of the GSE (nitrogen or dry air) and of 
a closed cell foam installed all around the fuel 
tanks is able to e m  the appropriate 
atmosphere, mhimizkg the fuel boiloff and 
preventing ice formation until an altitude of 
65000 feet. 
However, in order to limit the aerothermal 
heat fluxes, the TPS dimiution draws up 
several material types (ceramics, metallics, 
fibrous...) whose function is the limitation of 
the primary .shutwe temperature below 
maximum allowable operating values and of 
the heat flux penetrating inside the vehicle, 
according to the requirement imposed by the 
internal control system. 
For the internal heat dissipation control, a 
dedicated actively cooled loop is finally 
envisaged to arrange in a sound sequence all 
the subsystems located inside the hypersonic 
vehicle. 
The design solution of cooling this equipment 
by means of a loop flowed by water, h n ,  
ammonia or any other classical fluid is 
replaced by a cooling loop exploiting the 
availability of the hydrogen that, other than an 
excellent combustion energy, a rapid mixing 
capability and fast d o n  rates, also presents 
a great heat sink capacity (e.g. 10 times 
greater than Kerosene) influenced by purging 
conditions, TPS and ayoinsulation designs. 
The intrinsic propexties of cryogenic hydrogen 
offer therefore a great opportunity to couple its 
propulsive and cooling tinctions 
simultaneously. 
The application of the Regenerative Cooling 
principle exploits the thermal characteristics 
of the cryogenic hydrogen (liquid and vapor) 
to reject all the heat load collected in the 
various phases of the mission avoiding 
additional tanks dedicated to cooling purposes 
only. 

3 ATCS Architecture and cryogenic 
hydrogen U beat sink 
A schematic layout of the active cooling 
network devised to manage LL-E heat 

dissipation of the internal subsystems is 
illustrated in Fig 1. 

, a"*"' 
O " , b . d  

I 

Fig. 1: ATCS schematic diagram. 

All the subsystems are arranged in a flowing 
sequence which takes into consideration their 
cooling and temperature requirements. 
They are interconnected by an on-ground pre- 
charged insulated cooling loop flowed with 
gaseous hydrogen by means of a dedicated 
pump that balances the pressure loss through 
theloop. ' 

This loop interfaces with cryogenic sinks 
whose thermodynamic status directly depends 
on the mission phase. 
During the ascent phase, the spillage tubing 
connecting the cryogenic tank to the ATCS 
loop is closed and all the heat load collected 
by the vapor hydrogen loop (primary loop) is 
transferred by means of a dedicated heat 
exchanger to the liquid hydrogen fuel which is 
fed by the main propulsion tank and pumped 
towards the combustion chamber. 
During this phase, the primary vapor 
hydrogen loop acts as a closed circuit 
(ONIOFF venting valve closed) and the 
ultimate heat sink is the liquid hydrogen 
flowing in the propulsion system. 
According to the Regenerative Cooling 
philosophy, no additional heat sink is 
introduced and the enthalpy of the liquid fuel 
hydrogen flowing through the LHdGH, is 
slightly increased as a consequence of the 
transferred heat load derived by the vehicle's 
dissipating equipment. 
The liquid hydrogen mass flowrate required in 
the secondary side of the L&/GH2 a f m  
percent of the one provided by the hydrogen 
twbopump and sized for propulsion system 
performance; a bypass Line with a modulating 
valve is therefore installed in parallel to the 
cryogenic HX 
The actively cooling configuration described 
and managing the heat dissipating by the 
subsystems Deeds great flexibility according to 
the thermal sink available. 
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In fact, when the ascent powered phase is 
completed and the main engines are shutoff, 
an alternative sink replacing the no longer 
available L H 2  must to reject the subsystem's 
dissipation during the on-ohit and reentry 

In these conditions, the LHdGH, HX is 
bypassed, the spillage valve of the miXing 
point located upstream of the hydraulic 
systems opens and the heat sink is provided 
by the vapor hydrogen contained inside the 
tank. 
The gaseous hydrogen mass flowrate coming 
out of the tank is a function of the pressure 
and temperature histories that the gaseous 
hydrogen experiences during on-ohit and re- 
entry phases. The exposition of the vehicle 
mainly to the solar flux and to the aerothexmal 
heating produces a temperature increase of the 
cryogenic residual vapors of hydrogen 
proportional to the incoming heat flux through 
the TPS and the cryoinsulation foam. In order 
not to exceed the designed maximum 
differential pressure between the interior of 
the tank and the external environment, the 
heating and consequent pressure increase of 
the hydrogen mass is compensated with a 
hydrogen flow (spillage and relief). 
In order to satisfy the cooling demand, the 
needed gaseous hydrogen mass flowrate is 
spilled from the tank by a Ean (spillage flow), 
so compensating the pressure loss of the 
dowstream seriesconnected subsystems and is 
finally expelled overbaard by opening the 
ON/OFF venting valve and controlling a 
setpoint temperature of 30°C at the outlet of 
the series-flowed equipment. 
The pump installed in the hot branch in 
parallel to the dissipating Subsystems branch 
recirculates gaseous hydrogen to control the 
temperature of the mixing point located 
upstream of the hydraulic systems. The tank 
gaseous hydrogen mass flowrate that exceeds 
the cooling demand is recycled outside the 
tank (relief flow). 
So, during all the transient phase, a 
continuous balance between the cooling 
capability and the cooling demand is carried 
out; proceeding the re-entry phase, the 
increase of the external environment 
atmosphere reduces the hydrogen cooling 
potentialities for its higher temperature 
(aerodynarmc heat load passing through the 
TPS) and lower differential pressure with the 
external environment 
The macroscopic ef€ect is a continuous 
deterioration of the heat sink capabilities; the 
spillage flow required by the fan for cooling 

Phases. 

regulation results higher than the mass flow 
available for maintaining a constant 
differential pressure inside the tank. 

4 Reference Concept 
The SSTO vehicle considered as reference 
configuration is represented in Fig. 2. 

Fig. 2: Vehicle reference configuration. 

In the frame of an ESA study, it is one of the 
concepts presently under investigation to 
demonstrate the technology feasibility of a low 
cost access to space transportation vehicle. 
The winged delta shaped Space 
Transportation Vehicle ( S T V )  is chiuacterized 
by a vextical rake-off and horizontal landing 
mode and is powered by 8 main rocket 
engines with fixed bell nozzles fed by sub- 
cooled L H 2  as fuel and by LOX as oxydizer. 
The P/L bay is integrated in paralllel to the 
longitudinal vehicle axis and the primary goal 
of the vehicle is the deployment of :Z tons P/L 
into 250 W 9 8 "  Ohit or 15 tons PAL into 250 
W 5 "  m i t  
The main geometrical data are given1 in Tab. 1. 

Total vehicle length 
(incl. Nozzles) 

1 Exposedwingarea(total) I 270.0m2 1 

t P/L bay width 1 4.72 m 
P/L bay Volume 

Tab. 1: Vehicle Geometrical Data 



C4 1-4 

dry air flow to provide the adequate protection 
against the formation of vapor condensation 
and consequent frost formation until the GSE 
umbilicals are d i ~ c o ~ e c t e d  30’ before lift-off. 
The nominal ascent and re-entry/descent 
trajectories fkodto Kourou for the polar orbit 
(most demanding cross range requirement) 
shown in Figs. 3 and 4 have been explored for 
aerothennodynamic calculations. 
The mission duration is 24 hours. 

j *am- 
0 

a) Altitude vs. Time 

( 1 1 1  j 

b) Relative velocity vs. Time 

I 

c) Angle of attack vs. Time 

Fig. 3: Vehicle Ascent Trajectory. 

b) Relative velocity vs. Time 

! D  I 

c) Angle of attack vs. Time 

Fig. 4: Vehicle Re-entry TrajectoIy. 

The resulting convective heat fluxes 
encountered during the critical atmosphere re- 
entry are reported in Fig. 5 for both the 
windwanl (AM) and leeward (A<O) 
centerlines of the vehicle. 

.- .. __ 

I 

1 41 0 0 5  

X I L  

I = m s  
L = 67X8 m 

Fig. 5:  Reenlry Convective Heat Flux. 

It is interesnng . to highlight the heating of fie 
stagnation point a! values higher than 300 
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kw/m2; in addition, a transition from laminar 
to turbulent flow can be observed in the aft 
leeward side at about 700 sec from the de- 
orbiting with a consequent increase of the 
convective heat load. 
The migration of the laminar-turbulent 
transition proceeds in the nose direction but 
the peak of the turbulent heat load always 
results much lower than the stagnation point. 
The same &ea can be observed also in the 
windward side; the transition zone migrates in 
the same nose direction but the consequent 
abrupt heating is comparable to the stagnation 
point heat load. 
Reentering deep inside the atmosphere at 
reduced velocity, a general reduction of the 
aemthermal heating throughout the surface 

The reentry adiabatic wall temperatures are 
shown in Fig. 6 for the vehicle's centerline. 

OccUIs. 

I I L  

1 I 

I = 6 a ) S  
r-67308m 

Fig. 6: Reentry Adiabatic Wall Temperatures 
(Centerline). 

The surface temperatures for a longitudinal 
station Xfl4.16 and at ditferent angular 
positions (Phi4 for windward, Phi=45, 
Phi=135, Phi=180 for leeward side) are 
reported in Fig. 7. 

x / L = O l 6  

I 

4 2 7 -  

Fig. 7: Reentry Adiabatic Surfsce 
Temperatures Distn'bution. 

As can be seen, the major part of the exposed 
aemdynamic surfsce experiences temperatures 
that greatly exceed the allowable limit 
imposedbythe stnrctural materials (about 170 
"C). 

The design of both the high tempe:rature TPS 
and the ayogenic insulation is ca~ied out in 
close union with aerothermodynamics results 
a part of which is shown in Figs. 5 and 6. 
The logic flowchart is reported in Fig. 8. 

Fig. 8: Logic Flowchart for TPS and 
Cryoinsulation Desngn. 

A worthwile interest is here dedicated to the 
TF'S and cryoinsulation designed in 
correspondence to the hydrogen cryogenic 
tank section, whose schematic configuration is 
represented in Fig. 9. 

I I 

I GYcea . - _.."._I . - I K I  ""2 

Fig. 9: Cryogenic Section Schematic. 

Final dimensioning derived from the logic of 
Fig. 8 provides a TPS distribution relative to 
the cryogenic tank section as summarized in 
Tab. 2. 

Tab. 2: TPS Distribution for Cryogenic 
W o n .  
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Equipment 
Hydraulics 
Payloads 
Avionics 

Fuel Cells 

Three Werent surface sections 90 degrees 
wide have been covered with different TPS 
materials according to the temperature levels 
of Fig. 7. 
The TPS thickness is relative to the station 
x/l=0.16 correspondent to the hottest forward 
tank station and is maintained constant all 
along the tank. 
A 25 mm constant thickness cryogenic foam is 
installed on the internal si& of the hydrogen 
tank to avoid the isolation performance 
penalties derived by the numerous 
penetrations that would occur through the 
foam if located on the external si&. 
The above TPS distribution relative to the 
cryogenic section is able to withstand the 
external heat fluxes of Fig. 5 maintaining the 
operative temperature of the primary structure 
and of the tank below the allowable one. 
The temperam profile of the cryogenic 
section of Fig. 9 during the re-entry phase is 
shown in Fig. 10. 

QFVI QFVI - Fig. 11 
1 1 
5 5 
7 7 

. ......... ..... . .  
I 

........... 
F . .,.o . . . I  

Fig. 10: Cryogenic Section Temperatures 
Profile. 

5 ATCSResults 
The reference SSTO vehicle considered 
foresees a TPS that is able to withstand the 
external aerothermal loads, and a TCS which 
manages the heat load dissipated by the 
avionics equipment located in the forward 
cargo-bay, by the actuators of the hydraulic 
systems, by the payload located inside the 
main central cargo-bay and by the fuel cells. 
Tab. 3 reports the heat loads and the operating 

during tbe ascent phase. 
Tab. 4 and Fig. 11 provide idonnation about 
the internal heat dissipations to be managed 
during the on-orbit and re-entry phases. 

temperature ranges of the various subsystems 

Payloads 

Fuel Cells 

Tab. 3: Subsystem Heat Dissipations And 
Operative Temperatures Range 

(Ascent). 

Tab. 4: Subsystem Heat Dissipations And 
Operative Temperatures Range 

(Reentry). 

Fig. 11: Hydraulic System Heat Dissipations. 

During the ascent phase the precharged vapor 
hydrogen loop collects, transports and rejects 
the heat dissipations of Tab. 2 to the cryogenic 

The seconQry coldest loop of this HX is 
represented by the liquid hydrogen pumped 
from tbe cryogenic tank to the propulsion 
turbopump; its high specific heat and its high 
mass flowrate represent a high cooling 

LHJGH2 HX. 

6 

I 
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t 

potential, so causing only a slight increase of 
its enthaIpic content. 
With reference to the ATCS of Fig. 1, the 
mass flowrate controls the set point 
temperatures at the outlet of the hydraulic 
systems (T=lOO°C) and at the inlet of the 

The resulting steady-state temperature 
distribution is shown in Fig. 12. 

payload (T=5"C). 

O"lbC4.d 

I 

Fig. 12: Ascent Steady-state ATCS 
Temperature Distribution. 

During the on-orbit and reentry phases, the 
reliefed GH2 mass flowrate shown in Fig. 13 
(time from the end of the powered phase) and 
its temperature (Fig. 14) is the sink used to 
cool the subsystems. The gaseous hydrogen in 
spillage branch is mixed with a hot 
recirculating flow variable with the 
equipments dissipations to control a 
temperature set-point of 5OC at the inlet of the 
hydraulic subsystems. During this phase, the 
LH2/GHz HX is not active and the evaporators 
ensures a suitable temperature at the inlet of 
the PL by vaporizing expandable fluids. 

- 

Fig. 13: ReliefGH2 Mass Flowrate (On-ortiit 
and Reenuy). 

Fig. 14: ReliefGH2Temperature 
(On-orbit and Reentry). 

The cryogenic tank relief valve is set at 1.013 
bar. 
The aerotherrnal heating of the gaseous 
hydrogen produces a flow (Fig. 13) able to 
maintain a constant Werential pressure 
across the tank (Fig. U), while the external 
environment pressure increases. 

" 1 

Fig.15: GHz Pressure the Tank. 

At the beginning of the reentry ]phase, the 
great difference between the pressure inside 
the tank (1.033 bar) and in the external 
environment (nearly zero) gave rise to a mass 
flowrate higher than the one spilled from the 
fan to satis@ cooling purposes; the: exceeded 
vapor hydrogen is reliefed outside the tank 
and is completely wasted. 
When the vehicle penetrates more deeply 
inside the atmosphere, the differential 
pressure across the tank reduces and the fan 
maintains the setpoint temperature: of 3OoC 
downstream of the flowed equipment by 
spilling a cooling mass flowrate which results 
higher than the one provided by the tank for 
maintaining a constant differential pressure. 
The consequence of this imbalance between 
the mass flowrate available according to the 
sink cooling capability and the om: required 
by the cooling demand is a pressure drop 
inside the tank. 
The deterioration of the sink cooling 
capability proved to be no longer sufficient to 
withstand the subsystems' dissipation after 
about 7 hours from the end of the powered 
Phase. 
The exposed performance of the ATCS during 
the on-ohit and reentry phases is therefore 
directly dependent on the following design 
choices: 

thermal conditions of on-ground purging 
af€ecting the thermal history of the tank 
skin in the beginning of the mission and 
consequently the heat load transferred to 
the vapor hydrogen in subsequent phases 
thiduress of cryogenic insulation installed 
inrernally to the hydrogen tank, a lower 
heat load entering the  tan^  correspond^‘ to 



C41-8 

higher foam thicknesses with a related 
limited heating of the &aseous hydrogen 
which W o r e  better exploits its cooling 
potentialities. 

6 Regenerative Cooling optimization 
In the following, some optimization criteria 
regarding the best exploitation of the 
hydrogen cooling capabilities are provided. 
With referena to Fig. 9, the driving design 
criterion is to maintain the cryogenic tank and 
the contained hydrogen as cold as possiile 
without risk of water condensing or icing in 
the air gap. This approach is realized by 
purging the gap with dry air (low dewpoint 
temperature) and by isolating the tank by 
means ofa suitable closed cell foam. 
At the same time, the achievement of these 
requirements (cold tank and no 
icinghndensing) must be performed with a 
total mass minimintion. 
Fig. 16 shows the variation of the cryogenic 
insulation mass and of the related hydrogen 
boiloff (caused by the heat flux entering inside 
the tank through the TPS and the foam) as a 
function of the foam thickness; the foam has 
the greatest weight in the total mass budget 
and therefore a minimintion of its thickness 
has great advantages. 

I 1 

I 0 0.01 0.02 0.03 0.04 
F-am T h i  Iml 

Fig. 16: Total mass vs. cryogenic insulation's 
thickness. 

In Fig. 17, the minimum foam thickness 
required to avoid the risk of icing and 
condensing in the gap is shown (gap 
temperature must never drop below -173°C to 
prevent air condensation). 

o 0.01 0.02 o m  0.0. 0.05 

Fom Thkknna lml 

Fig. 17: Air Gap Extrcmc Temperatures vs. 
Cryogenic Insulation's Thickmss. 

The selection ofthe minimum foam thickness 
is therefore extremely important for a total 
mass minimintion and, first of all, for the 
better thermal conditions afthe hydrogen used 
as a cooling fluid. 

7 Conclusions 
The exploitation of hydrogen's cooling 
properties in hypersonic vehicles the 
availability of an effective thermal sink whose 
regenerative application allows the 
management of internal heat dissipations 
yithout additional fluids and relative tanks. 
The optimum performance of this cooling 
philosophy is however limited by the 
following elements: 

short missions are preferred because the 
solar heat flux experienced during the 
orbital phase greatly influences the 
temperature of the hydrogen cooling fluid 
contained inside the tank and therefore its 
sink potentialities 
the management of the heat load derived 
by internal dissipating equipment is based 
on a cooling capability with limited 
resou~ces (hydrogen in the tank and 
expandable fluid in the evaporators); the 
cooling demand is therefore related to the 
history of the thermodynamic properties of 
hydrogen during all the mission phase 
a more detailed design at component level 
is required to define the Active Thermal 
Control Architecture completely 
the maintaining of a constant Mmntial 
pressure across the cryogenic tank during 
the Reentry phase must be compatible 
with the structural requirements; increase 
of the maximum positive differential 
pressures affordable by the tank avoids that 
the pressure inside the tank itself will be 
lower than the external atmospheric 
pressure but at the same time it can be 
penalizing for the thickest tank required. 

Feasiiility OfRegenerative Cooling also in the 
final phases of Reentry must take into 
account a system level mass optimkm on such 
that the possible structurt mass penalty never 
exceeds the advantages correlated to the 
absence d additional cooling fluids and 
relativetankS. 
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