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Advanced Aerodynamic Measurement Technology 
(AGARD CP-601) 

Executive Summary 

The demands for higher performance for modem aircraft have led the wind tunnel community, which is 
an integral link in the design process, to develop more refined and cost effective measuring techniques. 
These technologies have gradually matured from laboratory novelties into instruments regularly used in 
aerodynamic testing. The development of these modem measurement techniques has greatly extended 
the capability and accuracy of the classical methods for measurement techniques and provided better 
insight into flow physics. This Symposium provided a forum for active researchers to address the state- 
of-the-art, to exchange experiences and ideas, and for the practitioners to obtain an overview of the 
technology and learn how to apply it. 

Measurement techniques were presented for flows from subsonic to hypersonic Mach numbers and 
environments from cryogenic to high-enthalpy reacting flows. Flow measurements have traditionally 
been limited to optical transmission methods and pressure or hot wire probe traversing. In recent years, 
there have been many developments using optical scattering from small particles carried with the flow. 
These methods raise the prospects for practical wind tunnels systems for mapping of 3-D flow field 
velocity components. In addition, the optical scattering techniques have the advantage of being non- 
intrusive, in that there is no physical object in the flow, and in some cases, the complete velocity field 
can be captured in an instant. The utility of this category of measurement is still being demonstrated. 

An other broad category of methods, model surface measurements, includes methods of measuring skin 
friction, boundary layer transition, and pressure. Traditionally, arrays of thermocouples and pressure 
taps have been used to obtain surface temperature and pressure distributions. These techniques are very 
labor intensive and model preparation costs are high when detailed maps of temperature and pressure 
are desired. Measurements obtained utilizing Pressure Sensitive Paint and Temperature Sensitive Paint 
have the potential to be of extreme value to airplane design programs. These techniques provide a way 
to obtain simple, inexpensive, measurements of temperature and pressure with high spatial resolution. 



Technologies avanckes de mesure akrodynamique 
(AGARD CP-601) 

La recherche d’amklioration des performances des aCronefs modernes a amen6 la communautk des 
experts en soufflerie, qui constituent un maillon integral de la chaine de conception, B dCvelopper des 
techniques de mesure plus rentables et plus sophistiqukes. Ces technologies, considCrCes autrefois 
c o m e  des simples curiosites de laboratoire, ont CvoluC vers une utilisation quotidienne en tant 
qu’outils d’essais aerodynamiques. Le dCveloppement des techniques modernes de mesure a pennis une 
amClioration considkrable des possibilitCs et de la prkcision des mCthodes classiques, ainsi qu’une 
meilleure comprChension de la physique des Ccoulements. Ce symposium a servi de forum sur ce sujet, 
oh les chercheurs dans le domaine ont pu faire le point de 1’Ctat actuel des connaissances des techniques 
de mesure, tout en Cchangeant des idCes et des expCriences. Les exploitants ont aussi eu un aperp de 
ces technologies et des moyens de leur mise en aeuvre. 

Des techniques de mesure ont CtC prCsentCes pour une g a m e  d’Ccoulements ayant des nombres de 
Mach allant du subsonique h l’hypersonique et pour des environnements allant du cryogCnique aux 
Ccoulements rCactifs B haute enthalpie. Traditionnellement, la mesure des Ccoulements s’est limitCe B la 
mesure au fil chaud et aux mCthodes de transmission optique ou h la sonde de pression. Cependant, ces 
dernikres annCes ont vu bon nombre de dCveloppements faisant appel h la diffusion optique h partir de 
petites particules ensemenckes dans 1’Ccoulement. Ces mCthodes laissent prCvoir la rkalisation de 
systkmes pratiques pour la cartographie des composantes de vitesse des champs d’ Ccoulement en trois 
dimensions. En outre, les techniques de diffusion optique ont l’avantage d’etre non intrusifs, dans la 
mesure oh aucun objet physique n’est present dans l’Ccoulement, et dans certains cas, la totalit6 du 
champ de vitesse peut etre capturCe dans un seul instant. L’utilitC de cette catCgorie de mesure continue 
d’etre dCmontrCe. 

Une autre grande catCgorie de mCthodes, la mesure de la surface de la maquette, comprend des 
techniques pour la mesure de la resistance de frottement, la transition de la couche limite, et la pression. 
Traditionnellement, des bancs de thermocouples et des robinets manomCtriques ont Ctt utilisCs pour 
obtenir la rkpartition des temperatures et des pressions surfaciques. Cependant, il s’agit de techniques B 
forte concentration de main-d’aeuvre et si des cartes d6taillCes de temperature et de pression sont 
demandCes, les coots de fabrication des maquettes sont ClevCs. Les mesures obtenues h l’aide de 
peintures sensibles B la pression et h la temperature peuvent Ctre trks prCcieuses pour les programmes 
d’Ctudes des aCronefs. Ces techniques permettent d’obtenir, B coot rCduit, des mesures de tempCrature et 
de pression B rksolution spatiale ClevCe. 
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TECHNICAL EVALUATOR REPORT 

Fluid Dynamic Panel Symposium on 

ADVANCED AERODYNAMIC MEASUREMENT TECHNOLOGY 

James P. Crowder 
Boeing Aerodynamics Laboratory 
Mail Stop IW-82, P.O. Box 3707 

Seattle, WA 98124, USA 

Wind tunnel testing and much of the associated measurement techniques have been 
practiced for many decades and are sometimes regarded as a mature technology. Those 
of us working in this arena ,however, realize that there is continuous pressure for 
improvement and innovation, if not revolution, in experimental aerodynamic methods for 
wind tunnel testing. This recognition is largely responsible for this 81st Fluid Dynamics 
Panel Meeting and Symposium on Advanced Aerodynamic Measurement Technology. 

The scope of the Symposium was narrow in the sense that the topic was limited to 
experimental methods for wind tunnel testing, but broad in the range of applications. 
Measurement techniques for all types of aerodynamic reactions and phenomena were 
presented for flows from subsonic to hypersonic Mach numbers and environments from 
cryogenic to high-enthalpy reacting flows. 

The meeting was held in Seattle, Washington, USA during September 22 to 25, 1997. 
During the 3.5 days of the Symposium, a total of 35 papers were presented in a single 
session format. Of these, 3 papers were invited reviews of selected topics. For the 
remaining 32 papers two broad categories emerged: flow field measurements and model 
surface measurements. These two categories were responsible for 28 of the 32 papers. 

Flow field measurements have traditionally been limited to optical transmission methods, 
(schlieren, interferometer, etc), and pressure or hot wire probe traversing. In recent years 
there have been many developments using optical scattering from small particles carried 
with the flow. These methods raise the prospects for practical wind tunnel systems for 
mapping of 3-D flow field velocity components. In addition, the optical scattering 
techniques have the advantage of being non-intrusive, in that they have no physical object 
in the flow, and in some cases, the complete velocity field can be captured in an instant. 
The utility of this category of measurement is still being demonstrated. Since the flow 
field contains all the reactions produced by the aerodynamics on the model surface, it 
may be possible that the flow field data can provide more than general documentation of 
the flow field, and yield model forces. 

The other broad category of methods, model surface measurements, include methods of 
measuring skin friction, boundary layer transition, and pressure. The latter, known as 
Pressure Sensitive Paint (PSP), has the potential to be of extreme value to commercial 
airplane programs because of the impact of conventional surface pressure taps on wind 
tunnel test cycle time. 
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The Symposium was organized into 11 separate sessions of generally 3 to 4 papers. This 
allowed good opportunity for discussion and reflection. The following tables summarize 
these facts. 
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Session No. 
1 

No. Papers 
3 

Session Title [paper no.2 
Overview Papers [ 13 [2] [3] 

4 
5 
6 
7 
8 

2 Special Topics (1) [11][12] 
3 Molecular Diagnostics [ 13][ 141 [ 151 
1 Special Topics (2) [ 161 
5 Holographic Interf [17][18][19][20][21] , 

6 Skin Friction [22][23][241[251[261[27] 

No. Papers 
1 

I I I 

No. Sessions Session Numbers ~~ 

2 6.1 1 
2 
3 
4 
5 

Comments and observations pertaining to the individual papers are presented below in 
the order of the sessions in which the papers were presented. 

1 4 
4 1,3,5,10 
2 2Y9 
1 1 

SESSION 1. OVERVIEW PAPERS. 
Three invited papers were presented in this first session. The first 
Paper 1 , "Review of Optical Methods for Fluid Dynamics" presents a good and complete 
description of optical velocimeters (LDV, PIV, DGV) and a useful summary of surface 
reacting paints for pressure and temperature measurements. 

~ 

Paper 2 is an informative summary of many varied activities underway at NASA Langley 
Research Center, including focusing schlieren for wind tunnel installations and a unique 
long distance in-flight application, various laser sheet visualization reactions, 
velocimeters such as PIV and DGV, acoustic measurements with microphone arrays and 
wind tunnel model deflections using Projected MoirC Interferometry. The ultimate 
schlieren application, surely, must be the startling result of Weinstein in capturing the 
shock wave system of a supersonic T-38 airplane at long distance in flight. 

The third paper, "Measurement Techniques Developed for Cryogenic Field in T2 
Transonic Wind Tunnel," is not so much a review paper on cryogenic methods as a report 
of a few specific applications in the T2 wind tunnel. These are not necessarily of general 
importance, as the T2 wind tunnel is rather unique, but they are interesting, nontheless. It 
is fascinating to learn that naturally occurring ice particles in the cryogenic flow can be 
useful as laser velocimeter scattering seeds. 
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The next two sessions, 2, 3 are devoted to flow field measurements using Particle Image 
Velocimetry (PIV) [4][5][6][7] and Doppler Global Velocimetry (DGV) [8][9][lO], 
respectively. Session 4, labeled Special Topics, includes one paper on flow field 
measurements with a fast traversing pressure probe[ 121. 

SESSION 2. PARTICLE IMAGE VELOCIMETRY 
Paper 4, "Development of PIV for Two and Three Component Velocity Measurements in 
a Large Low Speed Wind Tunnel," and paper 5, "Application of PIV in the Large Low 
Speed Facility of DNW," are similar in that they both focus on the practical aspects of 
applying PIV to large industrial wind tunnels which is no small feat. Paper 4 provides a 
lucid explanation of parallax error for 3-D measurements in a perpendicular cross-plane 
and the process of Stereo-PIV correction. Both papers discuss the importance of 
instantaneous flow field data capture in the context of unsteady flow properties. 
Examples of turbulent separated flow are shown to illustrate the velocity field variability. 

In paper 5 velocity data are presented showing large variability in the position of trailing 
vortex features behind a high-lift flapped wing at a distance of 2 spans. In the experience 
of this reviewer, such differences are unexpected. This behavior may be indicative of a 
critical stability condition or vortex meander induced by unsteady onset flow rather than 
ordinary turbulence. 

Paper 6 ,  "Analysis of Complex Flow Fields by Animation of PIV and High Resolution 
Unsteady Pressure Data," describes a welcome attempt to develop useful data 
presentation and visualization tools to accommodate the vast amount of flow field data 
produced by these techniques. 

Paper 7, "Recent Advances in Particle Image Velocimetry," is a interesting and 
informative account of many of the detailed problems and techniques required in 
implementing PIV in industrial wind tunnels. Sample data from a low speed 7-by-10- 
foot wind tunnel are presented. 

SESSION 3. DOPPLER GLOBAL VELOCIMETRY 
It appears that DGV is somewhat of a competitor to PIV in that it is the only other 
recognized technique in which an entire flow field is captured in one instant. It is also 
sometimes claimed to be better suited for 3-D measurements. 

Paper 8, "Recent Developments in Doppler Global Velocimetry," includes a frank 
discussion of the problems and limitations of applying DGV in a large industrial wind 
tunnel, The statement 'I. . . the [DGV] instrument described here is qualitative in nature." 
is telling. As a qualitative flow field survey system, it is rather ineffective, in terms of the 
great effort to achieve such modest results. Time will tell how practical the quantitative 
potential of the method is in such wind tunnel settings. 

Paper 9, "Planar Doppler Velocimetry for Large-scale Wind Tunnel Testing," makes a 
serious effort to estimate the potential performance of the method based on careful 
analysis and small laboratory experiments. Many details of possible system refinements 
are discussed. 
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The final paper in the DGV session, paper 10, unfortunately, was not available in an 
English version nor is there an English abstract. The Symposium does provide 
simultaneous French-English translation, but it is sometimes difficult to remain focused 
on a technical presentation with the additional effort of listening to a translation. 
Apparently the paper presents a discussion of the suitability of various laser wavelengths 
for DGV. 

SESSION 4. SPECIAL TOPICS (1) 
Paper 11 on "Rainbow Thermometry", a technique to determine the temperature of 
individual aerosols particles in a spray, examines the error effects of non-sphericity of the 
particles. 

One additional paper on flow field measurements, paper 12, "Airplane Flow Field 
Measurements and the Flying Strut Traverser," was presented in this session. This is a 
two-part report where the first relates recent experience in the use of fast traversing 
pressure probe systems for quantitative measurements of airplane model wake properties 
in industrial wind tunnels. The measurements provide detailed spatial distributions of 
airplane model lift and drag with excellent agreement to the overall balance force 
measurements. In addition to the total drag, the system can decompose the drag into 
profile and induced drag components. The second part of the report describes the Flying 
Strut Traverser, an aerodynamically trimmed and actuated system with the potential to 
greatly simplify the application of pressure probe surveys to very large wind tunnels and 
to in-flight settings. 

SESSION 5, MOLECULAR DIAGNOSTIC TECHNIOUES 
The three papers included in this session are all concerned with optical techniques for 
high enthalpy, hypersonic flows and combustion. These typically have extremely short 
run times and are very hostile to intrusive instrumentation. 

Paper 13, "Molecular Diagnostics for Rarefied Flows," is an extensive review of point, 
line-of-sight and imaging measurements using, 1. Rayleigh and Raman scattering, 2. 
Electron Beam Fluorescence and 3. Coherent Anti-Stokes Raman Scattering. Application 
examples from the ONERA F4 hot shot facility are presented. 

Paper 14, "Rotational and Vibrational Temperatures and Density Measurements by 
Coherent Anti-Stokes Raman Scattering in a Nonequilibrium Shock Layer Flow ,I' relates 
CARS results in a nonequilibrium shock layer air flow induced by a two-dimensional 
body. Results are compared to theoretical Navier-Stokes results with good agreement. 

Paper 15, describes Planar Laser Induced NO-Fluorescence Spectroscopy experiments in 
the L2K arc-heated high enthalpy facility. 

SESSION 6.  SPECIAL TOPICS (2) 
This session includes only one paper, number 16, "Time Resolved Temperature 
Measurements in Transonic Turbine Vane Wake Flows." The report describes use of a 
special temperature and pressure sensor traversed through the wake of a transonic cascade 
vane in a continuously running facility. The sensor response permits identification of 
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high frequency periodic behavior associated with vortex shedding and unusual 
temperature redistribution effects in the wake of cascade vanes. 

SESSION 7. HOLOGRAPHIC INTERFEROMETRY 
Paper 17, "Application of Optical and Interferometric Methods in Experimental 
Aerodynamics," describes many different techniques developed and employed at TsAGI, 
Moscow in a range of aeronautical applications. These include clever adaptations of 
classical shadowgraph, schlieren, and interferometer techniques and methods of video 
photogrammetry for measuring shape and displacement of solid surfaces including a 
system for measuring the aeroelastic deformation of a full scale helicopter rotor in a large 
wind tunnel. The paper contains many images showing typical results. 

Paper 18, "Recording and Processing of Interferograms by Spectral Characterization of 
the Interferometric Chain," did not appear with English text nor abstract. Without having 
participated in the presentation and simultaneous translation, this reviewer is hard pressed 
to comment on the paper. It appears to present a study of circular cylinder wake shedding 
by high-frame-rate photography of using a color coded interferometer readout system. 

Paper 19, "Advances in Aerodynamic Holography," is an review of holographic systems 
for a wide variety of applications. These include long-range holography, tomography, 
resonance and real-time holography, and four wave mixing. These examples are largely 
based on work performed at MetroLaser. 

Paper 20, "Holographic and Tomographic Interferometry for the Study of Unsteady 
Compressible Flows," is an account of 2-D projection holographic interferometer results 
from a small supersonic wind tunnel and a nine-view 3-D tomographic interferometer 
studying a small round jet with screech. The system employs a pulsed ruby laser 
illumination system to freeze high frequency unsteady motion. 

Paper 2 1 , "Development of High Speed Interferometry Imaging and Analysis Techniques 
for Compressible Dynamic Stall," describes a specialized apparatus to produce multiple 
high quality interferograms for 2-D airfoil undergoing dynamic pitch motion in a air 
stream at M=0.3. A unique optical configuration called Point Diffraction Imaging (PDI), 
employs a pinhole as an optical mask which is produced in place by the illuminating 
laser. A time series of up to 224 sequential images can be captured by film photography 
at rates up to 40,000 frames per second. The results are impressive. 

It is apparent from these papers that methods sometimes considered "classical" are far 
from static and undergo continuous innovation and evolution. It is also apparent that 
many of these developments applied to hypersonic, for example, might not be recognized 
by persons working in low speed flow. The opportunity to expose all the Symposium 
attendees to the entire range of applications may lead to serendipitous discovery. 

SESSION 8. SKIN FRICTION MEASUREMENTS 
The seven papers in this session constitute the most populous in the Symposium. That is 
welcome, as one sometimes has the impression that skin friction is the forgotten stepchild 
of aerodynamic parameters of interest, at least in the commercial airplane business. We 
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have never had a good way to measure it, so we learned to live without that information. 
The results presented below suggest that may change soon. 

I 

Paper 22, "Wall-Shear Stress Measurement with IR-Thermography," provides a useful 
summary of the skin friction problem and describes two new skin friction measurement 
methods. The first is a small sensor built into the model surface with a heater and a 
directional array of thermocouples. The other method employs a laser to momentarily 
heat a spot on the model surface. An IR camera then images the heated spot from which 
the time history of the temperature decay can be extracted. The advantage of the later 
system is that nothing is installed in the model itself. 

Paper 23, "Skin Friction Measurement and Transition Detection Techniques for the 
Ludweig-Tubes at DLR," describes three different systems for facilities with short run 
times, very high unit Reynolds number and cryogenic temperatures. The three basic 
methods are oil film interferometer, heated thin films and thermocouples. 

Paper 24, "Surface Forces Measurement of High Spatial and Temporal Resolution by 
Means of Liquid Crystal Foils and Piezofoils," describes experience with sensors 
intended for in-flight use at low speeds. The systems are: temperature responsive liquid 
crystal material on an electrically heated graphite film, piezofoil sensor arrays and surface 
hot film arrays. Despite the word "forces" in the title, the results presented are practically 
limited to use as transition detectors. The liquid crystal foil technique employs a layer of 
temperature sensitive encapsulated liquid crystal material applied over a thin sheet of 
graphite which is electrically heated. Results from an in-flight experiments with a large 
foil of 0.4-by- 1.2-m dimensions on a laminar glove appear very effective. The visible 
patterns sometimes include high spatial resolution details of crossflow transition streaks. 
The piezofoil sensor is said to be very effective at responding to high frequency boundary 
layer disturbances in natural transition and forces excitation. 

Paper 25, "Application of Oil Film Interferometery Skin-Friction to Large Wind 
Tunnels," is an engaging account of several demonstrations in production wind tunnels of 
this very simple technique. A frank discussion of the productivity limitations due to the 
one-shot nature of the measurements is presented. 

Paper 26, "Visualization and Measurement of Surface Shear Stress Vector Distributions 
Using Liquid Crystal Coating," demonstrates the possibility of quantitative areal shear 
stress distribution measurements. The demonstration is limited to the case of circular jet 
impinging on a flat plate at a non-perpendicular angle. The discussion includes a useful 
review of the illumination and viewing requirements for detecting the color shift 
parameters related to the shear stress. 

Paper 27, "Shear Sensitive Liquid Crystals in Subsonic and Transonic Wind Tunnel 
Testing," relates experience with liquid crystal coatings over a wide range of Mach 
numbers in a typical industrial wind tunnel setting to observe multiple surface features 
such as boundary layer transition, separation and reattachment, and shock wave position. 
Satisfactory results were demonstrated in qualitative visualization of transition and 
separation. Investigation of the prospects for quantitative measurement of boundary layer 
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parameters by analysis of color concluded that the problem was too complex for 
industrial wind tunnel applications. 

SESSION 9. PRESSURE PAINT TECHNIOUES 
The four papers presented in this session represent a good cross-section of the efforts 
underway around the world in this important technology. 

Paper 28, "Applications of Temperature- and Pressure-Sensitive Paints in 
Aerodynamics," is a very effective review of most of the possible applications of this 
important technology so far identified. The potential advantages of lifetime or phase- 
shift measurements schemes are highlighted. The possibility of pressure paint application 
in a cryogenic flow is mentioned with extremely low concentrations of oxygen. 

Paper 29, "Study Result for the Application of Two-Component PSP Technology to 
Aerodynamic Experiment," presents results of improved PSP technology to eliminate one 
of the most troublesome aspects of the method, the need for static reference images. In 
addition it was interesting to hear of this work from one of the originators of the basic 
technology, Prof. A. Orlov. Results of an application to a large helicopter rotor at 
forward speed are presented. 

Paper 30, "Two-Component PSP Investigation on a Civil Aircraft Model in S2MA Wind 
Tunnel,." presents very high quality results of a production PSP application in the 
ONERA S2MA wind tunnel. A careful comparison with conventional pressure 
instrumentation suggests that the technology is fully suitable for routine use in an 
industrial production wind tunnel environment. 

Paper 3 1, "Low-Speed Flow Studies Using the Pressure Sensitive Paint Technique," is an 
attempt to document the suitability of PSP for flow speed applications and to identify the 
limiting factors in such applications. Acceptable results at speeds as low as 2 O d s  were 
possible, but the potential source of errors are strongly dependent on so many 
environmental factors that these findings are not generally applicable. 

SESSION 10, BALANCE AND MODEL DEFORMATION MEASUREMENTS 
These three papers return to the more mundane (but no less important) concerns of wind 
tunnel testing technology. They are a useful reminder that incremental progress in 
conventional technology is equally important as technology breakthroughs. 

Paper 32, "Status of Internal Strain Gage Balance Development for Conventional and for 
Cryogenic Wind Tunnels," relates the results of 12 years of improvement effort in 
Germany for the design, fabrication and calibration of internal balances for cryogenic 
wind tunnels. These efforts have relied on electron beam welding methods and the 
development of automatic calibration apparatus. Application of these results to 
conventional wind tunnel testing environments is an important outcome. 

Paper 33, "Summary Report of the First International Symposium on Strain Gauge 
Balances and Workshop on AolVModel Deformation Measurement Techniques," is a 
account of the syposium sponsored by NASA in October, 1996. The views of the nine 
panel members are summarized and a short discussion of the papers presented are given 

I 
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in the separate topics of balance design and automatic calibration, mathematical modeling 
and uncertainty analysis. A workshop on AoA and model deformation, immediately 
following the balance symposium is briefly discussed. A list of paper titles and authors is 
presented. 

Paper 34, "Model Deformation Measurements at NASA Langley Research Center," 
describes the rationale for and the development of a video-photogrammetry system being 
used in several NASA wind tunnel facilities. Examples from the l6-foot, UPWT 12-f0oty 
NTF, TDT, and 12-foot semi-span facilities are described. Another technology, 
Projection Moirt5 Interferometry is briefly described. 

I 

SESSION XI, SPECIAL TOPICS (3) 
The single paper in this session, and the final event of the Symposium, paper 35, "MEMS 
Applications in Aerodynamic Measurements Technology," offers a fascinatingjf not 
teasing, view of future sensor technology using Micro-Electro-Mechanical-Sensor 
methods. It is apparent that much of the promise of this technology is still far from 
routinely practical. 

OBSERVATIONS ON FLOW FIELD MEASUREMENTS 
It is appropriate to make a few observations about the trends in industrial flow field 
surveys, as exemplified by the papers in sessions 2 and 3. There is increasing recognition 
that the flow field contains useful information that has not heretofore been properly 
exploited. There may still be a poorly developed sense of what actual benefit can be 
realized from the flow field data, however. There is also an almost universal presumption 
that a measurement system offering instantaneous data capture with no physical probe in 
the flow enjoys an obvious, if not overwhelming, advantage compared to a system 
requiring data acquisition over a long time using a physical probe in the flow. 

Clearly, for flows having a significant variability in time, and which might be critically 
unstable to small disturbances, the above attributes might be essential. However, there 
are a large class of aerodynamic flows, with significant economic importance, that do not 
fall in that category. The productivity of an apparently conventional probe traverse , 

system can be vastly improved over past conventional practice. The results reported in 
paper 12 show that a complete airplane wake survey has been accomplished in less than 
20 minutes with the potential for further reductions by a factor or 2 or more. The data 
acquired in such a survey, comprising nearly 50,000 individual measurement points, can 
provide incredible detail of the spatial distributions of lift and drag and can provide a 
separate measure of induced drag, which has never before been accomplished. 

In almost all cases these flow fields are stationary and can be accurately characterized by 
long time average measurements. Even though a physical probe located in the flow field 
may produce a disturbance, our experience shows convincingly that the disturbance can 
be nearly insignificant. In fact the traversing machinery is, by far, a more significant 
disturbance than the actual probe. By careful design and integration with the wind tunnel 
facility, minimal overall disturbance is possible. 
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Furthermore, on the issue of intrusiveness, there are many ways to characterize it, besides 
a physical presence in the flow. Cost and complexity are, in some cases, far more 
important to the success of an experiment, than a small probe positioned in the flow. 

A final point: velocimeters measure velocity. An aerodynamic flow field in the wake of a 
vehicle cannot be completely characterized by distributions of velocity components 
alone. The local total pressure in the wake must also be measured if there is to be a 
determination of the profile drag. In addition to quantitative measurements, the size, 
shape and character of the wake, defined as the area of reduced total pressure behind an 
airplane, can be an extremely graphic qualitative indicator of many important aspects of 
aerodynamic flows. 
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Review of optical methods for fluid dynamics 
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ABSTRACT 
There are many methods for measuring the velocity, pressure 
and temperature characteristics of the flows around solid 
bodies and this paper considers their relative advantages with 
special consideration of the needs of wind tunnels. The 
emphasis is on optical techniques for which brief descriptions 
of the principles and requirements are provided together with 
an indication of applications and their findings. 

1. INTRODUCTION 
The descriptions and discussion which follow apply to all 
forms of external aerodynamics though they focus more 
closely on the requirements of aircraft and, in particular, of 
model testing. It can be difficult and expensive to make 
accurate measurements in flight so that improvements in drag 
performance are often judged on fuel consumption over a very 
long flight and in high-lift performance by flight tests with 
angle of attack close to stall and consequent risk. Exceptions 
include the use of tufts and dyes, as described for example in 
references 27 and 49, and the more recent use of laser-Doppler 
velocimetry, reference 5 I ;  the former are necessarily 
qualitative and the latter still at the development stage though 
with excellent possibilities. In both cases, a priori knowledge 
of the flow region of importance is essential and may be 
acquired kom computations or kom model tests or some 
combination of the two. 

Models are manufactured to scales which allow more 
convenient examination than the real vehicle which, in the 
case of aircraft and flight, invariably means smaller and within 
a wind tunnel. The related problems of scaling are well known 
though solutions are less readily available. Transition occurs at 
a similar physical distance in model and reality but the 
corresponding chord Reynolds number may be different by 
factors of more than ten so that physical knowledge is required 
and is not always sufficiently accurate to ensure proper 
scaling. Further information is available in many previous 
contributions including those of references 84 and 85. 

In general, it is much easier to measure the flow around a 
model in a wind tunnel than over a vehicle in flight. Thus, for 
example, the Pitot tubes of flight are generally stationary 
whereas those in a wind tunnel are usually readily translated; 
and the laser-Doppler anemometer of reference 5 1  had to 
measure in a predetermined region whereas those of wind 
tunnels are, at least in principle, limited only by optical access. 
The extrapolation from wind tunnel to flight is not, however, a 
simple matter with implications for tunnel and model 
arrangements and for the ability to correctly simulate 
transition and separation. This topic is not considered here but 
remains of hdamental importance and with imperfect 
resolution so that skill is often required to interpret wind- 
tunnel measurements. It is important to remember that static 
pressure holes, thermocouples, Pitot tubes and even hot-wire 
systems are much cheaper to obtain or fabricate, and easier to 
use, than the optical techniques considered here. 

The methods considered here for the measurement of pressure 
and temperature require that the surface be coated with 
material which is sensitive to the property to be measured and 
that it can be viewed conveniently by a camera or cameras. 
This is likely to be easier to achieve in small wind tunnels. 
Also, it is desirable that the measurements be achieved at the 
same time as other measurements so that interference with 
other techniques, for example, the use of a pressure-tube rake, 
erosion or chemical interactions as a consequence of the flow, 
the tunnel pressure, droplets or particles have to be avoided. 

It is useful to consider the requirements and possible 
advantages of the optical methods for the measurement of 
local velocity, namely laser-Doppler, particle-image and 
Doppler-global velocimetry, in a general way prior to the 
more detailed discussions of the chapters. Optical access is 
required for all optical methods and, for velocity 
measurements, this means for transmitted light beams and the 
observation of a measuring volume which may be a local 
region as for the frst or a light sheet for the second and third. 
The lasers involve sufficient power to require the imposition 
of safety requirements as does the seeding material which the 
three techniques require to scatter light. The first method is in 
contrast with the second and third in that it measures on-line 
and discontinuous signals as a hnction of time at one local 
region with a measurement duration which depends on the 
concentration of droplets or particles; measurements at 
additional locations require that the measuring volume be 
moved. Particle-imaging and Doppler-global velocimetry 
observe a region of a light sheet which may be small or large, 
and is generally large for application to wind tunnels where an 
overview of the flow is required; as a consequence, the 
requirements of signal-processing instrumentation may be 
expected to be more extensive in terms of storage and speed of 
data transfer so that real-time information is more difficult to 
obtain. These light-sheet techniques are themselves different 
in that the former is based on observation of the movement of 
discrete droplets or particles and the latter on the movement of 
an ensemble of particles in the measurement region associated 
with each of an array of detectors, so that, the discrete phase 
for the second method may consist of higher concentrations of 
smaller sizes. 

The purposes of the paper are to describe and appraise 
methods for the measurement of the important characteristics 
of external aerodynamic flows. The emphasis is on optical 
methods and comments on non-optical methods are included 
for completeness and to provide a more traditional base 
against which to evaluate the more modem optical methods. 
The descriptions and discussions have been prepared with 
reference to the application of the techniques on and around 
models in wind tunnels. It should be remembered, however, 
that wind tunnels have been in operation for many years and 
with instrumentation other than that based on optical methods. 
The measurement of drag still remains a main purpose of 
many wind-tunnel experiments so that the improvement of 
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drag-count accuracy has priority in many cases. Similarly, 
information from flow visualisation together with velocities 
!?om total-head probes and wall static pressure taps, are often 
sufficient for the aerodynamic designer 

Of course, measurements are also required in liquid and in 
internal flows and the techniques reviewed here may also be 
applicable though with some different requirements. Optical 
access is required for the successfkl application of optical 
methods and may present special difficulties for some internal 
flows. Similarly, their application in liquid flows requires a 
transparent liquid and may involve problems associated with 
liquid and solid materials with different refractive indices. 
Also, the requirement for seeding is likely to be different since 
the number density of naturally-occurring particles may be 
larger in liquid than in air and the frequency range of turbulent 
fluctuations may be smaller by an order of magnitude or more. 

Review papers reflect the experience and interests of the 
authors and are invariably conducted with a background of 
other reviews. Some of these previous reviews are introduced 
in the later sections of this paper. In addition, the reader is 
referred to the references 5,33,40 and 67 for recent reviews 
which encompass some of the topics considered here. 

The paper has been prepared in two main sections, following 
this introduction. These sections consider surface methods for 
pressure and temperature and velocimetry techniques for local 
and fiee stream velocity characteristics. In each case, these 
chapters include brief descriptions of the techniques, a review 
of their application in wind tunnels and, where appropriate, 
comments on non-optical alternatives. The paper ends with a 
summary of the more important conclusions. 

2. SURFACE TECHNIQUES 

2.1 Surface pressure 
The simplest way to measure surface pressure is to make use 
of holes normal to the surface and connected to pressure 
transducers. The design of the holes has been considered, for 
example, in Livesey et a1 (1962) to which the reader is 
referred for further information and it should be noted that 
there can be uncertainties associated with the holes, the 
orientation of the flow with respect to the body, the 
transmission of the pressure information, the transducer and 
the instrumentation which follows. It is also possible to 
measure surface pressure by observation of pressure-sensitive 
paint (PSP) and this topic is considered in the following 

The method is based on the relationship between the intensity 
of the fluorescence signal from a coated surface or on the rate 
of decay of the fluorescence signal, to the static pressure at the 
surface and can be measured by photosensitive devices. The 
surface or model under investigation is usually coated with a 
layer of a photoluminescent medium suspended in a 
permeable adhesive binder, illuminated at a wavelength which 
causes fluorescence and observed by a camera. The potential 
advantage is that the pressure distribution over the surface can 
be recorded without the need for holes in the model whilst 
limitations may include the sensitivity of the method, optical 
access within wind tunnels and interference from other 
techniques including the particle or droplet-based Doppler 
methods for velocity measurement. Nevertheless, the method 
has been applied with success to wind tunnel models by 
Dowgwillo (1996) and to flight tests, Abbitt et al (1996). In 
most cases, steady state pressure has been measured but the 
response of the PSP to pressure fluctuations has also been 
examined, for example by Baron et al(1993) and Carroll et a1 
(1 9%). The majority of the work reported has been carried out 

paragraphs. 

I 
in the aircraft industry and hence is concerned with the study i 
of pressure distributions on aircraft models. Applications to 

Bums and Sullivan (1995). 

Basic principles 
The sensitivity of luminescent materials to pressure has been 
known for many years, for example Kautsky (1939), and an 
early application to flow visualisation has been described by 
Peterson and Fitzgerald (1980). More quantitative 
measurements have been described by Ardasheva et al (1 985) 
and Bukov et al(1992) and applications to aerodynamics have 
followed with emphasis on the measurement of intensity, the 
so-called radiometric method, and more recently on the 
fluorescence lifetime method. The two approaches are 
considered briefly in the following paragraphs and both 
depend on the Stem-Volmer relationship between intensity 
and pressure, that is: 

the automotive and power industries have been considered by I 

where I is the luminescent intensity of the paint, b is the 
luminescent intensity in the absence of oxygen quenching, T is 
the time constant of the emission decay, TO is the time constant 
in the absence of oxygen, K is the Stem Volmer quenching 
constant and c is the concentration of the quenching material. 

Radiometric mode 
An experimental arrangement for the measurement of intensity 
is shown in figure 1 and comprises a light source to illuminate 
the surface, an arrangement of lenses and a camera to record 

I 

I 

1 an image of the surface and a computer to process the results. 
If the concentration, c, is linearly dependent on pressure, then i l  

the Stern-Volmer relation for the radiative mode can be 
written as: 

- = l + K p  IO 
I 

where p is the local pressure. b is not known but using an 
image recorded at a known reference pressure, it can be 
cancelled out and the pressure field can be determined In 
wind-tunnel applications, the reference image is usually 
obtained in the absence of the airflow and is referred to as the 
wind-off image. 

The illumination source depends on the experimental 
conditions and on the particular form of PSP but is usually 
blue or ultra-violet and examples include a low voltage 
tungsten halogen lamp by Dowgwillo et al (196), a mercury 
vapour lamp by McLachlan et al (1995)), a CW argon ion 

Davis et al (1997). It should also be noted that that PSP can 
undergo photodegredation at a rate which is proportional to 
illumination intensity so that high energy lasers sources must 
be used with caution, McLachlan and Bell (1995). The image 
recording system usually includes a filter to ensure than only 
the PSP emission is recorded and CCD cameras are usual, 
with best precision achieved by using a scientific grade, 
cooled CCD camera with a slow readout rate and 16 bit 
resolution. 

Limitations of the radiometric technique in wind tunnels 
include model movement and distortion, temperature 
variations, interference from other measuring methods and the 
response of the PSP’s to pressure fluctuations. The 
normalising procedure used to cancel b requires an intensity 

I 
laser by Moms et al (1993)) and a pulsed Nd:YAG laser by , I  

I 

.-- 
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The ffequency doubled Nd:YAG laser offers particular 
benefits in that it can produce pulses of visible light (532nm) 
with energies of up to 500mJ and pulse duration's of around 
Ions. The pulse repetition rate of a single laser is typically 
20Hz and it is customary to operate two lasers in tandem 
thereby producing a train of double pulses at a frequency of 
20Hz with an almost infinite range of pulse separations. This 
approach is well suited to situations were a single double 
exposure image or a series of un-correlated double exposure 
images is required If transient-flow phenomena are to be 
characterised, a rapid sequence of ffames is required and a 
copper-vapour laser can be preferable since it has a repetition 
rate of the order of 20 kHz, but with a pulse energy of the 
order of lOmJ so that larger seeding particles may be required 

Image Capture 
Photographic emulsion and CCD arrays can both be used to 
capture images. CCDs have much to commend them: they 
can be sensitive and so enable the light scattered from very 
small particles to be detected and they allow direct transfer to 
a computer for processing. Their spatial resolution is, 
however, limited with 512 x 512 elements a common matrix 
and the area investigated is less than that which can be viewed 
using high resolution photographic emulsions. 

Photographic emulsion is favoured in many investigations and 
has the advantages of wide dynamic range and good spatial 
resolution with 200 lines per millimetre common in 
commercial film. This approach is comparatively cheap and 
sequences of images can be recorded with high-speed cine 
cameras as by Lin and Rockwell (1994) and Oakley et al 
(1996). The major drawback is the time taken for film 
processing and the subsequent interpretation. 

Signal processing 
PIV data consists of either multiple exposure images or a 
sequence of single exposure images. If these are recorded 
using a CCD camera they may be down loaded directly to a 
PC in digital format for processing. If the images are recorded 
photographically they must interrogated by some means, 
dependent on the processing technique, to extract particle 
image data and vectors. 

The processing depends on the number density of droplets or 
particles achieved. For very low seeding densities particle 
tracking may be used with images paired to form velocity 
vectors as by Cenedese and Paglialunga (1990), Hassan and 
Canaan (1991), Heyes and Turner (1992), Okamoto et al 
(1995), Siu, Taylor and Whitelaw (1996) and Gui and 
Merzkirch (1996). With increasing particle number density, 
this approach becomes time consuming and the alternative is 
to divide the image into a number of sub images referred to as 
interrogation regions sized so that it may be assumed that the 
velocity within each region is constant (see figure 7). A spatial 
correlation of each interrogation region can then be used to 
detect the particle image displacement. The correlation may be 
an auto-correlation, used for multiple exposure images, or a 
crosscorrelation, used for h e  sequence images. The 
maximum peak in the correlation indicates the most 
commonly occurring particle image displacement and 
therefore describes the velocity vector associated with the 
interrogation region. This correlation procedure is repeated for 
each interrogation region so that velocity vectors may be 
obtained throughout the image plane. 

The reliability of the auto-correlation method is dependent on 
the number of particle image pairs per interrogation region, 
the size of the particle images and of interrogation region and 

the velocity gradient within each interrogation region and 
these factors have been investigated, for example by Keane 
and Adrian (1990) and Lawson (1994). The amplitude of the 
maximum in the auto-correlation depends on the number of 
particle image pairs and, by defining a minimum acceptable 
signal to noise ratio, Keane (1990) showed that a minimum of 
10 vectors are required in each interrogation region. Between 
exposures particles may move into or out of the interrogation 
region in both the in-plane and out-of-plane directions. This 
results in unpaired particle images generating noise in the 
correlation plane and impeding detection of the signal peak. 
The interval between exposures, the thickness of the light 
sheet and the size of the interrogation region may all be used 
to control this source of error. Keane has suggested that these 
variables should be chosen to ensure that the particle . 
displacement represents no more that 30% of the dimensions 
of the interrogation region in the in-plane direction and no 
more than 300h of the thickness of the light sheet in the out-of- 
plane direction. It should also be noted that there is a lower 
limit on the displacement that can be measured due to the zero 
displacement peak in the autoarrelation plane. Velocity 
gradients within the interrogation region reduce the height and 
increase the width of the correlation peak. To combat this 
Keane has suggested that the particle displacements should 
vary by no more than one particle image diameter across the 
interrogation region. 

A number of ways of implementing the auto-correlation 
processing technique have been developed. The earliest is the 
Young's fringe method. Here a photographic multiple 
exposure image is interrogated with an un-expanded laser 
beam each interrogation region being illuminated in turn. Pairs 
of particle images behave like double slits and a fringe pattern 
is generated the spacing and orientation of the fringes 
corresponding to the magnitude and orientation of the particle 
displacement in the interrogation region. 

It is normal practise to record an image of the fringe pattern 
using a video camera and to process this image by taking a 2- 
D Fourier transform of the f+inges thereby revealing the auto- 
correlation function. In the early days of PIV low speed 
computers made this approach time consuming and to combat 
this, an entirely optical processing technique of interrogating 
the f i g e  pattern was developed (Mao et al (1996) and 
Jackobson et al (1992). However, today, with the advent of 
high speed desktop computers, a direct imaging method has 
become the most common way of processing multiple 
exposure PlV images. Here, either, the P N  image is 
illuminated with an incoherent white light source and an 
image of each interrogation region recorded in sequence using 
a scanning CCD video camera or, the entire image is digitised 
using a h e  scanner and interrogation regions defined 
digitally thereafter. In both methods the image data is passed 
to a computer for processing. A two dimensional auto- 
correlation is calculated by means of FFT's. This process is 
computationally intensive but relatively speedy due to modem 
computer power enabling an image which would have 
previously taken several hours to process to be processed in 
several minutes. A similar approach can also be used'for 
processing if images of the flow are directly recorded by a 
CCD camera. This removes the wet processing and image 
scanning stages and thereby offers the potential for high speed 
and perhaps even on-line data processing. 

Some of the performance limitations of the autmrrelation 
technique, discussed above, can be relaxed if single exposure 
images are to be processed since, here, the cross-correlation 
approach can be adopted 
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Cross-correlation does not generate a zero order peak in the 
correlation plane. This has a number of advantages. It allows 
lower velocities'to be measured and hence, adhering to the 
30% displacement rule, enables smaller interrogation regions 
with commensurately greater spatial resolution to be used. By 
similar reasoning processing also becomes less sensitive to 
out-of-plane motion and velocity gradients. 

Directional ambiguity 
Two images of a particle can provide a two-dimensional 
vector and the direction of flow provided that the time order of 
the images is known. Image coding techniques can enable 
time order to be established and various methods have been 
suggested. Mako and Rimai (1985) used variable pulse 
duration's to create images as a series of dots and dashes but 
processing is problematic. Gharib et al (1985) used 
phosphorescent particles which produced a bright images 
followed by decaying streaks but, again, post-processing was 
required to determine direction. Farrugia et al(1995) preferred 
a three-pulse sequence which also required specialised 
processing but here a triple-correlation algorithm was 
developed to extract vectors and direction automatically. 

Reeves et al (1995) described a polarisation sensitive mask 
which enabled the light scattered by particles from each pulse 
to be distinguished. A pockel cell was used to give successive 
laser pulses orthogonal polarisation. The mask enabled the 
scattered light from each pulse to be differently spatially 
filtered so that orthogonal h g e s  were superimposed on the 
particle images. Digital filtering then separated the exposures 
to allow cross correlation processing. Successive images may 
also be colour coded as by Stefanini (1992) with a 
combination of a CW argon ion laser and a ruby pulsed laser. 
Copper vapour lasers with their dual wavelength output can be 
used to achieve the same result. 

Where the time-record of images is not known, it is necessary 
to make use of shifting methods similar to those described 
earlier in connection with laser-Doppler velocimetry. In the 
case of PIV, it is necessary to shift the image as described, for 
example by Adrian (1986) and shown in figure 8. A shift is 
applied to the particle images so that the vectors are in the 
same direction and the known shift is subtracted by the 
computer to provide the true vectors complete with their 
direction. The size of the shift applied must be greater than the 
maximum reverse flow velocity and sufficient to ensure a non- 
zero vectors. 

Methods of image shifting have been reported by several 
authors. Wormell and Sopchak (1993) developed a system 
with a high resolution CCD camera to record double exposure 
PIV images and electronically moved the first image across 
the CCD chip by up to 16 pixels in a time interval of less than 
150 ms. Landreth and Adrian (1988), Lourenco (1993) and 
Molezzi and Dutton (1993) makes use of the beam-steering 
characteristics of bi-refiingent crystals so that successive laser 
pulses experienced different deflections as they passes through 
the crystal. Raffel and Kompenhans (1995) preferred the use 
of a rotating mirror in front of the camera which was able to 
apply image shifts up to 500 d s .  

Applications 
Many applications of PIV have been described and most seem 
to be demonstrations of the method rather than its use to 
determine new information of fluid mechanics and this reflects 
the relative newness of the method. Recent examples include 
those of Liu et al (1996) who used a stereoscopic PIV to 
investigate a turbulent boundary layer, Bryanston-Cross et al 

(1991) who applied PIV to the flow in a transonic annular 
turbine cascade, Reeves et al (1996) who reported 
measurements in a firing internal combustion engine and 
Lawson et al(l994) who examined the flow through a normal 
shockwave in a de Laval nozzle. An excellent review has been 
provided by Adrian (1991) and, together with co-authors, he 
has made usefbl contributions to fluid mechanics. In the 
comments which follow, applications of PIV to aerodynamic 
studies primarily in wind tunnels are described and it should 
be noted that they also tend to be demonstrative with little new 
knowledge of fluid mechanics. There is also a tendency to 
provide limited information of seeding densities, and few 
substantiated estimates of the ability of seeding material to 
follow the flow. 

Shih et a1 (1995) report the study of leading and trailing edge 
flows on a pitching airfoil (NACA 0012) in a water filled 
towing tank. Towing speed was varied from 5 - 2 5 d s  giving 
chord Reynolds numbers in the range 5000 to 25000. Seeding 
particles were commercial metallic coated particles of 
diameter 1 lpm and a specific gravity of 2.6, illumination was 
provided by a CW argon ion laser beam reflected from a 
rotating polygonal mirror. Images were recorded 
photographically with image shifting being employed to 
resolve directional ambiguity. Processing was by the Young's 
fringe method and calibration showed that an uncertainty of 
1.5% was present in the velocity measurements. Instantaneous 
velocity and vorticity fields were obtained but no cycle 
resolved data was recorded At the leading edge primary 
separation, interaction of the primary vortex with, the reversed 
boundary layer and subsequent secondary separation were 
observed. 

Wernet et al (1996) describe an investigation of the dynamic 
stall vortex on a pitching airfoil placed in a low speed wind 
tunnel with a fieestream velocity of 2 8 d s  and pitched up and 
down at a frequency of 6.67 Hz The tunnel was locally seeded 
with olive oil droplets of diameter lpm using several Laskin 
nozzles. Double exposure PIV images were recorded 
photographically, illumination was provided by a dual 
oscillator Nd:YAG laser and a rotating mirror image shifting 
mechanism was employed. Image processing was by the 
Young's fringe method and typically 3000 vectors were 
extracted per image. Images were recorded at a rate of about 
1Hz so that a cycle resolved image sequence could not be 
obtained. Good agreement was seen between experimental 
data and a numerical prediction of the flow field although 
cycle to cycle variations of the flow were observed. 

Homer et al (1996) investigated blade vortex interaction to 
simulate the interaction of a rotorcraft blade with the tip 
vortex from a proceeding blade. A rotating NACA 001 5 airfoil 
section of chord 0.149m and radius 0.94m was placed in a low 
speed wind tunnel with a free stream velocity of 47 mJs and 
rotated to give a tip speed of 59ds. A vortex generator was 
place upstream of the rotor to generate a vortex whose axis 
coincided with that of the tunnel. PIV measurements were 
made in a cross sectional plane at 90" to the free stream. The 
tunnel was seeded with 2 0 p  micro-balloons with an average 
specific gravity of 0.06 and illumination was provided by a 
pulsed ruby laser. Images were recorded photographically 
using a 35mm camera and a triple pulse sequence with varying 
pulse separation was used to code the images and provide 
directional information. Processing appears to have been by a 
particle tracking method since actual particle image pairs were 
identified The processing technique used took up to two hours 
per image and hence only selected images were processed. 
This study provided quantified flow visualisation of the 
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splitting of the imposed vortex for head on collisions and 
enabled secondary vortex generation to be observed and its 
effect studied 

through a different angle and with DGV, the Doppler shifted, 
scattered light is collected through a spectroscopic cell. If the 
laser frequency is centred on an absorption line of the material 

Willert et al (1996) reported the use of high speed video and 
high resolution CCD imaging systems. Both systems allowed 
single exposure image pairs to be recorded and hence cross- 
correlation processing. The purpose built high speed system 
allowed a minimum exposure time of 0.8 ms and a minimum 
image separation of 0.8 ms and was demonstrated in a free jet 
at some 60 m/s with seeding by olive-oil droplets of lpn 
diameter, an imaged area of 45 mm by 30 mm and velocity 
uncertainties of around 0.4 m/s. The high resolution system 
included a 1000 by 1000 pixel interline transfer camera which 
allowed image separation to 1 ps and a continuous sequence 
of images to recorded at a 6ame rate of 15 H z  It was used to 
study tip vortices from helicopter rotor blades in a wind tunnel 
with free stream velocities of up to 31m/s, a working section 
of 6 x 8 m and an imaged area of 65 x 65 mm. The freestream 
velocity was nearly perpendicular to the light sheet and 
uncertainties in the in-plane velocities were large. In this 
study vectors were observed within 30 seconds of image 
capture so that during the test the camera could be relocated to 
view several areas and concentrate of regions of particular 
interest. 

Stewart et al (1996) examined the wake behind a 1/8* scale 
model car and the flow over a swept wing in a 3 x 1.5 m low 
speed wind tunnel with a pulsed ruby laser and seeding by an 
oil smoke generator. Double exposure photographic images 
were recorded and image shifting by a rotating mirror allowed 
the determination of the flow direction. A two camera 
stereoscopic imaging system was developed primarily to 
remove parallax errors but which also enabled through-plane 
velocity components to be measured. In both studies the light 
sheet was oriented at 90' to the fkestream but the out-of-plane 
motion was less than 30%. Significant differences were noted 
between the instantaneous car wake flow and that obtained by 
point measurement using a split film probe. The instantaneous 
flow consisted of a random series of vortices whilst the flow 
field obtained with the probe showed a single large scale 
vortex. However, by averaging 10 instantaneous PIV vector 
fields qualitative agreement between the PIV and probe 
measurements was observed. 

Bryanston-Cross et al (1995) examined transonic flow in the 
wing-pylon region of a 5.7% scale model of a wing and engine 
combination in a 2.74 x 2.44 m transonic tunnel. Seeding was 
with polystyrene spheres of 0 . 5 ~  diameter and a CCD 
camera was used to collect double exposure images without 
image shifting. The imaged area was 25 x 25 mm and 16 co- 
planar images were summed so that an area of O. 1 X O. Im was 
examined The light sheet was oriented parallel to the 
freestream, the seeding was sparse so that a particle-tracking 
algorithm was used, and velocities in excess of 300 4 s  were 
measured with an uncertainty of i2% and the existence of a 
cross flow shock was detected 

3.5 Doppler global velocimetry 
Doppler global velocimetry (DGV) allows flow velocities to 
be obtained by measuring the Doppler shift in the 6equency of 
light scattered by seeding particles suspended in a flow and 
illuminated by a laser light sheet. The principle is similar to 
that of LDV technique and one of the common features is that 
the frequency shifts generated by the flow velocities are 
usually too small to be measured directly. With LDV, this 
problem can be overcome by heterodyning the Doppler shifted 
scattered light with unshifted light or with light scattered 

in the &I1 i d  has a bandwidth less than the width of the 
absorption line, changes in frequency due to Doppler shift will 
cause a change in transmission. Therefore, if an image is 
formed of the light sheet, frequency variations will be 
manifest as variations in the intensity of the image so that, 
with appropriate calibration information, velocity may be 
calculated throughout the illuminated region. 

There are many substances with absorption lines in the visible 
part of the electromagnetic spectrum and that chosen for DGV 
has usually been iodine vapour, partly because its absorption 
spectrum is well known, see for example, Gerstenkom and 
Luc (1979). Iodine vapour has also been used to stabilise the 
fiequency of lasers including the Argon-ion laser, as by Camy 
(1977) and Chebotayev (1990), and the Nd:YAG laser, as by 
Arie (1993) and both are suitable lasers for DGV. 

The layout of a simple DGV measuring system is shown in 
figure 9 with a CCD video -era to record an image of the 
light sheet. In theory the image should exhibit intensity 
variations which correspond to velocity variations in the flow 
but the intensity of the image also varies as a result of local 
variations in the seeding density and in intensity across the 
light sheet. Thus, a second unfiltered image of the light sheet 
is recorded by a separate camera and is used to normalise the 
filtered image so that, in the absence of extraneous scattered 
light from nearby surfaces, the intensity variations are a 
function of velocity only. 

The magnitude of the Doppler shift depends on the flow 
velocity and on the scattering and illumination directions 
according to the following expression: 

vo (6 - ;)v 
AV = 

C 

where o and i are unit vectors in the scattering and 
illumination directions respectively, Vis the velocity vector, c 
is the speed of light and v, is the frequency of the illuminating 
radiation. With this arrangement a single characteristic 
velocity component V' in a direction at ninety degrees to the 
bisector of the scattering and illuminating directions is 
measured. Figure 10 shows the relative orientation of the 
illumination, scattering and measured velocity vectors 
respectively, it can be considered as a plan view of the system 
in figure 9. From this it is clear that the technique may be 
extended to measure three velocity components with a single 
collector and three differently oriented light sheets or, more 
probably, with a single light sheet and three collectors 
arranged to measure different velocity component. 

The main features of the method and the potential advantages 
include simultaneous measurements of velocities throughout 
the illuminated plane. The absorption line filter can 
discriminate between increases and decreases in frequency so 
that flow direction is automatically detected Even with low 
resolution cameras, each image might typically contain 
250,000 velocity vectors. There is no need to resolve the 
individual particle images so that, provided the density of the 
discrete phase is sufficient, large areas of the flow can be 
imaged and object distances of the order of 10m can be used. 
Also, extension to measure of three velocity components is 
comparatively simple in principle although problems 
associated with equal precision of the three components 
remain, as mentioned in connection with laser-Doppler 
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velocimetry. 

In the remainder of this section, the components of an 
instrument are considered together with the important choices. 
Previous applications are then considered and relative 
advantages highlighted The section concludes with a brief 
discussion of the prospects for DGV for commercial wind 
tunnels. 

Absorption Line Filter 
The arrangement of a typical iodine vapour filter consists of 
iodine crystals in a glass cell that has been evacuated and 
sealed. Sublimation results in the formation of iodine vapour 
whilst solid crystals form in the coldest region of the cell. By 
providing a cold finger at a temperature below that of the main 
body of the cell, it can be ensured that no crystals form in the 
main body and particularly on the windows. The vapour 
pressure within the cell, and hence the level of absorption, are 
controlled by varying the temperature of the cold finger and 
the accuracy of measured velocities depends on this control 
.Large variations in the body temperature can also change the 
absorption characteristics by Doppler broadening and, again, 
temperature control is required. The transmission 
characteristics are a hct ions of the optical depth defined as 
the product of the path length through the cell and the number 
density of the iodine vapour. Increase in the optical depth 
increases the slope of the absorption line and hence resolution 
is improved, although the level of non-resonant background 
absorption also increases with number density which 
decreases dynamic range. Hence choice of cell design and 
operating parameters is a compromise for a particular optical 
depth; a large cell with a long path length provides good 
dynamic range or alternatively a cell with high number density 
can be compact but with reduced dynamic range. Most 
researchers have adopted the latter approach with a typical cell 
length of 5Omm though McKenzie (1996) recommended a cell 
length of 150mm and a stem temperature of 40°C. 

The light sheet is imaged through the cell and the windows 
should be of good optical quality. They may be diffusion 
bonded onto the tube forming the cell body although Momson 
(1995) suggested that this can lead to distortion. A better 
approach may be to glue the windows to the ends of the tube. 
Care is required to ensure that the iodine vapour does not 
break down the seal material and Morrison has recommended 
the use of silicon-based adhesives. An additional advantage of 
this approach is that anti-reflection coatings may be applied. A 
more detailed review of the features and properties of iodine 
vapour can be found in Chan et al(1995). 

Laser Light Source 
By considering the features and potential advantages discussed 
above, it is clear that the light source should meet particular 
requirements. It should operate at a frequency corresponding 
to the absorption line of the absorber, usually iodine, and 
should provide sufficient power to enable the light scattered 
from small seeding particles to be detected. Also, it should 
enable very short duration exposures so that near- 
instantaneous velocities can be measured and provide a rapid 
sequence of images to be recorded so that time-varying flows 
can be characterised 

The argon ion CW laser and the Nd:YAG pulsed laser have 
been used for most applications, in part due to availability. 
Neither offers all the features listed above and the choice is, 
again, a compromise. The 514.5nm line of an Argon ion laser 
lies conveniently close to the P( 13)/R( 15) line of iodine and 
single-frequency operation can be achieved readily by an 

intra-cavity etalon which restricts the output to a single 
longitudinal cavity mode with a line width of about 2MHz 
This does not barantee absolute fkquency stability since both 
the etalon and the laser cavity are susceptible to thermal 
expansion but the possible consequences of fiequency drift 
and mode hopping can be overcome by feedback control of 
the length of the laser cavity using iodine vapour as an 
absolute frequency reference, Chebotayev (1990). The main 
drawback of argon ion lasers is their limited power output 
with maximum values around 4W in single-mode operation, 
and this limits the dimensions of flow areas to be investigated 

The pulsed, fiequency doubled, Nd:YAG laser produces 
pulses with duration of around l O n s  so that a fiozen, near- 
instantaneous image of high-speed flows is possible with pulse 
energies up to 500mJ so that very small seeding particles can 
be imaged. One drawback is the pulse repetition rate which is 
usually less than lOOHz and implies that many unsteady flows 
cannot be resolved. 

Single frequency operation is achieved by injection seeding 
using a diode pumped CW Nd:YAG with its beam introduced 
into the cavity of the host pulsed laser. The high reflector of 
the host is mounted on a piezoelectric drive and the cavity 
length is tuned to match the fkquency of the seed laser to 
provide a single kquency corresponding to that of the seed 
laser. Although it is claimed that this system produces single 
frequency output for >9Y? of the output pulses, McKenzie 
(19%) has reported that the output frequency is randomly 
modulated by approximately flOMHz and that fiequency drift 
of up to 10MHdmin can occur. Thus fiequency stability 
cannot be guaranteed and it is necessary to monitor the laser 
output fiequency of each pulse if accurate velocity 
measurements are to be made. Hence four signals have to be 
measured corresponding to the filtered and unfiltered Doppler 
shifted light to detect fiequency variations due to flow velocity 
and filtered and unfiltered unshifted light to enable a laser 
frequency datum to be obtained and allow velocities to be 
calculated. 

Data recording and processing 
Scattered light is collected by means of a CCD video camera 
Such cameras have a response to changes in light intensity that 
is intrinsically linear and high quantum efficiency to allow 
faint images to be detected A typical camera contains 5 12 by 
512 individual CCD elements making it possible to obtain 
262144 vectors fiom a single exposure. Furthermore, a wide 
range of relatively cheap CCD-based cameras are available. 
Dark-current noise and photon statistics can limit the accuracy 
of measurement. The use of a scientific grade cooled chip can 
improve matters and McKenzie has also suggested the use of a 
16 bit CCD camera to improve resolution. He estimates that a 
Doppler shift resolution of 2MHz, corresponding to 1 S d s  
(for a typical set-up) can realistically be expected. 

Processing a DGV image involves calculating a transmission 
level for each element and using this to calculate a velocity 
vector for the corresponding region of the flow using the 
known iodine vapour transmission characteristics. This 
requires comparison of the filter and unfiltered images on a 
pixel-by-pixel basis, a process known as image normalising. It 
is important that the two images are recorded at the same 
magnification by both cameras and that correct alignment be 
established between an element containing a given part of the 
image on each camera The problems of this alignment are 
exacerbated by non-orthogonal viewing angles. The steps 
required to overcome such problems and achieve accurate 
image registration, as discussed by Meyers (19%). 
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Principle sources of uncertainty 
In addition to the CCD noise sources discussed above the 
principal source of error to which the DGV technique is 
susceptible is surface scatter. Nearby surfaces either windows, 
walls or model surfaces will scatter light which will contribute 
to both the filtered and unfiltered images. Since this light will 
not undergo any 6equency shift it will produce a bias in the 
velocity data obtained. The effect can be minimised by taking 
a reference image of only surface scatter and subtracting it 
from all subsequent data images. However, this approach can 
never be wholly effective since in the presence of seeding 
different surface scatter conditions will exist. This problem is 
likely to be greatest for measurements close to model surfaces 
and to date the authors are unaware of any attempt to quantify 
the accuracy of the DGV in the vicinity of a surface. 

Applications 
The technique is relatively new and most research has been 
concerned with developments and laboratory demonstrations, 
for example Komine et al (1991), Thorpe et al ( 1994, 1995 & 
1996) Ford and Tatum (1996), Chan et a1 (1995 & 1995) and 
McKenzie (1996). 

Wind tunnel applications have been reported by Meyers et al 
(1991, 1993, 1994 & 1996) although these too have been 
demonstrative. Nevertheless Meyers (1 991) has examined 
vortical flow over a delta wing in a wind tunnel setting and the 
results reveal unsteady surging of the vortical flow, although 
the accuracy of the measurements is not discussed Thus, at 
worst, the technique provides useful semiquantitative 
visualisation in the plane orthogonal to the flow. The 
laboratory investigations of McKenzie (1996) suggest that 
quantitative velocities can be measured within e n d s  in many 
cases. 

Meyers (1 9%) repoced measurements of three components of 
velocity in a high temperature jet at 50omls, in a wing tip 
vortex on a model in a 30 x 60 ft wind tunnel and in the entry 
flow for a helicopter tail rotor on a model within a 14 x 22 A 
low speed wind tunnel. The object distances extended to 18m 
and velocities were measured with uncertainty of better than 
e d s .  Difficulties included misalignment of the receiving 
optics for the three components, uncertainties in sparsely 
seeded regions and temperature instability of the iodine cell. 
Replacement of the argon laser by a pulsed Nd:YAG laser and 
the use of a 10 bit video camera is expected to improve 
resolution and the temperature stabilisation of the iodine cell 
can and will be improved. 

4. SUMMARY 
Wind tunnels have been in operation for many years and have 
provided valuable information to aircraft designers in the 
absence of optical methods so that if these methods are to be 
adopted in commercial wind tunnels, they must achieve one of 
two goals. Either they must replace conventional 
instrumentation and allow the same measurements to be made 
with greater accuracy, over extended regions, in less time or at 
lower cost or, alternatively, they must enable new and greater 
insight into flow physics thereby providing previously 
unavailable information. Wind tunnel testing can be 
expensive, hence, techniques falling into the first category will 
quickly find favour in industry although those in the second 
category are most likely to improve the design process. Of the 
techniques reviewed, the use of parameter sensitive paints 
complies most closely with the first requirement. 

Conventional pressure measurement is achieved by discrete 
pressure tappings at the model surface and requires advance 
consideration of the locations at which pressure data will be 

most valuable. Optical measurement offers the possibility of a 
continuous pressure distribution regardless of internal model 
structure so that combined force and surf’ pressure 
measurements can be made with the same model. Limitations 
may be introduced by model displacement, temperature and 
illumination intensity variations and restricted optical access 
on complex geometry and the radiometric mode resolution is 
limited to around 300Pa so that the technique is best suited to 
flows with large pressure variations, for example compressible 
flows at moderate to high Mach numbers. The lifetime mode 
is relatively new and its characteristics have yet to be hlly 
investigated but, initial reports suggest that it is independent of 
intensity variations, may operate at higher overall pressures 
than the radiometric mode and may offer improved resolution. 

The other techniques can enhance knowledge of flow physics 
and particularly of local velocities. They may be used to 
provide immediate information of flow and turbulence 
characteristics and to calibrate computational methods. 

The velocimetry techniques require the flow to be seeded and 
this provides a major challenge. Particles and droplets may be 
toxic, may stick to surfaces and obscure windows and yet must 
be present in large quantities. They may also contaminate 
parameter sensitive paint precluding combined use of both 
methods. No universal seeding scheme exists and tunnel 
specific solutions must be sought. 

Laser Doppler velocimetry is reliable, robust and accurate and 
two and three-dimensional measurements may be made, where 
optical access permits, and close to surfaces with mean and 
turbulence information readily available. It may encompass a 
range of velocities from zero to supersonic recognising the 
increasing difficulty of flow seeding as velocity increases. It 
provides velocity infonnation at discrete locations which can 
be advantageous but also implies a need to traverse the 
measurement volume if measurements are required at more 
than one location. 

Particle image velocimetry enables velocities to be measured 
throughout a light sheet and spatial characteristics may be 
derived with mean and turbulence obtained if images are 
recorded over a period of time. A rapid sequence of images 
may also be used to characterise transient flow phenomena 

Doppler global velocimetry is a relatively new technique, 
which, like PIV, enables velocity to be measured throughout 
an illuminated plane although it is sensitive to out-of-plane 
velocity components. The technique is directionally sensitive 
and data processing is relatively simple so that on-line 
processing is a realistic option and processing multiple frames 
for time dependent properties can be achieved. Some seeding 
restrictions may be removed in that individual seeding 
particles need not be resolved and imaging large flow areas or 
large object distances are theoretically possible. 

As a final comment on the velocimetry techniques, a large 
number of demonstrative laboratory experiments have taken 
place and a gradually increasing number of wind tunnel 
applications have been reported The techniques offer a range 
of capabilities and are becoming increasingly reliable and 
robust. Further developments will require more applications in 
the industrial setting and it is incumbent on researchers and 
industry to pursue this next stage. 
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1 .  Summary 

Instrumentation systems have always been 
essential components of world class wind 
tunnels and laboratories. Langley continues 
to be on the forefront of the development of 
advanced systems for aerospace applications. 
This paper will describe recent advances in 
selected measurement systems which have 
had significant impact on aerospace testing. 
To fully understand the aerodynamics and 
aerothermodynamics influencing aerospace 
vehicles, highly accurate and repeatable 
measurements need to be. made of critical 
phenomena. However, to maintain 
leadership in a highly competitive world 
market, productivity enhancement and the 
development of new capabilities must also be 
adhssed aggressively. The accomplishment 
of these sometimes conflicting requirements 
has been the challenge of advanced 
measurement developers. However, several 
new technologies have recently matured to 
the point where they have enabled the 
achievement of these goals. 
One of the critical lllwls where advanced 
measurement systems are required is flow 
field velocity measurements. These 
measurements are required to correctly 
characterize the flowfield under study, to 
quantify the aerodynamic performance of test 
articles and to assess the effect of 
aerodynamic vehicles on their environment 

Advanced measurement systems are also 
making great strides in obtaining planar 
measumnents of other important 
thermodynamic quantities, including species 
concentration, temperature, pressure and the 
speed of sound. Langley has been on the 

forefront of applying these technologies to 
practical wind tunnel environments. 
New capabilities in Projection M o S  
Interferometry and Acoustia Array 
Measurement systems have extended our 
capabilities into the model deformation, 
vibration and noise measurement arenas. 

An overview of the status of these techniques 
and recent applications in practical 
environments will be presented in this paper. 

2. Flow Visualization 

2.1 Focusing Schlieren 
Focusing Schlieren is a technique that has 
long historical roots but only recent fruit. 
This technique has the unique advantage of 
being able to focus in on a particular plane in 
the flow to image. Normal Schlieren only 
obtains an integrated image. Focusing 
Schlieren systems have been developed and 
used since the late 1940’s.’ However, these 
systems were limited by the small size of 
their field of view and their optical 
complexity q u i r i n g  tedious set-up and 
stability. A breakthrough in the utility of this 
tool came in 1991 with the introduction of a 
Fresnel lens and a simplified optical system? 
Since thii time Focusing Schlieren has been 
utilized to investigate a wide range of 
aerospace and nonaerospace applications? 

An example of the application of this 
technology includes work performed in the 
0.3 meter Transonic Cryogenic Tunnel. This 
facility is a recirculating facility which 
typically operates at 100’K. This type of 
facility poses challenges for any optical 
technique due to the thermal gradients and the 

Paper pretented at the AGARD FDP Symposium on “Advanced Aerodynamic Meanrremnt Technology”, 
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side effects which include tunnel movement 
and condensation. This problems highlighted 
the unique advantages of the focusing 
schlieren system for ignoring the parts of the 
flowfield which were unimportant. An 
example of a shuttle system imaged in this 
facility is displayed in figure 1. This type of 
image would have been severely distorted in 
a normal Schlieren system. - 

, 

Figure 1. Focusing Schlieren image in 
the 0.3 meter Transonic Cryogenic 
Tunnel. 

A recent extension to focusing Schlieren 
technology has allowed flow field images of 
aircraft in free flight to be obtained! In these 
experiments a sliver of the sun is used as the 
light source. The aircraft is required to pass 
through the field between the imaging system 
and the sun to obtain the image. Dramatic 
images of supersonic aircraft have been 
obtained. An example of these is shown in 
figure 2. Currently, this technique is being 
improved to better track the movement of the 
sun and is also being expanded to devise an 
air to air system, such that a follower aircraft 
can interrogate the test aircraft in flight. 

Figure 2. Focusing Schlieren image of 
a T-38 in flight. Supersonic shock 
waves are clearly seen. 

2.2 Raykigh Scattering 
Both Rayleigh scattering and laser induced 
fluorescence have unique capabilities to 
obtain quantitative information from the flow 
field. However, we have also successfully 
utilized these techniques to meet challenging 
flow visualization requirements. These laser 
based systems allow us to surgically select 
planes of interest for visualization. 

Rayleigh scattering has been utilized to 
characterize the mixing of "fuel" into a 
supersonic combustor.' In this experiment, 
helium was utilized to simulate combustible 
hydrogen injected into a Mach 6 air flow. 
The experimental setup is illushxted in the 
upper left of figure 3. The helium was 
injected through three ports, parallel to the 
flow. The Rayleigh data was taken 
downstream of the injectors and in a plane 
perpendicular to the flow, creating a cross 
section of the mixing. As discussed in 
reference 5, the scattering medium in these 
studies were molecular clusters formed by the 
expansion cooling. A UV excimer laser 
provided high power light energy. The 
detection system was based on a single- 
intensified CCD camera Considerable effort 
was placed on Rducing the scattering in the 
experimental setup and compensating for 
detection challenges (camera field variability, 
perspective distortion, calibration, laser 
fluctuations, e.g.). 

A sample of the data from this experiment is 
shown in the bottom right of figure 3. These 
data were taken 10 injector heights 
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downstream of the injectors. The dark area is 
actually an absence of signal. This absence 
of signal is amibutable to the presence of 
helium because of the low scattering 
efficiency of this gas. The bright m a  reflects 
the air flow, in this case filled with molecular 
clusters. These data provided unique insight 
into the turbulent nature of this mixing. 
Comparisons were made with 5 hole probe 
and CFD calculations which led to a better 
understanding of the three techniques and the 
flow itself. 

Figure 3. Rayleigh mixing visualization 
study. Experimental setup and sample 
data. 

2.3 Laser Induced Fluorescence 
In addition to the benefit of using a laser 
sheet based technique for flow visualization, 
LIF allows us to select a particular molecule 
to visualize, giving us a species specific 
visualization. Obviously, this is constrained 
to molecules that are fluorescent This 
benefit was exploited in a recent study of a 
hot, Mach 2 annular air je t6  In this study 
both Rayleigh scattering and laser induced 
fluorescence were utilized. The system being 
studied was a supersonic hydrogen air 
combustor. This device injects supersonic 
hydrogen into a flow of supersonic air 
producing sustained external combustion. 
This external combustion field was then 
studied with these techniques. In particular, 
the hydroxyl radical (OH) is probed because 
it is an intermediate in the combustion 
process and is easily accessible 
spectroscopically with current laser 
technology. The laser system employed here 
is a xenon chloride excimer laser operating 
near 308 nm with a 96 mJ per pulse output. 

This laser was spread into a sheet and passed 
through the flow in the same plane as the 
flow axis. Figure 4 shows an example of the 
data obtained in this study. The 
instantaneous LJF images show that the 
spatial and temporal OH signal profiles in the 
vitiated airstream were not uniform as 
portrayed in the average images. The 
instantaneous images showed striation 
patterns or alternating regions of high and 
low signal levels along the axis perpendicular 
to the flow. These striation patterns were 
unexpected and are the focus of future studies 
of this combustion system. 

Figure 4. LIF images above a Mach 2 
combustor. 

A recent variant of this technique has utilized 
locally seeded iodine visualize the flow in the 
wake of simple aerodynamic models.‘ In 
these studies localized seeding is performed 
by painting a small m a  of a porous ceramic 
model with a tincture of iodine. When the 
model is injected into the flow, the adsorbed 
iodine is entrained into the boundary layer, 
follows the model contour, and ultimately 
mixes into the wake region. Planar 
“snapshots” of the wake flow are taken by 
exciting the iodine with an ArF excimer laser 
sheet at 193 nm and observing the 
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fluorescence in the 210-600 nm region with 
an intensified CCD camera. 

3. Velocity 

3.1 Laser Velocimetry 
Laser Doppler Velocimetry has been utili 
extensively at NASA LaRC to investigate 
flow field velocities. There are c m n t l y  
operating systems in the Basic Aerodynamic 
Research Tunnel and the 14' x 22' Wind 
Tunnel. These systems provide routine 
measurements on a customer demand basis. 
In addition there are several mobile systems 
which are used for unique measurements. 
Currently a considerable amount of work has 
been done in conjunction with Ford Motor 
company. In this effolt, measurements have 
been made of air flow though blower ducts, 
circulation withii the vehicle and of course 
velocity profiles of the air flow over the 
vehicle.' 

3.2 Pattick Image Velocinehy 
Particle Image Velocimetry has becn used on 
a wide variety of application to obtain 
velocity measurements across a planer field 
of view. This technique relies on imaging 
individual particles which are typically 
injected into the flow field being studied. 
Two images are obtained separated in time. 
'Ihe two images are then compared to obtain 
the distance through which the particle has 
traveled and hence its velocity. A recent 
publication provided an overview of several 
applications of this technology'. PIV has 
been successfully utilized to obtain velocity 
measurements in the LaRC High Reynold's 
Number Mach 6 Tunnel, the Counter Flow 
Diffusion Flame Laboratory, the Jet Noise 
Laboratoxy and the Chemical Vapor 
Deposition Reactor laboratory in addition to 
several traditional low speed wind tunnels. 

Figure 5 shows an example of the data obtain 
over a wedge in the High Reynold's number 
Mach 6 Tunnel. The individual vectors 
represent particle velocity in that region. The 
front edge shock can be clearly seen as a 
velocity change above the model. This 
instrument was then utilized to obtain data on 
sensitive supersonic models. 

, , .  . .  . ,  , .  . .  . . .  . . . . . .  9 ,  . .  . .  . ,, 4w-4-n -1 . . : . .  
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Figure 5. P N  data obtained above a wedge 
in a Mach 6 flowfield. 

A combustion study utilized PN in the 
Counter Flow Diffusion Flame Laboratory. 
The flame system is composed of two 
opposing tubes which contain the fuel and air 
respectively to produce a disk shaped flame. 
The nature of flame formation and extinction 
is studied in this facility. The PIV was 
utilized to quantify the flow velocity of the 
fuel and air up to and through the flame zone. 
Figure 6 shows an example of this data. The 
figure shows the incoming air flow and the 
spreading of the flow as it combines with the 
fuel flow and produces combustion. 

Figure 6. PIV data obtained at the exit 
of an opposed jet burner. 
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3.3 Doppler Global Velocimtry 
A relatively new technology, Doppler Global 
Velocimetry, has experienced a rapid rise in 
popularity among wind tunnel reseiuchers.l0 
The m o n  for this popularity is the unique 
capabilities of thii system coupled with 
simplicity of the optical design. The unique 
capabilities include the ability to obtain 
quantitative measurement of flow velocity 
across a plane in the flow, instantaneously 
(within a laser shot or camera cycle). 
Relative to PIV, this technique does not 
require the identification of individual 
particles in the flow, but rather relies of the 
scattering of media in the flow. The 
light scattered from these particles is Doppler 
shifted due to the motion of the particles. 
The shifted light is "filtered" using a 
molecular absorption line fdter. This fdter 
essentially transforms the change in 
frequency due to the Doppler shift to a 
change in intensity due to the molecular 
absorption. Therefore, a measure of intensity 
of the light is directly related to the fxequency 
shift and thereby the velocity of the flow. 
Both cw and pulsed laser sources have been 
used with molecular optical cells and off-the- 
shelf CCD cameras to produce exceptional 
instrumentation systems. 

Several exciting applications have already 
been performed with this type of system. A 
few will be highlighted here. Some of the 
early work concentrated on repeating 
measurements that had been quantifmi by 
laser velocimetry years before. To thii end, a 
study of vortical flow over a delta wing was 
undertaken" In this study DGV images were 
compared with data obtained from traditional 
LDV experiments on the same model. An 
example of thii data is displayed in figure 7. 
Although the data is early in the development 
process. it was still possible to obtain 
instantaneous quantitative measurements 
which compared favorably with the 
measurements which were obtained over an 
eight hour period! 

Figure 7. DGV images of vortex above 
a delta wing. 

Recently, some work has been done to assess 
the apRlicability of DGV to supersonic flow 
fields Thii study included experimental 
studies of particle lag and its effect on these 
type of measurements. Figure 8 shows an 
example of the data obtained. These data 
display the velocities in a vortical flow above 
a delta wing set a 24 degrees angle-of-attack 
and at Mach 2.8. The expected flow 
structure is clearly delineated with a grid 
density sufficient for comparison with 
computational fluid dynamics. 
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Figure 8. DGV images of a vortex in a 
supersonic flow above a delta wing. 

A variant of DGV called Planar Doppler 
Velocimehy has also been explored at 
Langley.13 This technique utilizes a pulsed 
NdYAG laser to study turbulent 
environments. In this study the system was 
utilized to study the instantaneous velocity 
structure of a round, Mach 0.85, high 
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Reynolds number, compressible air jet in the 
LaRC Small Anechoic Jet Facility. Figure 9 
shows an example of these data. The 
reference and Doppler images are combined 
to produce the velocity image which is 
quantitative in intensity. 

Figure 9. PDV images of a combusting 
jet. 

4.4 RELIEF 

Raman Excited Laser Induced Excitation 
Fluorescence is a relatively new technology 
which has been developed to measure 
velocity. In this technique molecular species 
in the flow are "tagged" electronically with a 
laser system and then interrogated later to see 
where they have gone. Knowing the time 
between tagging and interrogation the 
velocity can be deduced. Recent work at 
Langley has focused on the details of the 
RELIEF technique, including flow tagging 
improvement, fraction of the molecules 
tagged, vibrational deactivation by water 
vapor, vibrational up-pumping in oxygen and 
modeling of the oxygen Schumann-Runge 
Lw process.14 

4. State Properties 

4.1 Absorption 
A rugged, easy to implement, tine-of-sight 
absorption instrument has been developed to 
make simultaneous measurements of the OH 
concentration and temperature at ten spatial 
positions." The system utilizes a low 
pressure water vapor microwave discharge 

cell as the tight source. Fiber optic coupling 
of the tight source to the investigated region 
and back to the detector is employed. The 
signal is spread over a number of spectral 
channels to obtain the f q u e n c y  distribution 
and thereby the temperature. The absolute 
magnitude of the signals is measured to 
calculate the OH concentration. The system 
has been tested on a flat flame burner and 
used to make measurements in a scramjet 
combustor. 

4.2 Rayleigh Scattering 
Quantitative Rayleigh scattering in supersonic 
tunnels has been the area of considerable 
debate for the past several years. Although 
all of the factors are not well understood, it is 
clearly true that molecular clustering can 
cause considerable interference with Rayleigh 
data at low temperatures. A recent study at 
elevated temperatures obtained excellent 
Rayleigh results in a supersonic fadity.I6 
These studies were performed in the LaRC 
Mach 6 High Tempera- wind tunnel. This 
tunnel can achieve stagnation temperatures up 
to 700 OK. The high temperature capability 
eliminates the clustering effects observed 
earlier. 

Model flow field measurements were 
obtained on a 38.1 mm diameter cylinder. 
Measurements were made in the free stream, 
in the region behind the bow shock in front 
of the model and the region behind the 
model, including the wake. An ArF excimer 
laser was focused into a sheet to interrogate 
the regions of interest. The Rayleigh 
scattering was collected with a single 
intensified CCD. Figure 10 displays a 
collage of some of these data overlaid on 
CFD calculations for the model. The 
correlation's are remarkably good. In fact, 
the discrepancy in the spreading of the wake 
has been attributed to incompleteness of the 
CFD calculations. Obviously a broader light 
sheet will be investigated so that we can 
obtain data over a larger field. 
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Figure 10. Rayleigh data obtained in 
15" Mach 6 high temperature tunnel 
compared with computational fluid 
dynamics calculations. 

4.3 Laser-Induced-Grating 
Spectroscopy 
Degenerate Four Wave Mixing (DFWM) and 
Two-Color Laser-Induced-Grating 
Spectroscopy (TC-LIGS) have been 
investigated to determine their applicabili? to 
combustion diagnostics at NASA LaRC.' 
We have been specifically interested in 
utilizing these techniques to investigate water, 
since it is an important end product in the 
combustion of hydrogen containing fuels. 
These techniques offer coherent output, good 
spatial and temporal resolution and easy 
extension to linear and planar imaging. 
Although laser-induced population gratings 
do not appear feasible in practical flame 
environments, laser induced thermal gratings 
have been observed and utilized to study 
water. Measurements where obtained at 266 
nm and spectra were obtained in a flame 
system. A line image was also obtained by 
spreading the beams with a cylindrical lens. 
Figure 11 shows the optical alignment for 
these studies. These studies were only proof 
of concept, follow-on work will quantify 
these results. 

Figure 11. Optical alignment for LIGS. 

5. Physical Deflection 

5.1 Projection Moire' Integeromeby 

Projection Moik Interferometry (PMI), a 
method for measuring wind tunnel model 
deformation, has been under development at 
NASA - LaRC. PMI is a simple, yet 
powerful technique that has been used since 
the early 1900's for surface topology and 
shape characterization. Past efforts to use 
PMI for wind tunnel model deformation 
measurements revealed limitations in the 
technique - particularly directional ambiguity. 
Recent advances in electronic image 
acquisition and image processing have 
overcome these limitations, and have made 
PMI a viable instrument capable of measuring 
whole field, 3-component displacement 
vectors of any visible point on the model 
surface. 

A single component PMI system consists of 
an illumination source, Ronchi ruling, CCD 
camera, and frame grabber. Using the 
illumination source and ruling, a series of 
equi-spaced, parallel lines are projected onto 
the object surface. A reference image is 
acquired in a non-deformed (or wind off) 
condition to digitally record the projected line 
pattern. Under load, the model will have 
moved, and the projected lines will appear to 
lie in different spatial locations. When 
subsequent images of the deformed state are 
acquired and subtracted from the reference 
image, Moik fringes are formed. The 
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geometric configuration of the instrument 
and projected line pitch dictate the MO% 
fringe spacing. Using this relation and fringe 
counting via image processing, the 
displacement field can be determined. With 
commercial hardware and generic RS-170 
video cameras, fringe sensitivities of 0.5 mm 
are common. Advanced image processing 
and fringe interpolation techniques can extend 
this resolution to 1/10 to 1/20 of a fringe. 

PMI requires no surface preparation or 
registration targets to be placed on the model. 
MO% fringes can be observed in real time 
providing the test engineer immediate video 
feedback regarding model position. If 
desired, thii capability allows the engineer to 
reposition the model before acquiring 
aerodynamic data, thus minimizing 
deformation effects. At LaRC, PMI systems 
are being designed with high power, 800-810 
nm laser diodes as the illumination source. 

PMI is currently being investigated for 
measuring dynamic rotor blade deflection, 
and for unification with other instrumentation 
systems. Towards these goals, two proof- 
ofconcept tests have been planned: (1) a 
combined PMI/DGV rotor craft test in the 
Langley 14- x 22- foot tunnel to investigate 
rotor blade / wake vortex interaction, and (2) 
a d e d  instrumentation test in the Langley 
Unitary Plan Wind Tunnel comprised of 
PMI, video photogrammetry, DGV, and 
PSP. Long term PMI applications include 
measuring deformation profiles of active 
feedback controlled rotor blades in simulated 
flight conditions. 

5.2 Electro-Optical Holography 

Electro-optic Holography @OH) is a laser 
based, full field diagnostic technique used to 
measure micron sized deformations in 
statically displaced or vibrating structures. 
Using CCD cameras and video 
framegrabbers, EOH acquires digital 
holograms of an object under load. When 
these holograms are computationally 
interfered with a reference hologram, fringes 
indicative of the object displacement are 
formed. For a normal incidence 
configuration, each fringe represents 1 laser 

wavelength of displacement. Using this 
relation and fringe counting via image 
processing, the displacement field can be. 
determined. In contrast to scanning 
vibrometers, the deformation of the entire 
surface is measured simultaneously, at video 
rates. 

EOH research at Langley has been 
directed toward the development of an 
instrument for routine use in studying aircraft 
fuselage vibration and active noise control. 
Recently, EOH testing was conducted on an 
aircraft sidewall model for fmite element 
model (FEM) enhancement and validation. 
Example results from this test are shown in 
Figure 12, which compare experimentally 
measured and computationally p d c t e d  
mode shapes. Other EOH applications 
currently being pursued am (a) the 
measurement of hysteresis and fatigue 
induced disbonds in Rainbow and Thunder 
piezo-electric actuators, and (b) methods to 
extract the complex-valued velocity and 
power flow from EOH measurements. 

Figure 12: Comparison of EOH 
measurements vs. FEM predictions for 
the aircraft sidewall model. Field-of- 
view is 7.5 x 18.5 inches. 
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6. Acoustics 

6.1 Acoustic Array 

There is an increasing demand to measure 
aircraft noise to meet strict regulations. This 
has required an increased emphasis on the 
development of technologies to measure 
noise. One of the areas which has received 
considerable emphasis recently is 
microphone-based directional acoustic array 
technology. Unique data processing 
algorithms have been developed to allow 
noise spectra and noise s o m e  image maps to 
be obtained. An acoustic array consisting of 
35 individual microphones arraigned in 
logarithmic spirals has been designed and 
built at Langley (figure 13).'* The necessary 
software was also developed in-house and 
utilized in a series of test to study airframe 
noise. In particular, the noise associated with 
the edge of a wing flag was interrogated. A 
model wing was placed in the Langley Quiet 
Flow Facility and the acoustic images were 
obtained under typical flight conditions. 

NdYAG lasers to illuminate particles 
i n d u c e d  into the tube. Images of the 
oscillatory particle motions were captured 
using a high resolution digital camera and 
analyzed using classical spatial 
autocorrelation techniques. For this work, 
the flow field consisted of a zero-mean, 
acoustically driven flow induced in a closed 
impedance tube having a square 2- by 2-inch 
interior cross section. The acoustic source 
was capable of generating pure tones over a 
frequency range of 500-3000 Hz at sound 
pressure levels from 90 dB to 120 dB. For 
each test frequency and sound pressure level, 
a series of 20 separate P N  images were 
a c q u i d .  Autocorrelation analysis of these 
images generated a mean velocity field 
containing 285 vectors. To obtain a highly 
accurate mean particle displacement over the 
entire field of view of the acquisition camera 
(approximately 42 mm2), the 285 vectors 
were averaged to give one particle 
displacement and hence velocity for each 
acquired image. The U )  individual particle 
displacements, one for each image, were 
further averaged to yield a single particle 
displacement for the test condition. Different 
sets of particle displacement measurements 
were made for a variety of frequencies, 
sound pressure levels, and synchronization 
phases between the acoustic driver and the 
laser system. The results, which were in 
good agmment with theoretical predictions, 
indicated an excellent ability of the instrument 
to measure submicron particle displacements 
in a ixro-mean flow. These measurements 
were the first of their kind obtained with P N  
techniques. 

Figure 13. LaRC Acoustic Array in the 
Quiet Flow Facility, investigating wing 
flap edge noise. 

6.2 Particle Imuge Velocinretry 
One of the more unique applications of 
particle image velocimehy involved the study 
of acoustic particle displacements and 
velocities in a normal incidence impedance 
tube used to test nacelle liner s t~ctures .  The 
PPI system utilized high energy pulsed 

7.  Micro-electro-mechanical 
Systems 

Several investigative studies have been 
performed on MEMs devices to ascertain 
their usefulness in aerodynamic 
environments. We have recently placed an 
optical based skin friction sensor developed 
at MIT'' in the Langley 0.3M cryogenic 
tunnel to asses its characteristics. These 
initial studies have shown the great potential 
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of these devices and indicated some areas for 
improvement. 
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in T2 transonic wind tunnel 

A. Seraudie - J.P. Archambaud - A. Mignosi 

ONERA/CERT 
Department of Aerothermodynamics 

2 avenue E. Belin - 31055 TOULOUSE Cedex (FRANCE) 

ABSTRACT 
T2 is an induction driven wind tunnel (fig. 1) in which 
Reynolds number variations are obtained by increasing 
the total pressure (Pt = 1,4 to 3bar) and reducing the 
total temperature (Tt = 300 to 110K). The flow is 
driven by an injection of dry air at ambient temperature 
and cooled by another injection of liquid nitrogen. 
Advanced development of conventional techniques and 
modem measurement techniques have been performed 
for low-temperature cryogenic flows. 
This paper presents the evolution of the specific tools 
sometimes developed, always tested and mainly used for 
different 2D or 3D flows at ambient and cryogenic 
conditions. 
Firstly it gives the developments performed in the field 
of anemometer and pressure probes to measure the flow 
quality of the cryogenic wind tunnel. Secondly i t  
describes the use of infrared technique for the 
qualification of the boundary layer transition on 2D and 
3D models. Finally this paper presents some L.D.A. 
typical 2D and 3D measurements at ambient condition 
and the adaptation of this velocity measurement device 
to work in cryogenic condition. 

NOM.ENCLATURE 
Afilm/Awire : amplitude ratio (film / wire probes) 
C : model chord 
Ch : station number 
d : distance from the wall 
MI : local Mach number 
Mv : free stream Mach number 
P : static pressure (bar) 
Pt : total pressure (bar) 
(p)’ : static pressure fluctuations 
Rc : Reynolds number based on model chord length 
t : time (seconds) 
T : static temperature (K) 
Tt : total temperature (K) 
Tw : wall temperature (K) 
(Tat)’ : stagnation temperature fluctuation 
(pu)’ : mass flow fluctuations 
a : model angle of attack (”) 
E : emissivity coefficient 
h : wavelength 

INTRODUCTION 
The use of cryogenic technology has produced real 
progress in wind tunnel testings, permitting the 
attainment in high Reynolds numbers and so the good 
simulation of aerodynamic phenomena existing on 
aircraft in flight. 
In the T2 wind tunnel, an induction system using 
ambient temperature air and driving the flow in  the 
circuit at pressure up to 3 bar is combined to a 
cryogenic operation, cooling the flow by liquid nitrogen 
injection. The T2 wind tunnel operated at ambient 
temperature under pressurized conditions from 1975 
until its cryogenic adaptation in 1981. The increase in  
Reynolds number provided more aerodynamic studies in 
a wide range of transonic flows for basic research and 
industrial applications. During the same time period, 
instrumentation and new models, well adapted to low 
temperatures, were developed to analyse the flow 
characteristics connected with Reynolds number 
variations. 
After a brief presentation of the main features of the 
wind tunnel we will describe the tools mainly used on 
different 2D or 3D models : anemometer and pressure 
probes for flow quality measurement, infrared technique 
for the qualification of the boundary layer transition and 
L.D.A. for flow velocity measurement. 

1. THE T 2  WIND TUNNEL 

1.1.  Di f ferent  Parts  o f  the  Circui t  
The diagram presented in figure 2 gives a good idea of 
the main parts of the pressurized transonic cryogenic 
wind tunnel T2 (Ref. 1). 
The settling chamber of square section (1,8x1,8m2) is 
followed by the convergent part with a contraction ratio 
of 22. The test section is 0,39m wide, 0,37m high and 
1,32m long and is equipped with 2-D adaptive walls to 
avoid transonic blockage and to reduce wall interference 
effects. In the downstream section, a sonic throat 
regulates the test Mach number between 0,6 and 1 .  
Flow is produced by the high pressure dry air injected 
through the trailing edges of the turning vanes in the 
first comer downstream of the test section (fig. 2). The 
liquid nitrogen injection, necessary to cool the flow, is 
located in the driven air mixing chamber, which is 
immediately after the injector corner. The exhaust of the 
air-nitrogen mixture takes place in the first diffuser 
between the test section and the injector comer. A 

Paper presented at the AGARD FDP Symposium on “Advanced Aerodynamic Measurement Technology”, 
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3 compressor supplies, at a pressure of 80 bar, a 45 m 
tank with the injection compressed air. The cooling 
liquid nitrogen is moved from the 20 m3 storage tank 
to the pressurized test tank, for the run. 

1.2 .  Tes t  S e c t i o n  
The T2 test section is equipped with flexible top and 
bottom walls made of INVAR plates, 1.3 mm thick, 
each one controlled by 16 hydraulic jacks (fig. 3). This 
is the 2-D adaptive wall part of the tunnel (Ref. 2). 
Wall adaptation is performed in real time by an iterative 
strategy which converges in about 3 or 4 iterations (4 
seconds/iteration) during the run (Ref. 3). For 2D flows, 
a 2D adaptation method allows to cancel wall 
interferences around 2D airfoils ; for 3D flows, a 3D 
method designed for 2D wall deformations minimizes 
wall interferences around various types of 3D models 
(bodies of revolution, aircrafts, half fuselage-wing). 
Sidewalls of the test section are equipped with round and 
rectangular windows. Some of them are made of a 
special glass and are used for optic measurements in the 
test section (infrared, laser). 

1.3. Operating mode for cryogenic runs 

During the short duration of the run (60 to 120 s), good 
conditions are obtained through the use of two mini 
computers to control the flow (Ref. 4), the adaptation of 
the walls and the measurements (fig. 4). The first 
computer is devoted to the control of the parameters 
(Mv, Pt, Tt), the second one handles the control of the 
measurements and exploring system, data acquisition 
and wall adaptation. 
We present, in figure 4, a typical run at M v  = 0.750, 
T t  = 120 K, Pt = 3 bar, with the evolution of the 
main flow parameters versus time during the time. 

The operating chart of the T2 wind tunnel is presented 
in figure 5 for two stagnation temperature levels (Tat = 
290K and 120K). The usual operating domain of T2 
covers the range of Mach number from 0,3 to 1 ,  
stagnation pressure from 1 to 3 bar, temperature from 
120 to 300 K, Reynolds number from 3 to 29 million 
(chord = 0.18 m) and testing time from 30 to 120 s 
(Ref. 5). 

2. FLOW QUALITIES MEASUREMENTS 
The wind tunnel fluctuation level (mass flow and 
pressure), is an important parameter for the laminar 
studies. When the transition location is freely moving 
with the test conditions (the Mach number, the angle of 
attack, the Reynolds number, the wall temperature, ...) 
the fluctuation level becomes very influential (Ref. 6); 
so it has to be known in all the range of the wind tunnel 
conditions. 

2 . 1 .  Instrumentation to Measure F low 
Quality 
To qualify the flow disturbances in T2, an unsteady type 
instrumentation was developed measuring the 
fluctuations of the static pressure (p)', the mass flow 
(pu)', and the stagnation temperature (Tat)' in the test 
section at transonic speeds (Ref. 6 and 7). 
A probe, equipped with a small cryogenic pressure 
transducer, measured the static pressure fluctuations (fig. 
6). This transducer (Kulite XCQL-7A-093-4D) was 
calibrated at different temperature levels ; the frequency 
range is from 0 to 10 kHz. A complete calibration of 
the probes has been performed before the T2 
measurements (Ref. 9) to determine the right calibration 
coefficients applied for the tests. 
The mass flow fluctuations were measured with a hot 
film probe (Dantec 55R71), likewise calibrated with 
temperature ; the probe was kept at constant temperature 
by the anemometer and the frequency range was from 0 
to 10 kHz (fig. 6). Other probes (Dantec 55R31 and 
55R41) were recently compared in T2 test section to a 
wire probe with measurements performed at low 
pressure into the turbulent boundary layer developing on 
the side wall of T2 test section (6mm from the wall for 
a boundary layer thickness 6=15 mm). An example of 
the spectra is given in figure 7. The agreement is good 
at very low frequency (f<l Hz) but a systematic shift 
depending on the Mach number exist for f>lOO Hz (fig. 
7). This problem is connected to the fact that the heat 
fluxes between the hot film and the silica support are 
much more important compare to those in the wire 
probe. At low Mach number this conduction effect is 
crucial for the film probe and so the difference is greater. 
Moreover for low frequencies (D.C or F<1 HZ) the 
conduction of the backing material dominate the 
dynamic property, at high frequency (f>lOO Hz) the 
penetration depth of the thermal waves is small and the 
attenuation coefficient seems constant (fig. 8). The 
wedge probe 55R3 1 ,  with a smaller damping coefficient 
(fig. 8), can easily be used for transonic cryogenic 
measurement with small corrections. This probe has 
been used in ETW, to measure the flow qualities in the 
test section. 
For total temperature fluctuations a special probe has 
been designed around a cold wire of 2.5 pm diameter 
(Ref. 8). This probe measures the temperature of the 
flow at a constant speed of 50 m/s, fixed by a sonic 
throat located just upstream of a vacuum pump (fig. 
11). The temperature of the wire is nearly equal to the 
total temperature of the flow, its bandwidth is 0 to 600 
Hz. After a calibration using the time response of the 
wire to a heating pulse produced by a laser, the measures 
are corrected up to 3 kHz by the experimental transfer 
function. 

2.2. Flow quality measurements in T2 
The fluctuation measurements are presented in figures 9, 
10 and 11 in a dimensionless form versus the total 
temperature of the flow, from 140 K to 300 K. Several 
Mach numbers (from 0.7 to 0.77), were experimented 
here for different temperature levels ; these conditions 
correspond to a laminar airfoil test. 
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The static pressure is reduced by the total pressure Pt of 
the flow. The rms. level of p 'P t  seems quite constant 
with temperature (fig. 9), the 0.28% value is nearly 
independent of the flow conditions, only a small change 
is observed with the bandwidth analysis. 
The relative mass flow fluctuations versus test section 
Mach number, measured at different stagnation 
temperatures, are presented in the figure 10. They are 
roughly constant around an average value of 1. 
The relative temperature fluctuations (T't/Tat) increase 
when the temperature decreases : from 0.02% (Tat' rms. 
= 0.06K) at ambient temperature to 0.12% (Tat' rms. = 
0.17K) at 140K (fig. 11). Most of the energy 
corresponds to the low frequencies ; the fluctuations are 
attributed to the temperature regulation process, the 
liquid nitrogen spraying, the imperfect mixing of the 
driving-air (at room temperature) with the driven 
cryogenic flow, and the wall heat fluxes. 

3. INFRARED THERMOGRAPHY 
It is essential to know experimentally the transition 
location on a model as the transition location greatly 
modifies the airfoil characteristics. Connected to laminar 
studies, some different techniques have been developed 
and used to qualify the transition front on 2D and 3D 
models : hot films (Ref. lo), thermocouples (Ref. 12), 
longitudinal probings with a pitot tube (Ref. lo), liquid 
crystals (Ref. 11) or infrared visualizations. These 
different typical methods are complementary and often, it 
is necessary to get different information sources to define 
accurately the transition front location. Up to now, the 
principle often used in T2 wind tunnel is based on the 
wall temperature measurement, giving a local 
information with thermocouples or global information 
with liquid crystal or infrared visualizations. In our case 
the best adapted system for both ambient temperature 
and cryogenic condition is the infrared thermographic 
device giving a map of wall temperature. 
The different key points for the use of such a system in  
cryogenic condition are the infrared camera, the 
traversing window, and the coating material of the 
metallic models working at low temperatures, necessary 
to avoid the mirror effect. 

3.1. Infrared equipment 
We use a classical high wavelength camera 
INFRAMETRICS 600 (8-12pm), which observes the 
model upper side through a lateral ZnSe glass window 
(fig. 12 and 13). As we can see on figure 12 the angle 
between the camera and the normal to the model surface 
is close to 65" which is close to a limit for the 
emissivity performance. In  spite of this observation 
angle we can sec a great part of the model upper side in 
good condition, without any lens. 
This device can be used by two different ways : 
- for model global visualizations in order to oversee the 
boundary layer state during the tests (Ref. 12 and 13) 
- to determine more accurately the transition front 
location. Before the tests some reference marks are put 
on the model and we perform some pictures without 
wind to have good references of the model. After the 

tests the infrared measurement files are treated on a P.C. 
computer, achieving temperature distributions along the 
model chord to determine the transition front location. 
Moreover this classical infrared camera works correctly 
only down to 200K. 

E T W team asked for different researches in order to find 
solutions for transition qualification in cryogenic 
condition : the Physic Division of ONERA had in 
charge the development of a new long wavelength 
camera working well down to lOOK ; our department 
had developed some coating materials for metallic 
models working at low temperatures. 

3.2. Metallic model preparation 
For our applications of infrared measurements we chose 
the solution of metallic model coated with painting for 
different reasons: 

- first for the manufacturing accuracy and the 
surface finish of the model (better results with metallic 

- secondly for the mechanical behavior of the 
structure during the tests in  cryogenic and pressurized 
conditions, 

- for the equipment with thermocouples and 
pressure taps, easier to be installed in metallic models, 

- finally for the use of existing models. 

support), 

During the first phase of the work we chose usable 
materials , well adapted for the test conditions and easy 
to install on different types of models without alteration 
of the shape and the roughness (Ref. 14 ). 
In the second phase of the study tests have been 
performed on selected materials : mechanical, thermal 
and optical tests have been canid out to qualify the 
coating materials. So we selected 3 to 4 aeronautic 
paintings with the requirement of spraying in 2 layers : 
the first one sticking to the metallic wall and the second 
one achieving a good infrared response and a nice surface 
finish necessary for laminar flows. 
Optical and mechanical tests have been performed on the 
different coating painting. 
The optical tests are relative to the emissivity 
measurement as a function of the observation angle (fig. 
14), in a large wavelength (fig. 15). To measure the 
emissivity for different view angles, the different 
samples were fixed on a heating support (T=60"C : the 
emissivity coefficient is no dependent of the temperature 
level), close to a black body reference. The support 
could rotate and made possible directional emissivity 
measurements between 0 to 70' (fig. 14). The 
emissivity coefficient is higher than 90% (3-12 pm) up 
to 70" view angle. 
To measure the emissivity evolution with wavelength 
for different thicknesses of the coating material (fig. 15) 
another method was used ; tests were performed in an 
integrating sphere. In the first step the integrating 
sphere is empty and the incident light is sent in the 
sphere and the detector measures the intensity versus the 
wavelength. In the second step the sample is put in  the 
center of the sphere with 15" angle with the incident 
light. The detector records the flux reflected by the 
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sample for different wavelength. The emissivity is given 
by the KIRCHOFFs law E = 1 - R (R is the ratio of the 
2 records). In the wavelength less than 20pm the 
emissivity level is greater than 90% for painting 
thickness greater than 10 - 15 pm ; for the metallic 
surface alone, without coating, the emissivity is very 
low (close to 10%). 
During cryogenic, pressurized tests the model is 
submitted to severe conditions like thermal gradients, 
forces due to the flow, thermal cycles, moisture, .... 
Mechanical and thermal tests have been performed on 
the tests samples trying to reproduce the wind tunnel 
conditions. Figure 16 gives the envelope of the 
mechanical and thermal tests performed, and a picture of 
the result of adherence test. After 5 thermal cycles 
(300K ----> 77K) the sample was notched with a blade. 
An adhesive tape was strongly glued on the coating and 
pull out, then the surface was observed. Concerning the 
adherence, the best results were obtained with the use of 
wash primer under the painting. 
For laminar studies it's necessary to achieve a very good 
surface finish of the model, mainly in the leading edge 
region in order to keep laminar the boundary layer. The 
surface roughness of the painting was not sufficient and 
a large improvement was achieved by polishing. Very 
good values, between 0.2 to 0.5 pm were reached, very 
close to the surface finish of the metallic walls. Finally 
the thickness of the coating is very close to 60 - 70 pm 
on the tested samples and we use the same thickness 
order on the models. 
In the third part of the study we have performed different 
tests in wind tunnel (down to 170K) to verify the good 
behavior of the paintings on different models, using our 
classical infrared camera (Ref. 16 and 17). Up to now, 
these coating paintings are currently used for all the 
laminar studies needing infrared visualization. This 
technique is interesting because we can perform infixed 
measurements on existing models. All these tests are 
completely reported in (Ref. 15). 

3.3. Transition detection principle 
The first technique based on the temperature equilibrium 
level is difficult to achieve due to : 

- the time needed to obtain a perfect temperature 
equilibrium on laminar models, 

- the laminar/turbulent temperature difference which 
decreases when the total temperature of the flow 
decreases, 

- and the pressure gradients inducing adiabatic wall 
temperature gradients which can mask the difference 
when the transition occurs. 
We prefer the second technique based on a small 
temperature step of the flow ; the observation of  how 
the model comes back to the equilibrium indicates the 
nature of the boundary layer. The easiest way, applied in 
T2, is to stop the cooling phase of the model (fig.4) few 
degrees before reaching the nominal temperature. In this 
case the measurements begin when the model is 5 to 6 
K warmer than the flow and its wall temperature is 
decreasing slowly during the time, to the adiabatic 
condition ; the total temperature of the flow is kept 
constant. The heat fluxes between the model and the 

flow are calculated considering a monodimentional sheet 
of metal. In fact the thin skin of the model, 3mm thick, 
is used as a flux meter, and the conduction heat fluxes 
are neglected. The strong difference in the Stanton 
number evolution along the chord indicates the 
transition location. Figure 17 shows a good example of 
this determination : distributions of Mach number, 
measured temperature and Station coefficient along the 
model chord for a typical test are given. The transition 
location is well defined in this configuration (Ref. 12 
and 13). 

3.4. Infrared Visualizations 
Figure 18 shows a typical visualization with a natural 
transition from laminar (clear region) to turbulent (dark 
region) on ,a 2D model close to 240 K. Because the 
temperature equilibrium is not yet reached (model 
warmer than flow), heat fluxes are greater on turbulent 
region than on laminar one. So the temperature on 
turbulent region is lower than on laminar one as 
indicated by the infrared visualization which is an 
instantaneous temperature map of the model surface. At 
high Reynolds number the inspection of the infrared 
image gives information about the possible appearance 
of turbulent cones during the test around critical 
temperature condition (Tat = flow dew point 
temperature) as behind local' roughness (in the 
background of the figure 18). Another colored infr-ared 
picture is given (fig. 19) for a test close to 240K on an 
axisymmetric body. In this configuration the transition 
location is well defined by the rapid color change in the 
middle of &he picture ; the left part corresponds to the 
laminar part with higher temperature level. In addition 
temperature distribution along the model equatorial line 
can be drawn from the infrared image file, to define 
accurately the beginning of the transition front (fig. 19). 

4. LASER DOPPLER ANEMOMETRY 

4.1. Laser Doppler Anemometer 
The last important device developed for T2 wind tunnel 
is the 3D laser Doppler anemometer ; i t  is used since 
1990 at ambient condition for aerodynamic 2D or 3D 
measurements for boundary layer and wake survey. The 
different main parts of the bench are given (fig. 20) : the 
three displacement axes with computer controlled 
motors, the laser source (15 watts) and optical couplers, 
2 emitting optics and their monomode optical fibers, the 
2 receiving optics and the 3 real time Doppler F.F.T. 
processors (Burst Spectrum Analyser). The main 
characteristics of the mechanical, optical and electronic 
parts are given in figure 21. The flow is seeded with oil 
droplets of I p in average diameter in the return leg of 
the circuit (Ref. 18, 19 and 20), the diameter of the 
measuring volume is close to 130 pm . 
Up to now aerodynamic measurements have been 
performed only at ambient condition, to qualify the 
lateral boundary layer effect, the steady and unsteady 
shock waves, the shock wave - boundary layer 
interaction on a 2D model, or the 3D flow downstream 
of the model of a modem transport aircraft, i n  the 'IT 
test section. First there is a typical result obtained 
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through the steady shock wave on the upper side of a 
OAT15A 2D model (fig. 22). The horizontal probings 
performed at 10, 30 and 60 mm above the model wall 
give a good idea of the intensity variation, the area and 
the shape of the shock wave. For the probing near the 
wall, the length of the shock wave step is given by the 
drag of the seeded particles. 
A great problem for the laser velocimetry measurements 
is the wall approach which determines the part of the 
boundary layer we can measure. Among the different 
boundary layer probings that we performed on several 
models, we have observed important differences on the 
minimum distance from the wall where the 
measurements were not valid (fig. 23). The forward 
scattering configuration is the most favorable case : the 
distance is close to 0.5mm. On the other hand this 
distance becomes important with great angles between 
the emitting light and the wall (back scattering 
configuration). A typical example of 2D velocity 
measurements gives the secondary field in the wake of a 
3D model (fig. 24) ; we can see the different vortices 
generated by the upsweep of the rear part of a modem 
aircraft model. 

4.2. Adaptation For Cryogenic condition 
The key points of laser velocimetry in cryogenic 
condition are the glass window well designed for 
important temperature gradients (without frosting of the 
external surface and allowing a good transmission of the 
beams into the test section) and the seeding of the flow. 
The first point was studied by the use of 2 thick (60mm) 
silica windows (fig. 25). The important thickness solves 
the problem of pressure (mechanical behavior) and 
temperature during the short T2 run time. A 
computation of the temperature front propagation in the 
silica material have been done for the definition of the 
window size (fig. 25). The result is in good agreement 
with the temperature measurement on the external 
surface of the window : during the run this part of the 
glass remains effectively at ambient temperature. In 
addition the expansion coefficient of the silica material 
is very low, so the window accepts a great temperature 
gradient without breaking the glass. 
The 2D velocity measurements have been performed in 
the center of the empty T2 test section at Mv = 0.77, Pt 
= 1.7b for different temperature levels, with and without 
seeding. The forward scattering configuration was 
chosen with a yaw angle (20") to simulate future 3D 
measurements (fig. 26). 
When Tat is decreasing, it achieves successively the 
H20 dew point (210K) and .the CO2 condensation 
point( 135K) of the flow ; for these two levels a lot of 
small icicles appear in  the flow and the hquency 
acquisition of the velocimeter becomes greater than at 
ambient temperature (fig. 27). Moreover the validation 
rate is decreasing due to the saturation of the photo- 
multiplier : in fact there are a lot of small particles in 
the flow and it's necessary to decrease the electric supply 
of the photo-multipliers. So below the dew point it's 
not necessary to inject oil particles in the wind tunnel, 
ice particles of the flow are sufficient to measure 
correctly the velocity (fig. 27). From a quality point of 

view, there is a good agreement between the velocimeter 
information (with and without seeding) and the velocity 
coming from the wall pressure measurements (fig. 28). 
This investigation is encouraging for future tests 
concerning laser aerodynamic measurements in cryogenic 
condition. 

I 

CONCLUSION 
T2 is an induction, pressurized, transonic wind tunnel, 
converted since 1981 for cryogenic operation. It is an 
internal insulated facility, equipped with a high 
performance automatic control system and a test section 
with a 2D flexible wall system for adaptation. 
We present the evolution of the specific tools 
sometimes developed, always used for different 2D or 
3D flows at ambient and cryogenic conditions. 
The developments concern the anemometer and pressure 
probes to measure the flow quality of the cryogenic 
wind tunnel. The goal of the different studies was to 
know as better as possible the tools we used to perform 
the measurements : the static and dynamic bandwidth of 
the different probes. In laminarity studies the use of 
infrared technique for the experimental qualification of 
the boundary layer transition on 2D and 3D models is a 
very good tool for tests at ambient and cryogenic 
condition. We have developed the coating painting 
working well at low temperatures, to- improve the 
infrared pictures and the accuracy of the transition front 
determination. 
The last device developed around T2 is the 3D laser 
velocimeter, very useful at ambient condition and now 
able to measure in  cryogenic condition. 
The association of research and industrial activities 
allowed to analyze various subjects in an extended 
Reynolds number range : model performances, 
transition, laminar flow (low turbulence level), 
buffeting and 2D or 3D wall adaptation performances, 
drag reduction technique. 
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Figure 18 - Infrared imaging on a 2 0  model 
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Figure 17 - Transition detection principle with 
wall temperature measurements 
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Figure 19 - Infrared imaging on a 3 0  model 
at 240 K 

Figure 20 - 3D laser doppler anemometer 
bench 
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REQUIREMENTS : 
- Velocity range : 100 to 450 m/s 
- Data acquisition : 60 to 90 s for 30 to 50 points 
- Measurement accuracy : 1 m/s 

TRAVERSING DEVICE : 
- Displacements : X = 1.7 m, Y = 0.4 m, Z = 0.6 m 
- Positionning accuracy : k 0.03 mm 
- Displacement speed : 12 mm/r 

OPTIC DEVICES : 
- Argon laser source : power ligth 15 Watts 
- High power transmitter : 

6 beams ( 3  colors), 6 Bragg cells, 
6 monomode optic fibers 10 rn length 

3 photodetectors 
Focal length : 800 and 600 mm 

lnterfringe : d = 3 pm 

(+ 0.2 s for  the starting and stopping phases) 

- 2 emitting optics and 2 receiving optics 

- Measuring \dunie diameter : 130 pm 

ELECTRONIC DEVICE : 3 B.S.A. 
- 16 frequencv bandwith : Af trom 977 Hz to 32 MHz 
- 12 central frequency : Fc from 610 Hz to 64 M H z  
- Samples number : N = S,lh,  32, M 
- Accuracy on Fd : 64 x x Af/N 
- Synchronisation : measurement of arrival and transit 

times of  each particule 

Figure 21 - 3 0  laser doppler anemometer 
characteristics 
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Figure 22 - Velocity measurements through a 
steady shock wave 
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Flow 

Figure 24 - Secondary field in a 3D wake flow 

Figure 25 - Silica window design for 
cryogenic operation 
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Figure 26 - Laser configuration used for 
cryogenic tests 

M=O.77 Pt  = 1.7b empty test section * " I  F ( K H z )  

Gwen beams r l t h  serdlns j 
Btar brslns wllhoul *erdin( i 

........ ........................................ 
I 

8 ..................................... (.... ..... 

i 9  Tt IK) 
I o n 2 (1 0 3 I1 0 

Figure 27 - Data acquisition rate evolution 
with temperature 
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DEVELOPMENT OF PIV FOR TWO AND THREE COMPONENT VELOCITY 
MEASUREMENTS IN A LARGE LOW SPEED WIND TUNNEL 

SUMMARY 

P.W.Bearman, J.K.Harvey and J.N.Stewart* 
Department of Aeronautics 

Imperial College of Science, Technology and Medicine 
London, SW7 2BY, UK 

The use of particle image velocimetry, PIV, to 
make measurements in flows generated around 
models in a low speed wind tunnel is 
described. The tunnel test section employed is 
3m wide by 1.5m high. The problems 
associated with using PIV in air at large scale, 
and how they can be overcome, are discussed. 
Stereoscopic PIV is used to measure all three 
components of velocity in planes across a 
flow. Errors due to parallax that are present in 
velocity components measured in the plane of 
a light sheet when there is an accompanying 
flow through the sheet, are corrected. The 
flows studied are generated by a 1/8th scale 
passenger car model and a 1/8th scale model 
of an aircraft with a wing sweep of 70”. It is 
found that a reasonable estimate of a mean 
flow field can be obtained by averaging as few 
as ten instantaneous spatial distributions of 
velocity. 

LIST OF SYMBOLS 

d 

M Magnification 
s 
U through-plane velocity 
Va apparent velocity due to parallax 
x 

distance between light sheet and camera 
lens 

distance between optical axes of cameras 

distance of particle from optical axis 

1. INTRODUCTION 

A number of recent developments in 
experimental aerodynamics have been 
associated with obtaining simultaneous multi- 
point measurements of flow quantities. There 
are several reasons why multi-point 
measurements are attractive and perhaps the 
most obvious is that their use can drastically 
cut wind tunnel running times. For example, 
traversing a flow field with a single probe can 
be very time consuming and while the probe 

*Now at Sira Technology Centre 

is in one position no information is being 
gained from the rest of the flow. From a more 
fundamental viewpoint, multi-point 
measurements have the potential to provide 
new information about complex flows. At 
most practical Reynolds numbers many flows 
are unsteady, either resulting from the 
generation of turbulence or due to the motion 
of organised vortex structures. Multi-point 
measurements can provide unique information 
about the spatial structure of the unsteadiness. 
This paper is about the implementation of one 
such technique, particle image velocimetry 
(PIV), for measuring the instantaneous spatial 
distribution of velocity in a low speed wind 
tunnel. 

Techniques such as hot-wire anemometry and 
laser Doppler velocimetry are used to measure 
velocity at a given location in a flow. The 
resulting signals can be analysed to produce 
time-averaged quantities such as mean 
velocity, r.m.s. velocity and power spectra. 
Further information about flow structure can 
be obtained by measuring more than one 
component at a location, or by measuring 
simultaneously the velocity at two locations. 
However, it is difficult to obtain much more 
from two-point measurements than time- 
averaged information about the size of eddy 
structures in the flow. Investigators have used 
extensive arrays of hot wires to obtain more 
detailed spatial information but then there may 
be concerns about the interference these arrays 
cause to the flow. Also such arrays are rarely 
able to cover the whole flow area of interest 
with a sufficiently fine resolution. LDV has 
the advantage of being non-intrusive but the 
conventional technique is not suited to making 
measurements at many points simultaneously. 
However, it should be noted that single point 
techniques are very effective for studying 
certain aspects of flows and, working within 
the framework of the Reynolds-Averaged 
Navier Stokes equations, they are a useful tool 

Paper presented at the AGARD FDP Symposium on “Advanced Aerodynamic Measurement Technology”, 
held in Seattle, United States, 22-25 September 1997, and published in CP-601. 
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for helping to validate CFD codes and for 
providing information to assist in the 
development of turbulence models. Their main 
limitations are that they are time consuming 
and they are unable to provide information on 
the instantaneous structure of flows. 

When investigating a complex flow it can be 
very instructive to carry out flow visualisation 
studies. Particle image velocimetry (PIV), 
which provides measurements of instantaneous 
velocity fields, is related to visualisation but 
has the added advantage of being a 
quantitative method for determining flow 
structure. Also valuable additional physical 
insight can be obtained by calculating the 
vorticity field from the velocity estimates. PIV 
is now a widely used technique (Adrian1) and 
one which is undergoing continuous 
development. The goal is to have a quick, 
reliable and easy to use method that can be 
employed in a large scale wind tunnel, as a 
matter of routine, to measure all three 
components of velocity over extensive planes 
of the flow. Much of the early development 
work on PIV was carried out in water at small 
scale and with low flow velocities. Many of 
the problems associated with its use are 
minimised in such flows because relatively 
large seeding particles can be used, say of 
order SOpm, and less stringent requirements 
are placed on both the illumination and the 
particle image recording medium. For 
example, in small scale water flows it is 
possible to make use of relatively low power 
continuous lasers and to record particle 
positions directly using a standard video 
system. 

In air much smaller particles have to be used 
to ensure that they will follow the flow 
closely, and in the work to be described here 
oil droplets with diameters of the order of 1p 
m have been used. A pulsed, 10 Joule, ruby 
laser is employed as the light source and this 
can provide sufficient illumination to record 
particle positions over areas roughly 20cm 
square. To obtain estimates of velocity, the 
laser is pulsed twice and images of the 
particles are recorded for each pulse on a 
common medium. If the light sheet is directed 
normal to the main flow then the combination 
of pulse separation and light sheet thickness 
has to be chosen such that the majority of the 
particles remain within the sheet during the 

time between pulses. Otherwise an excessive 
number of unpaired particles will contaminant 
the records. To ensure that about 75% of 
particles remain within the light sheet requires 
a thickness equal to roughly four times the 
distance particles move between pulses. In the 
present work the particles move of the order 
of O S m m  and hence the light sheet thickness 
used was 2mm. Increasing the thickness of the 
light sheet, while keeping the illuminated area 
constant, reduces the level of illumination and 
hence, for a given PIV system, the sheet 
thickness used effectively fixes the maximum 
flow area that can be investigated. 

When working at large scale in air the device 
used to record particle positions needs to have 
a very high spatial resolution. While CCD 
cameras might seem an attractive choice, they 
do not yet match the high degree of resolution 
that can be obtained from a conventional film 
camera. Hence, in order to maximise the flow 
interrogation area, film cameras have been 
used as the recording medium in this study. 
Clearly one of the main disadvantages of this 
is that the film has to be processed before the 
images can be interrogated. In order to 
analyse the films they are mounted in a PC 
controlled traverse and a CCD camera is used 
to view small areas. Data from these areas is 
then transferred to the computer for analysis. 
Considerable effort was directed towards 
developing a fast and accurate interrogation 
method and 128 x 128 pixel areas are 
analysed using an autocorrelation method 
based on direct fast Fourier transforms. A 
DSP32C digital signal processing card was 
installed in the PC to speed up this 
interrogation process. Experience has shown 
that the main difficulty with PIV is obtaining 
good quality records of particle images and, 
relatively, the interrogation of these images is 
fairly straightforward. 

A familiar difficulty associated with the 
interrogation of particle positions is the 
uncertainty of f 180" in the determination of 
flow.direction if the sequence of image 
recording is unknown. In this study a rotating 
mirror is placed between the flow plane and 
the camera, in common with a number of 
other PIV systems, to impose an artificial shift 
on particle images between pulses. This shift, 
which has to be larger than any shift due to 
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the flow, is removed in the interrogation stage 
to reveal the true flow direction and speed. 

An error that may arise in velocity estimates 
obtained from PIV when working at large 
scale is associated with perspective or 
parallax. In any flow field illuminated with a 
thin light sheet, where seeding particles 
possess a component of velocity normal to the 
sheet, parallax gives rise to an apparent 
velocity which is added to the true velocity in 
the plane of the sheet. The magnitude of this 
error is related to the flow velocity through 
the sheet and the distance the measurement 
point is away from the optical axis of the 
recording device. By using two cameras to 
take stereoscopic pictures of the area under 
investigation, the flow velocity through the 
sheet can be estimated and the velocities in the 
plane of the sheet corrected. Although the 
velocities through the sheet are not measured 
to as high an accuracy as those in the plane of 
the sheet, the technique to be described here 
provides a means of measuring all three 
components instantaneously. Examples of 
other studies using stereoscopic PIV are 
reported by Prasad and Adrian2 and Liu et 
a13. 

The aims of the present paper are to: (a) 
demonstrate the use of PIV in a wind tunnel 
with a test section 3m x 1.5m and to present 
two component velocity measurements made 
in the wake of a 1/8th scale vehicle model and 
a 1/8th scale swept wing aircraft; (b) to 
discuss the problem associated with parallax 
and to present a method for removing the 
error it introduces into velocity 
measurements; (c) to describe the use of 
stereoscopic PIV to measure all three 
components of velocity within a flow plane 
and to present results obtained with the swept 
wing model. 

2. EXPERIMENTAL ARRANGEMENT 

2.1 The General Arrangement 

A PIV system has been developed for use in a 
low speed wind tunnel with a test section 3m 
wide by 1.5 m high, located in the 
Department of Aeronautics at Imperial 
College. The majority of the work carried out 
has been at flows speeds of 15 to 20m/s. 
These are convenient speeds to use in this 

tunnel but in principle there is nothing to 
prevent the technique being used at higher 
speeds. A diagram illustrating the general 
arrangement of the PIV system is shown in 
Figure 1. Many of the features have already 
been introduced in the previous section and 
will not be repeated here. One of the most 

SEEDED R O W  PAST 
DDJECTOFINTEEREST 

LIGHT SHEET (owm PLANE) 

NEGATIVE CYLlNDRl 

CYLINDRICAL PULSED FILM IIMAGE PLANE1 

Figure 1 General arrangement of a PIV 
measurement system 

challenging aspects of PIV is to supply 
seeding particles, in sufficient concentration, 
that will both follow the flow and scatter 
enough light to be observed by the recording 
device. The seeding used was smoke from a 
Concept Comet smoke generator which was 
introduced some distance upstream of models. 
A substantial number of seeding sources were 
investigated but this proved to be the most 
suitable. 

Single photographs and stereoscopic 
photographs were taken with Bronica SQ-Am, 
120 format, motorised cameras. The main 
film employed in the investigation was Kodak 
Technical Pan 2415. Flat field lenses with 
focal lengths of 1 l o r n  are used and it has 
been found, with the particular arrangement 
employed, that to obtain successful PIV 
photographs magnifications of at least 0.15 
have to be used. This is in order to be able to 
resolve the images of lpm seeding particles; 
even when using the very high quality, near 
diffraction limited lenses that were employed 
in this investigation. For stereo operation the 
cameras were mounted one above the other 
and a single mirror provided the image 
shifting for both cameras. The mirror for 
single and double camera operation was fixed 
on a turntable rotating at constant velocity. 
The laser was fired using a signal from the 
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turntable indicating when the mirror was in 
the correct position. Illumination was supplied 
by a Lumonics HLS4, Q-switched, double 
pulsed, holographic ruby laser. This provides 
two spatially uniform pulses of light, each 
with a duration of 2511s and a maximum 
energy of 5 Joules, which can be separated by 
between 1 and 500ps. The choice of 694nm 
wavelength red light is not ideal because films 
are substantially more sensitive to green, but 
at the time the laser was purchased high 
power Nd:Yag lasers proved unable to match 
the beam quality of holographic ruby lasers. 
Now there are high power dual Nd:Yag lasers 
available that have been specially developed 
for PIV. 

Experiments have been carried out using this 
system to measure velocities in the flow 
generated by a range of wind tunnel models 
(Stewart et ai4, Bearman et a15). In this paper 
we describe the results of measurements made 
in the wakes of a 118th scale passenger car 
model and 1/8th scale half model of a variable 
sweep aircraft, donated to the Department by 
British Aerospace. 

2.2 Parallax Removal and the Measurement 
of Three Components 

The origin of the parallax or perspective error 
introduced by particle motion normal to the 
light sheet is illustrated in figure 2 where, for 

FILM PLANE I ' 

Figure 2 Origin of the perspective or parallax 
error 

the particular flow shown, the particle 
velocity in the plane of the sheet is zero. On 
the film plane a displacement arises between 
consecutive images which is related to the 
through-plane velocity, U, the distance the 
particle is away from the optical axis of the 
camera, x, and the distance, d, between the 
sheet and the camera lens. In the interrogation 
process an apparent velocity, va, is predicted 

in the plane of the light sheet, given by Va = 
U x / d. Clearly, for a given flow, this error 
can be reduced by using a longer focal length 
lens. However, high quality, long focal 
length, lenses are expensive and even with 
such a lens the error cannot be completely 
eliminated. An alternative approach, which is 
the one followed here, is to photograph 
simultaneously the same area of flow using a 
second camera. The arrangement is sketched 
in figure 3 where it can be seen that a 
different velocity in the plane of the light 
sheet will be predicted from the analysis of 
each photograph. From this information, and 
knowing the distance between the optical axes 
of the cameras, it is possible to evaluate U and 
to correct the velocity in the plane of the light 
sheet to its true value of zero. In the general 
case, the particle will have components of 
velocity in all three directions and this will 
generate appropriate displacements on the 
films of the two cameras. The equations 
relating the true in-plane velocity components 
and the through-plane velocity to the 
components measured in the plane of the light 
sheet are straightforward and easily 
incorporated into a data processing 
programme (see for example Gauthier and 
Riethmuller6). 

I LENS2 

FILMPLANEI ' FILM PLANE 2 

Figure 3 Set up for stereoscopic PIV 

In this study stereoscopic PIV has been used 
both to remove parallax errors and to obtain 
estimates of through plane velocities. It should 
be noted that using this technique these 
velocities can only be recovered from the 
areas of the flow where the focal areas of the 
two cameras overlap. Using conventional 
cameras side by side this means that the flow 
area over which it is possible to obtain 
velocities is less than that for single camera 
PIV. During the data analysis stage for 
stereoscopic PIV the position of a point in the 
flow and its corresponding positions on the 
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two negatives have to be known accurately. 
This was achieved by arranging for a very 
thin wire to pass through the light sheet, close 
to a corner of the area being photographed. 
The image of the wire appears as a dot in 
each negative and is used as the reference 
point. 

From an analysis of the errors in estimating 
velocity components it can easily be shown 
that, for a given error in measuring the 
displacement between images on a negative, 
the error in the resulting in-plane velocity 
components is inversely proportional to the 
magnification, M; which is the ratio of a 
length in the film plane to a length in the flow 
plane. However, the corresponding error for 
the through-plane component can be 
substantially higher and the ratio of this error 
to the error on the in-plane components is 
given by 2d / S, where S is the distance 
between the optical axes of the two cameras. 
Employing the values used in this 
investigation the ratio of errors is around 10. 
Hence we can expect significantly more 
scatter in the estimates of the through-plane 
component of velocity than for the in-plane 
ones. 

While discussing errors it should be noted that 
an inaccuracy is introduced by the rotating 
mirror used to generate image shifting. As 
discussed by Raffel and Kompenhans7, the 
mirror rotates through a small interval during 
the time between laser pulses and this has the 
effect of rotating the focal plane of the 
camera. This produces an apparent through- 
plane component of velocity which gives rise 
to an error in the object plane which is similar 
to that caused by parallax. In stereoscopic PIV 
it is seen from the discussion above that it is 
important to have accurate estimates of the 
displacements in the object plane in order to 
calculate the through-plane component. Hence 
this error has been removed in the post 
processing stage using equations given by 
Oschwald et a18. 

2.3 Data Processing 

An outline of the data processing has already 
been given and it has been noted that particle 
displacements between laser pulses are found 
by using a direct autocorrelation method. This 
involves searching for the position of the 

highest peak in the autocorrelation function, 
after the peak at zero displacement which 
corresponds to particles correlating with 
themselves and which must always be the 
highest one. Without using any special 
processing technique the accuracy with which 
the position of a peak can be detected is 
limited to the pixel resolution used to record 
the particular segment of a negative. Since 
estimates of the through-plane component of 
velocity are very sensitive to errors in 
measuring displacements on the film, it is 
important to try to keep these errors as small 
as possible. Sub pixel accuracy in locating a 
peak can be achieved by assuming some form 
for the correlation function in the vicinity of a 
peak and fitting this to the available data. The 
effectiveness of various peak searching 
routines has been investigated by Lourenco 
and Krothapalli9 and they conclude that 
simple curve fitting methods are not 
necessarily the most accurate. Their 
recommendation is to use a multi-grid 
interpolation procedure known as Whitaker's 
reconstruction. This involves first locating the 
maximum from the original measured grid of 
points and then constructing a sub-grid around 
this at half the original spacing using an 
interpolation routine based on an n x n array 
of points. The process is repeated p times and 
in theory should provide the peak location to 
an accuracy of 2-P th of a pixel. Lourenco and 
Krothapalli, working with synthetic data, 
recommend using a 5 x 5 array of points but 
with our real data we found that an 11 x 11 
array was needed to obtain the same accuracy. 
Using such a large array introduces a very 
considerable increase in the analysis time for a 
data set. However, we found that using a 
bicubic spline fit to a peak its location could 
be identified to almost the same accuracy as 
employing Whitaker's reconstruction. Hence, 
in order to keep analysis times to a minimum 
we have used the spline fitting method. 

The ideal result from a PIV experiment is to 
have reliable estimates of velocity at every 
mesh point over a regular grid. In practice 
there will often be points where the analysis 
procedure either cannot determine a velocity 
or returns an incorrect estimate. The most 
common reason for this is that the seeding is 
not sufficiently concentrated. In many cases 
this results in the correct peak being lower 
than one or more other spurious peaks in the 
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autocorrelation function and hence the 
interrogation algorithm returns the wrong 
velocity. Fortunately an incorrect estimate is 
usually quite different to the true value and 
hence can be easily detected by comparing its 
value with that of its near neighbours. An 
automatic checking routine is built into the 
software and if a suspect velocity is identified 
then it is replaced by the estimate obtained by 
using the next lowest peak. The revised 
estimate is checked and is either accepted or 
rejected. If after checking a number of peaks a 
realistic velocity cannot be found then a zero 
is returned for that mesh point. 

Within a turbulent flow no two instantaneous 
velocity fields measured using PIV will be the 
same. Measuring a large ensemble gf. velocity 
fields it would be possible to recover the kind 
of time-average statistical data on turbulence 
that is routinely obtained using hot-wire 
anemometry and LDV. However, assuming 
velocity is normally distributed, it can be 
expected that to obtain r.m.s. values to an 
acceptable accuracy might require upwards of 
10,000 estimates. Presently this is impractical 
and, until there are significant further 
advances, PIV should be viewed as a 
complementary technique and not one which 
replaces single point measurement methods. 
However, when averaging across a number of 
instantaneous velocity fields, very few seem to 
be required to generate an acceptable estimate 
of the mean velocity field. Averages across 
ten sets of PIV data will be shown. 

3. EXPERIMENTAL RESULTS 

3.1 Two Component Velocity Measurements 
Behind a Car Model 

The wake of a three-dimensional body like a 
car is complex and dominated by streamwise 
vortex structures. These vortices originate 
from various features of the upstream body 
and may interact with each other both around 
the body and in the near wake. Until 
relatively recently the instantaneous structure 
of such wake flows has been very difficult to 
measure but with the advent of techniques 
such as PIV much more detailed information 
can now be obtained. 

A typical measurement (for further details see 
Wang et all0), obtained using PIV, of the 

0 0.5W W 

Figure 4 Instantaneous cross flow velocities in 
the wake of a car model 

instantaneous velocity field in a cross flow 
plane in the wake of a car model is shown in 
figure 4. This plane is situated 23% of the 
car's length downstream of the car. It is seen 
that the .wake is composed of a substantial 
number of coherent vortex structures and they 
move apparently randomly in time and space. 

If the velocity fields obtained from a small 
number of PIV measurements are averaged 
then the fine detail of the multiple vortex 
structures is lost and the twin vortex 
structures seen in time-average measurements 
appear. This is illustrated in figure 5 where 
the outcome of averaging only 10 sets of 

U 0 U 

Figure 5 The average of ten velocity 
distributions 

instantaneous velocity measurements is 
presented. The apparent asymmetry in the 

i 
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resulting vortex structures may be due to 
averaging too few a number of instantaneous 
fields. The many longitudinal vortex 
structures observed in the instantaneous flow 
will have originated from various features of 
the complex car body. On the basis of these 
measurements, the concept of a car wake 
consisting mainly of a pair of contra-rotating 
turbulent vortices would appear to be wrong. 

A surprising feature of Figure 5 is how 
smooth the resulting plot appears, bearing in 
mind that each velocity estimate is based on 
so few data values. However, this average is 
not the same as that obtained by traversing a 
hot wire or an LDV and taking the mean of 
ten velocity readings at each point. 
Presumably this would be much more 
scattered. Using PIV any spatial correlation 
within the flow is preserved and it is the 
average of a small number of complete fields 
that is calculated whereas with single point 
measurements each data point is obtained for a 
separate realisation of the flow. To date this 
powerful feature of PIV does not seem to have 
been fully exploited. 

The data presented in this section are subject 
to two important limitations. One is that only 
the components in the plane of the sheet are 
measured and, secondly, these components are 
subject to a parallax error which becomes 
significant towards the edges of the 
measurement area. In the following section 
these restrictions are removed through the use 
of stereoscopic PIV. 

3.2 Two and Three Component Velocity 
Measurements behind a Swept Wing 

The 1/8th scale, half model of a generic 
aircraft, incorporating the swept port wing, is 
1.75m long and was mounted on a base plate 
7cm above the floor of the 3m x 1.5m wind 
tunnel. By slightly elevating the model any 
interference effect from the floor boundary 
layer was minimised. The model is shown in 
figure 6. Measurements were carried out for a 
variety of sweep angles and for various angles 
of incidence. For the results to be presented in 
this section the laser sheet entered normal to 
the free stream direction and was placed 3cm, 
which is a distance equal to 28% of the tip 
chord, downstream of the wing, as shown in 
figure 7. The wing sweep was 70" and in the 

Figure 6 1/8th scale aircraft model 

results to be presented the incidence of the 
model was 8". 

Light rhocl 

Figure 7 Position of the light sheet 

A typical set of velocity measurements for the 
in-plane component obtained from one 
negative, and hence including the parallax 
error, is illustrated in figure 8. The profile of 
the wing at the tip, as seen from downstream, 
is also pictured. The leading edge is at the 
origin of the co-ordinate system and it should 
be recalled that the measurement plane is a 
little way downstream of the tip. The 
corresponding plot using data from both 
negatives to remove the parallax error is 
shown in figure 9. 

Differences are most obvious around the 
edges of the plots, for example in figure 8 
there is an unrealistic out flow measured along 
the boundary above the upper surface of the 
wing. The plot of true cross flow velocities 
shows a number of interesting features, the 
most obvious one being a large clockwise 
vortex above the wing. Near the origin there 
is evidence of a smaller anticlockwise vortex, 
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Figure 8 Velocities without parallax 
correction 

with a relatively high velocity flow between 
the vortices. Below the wing the cross flow 
velocities are small. By tracing back along the 
vortices it was found that, as expected, the 
large vortex originates at the wing leading 
edge. The second vortex is shed from the 
wing tip at its inboard edge. Under the 
influence of the stronger leading edge vortex 
it is rapidly convected outwards from the 
fuselage and in the figures appears in a 
position near the leading edge of the wing. 
with a relatively high velocity flow between 
the vortices. Below the wing the cross flow 
velocities are small. By tracing back along the 
vortices it was found that, as expected, the 
large vortex originates at the wing leading 
edge. The second vortex is shed from the 
wing tip at its inboard edge. Under the 
influence of the stronger leading edge vortex 
it is rapidly convected outwards from the 
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Figure 9 Velocities with parallax correction 

fuselage and in the figures appears in a 
position near the leading edge of the wing. 

A series of plots of the velocity field for this 
flow were obtained and in each the positions 
of the main vortices and their strengths were 
slightly different. The flow is turbulent in the 
vortices and so the fine'structure was quite 
different between plots. In order to obtain a 
rough estimate of the mean flow, data from 
ten instantaneous velocity fields was averaged 
and the result is shown in figure 10. As with 
the measurements in the car wake, it is 
surprising how smooth the resulting plot 
appears. 

The vorticity field corresponding to the 
velocity field plotted in figure 10 is shown in 
figure 11. The main leading edge vortex and 
the vortex shed from the trailing edge are the 
dominant features. The small patch of 
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Figure 10 The average of ten velocity 
distributions 
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contours + ve vorticity 

anticlockwise vorticity at about the three 
quarter chord point is thought to be spurious 

and due to there being insufficient correct data 
in this area. 

Being restricted in this paper to black and 
white plots it is difficult to show all three 
components of velocity together. In figure 12, 

Figure 12 Plot of all three velocity 
components. The scale gives the 
range of velocities through the 
plane. 

taken from a colour plot, the magnitudes of 
the in-plane component are given by the 
lengths of the lines and the through-plane . 
component is related to the brightness of the 
lines, but not in a consistent manner. In the 
darker areas of the plot above the main vortex 
and below the wing the velocity is near the 
free stream velocity. For the particularly 
bright lines the velocity is roughly 90% of the 
free stream and near the centre of the main 
vortical region it is between 60 and 70%. It 
should be noted that in this plot the origin of 
the co-ordinate system has been moved to the 
trailing edge. 

4. CONCLUSIONS 

Stereoscopic PIV has been shown to be 
suitable for use in a large, low speed wind 
tunnel. It has been used to correct for the 
parallax error that occurs while measuring 
velocity components in the plane of a light 
sheet when there is a through-plane velocity 
component present. The technique has also 
been used to measure all three components of 
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velocity simultaneously across a flow plane. 
However, it was noted that the error in the 
through-plane component is likely to be 
substantially greater than that for the other 
two components. The PIV measurements 
reveal interesting features of the instantaneous 
spatial structure of the wakes of a car and a 
swept wing flow. An interesting finding is 
that a surprisingly good estimate of the mean 
flow field in the wakes of these models can be 
obtained by averaging as few as ten 
instantaneous velocity fields. 
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SUMMARY 
Particle Image Velocimetry (PIV) is a non-intrusive 
measurement technique capable to measure the 
instantaneous velocity field in a two-dimensional plane. 
This technique has matured to a state that it now can be 
employed on a routine base in large industrial wind 
tunnels. For that reason, the German Dutch Wind 
Tunnel has acquired a two-component PIV system for 
its Large Low Speed Facility. The main components of 
the system are a high speed video camera, a powerful 
pulsed Nd:YAG laser and for evaluation of the 
recordings a software system. The tracer particles are 
introduced in the flow by means of a rake mounted in 
the wind-tunnel settling chamber. 

A first application of the PIV system was the 
measurement of the trailing wake of transport type 
aircraft model. The measurement plane was positioned 
perpendicular to the main flow direction and the video 
camera was mounted on a traversing system installed 
inside the test section far downstream the model. One of 
the important results was that in the individual velocity 
plots an unsteady vortex was found almost absent in the 
time averaged results. 

The PIV system cannot only be used in the closed wall 
test section of the DNW-LLF, but also in the Open Jet 
test section. Because of the large size of the facility the 
set-up requires both for the video camera and the pulse 
laser a stable support. This could be realised by using 
existing support systems. 

LIST OF SYMBOLS 

M 

V, flow velocity in y-direction 
V, flow velocity in z-direction 

magnification factor of PIV recording: 
pixels/mm 

V, 
‘5 laser pulse delay 

cr?ss flow velocity V, = J V: + V: 

1. INTRODUCTION 
Non-intrusive measurement techniques are not only 
applied because they lack the interference with the flow 
and hence the possible introduction of measurement 
errors, but also because there are many applications 
where direct probing of the flow is prohibitive. Clear 
examples of this are measurements in high temperature 
or aggressive fluids or gases and the measurement of the 
flow field around rotating systems like helicopter rotors, 
aircraft propellers and the rotating parts of gas turbine 
engines. Additionally flow fields generated by rotating 
systems have in common that they are periodical which 
requires a fast responding system even to obtain a true 
averaged value. Such a capability is offered by a hot 
wire or a hot film measuring system, but the time con- 
suming, intrusive and delicate character of the probes 
limits application in industrial wind-tunnel environment. 

For subsonic to supersonic flow two non-intrusive ve- 
locity measurement techniques, Laser Doppler Ane- 
mometry (LDA) and Particle Image Velocimetry (PIV), 
have emerged over the past fifteen years as reliable 
systems and have proven their capabilities in a number 
of applications (Ref. 1,2). As far as wind tunnel testing 
is concerned the applications were mostly limited to 
small or moderate sized facilities. This is not surprising 
as use of LDA or PIV in large low speed facilities like 
the German-Dutch Wind Tunnel (DNW-LLF)’ requires 
powerful lasers and high quality long range optics and it 
was not until recently that this equipment became avail- 
able. 

I Since 1996 the foundation DNW includes three low 
speed wind tunnels. To identify uniquely the large wind 
tunnel, formerly known as the DNW, this facility is now 
called DNW.-LLF. 

Paper presented at the AGARD FDP Symposium on “Advanced Aerodynamic Measurement Technology”, 
held in Seattle, United States, 22-25 September 1997, and published in CP-601. 
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In 1995 a program was started to upgrade the 
measurement capabilities of the DNW-LLF and in this 
framework DNW decided to buy a PIV-system. That 
PIV was favoured over LDA had to do firstly with the 
expected interest from customers in general and 
secondly with the expected higher productivity of the 
PIV system. Although the LDA and PIV have 
overlapping capabilities, one of the well-accepted 
advantages of the PIV over LDA is its capability to map 
two-dimensional velocity vectors over a certain area 
instantaneously. Compared to the LDA which measures 
the velocity vector on a point by point base, measuring 
over an area at once allows to capture coherent 
structures. This feature makes PIV very attractive for 
measuring velocity distributions in vortices such as 
found in the wake behind a wing or the in the vortex 
system shed by a helicopter rotor. Testing of helicopter 
rotors forms an important market for DNW-LLF. Map- 
ping a complete area at once contributes also to the high 
productivity of the PIV system. For a large facility like 
DNW-LLF productivity is a prime factor. 

Although PIV has matured to a tool applicable in the 
industrial wind tunnel environment, it is not possible to 
buy off the shelf systems. Therefore, the DNW ordered 
the DLR Institute of Fluid Mechanics to design and 
build a PIV system for use both in the closed test sec- 
tions of the DNW-LLF and in the Open Jet. The latter is 
mostly used for helicopter rotor testing. 

To validate the system concept and to build up experi- 
ence it was decided to use the PIV system in two differ- 
ent types of tests. The first case selected was the meas- 
urement of the development of the vortex system down- 
stream of an aircraft model (Ref. 3). During landing and 
take-off the trailing vortices from preceding aircraft can 
be dangerous to the following aircraft. The air safety 
regulations require a minimum separation based on the 
expected intensity of these vortices. Because the flow 
field of interest extends in stream wise direction over a 
distance of many wing spans, in a wind tunnel test 
recourse has to be made to relative small scale models 
installed in the test section as far upstream as possible. 

The second case in the validation process not yet com- 
pleted but planned in the very near future is the meas- 
urement of the velocities in the vortices from a helicop- 
ter rotor model. The sting-supported model will be 
placed in the Open Jet of the DNW-LLF. 

The paper describes the components of the newly ac- 
quired DNW PIV-system and presents the results from 
the frs t  application of the system. Following this the set 
up for the measurement of a rotor will be discussed. 

2. THE PIV SYSTEM 

2.1 The Image Recording System 
Detailed descriptions of the various implementations of 
PIV can be found in Ref. 4 and 5 .  The most wide 
spread method is to take at least two consecutive images 
from small particles suspended in the flow under inves- 
tigation. When the camera shutter is fully opened the 
particles are illuminated twice during a short time pe- 
riod by a thin laser light sheet carefully positioned per- 
pendicular to the camera axis (see Fig 1). By measuring 
the particle image displacement, either by particle 
tracking or locally applying statistical methods, the two 
dimensional projection of the local velocity vector can 
be calculated using the image magnification factor, M, 
and the time between the two pulses from the laser. 

Since 1986 the DLR Fluid Mechanics Division has been 
developing PIV systems with the emphasis on systems 
applicable in the DLR wind tunnels. This imposes a 
number of additional requirements not present in a typi- 
cal laboratory environment. The PIV system has to be 
easily portable and its components need to be modular 
to adapt to the unique features of each wind tunnel. For 
large facilities with high operating costs reliability is of 
principle concern. Another set of requirements arises 
from the fact that nearly all applications of PIV take 
place in air at moderate to high speed and some times 
with high centrifugal force: small seeding particles are 
needed to accurately follow the flow which in turn re- 
quires the use of high powered lasers in conjunction 
with high quality imaging equipment. This holds in par- 
ticular in large facilities where distances between obser- 
vation area and recording equipment can be consider- 
able (for DNW-LLF up to eight meters). 

The current existing PIV systems and systems under 
development at DLR are outlined in Fig 2. To the left of 
the figure the classical two-dimensional PIV systems are 
given whereas at the right side the systems capable to 
record the third, out of plane velocity component are 
indicated. These three-dimensional systems are still 
under development and have not matured to a state that 
they can be used in an industrial wind tunnel. It was 
therefore from the start of the development of the sys- 
tem for DNW clear that it should be a system capable to 
measure two velocity components at once. 

Of the three two-component systems, the photographic, 
single frame/ double-exposure recording set-up is the 
oldest (Ref. 6).  To remove directional ambiguity which 
may occur for example in areas of reversed flow, a ro- 
tating mirror has been used (Ref. 7) and recently also 
through the use of a birefringent crystal plate. Im- 
provements in the spatial resolution of a factor of two of 
this system have been achieved by replacing the 
Young’s fringe method of interrogation of the photo- 
graph by a digital interrogation method based on high 
resolution scans of the recording (Ref. 8) 
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The digital approach significantly reduces processing 
time because there is no longer need to produce a high 
contrast contact copy prior to interrogation. This has 
resulted in turn around times of about an hour. From a 
point of view of productivity for a large facility an hour 
is still too long. This has to do with the fact that chang- 
ing to the next observation area takes rather long be- 
cause of the time needed for alignment of the laser light 
sheet and the calibration of the image. In general the 
decision to move to the next position is only taken after 
the processed data have been approved as valid data. 
Therefore, it was decided that for the DNW-system the 
photographic recording would not become the prime 
recording system, but would only be used as a kind of 
back-up system. 

To speed up the processing of PIV data video based 
approaches have been developed and successfully ap- 
plied (Ref. 9). In the video approach two separate re- 
cordings are taken with the results that the directional 
ambiguity is completely removed. Initially use of video 
based systems were limited to low speed application in 
water. This is a direct consequence of the low frame rate 
of conventional video, typical 25 Hz (CCIR video stan- 
dard) or 30 Hz (RS-170 video standard). Later on the 
video technique has been improved and the speed range 
increased considerably. Despite the improvements the 
standard video camera still has one major disadvantage, 
its triggering is not fast enough to capture asynchro- 
nous, rapidly changing flows like the ones generated by 
rotor and propeller blades or flapping airfoils. 

In an effort to provide a video based PIV system suit- 
able of capturing unsteady flow phenomena, a special 
camera has been designed by DLR. The PIV-camera is 
based on a high-speed video camera containing eight 
CCD sensors with a burst rate of 1 million frames per 
second (Ref. 10). Instead of eight the PIV-camera has 
only two sensors, which increases the light sensitivity of 
the camera by a factor of four compared to the eight- 
sensor design. The minimum exposure time, o, for this 
camera is 0.8 ps. 

How attractive the video system might look from a 
point of turn around time, the draw back is its much 
lower resolution. The dual sensor camera provides ap- 
proximately 23 by 18 discrete velocity vectors, whereas 
the standard 35-mm photographic film, digitised at 100 
pixels per millimetre, yields about 56 by 37 discrete 
vectors at comparable measurement uncertainty. Due to 
the low resolution mapping a certain area would require 
a multiple displacement of the camera. Although the 
images could be merged to together, coherent structures 
larger than the viewed area cannot be covered. This low 
resolution was therefore not acceptable for the DNW. 
As a compromise between the high resolution of photo- 
graphic recording and the high speed of the video sys- 
tem a third camera was developed and selected for the 

DNW PIV-system. In this case the camera incorporates 
full-frame interljne CCD technology. The difference 
between this technology and the technology used in the 
above described high speed video camera is that full- 
frame interline design allows the shuttering (exposing) 
and the storage of entire array of pixels and not just 
every other line. A direct consequence of this is that the 
vertical resolution is doubled. The camera has a 15 Hz 
frame rate and a 1000 by 1000 pixel array, which results 
in a spatial resolution of 3 1 by 3 1 velocity vectors. Be- 
cause the camera has a build-in digitiser and memory to 
store the picture, direct viewing of the recording is not 
possible. But via an interface the digitised data is trans- 
ferred at a rate of about 20 Mbyte/s to the memory of a 
PC and presented on the monitor. This allows almost 
online viewing of the unprocessed recordings. 

To permit the recording of two full frames at short in- 
terval the camera had to be exactly synchronised with 
the laser. To this end the timing for the pulsed laser is 
coming from the camera. A special frequency di- 
vider/multiplexer was designed to synchronise the 15 
Hz frame rate of the camera with the 10 Hz rate of the 
pulsed laser. This allows a recording speed of pairs of 
PIV images of 5 Hz. The phase of the timing signals is 
set such that the first laser light pulse occurs shortly 
before the interline transfer in the sensor is started, 
while the second laser light pulse follows shortly there- 
after. This procedure is similar to those described in 
Ref. 11 and 12. The minimal delay time, T, between two 
pulses have been found to be for low light levels as low 
as 1 ps, but for high saturation levels of the exposed 
pixels the delay time increases to 5 - 10 ps. 

2.2 Particle Illumination 
The light source for illumination of the particles is a 
pulsed Nd:YAG laser with a dual oscillator and a 
second harmonic generator supplying two consecutive 
pulses at a maximum rate of 10 Hz, each pulse has an 
energy of 320 mJ and the pulse width is 3 ns. Nd:YAG 
lasers produce light with a wavelength of h = 1064, but 
the harmonic generator changes this to h = 532 nm 
(green) and the interval between the two pulses can be 
set between Ips and 1 s. Note that photographic film is 
more sensitive to green than to for example red light as 
produced by ruby lasers. PIV measurements over long 
distances not only require powerful lasers but also 
excellent characteristic like the spatial intensity 
distribution, co-linearity, beam pointing stability ( < 
100 p a d )  and energy stability. 

To obtain a thin light sheet, typical thickness in the or- 
der of 0.5 mm, the round light beam emitted by the 
pulse laser goes through a set of spherical and cylindri- 
cal lenses. 
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2.3 Seeding Generator 
It is clear from the principle of PIV that it can be said to 
be a ‘direct’ velocity measurement technique, because - 
in contrast to hot wire or pressure probe techniques - it 
is based on the direct determination of the two funda- 
mental dimension of the velocity length and time. On 
the other hand, the technique measures indirectly, be- 
cause it is the tracer particle velocity, which is deter- 
mined instead of fluid velocity. Therefore, fluid me- 
chanical properties of the particles have to be checked 
in order to avoid large discrepancies between fluid and 
particle motion. First applications of PIV have already 
shown that it is much more difficult to provide high 
quality seeding in high speed gas flows compared to 
applications in liquid flows (Ref. 13-17). The problems 
are similar to those, which are faced when applying 
LDA. It is clear that the diameter of the particles must 
be very small in order to assure a good tracking of the 
fluid motion. But the fact that the light scattering 
properties reduce with decreasing particle diameter has 
also to be taken into account and a compromise has to 
be found. This problem is discussed in literature 
intensively (Ref. 18-20). 

The most common seeding particles for PIV inves- 
tigation of gaseous flows are oil particles, which are 
generated by means of Laskin nozzles. Pressurised air, 
injected in olive oil, leads to the formation of small oil 
droplets. The aerodynamic diameter of the olive oil par- 
ticles is about 1pm. In wind tunnel flows the supply of 
tracers is very often difficult. The particles, which are 
mostly used, are not easy to handle because many 
droplets formed from liquids tend to evaporate rather 
quickly and solid particles are difficult to disperse and 
very often agglomerate. Therefore, the particles cannot 
simply be fed preceding the measurement, but must be 
injected during the test into the flow just upstream of the 
test section. The injection has to be done without sig- 
nificantly disturbing the flow, but also in a way and at a 
location that guaranties homogenous distribution of the 
tracers. Since the existing turbulence in many test fa- 
cilities is not strong enough to mix the fluid with parti- 
cles which where added at one position sufficiently,. the 
particles have to be supplied out of a large number of 
openings. Distributors like rakes consisting of many 
small pipes with a large number of tiny holes are often 
used. This requires particles, which can be transported 
inside small pipes. Below a description of an atomiser is 
given which generates suitable particles and has been 
used for most PIV measurements in airflows. The 
particles generated by this device are non toxic, stay in 
air at rest for hours, and don’t change in size signifi- 
cantly under various conditions. In closed circuit wind 
tunnels these particles can be used for a global seeding 
of the complete volume or for a local seeding of a 
stream tube by a seeding rake with a few hundred tiny 
holes like the rake used at DNW-LLF. This rake is 
relatively large and measures 2.5 m x 2 m. It is mounted 

on a traversing mechanism in the settling chamber 
upstream the cooler, the grids and screens. Because of 
the size of the rake three aerosol generators containing 
40 Laskin nozzles each are used. 

Each generator (Fig 3) consists of a closed cylindrical 
container with two air inlets and one aerosol outlet. Four 
air supply pipes mounted at the top dip into vegetable 
oil inside the container. They are connected to one air 
inlet by a tube and a valve each. The pipes are closed at 
their lower ends. Four Laskin nozzles, 1 mm in 
diameter, are equally spaced radially in each pipe. A 
horizontal circular impactor plate is placed inside the 
container, so that a small gap of about 2 mm is formed 
by the plate and the inner wall of the container. The 
second air inlet and the aerosol outlet are directly 
connected to the top. Two gauges measure the pressure 
on the inlet of the nozzles and inside the container, 
respectively. Compressed air with 0.5 to ,1.5 bar 
pressure difference against the outlet pressure is applied 
to the Laskin nozzles and creates air bubbles within the 
liquid. Due to the shear stress induced by the tiny sonic 
jets small droplets are generated and carried inside the 
bubbles towards the oil surface. Big particles are 
retained by the impactor plate; small particles escape 
through the gap and reach the aerosol outlet. The 
amount of particles can be controlled by switching the 
four valves at the nozzle inlet. The particle 
concentration can be decreased by an additional air 
supply via the second air inlet. The mean size of the 
particles generally depends on the type of liquids being 
atomised but is only slightly dependent on the operating 
pressure of the nozzles. Vegetable oil is the most 
commonly used liquid since it is said to be less 
unhealthy than many other liquids. However, any kind 
of seeding particles, which can not be dissolved in wa- 
ter, should not be inhaled. Most vegetable oils (except 
cholesterol-free oils) lead to polydisperse distributions 
with mean diameters of approximately 1 pm. 

2.4 Data Processing 
After transfer of the recordings from the video camera 
to the PC memory, the recordings are next temporarily 
stored on the hard disk of the PC. For a first inspection, 
the data is processed on the PC and thereafter as soon as 
possible transferred over a link to a workstation for final 
processing. 

The core of the evaluation software is based on cross- 
correlation analysis using small, 322 pixel, interroga- 
tion windows similar to that described in Ref. 9. The 
interrogation windows have an overlap of 50 percent 
(16 pixels). This cross-correlation analysis program 
includes a multiple pass algorithm in which a number of 
passes (typical three) are used to off set the interroga- 
tion window with respect to each other in accordance 
with the local displacement vector. This procedure as 
described in Ref. 21 has the advantage of significantly 



reducing the measurement uncertainty and improving 
the signal to noise ratio (i.e. higher data yield). Between 
each of the interrogation passes an outlier search algo- 
rithm eliminates vectors which deviate significantly 
from their neighbours to prevent the following interro- 
gation to lock onto the suspect displacement data. In the 
final pass, the peak detection algorithm is limited to a 
smaller search region within the correlation plane to 
recover displacement data, which may not otherwise be 
found. No outlier detection and replacement is per- 
formed after the last pass of the interrogation. Since the 
interrogation windows can only be shifted by integer 
amounts the multiple pass algorithm converges after 
typically three passes and generally requires approxi- 
mately twice the interrogation time as the standard, sin- 
gle pass interrogation. 

Once the displacement data has been calculated, the data 
is converted to velocity using the known magnification 
factor, M, and the exposure delay T. Further on the co- 
ordinates of the measurement plane are inputted in the 
program to relate the measured velocities to the model 
bound co-ordinate system. 

3 PIV MEASUREMENTS OF THE TRAILING 
VORTEX BEHIND A WING 

3.1 Wind Tunnel and Model 
For this test a half model of a twin-engined aircraft 
model in high lift configuration was mounted at the up 
stream end of the closed test section of the DNW-LLF. 
The DNW-LLF is an atmospheric, single return wind 
tunnel with two exchangeable test sections, of which the 
smaller one has a convertible cross section. Of these two 
sections the largest one has a cross section of 9.5 by 9.5 
m2 and the convertible either 8 by 6 m2 or 6 by 6 m2. 
The length of the 9.5 by 9.5 m2 and the 8 by 6 mz 
configuration is 20 meters but due to the longer 
transition needed the 6 by 6 m2 test section is just 15 m 
long. All test sections have at the downstream end 
breathers which purpose is to keep the static pressure in 
the test section at ambient. The maximum speed in the 
largest test section is 62 m/s, in the medium size a speed 
of 117 m/s can be achieved, whereas the maximum 
velocity in the smallest test section is 153 m/s. Most of 
aircraft related testing is executed in the 8 by 6 m2 test 
section and so was the test described in this paper. 

The half model tested represented a typical medium 
range, 150 passenger aircraft at a scale of 1 : 13.6 which 
resulted in a span of the half model of 1.25 m. Before, 
the same model was tested in the low-speed wind tunnel 
of Daimler-Benz Aerospace Airbus in Bremen, Ger- 
many (Ref. 3). Of the two available high lift configura- 
tions, the one with the double slotted type was selected 
for the PIV test. The aircraft engine was represented by 
a through-flow nacelle, which simulates the flight idle 
condition. 
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The half model was firmly attached to the bottom of the 
test section with an angle of attack of seven degrees. A 
143-mm high peniche ensured that the fuselage was 
well outside in the test section boundary layer. Fig 4 
gives a picture of the model in the test section. Because 
the model was mounted at the very upstream end of the 
test section, it was possible to follow the wake devel- 
opment over a long distance, up to seven wing spans. 
All tests were executed at a free stream velocity of 60 
m/s, which equals a Mach number of 0.18. 

3.2 Set-up of the PIV system 
With the two-component PIV-system a choice had to be 
made whether the stream wise or the cross flow veloci- 
ties should be measured. The vorticity in the wake of a 
wing is proportional to the lift of the wing and is the 
most significant parameter for describing the wake de- 
velopment. This vorticity is calculated from the cross 
flow velocities V, and V, .Therefore, it was decided to 
measure the cross flow velocities. As a consequence the 
camera must by put inside the flow; viewing in 
upstream direction and the light sheet had to be 
projected perpendicular to the main flow direction. The 
PIV set up is schematically shown in Fig 5. An 
arrangement with the camera inside the flow with the 
observation area perpendicular to the main flow 
direction is very demanding in a number of respects. 
The camera and the camera support are directly exposed 
to the flow and are subjected to flow-induced vibrations. 
An additional critical condition is the short residence 
time of seeding particles in the light sheet. Previous 5-  
hole probe results (Ref. 3) showed the maximum cross 
flow velocity V, is only in the order of half the free 
flow velocity. This requires the delay time r between 
two pulses to be as short as possible and to increase the 
light sheet thickness to its maximum in order to record 
enough particle pairs. However increasing the light 
sheet is limited while otherwise the light intensity and 
hence the light scattered by the 1 pm oil droplet 
particles falls below the minimum level needed for 
exposure of the video camera. Finally, to capture an as 
large as possible part of a vortex, a large observation 
area is required which translates to a reduction of the 
displacement in the image plane. This cannot be 
compensated because of the fixed thickness of light 
sheet does not permit the pulse delay T to be increased 
accordingly. 
In the final configuration the parameters were optimised 
with respect to each other such that a pulse delay of T = 
20 ps resulted in a particle displacement of 1.2 mm 
normal to the light sheet which had a thickness of about 
3 mm. With a particle displacement of 3 mm the related 
in-plane displacement is 0.6 mm. Given an observation 
area of 0.2 by 0.2 m, this gives a displacement of one to 
two pixels on the CCD sensor. A one to two pixel dis- 
placement results in a dynamic range of 20, because the 
noise level in the recovered displacement data is in the 
order of l/lOth to 1/20" of a pixel. 
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As a further measure to increase the change that a 
particle is illuminated twice the second-pulse-light sheet 
was shifted in flow direction by a small amount (1 mm). 

The video camera was mounted on a remotely control- 
lable traversing system. It was decided to place the 
traversing system as far downstream as possible to 
avoid any interaction of the traversing system with the 
flow at the observation position. Practical limitations 
resulted in a distance between the model and the trav- 
ersing system of eight meter. A careful alignment of 
traversing plane with the laser light sheet guaranteed 
that once the magnification factor M and the spatial 
position of the observation area was measured, the cam- 
era could be moved to scan the flow field. The travers- 
ing system has a vertical range of about two meters and 
in the horizontal direction it can move 1.9 meters. Two 
planes have been scanned: one plane 0.93 m or 0.37 
span widths behind the tip, the other one 5.0 m or 2.0 
span widths downstream of the origin. At both loca- 
tions, also data obtained from scans with a 5-hole probe 
rake were available. 

As shown in Fig 5 the Nd:YAG pulse laser (see section 
2.2 ) was mounted at the outside of the sidewall of the 
test section. The whole set up was build up on an optical 
bank using standard available X-95 elements. This re- 
sults in a stable but still very flexible set up. The trans- 
mitting optics included a mirror to turn the laser beam 
over 90 degrees. Two spherical and two cylindrical 
lenses have been used to generate a light sheet with a 
thickness given above and a height of approximately 
0.4 m at the observation area. 

3.3 Results 
A typical result obtained 5 m downstream of the model 
is represented in Fig 6.  The figure shows a vector map 
as a result of one double-frame analysis. Structures of 
two vortices, the tip vortex and the flap vortex can be 
easily recognised. The averaged velocity vector maps 
were compared with the results from the five-hole probe 
measurements, published in Ref. 3 and the overall 
agreement was very good. The location of the aerody- 
namic centre of the model within all represented vector 
maps is zero in vertical and horizontal direction. 

Fig 7 shows composed vector maps of the main part of 
the observation plane at 0.93m downstream of the wing 
tip. One video frame area of 0.2 x 0.2 m2 is too small to 
represent the main two vortices. The partly superim- 
posed single frames cover the area of the stronger flap 
vortex and the tip vortex. In addition, the area between 
the two vortices where the cross velocities compensate 
each other is perceptible. The individual PIV results 
(before being averaged, i.e. instantaneous flow fields) 
showed an unsteady vortex (Fig 8), which was almost 
absent in the five-hole probe results and in the averaged 

PIV results as well (Fig 9). The mean induced drag, for 
example, calculated from this data would be too small. 

The location of the centre of the flap vortex in Fig 6 and 
Fig 7 are only marginally different. The vortex is almost 
stable in his position. However, the less strong tip vor- 
tex changes its position by rotating around the stronger 
flap vortex. Results from the five-hole probe measure- 
ments, which were also made at several positions in- 
between 0.93m and 5m emphasize that it is about half a 
revolution of the tip vortex around the flap vortex. Thus 
for the investigated wing configuration the roll-up cen- 
ter of this particular wake is the region of the flap vor- 
tex. 

An estimate of the accuracy of each individual velocity 
vector can be made based on the pixel diameter. In the 
present recordings the particle image diameters are of 
the order of two pixels such that a conservative estimate 
for a 322 pixel interrogation window is 0.1 pixel, which 
translates approximately 3 per cent of the free stream 
velocity. 

4 TEST SET UP FOR ROTOR TESTING IN THE 
OPEN JET 

Measurements of velocity distributions in the down 
wash of a helicopter rotor require a more complex test 
set-up. The laser pulse has to be synchronised with the 
rotor in order to get instantaneous velocity distributions 
of one particular azimuthal rotor angle. In addition the 
laser sheet has to be oriented and traversed remote 
controlled to make images of tip vortex cross-sections at 
different locations and of different blades. In order to 
keep the same seeding particles focused within two 
successive images (requirement for the data analysis, in 
particular for the cross-correlation) the dynamic 
behaviour of the traverse and support facilities have to 
be of small amplitudes in the secondary flow of the 
open jet configuration of the DNW-LLF. The depth of 
field of the applied video camera lenses is about 2 mm, 
the thickness of the laser-sheet is in the same order of 
magnitude. Thus the distance fluctuation between the 
camera and the laser light-sheet may not exceed lmm. 
Fig 10 is a top-view of the test set-up in the Open Jet of 
the DNW-LLF for rotor testing. The laser system (Laser 
head and light-sheet optics) is built up on an already 
existing traversing support mechanism, which moves 
the laser-sheet in wind direction. The PIV-camera is 
installed on a two-dimensional traversing system, which 
is located on top of a tower so that the camera is on the 
same height as the rotor plane. This two-dimensional 
traversing system is the same as used for thr PIV 
measurements in the closed.test section (see section 3). 
Fig 11 is a three-dimensional view on the set-up in the 
Open Jet. 

However, the most critical component is the seeding of 
the flow. The particle size, the seeding concentration 
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5 CONCLUSIONS 
A Partjcle Image Velocimetry system for the 
measurement of two velocity components has been 
developed for the Large Low Speed Facility of the 
German Dutch Wind Tunnel. A flexible system set-up 
allows to use it both in the closed and the Open Jet test 
sections. The main components of the system are a full- 
frame interline CCD video camera with a 1000 by 1000 
pixel array, a pulsed Nd:YAG laser of which each pulse 
has an energy of 320 mJ, a seeding generator installed 
in the settling chamber of the wind tunnel and a 
software package for analysis of the PIV recordings. 

The first application of the system was the measurement 
of wake of a transport aircraft model at two different 
streamwise locations. Because the objective of the 
experiment was to trace the streamwise development of 
the vortices in the wake, the 0.2 by 0.2 m2 measurement 
plane was set perpendicular to the main flow direction. 
Although there was a strong out-of-plane velocity 
component, excellent PIV recordings have been made. 
One of the established advantages of PIV is its 
capability to measure the instantaneous velocity field 
and the recordings taken showed a vortex which 
position changed from recording to recording. By taking 
the mean value over a large number of recordings this 
randomly moving vortex averages out. %.is underlines 
that PIV is very suitable to map flows containing large 
unsteady coherent structures. 

The next application of the PIV system are 
measurements of the flow. field of a scaled helicopter 
rotor in the Open Jet test section of the DNW-LLF. 
This requires a special set up of the PIV system. Using 
existing support structures the requirements could be 
met. In the near future the stability of the system will be 
tested. 

6 ACKNOWLEDGEMENT 
The financial support of the German Bundes 
Ministerium fiir Bildung, Forschung und Technoglogie 
for the development and acquisition of the PIV system 
is gratefilly acknowledged. The authors would like to 
thank Daimler-Benz Aerospace Airbus for the 
permission to make use of their wind tunnel model. 

7 REFERENCES 
1. Seelhorst,U., Butefisch, K.A., Sauerland, K.H., 

“Three Component Laser-Doppler-Velocimetry 
Development for Large Wind Tunnel”, in ICI-ASF 
Record, 1993, p. 33.1-33.7. 

Adrian, R.J et al. (eds.), “Applications of Laser 
Techniques to Fluid Mechanics”, Proc. of Eighth Int. 
and the seeding traverse mechanism have to be 
arranged, so that the entire tip vortex including the 
vortex core of the rotating blade is provided by 
particles at the location of investigation. Experiences 
made during flow visualisation at helicopter rotors in 

2. 

the DNW-LLF by means of smoke and laser light- 
sheet are very helpful for this purposes. Symposium, 
Lisbon, July 8-1 1, 1996. 

Huenecke, K., “Structure of a Transport Aircraft- 
Type Near Field Wake”, in The Characterisation & 
Modification of Wakes from Lifting Vehicles in 
Fluids, AGARD-CP-584,May 1996, Paper 5. 

4. Adrian, R.J. “ Particle-image Techniques for Ex- 
perimental Fluid Mechanics”, Ann. Rev. Fluid 
Mech. 23, 1991, pp. 261-304. 

5.  Hinsch, K.D. “ Particle Image Velocimetry”, in 
Speckle Metrology, Sihoro, R. S .  (ed.), New York, 
USA, Marcel Dekker, 1993, pp. 235-323. 

6. Kompenhans, J. and Hocker, R., “Application of 
Particle Image Velocimetry to High Speed Flows”, 
in von Karman Institute for Fluid Dynamics, Lecture 
Series 1988-06, Particle Image Displacement Ve- 
locimetry, March 2 1-25, pp. 67-83. 

7. Raffel, M. and Kompenhans, J., “Theoretical and 
Experimental Aspects of Image Shifting by means of 
a Rotating Mirror System for Particle Image Ve- 
locimetry “, Meas. Sci. Tech. 6, 1995, pp. 795-808. 

8. Willert, C., ”The Fully Digital Evaluation of Photo- 
graphic PIV Recordings” , Appl. Sci. Res., to ap- 
pear. 

9. Hornung, H., Willert, C. and Turner, S . ,  “The Flow 
Field Downstream a Hydraulic Jump ‘, J. Fluid 
Mech. 287, 1995, pp. 229-3 16. 

10. Stasicki, B. and Meier, G.E.A., “A Computer Con- 
trolled Ultra High-speed Video Camera System”, in 
SPIE Proceedings. 2 1 Intl. Congress, High-speed 
Photography and Photonics, Teajon, Korea, 29- 
Aug.- 2 Sep. 1994, SPIE Vol. 2513, pp. 196-208. 

1 1. Lecordier, B., Mouqualid, M., Vottier, S . ,  Rouland, 
E., Allano, D. and Trinity, M., “CCD Recording 
Method for Cross-Correlation PIV Development in 
Unsteady High-speed Flows” ,Exps. Fluids, 18, No 

12. Huang, H.T. and Fiedler, H.E., “Reducing the Time 
Interval Between Successive Exposures in Video- 
PIV”, Exps. Fluids, 17, No 5 ,  1994, pp. 356-357 

13. Hocker, R. and Kompenhans, J. “Application of 
Particle Image Velocimetry to Transonic Flows,” 
Application of Laser Techniques to Fluid Mechan- 
ics, Springer-Verlag, Berlin, 199 1 ,  pp. 4 15-434. 

14. Bryanston-Cross, P.J. and Epstein, A., “The Appli- 
cation of Sub-Micron Particle Visualisation for PIV 
(Particle Image Velocimetry) at Transonic and Su- 
personic Speeds,” Prog. Aerospace Sci., Vol. 27, 

15. Towers, C.E., Bryanston-Cross, P. J. Judge, T.R., 
“Application of Particle Image Velocimetry to 
Large-scale Transonic Wind Tunnels, ” Optics & 
Laser Technology, Vol. 23, No 5 ,  1991, pp. 289- 
295. 

16. Humphreys, W.M., Bartram, S.M. and Blackshire, 
J.L., “A Survey of Particle Image Velocimetry Ap- 
plications in Langley Aerospace Facilities,“ 3 1 st 

3. 

3, 1994, pp. 205-208. 

1990, pp. 237-265. 



5-8 

Aerospace Sciences Meeting, January 1 1 - 14, 1993, 
Reno, AIAA paper 93-04 1. 

17. Molezzi, M.J. and Dutton, J.C., "Application of Par- 
ticle Image Velocimetry in High-speed Separated 
Flows," AIAA Journal, Vol. 31, No 3, 1993, pp. 

18. Hunter, W.W. and Nichols, C.E. (eds.), "Wind Tun- 
nel Seeding Systems for Laser Velocimeters," 
NASA Conference Publication 2393, Workshop, 
March 19-20, 1985, NASA Langley Research. 

19. Meyers, J.F. "Generation of Particles and Seeding," 
Von Karman Institute for Fluid Dynamics, Lecture 
Series 1991 -05, Laser Velocimetry, Brussels, June 

20. Melling, A. "Seeding Gas Flows for Laser Ane- 
mometry", in AGARD Conference on Advanced In- 
strumentation for Aero Engine Components, 
AGARD-CP 399, May 1986. 

2 1. Willert, C. and Gharib, M., "Digital Particle Image 
Velocimetry", Exps. Fluids, 10,199 1, pp. 18 1 - 1 83. 

438- 446. 

10-14, 1991. 



5-9 

Minm Light sheet optics 

Imaging optics 

Image plane 
12 

Fig 1: Experimental &-up fa PIV in a wind tuanel. 

Fig 2 PN systems aveilablc at DLR foruse in 
windtuancls. 

’ direction 

Fig 3: Seeding generator. Fig 4 Picture of model in test 
section. 



5-10 

Light sheet 

Nd-YAG laser & 
light sheet optics 

Fig 5: Sketch of set-up of PIV in DNW-LLF 

___. 
a"" 

D1 

0 -  

I 

0 

4 1  
I 

-aa 

D l  



5-11 

,,........... _.. -aM 

2 
4 7  

1 

rfig8:Twoinstantaneous cross velocity distribution at different times 2 span widths down stream of the wing 
tip in BII arca underneath of the two main vortices. The l d m  of the shown vortex center am di&rent. 

Iml Y 

Fig 9: Aver8ge.d cross velocity distrihdion of the anme vortex as Shawn in Fig 8. 



5-12 

~ LDA-Tower I 

I 
t .  I 

Fig 11: Perspective view of the test set-up for rotor testing. 



Analysis of Complex Flow Fields by Animation of PIV and High Resolution 
Unsteady Pressure Data 

F.Coton+ 
R. Galbraith+ 

I.Grant* 
D. Hunt+ 

+Department of Aerospace Engineering 
University of Glasgow 

Glasgow, G12 8QQ, U.K. 
*Department of Civil and Offshore Engineering 

Heriot-Watt University 
Edinburgh, EH14 2AS, U.K. 

S U M M A R Y  
This paper describes the use of animation in the analysis 
of data from unsteady aerodynamic tests where the 
phenomena of interest vary both temporally and 
spatially. Particular emphasis is given to results from 
<an investigation of blade vortex interaction (BVI) where 
both flow field and surface pressurc data were recorded. 
It is shown that animation can be used, in a manner akin 
to basic flow visualisation, to identify the interesting 
features of such a flow ‘and to, thus, guide more detailed 
conventional analysis techniques. The method adopted 
in this study involved the acquisition of a series of PIV 
images which were then processed and subsequently 
interpolated onto a regular grid. The temporal variation 
in velocity at each grid point was then established by a 
further interpolation between PIV frames. Finally, 
particles were placed in the initial yelocity field and their 
subsequent trajectory during the interaction process 
calculated using a multi-step integration method. 

LIST OF SYMBOLS 
C blade chord 
Cp pressure coefficient 
r position vector 

X distance along chord 
V velocity vector 
t time 
Y azimuth angle 

- 

- 

INTRODUCTION 
Many of the most significant advances in  the 
understanding of complex fluid dynamic phenomena 
have occurred through some form of flow visualisation 
(Ref. 1). The principal reason for the success of 
visualisation as an interrogative tool lies in the ability 
of humans to observe and, therel’orc, document flow 
features which evolve over both time and space. One 
major drawback, however, of this form of 
experimentation is the lack of quantitative information 
which can be obtained from a simple visualisation test. 
As a consequence of this, flow visualisation has 
traditionally been used to provide an initial description 
of the flow which is then subsequently enhanced by 
other forms of qu,antitative measurement. 

In recent years considerable attention has been focused 
on the role of high quality experiments in the validation 
of Computational Fluid Dynamics (CFD) codes. In 
particular, much effort has been directed towards the 
acquisition, by non-intrusive technologies, of 
quantitative off-body flow field data. In this respect, 
Particle Image Velocimetry (PIV), has successfully 
provided global flow field information for a wide range 
of test cases. At the same time, advances in other areas 
of measurement, such as pressure transducer 
manufacturing technology and PC based data acquisition 
capabilities, have significantly reduced the cost of 
interrogating complex flow fields in great detail. These 
benefits have been exploited by researchers at Glasgow 
University and Heriot-Watt University, i n  the 
development of a facility which has the capability to 
provide simultaneous surface and flow field data for 
unsteady flows (Ref. 2). The elements of this facility 
were developed as separate entities at the respective 
Universities but have been used effectively together in a 
variety of projects during a long-standing collaboration. 

As with any major data acquisition facility, the volume 
of data collected by this combined facility can be 
immense. This is, of course, generally advantageous 
and reduces the risk of non-measurement of important 
flow phenomena. On the other hand, it can be very 
difficult to identify the key features of a very large data 
set without considerable effort on the part of the 
researcher. Even then, the particular analysis technique 
or domain can have a considerable bearing on the 
outcome of the investigation and often important 
phenomena are overlooked. Ideally, i t  would be 
beneficial to conduct flow visualisation tests to gain a 
superficial understanding of the flow behaviour in  
advance of analysis. Often, however, the actual test 
conditions cannot be reproduced with enough confidence 
in a low speed flow visualisation facility and this option 
is, therefore, not possible. PIV helps to bridge the gap 
between the ‘quick look’ superficial type of analysis and 
more detailed qurantitative investigations. Nevertheless, 
when the flow is temporally varying it is often still 
difficult to evolve a clear mental picture of the flow 
development simply from a series of PIV vector plots. 
One solution to this problem is to use the information 
contained in the vector plots as the basis for an 
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animation of the flow field over a given time period. 
This approach, which in many ways may be considered 
as numerically reconstructing the original flow field, 
allows key features to be easily identified. When 
combined with animated surface pressure data, the 
technique is even more powerful. 

In the past, analysis of time varying pressure data was 
relatively straightforward since generally, as a result of 
limitations in measurement technology, only a small 
number of measurement points were used. This is no 
longer the case and the current system at Glasgow 
University has the capability to measure two hundred 
channels of data at 5OkHz per channel. This system has 
recently been applied to the measurement of unsteady 
surface pressures on a variety of wing planforms subject 
to pitching motions (Refs. 3,4). Animation has played 
an important role in the interrogation of the resulting 
data by identifying both spatially and temporally varying 
phenomena at the early stages of the analysis process. 

In fhe present study, PIV and surface pressure data from 
a wind tunnel based blade vortex interaction experiment 
(Refs. 5,6) have been used to develop an animated 
representation of the flow field and blade surface loading 
patterns as a single vortex interacts in a no minally 
parallel manner with a rotating blade. The animation 
can be configured either as an animated series of vector 
plots or as a particle field. In each case, the information 
obtained is subtly different ‘and provides valuable insight 
into the interaction phenomenon. 

EXPERIMENTAL FACILITIES 

Particle Image Velocimetry 
The PIV system used in the present study has been 
developed at the Fluid Loading and Instrumentation 
Centre of Heriot Watt University over a number of 
years. Unlike many commercial systems, it provides a 
great degree of flexibility allowing image capture both 
digitally and using a variety of wet film formats. 
Processing can then be carried out either using auto- 
correlation or via in-house particle tracking algorithms. 
Processing times depend on the method of image capture 
used but, with a digital camera, quasi-real-time PIV is 
possible. The PIV system has been used extensively in 
a range of wind tunnel projects at speeds up to 50m/s; 
this has been the maximum speed of the wind tunnels 
used U, date. 

Particle Image Velocimetry is a technique which allows 
the velocity of a fluid to be simultaneously measured 
throughout a region illuminated by a two-dimensional 
light sheet (Refs. 7 3 ) .  ‘Seeding’, flow following 
particles are introduced into the airstream and their 
motion used to determine the kinematics of the local 
fluid. The particles are chosen to be near neutrally 
buoyant and to efficiently scatter light. 

The motion of the particles is recorded via multiple 
exposure photographic methods either using 
conventional wet-film or using a digiti4 camera. From a 
knowledge of the time between recording the position of 
consecutive images, together with the camera 
magnification, and allowing for lens distortion and 
perspective effects, the velocity of the particles is 

obtained. The recording parameters are chosen to obtain 
good spatial separation of the images, ensuring accurate 
and reliable velocity measurements. 

The illumination is most commonly provided by a laser, 
shaped into a planar ‘sheet’ using cylindrical lenses. An 
advantage of using a laser source is that many lasers 
have a pulsed output with a pulse duration and a 
repetition rate making them suitable as a stroboscopic 
illumination source. In the present system, there are 
various laser configurations available for illumination 
purposes depending on the particular application and on 
the size of the viewing area under consideration. The 
illumination method used for the particular case 
presented in this paper, is outlined below. 

Various strategies exist for image analysis in the present 
system (Ref. 9,10), these are accessed via menus on a 
PC based software suite. Depending on the density of 
the particle images a choice can be made between 
tracking and correlation‘approaches. Tracking is selected 
when the discrete particle image groups can be 
distinguished. This technique was used in the BVI study 
described below. 

During analysis, the flow image transparency is searched 
using a custom built scanner offering high 
magnification. The interrogation window is illuminated 
by an incoherent light source, and the image region then 
digitised and subjected to processing and filtering 
algorithms to improve image quality as a precursor to 
the evaluation of particle velocity. The velocity 
measurement procedure usually consists of a statistical 
algorithm to establish the global distribution of 
displacements of the particle images. This information 
is then used in identifying the particle image pairs or 
groups using a windowing method. Where significant 
changes in the flow characteristics take place, an 
adaptive processing algorithm based on a neural net 
strategy significantly improves successful grouping. 
Where appropriate, directional ambiguity can be resolved 
using image coding or ‘tagging’ (Ref. 11). 

Unsteady Pressure Measurement System 
In the system developed at Glasgow University, the 
signals from a large number of miniature pressure 
transducers are input to a specially designed signal 
conditioning unit of modular construction with each 
module containing its own control board. On instruction 
from the computer, the control board automatically 
removes all offsets to below the A-D converter 
resolution and adjusts all gains as necessary. In fact, 
during a test, the computer samples the maximum and 
minimum of each transducer output and adjusts the gains 
accordingly to improve the data acquisition resolution. 
The data acquisition is carried out by a PC 
microcomputer interfaced with proprietary Bakker 
Electronics BE256 modules which provide the necessary 
analogue to digital conversion. The software used for 
data acquisition is TEAM 256. At present, the system 
has 200 channels, each of which is capable of sampling 
to a maximum rate of SOKHz, giving an overall 
sampling rate of 1OMHz. For most applications, the 
system utilises Kulite differential pressure transducers of 
type CJQH-187 with one side of the pressure diaphragm 
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open to the ambient pressure ourside the wind-tunnel via 
tubing. 

BLADE VORTEX INTERACTION 
INVESTIGATION 
Blade vortex interaction, can occur on helicopter rotors 
under conditions of powered descent or vigorous 
manoeuvring. This interaction has been identified as a 
significant source of noise and vibration in rotorcraft 
and, as such, has been the subject of many experimental 
and computational studies (Refs. 12,13,14). 
Experiments were conducted in the University of 
Glasgow Handley Page wind tunnel on an untwisted, 
non-lifting, single blade rotor which interacted in a 
parallel or oblique manner with an oncoming vortex 
generated upstream of the rotor disk by a stationary wing 
(Refs. 15,16). In this study, particle image velocimetry 
was used to document flows about the rotor blade during 
interactions and the blade was instrumented with a 
chordal array of ultra miniature pressure transducers 
which could be moved to a variety of span locations. 
The experimental set-up is illustrated i n  Fig. 1. 

VORTEX GENERATOR 
SUPPORT \\ 

Fig. 1. Glasgow University Blade-Vortex Interaction 
Faci 1 i t  y 

The aluminium rotor blade had a NACA 0015 aerofoil 
section, with a 0.149 m chord and a 0.9426 in radius. 
The vortex generator comprised of two adjoining NACA 
0015 aerofoil sections spanning the height of the test 
section 2.1 rotor radii upstream of the rotor hub. 
During the test sequence, conducted in the 1.61m x 
2.13111 octagonal test section, the tunnel speed was 47.0 
m/s while that of the rotor tip was 59.25 m/s. The 
vortex strength was controlled by setting the two 
sections of the vortex generator at equal but opposite 
incidence. The horizontal position of the vortex 
generator was altered to control the angle of intersection 
hetween the interaction vortex and the blade, resulting in 
either a nominally parallel or oblique BVI. The vertical 
position of the aerofoil junction on the vortex generator 
was varied to allow an examination of interactions for 
different blade-vortex sepant ion heights. 

The outer portion of the rotating blade was constructed 
in a modular fashion which allowed an instrumentation 

pod to be positioned at a variety of span locarions. 
Using this pod, which contained twenty eight ultra- 
miniature pressure transducers distributed around the 
blade chord, it was possible to obtain a series of high 
temporal resolution chordwise pressure distributions 
throughout the interaction. PIV data were collected in 
two planes oriented perpendicularly to the tunnel free 
stream, one plane at 0.78 rotor radii upstream of the 
rotor hub, and the second at 0.94 rotor radii. I n  this 
paper, pressure and PIV data collected at the 0.78 span 
position are presented for a head-on interaction case. 

During testing, the flow in the closed-return wind tunnel 
was seeded with Expancel DE20 micro-balloon particles 
which were illuminated by a pulsed sheet of laser light. 
This form of seeding produced average particle density 
levels which were sufficient for particle tracking but 
were too low for correlation methods. The particles had 
an average diameter of 20 microns and an average 
specific gravity of 0.06. To minimise flow field 
disturbances, an upstream facing 35 mm camera (Nikon 
F801) was mounted five chord lengths downstream of 
the measurement plane below the rotor hub. Images 
were collected on Kodak Recording Film 2475 using a 
55 mm flat field lens. The camera mount was 
constructed of 49 mm box section mild steel, attached 
directly to the floor of the wind tunnel bay, thus isolated 
from the vibration of the tunnel and rotor system. A 
fairing covering the camera mount and the lower half of 
the rotor shaft was also employed to shield the camera 
mount from any aerodynamic buffeting. An 
accelerometer attached to the top of the camera mount 
indicated that errors in velocity measuremelit due to 
camera vibration were less than 0.3% of the mwimum 
velocities recorded in the measurement plane. 

The laser light was provided by a Lumonics HLS4 ruby 
laser. The laser beam was formed into a light sheet of 
using a bi-concave lens and a convex lens in an 
appropriate configuration. In this case, the thickness of 
the light sheet was around lOmm which was necessarily 
high due to the strong three-dimensionality of the flow. 
Triple pulses of laser light were used to generate 
multiple images of each seed particle on the 
photographic film, thus allowing later calculation of 
local velocities in the vicinity of each particle. Laser 
pulses were separated by S O  to 100 ps, with each 
individual pulse having an energy of approximately 
1 . 9 .  Directional ambiguity was addressed in a select 
number of tests by setting the first inter-pulse interval 
longer than the second. This procedure resulted in 
unequally spaced 3 spot patterns which can be used to 
derive flow direction. Most tests, however, utilised 
constant inter-pulse intervals of 80 ps. 

During image processing, the film negatives were 
mounted on an X-Y traverser and interrogated using a 
CCD c'amera and microscope lens arrangement. Each 
35mm negative was subdivided into 80 frames (512 x 
512 pixels) which were individually digitised. Computer 
software was then employed to automatically identify 
particle pairs or triples, and determine local velocity. 
The general set-up of the DIV system is shown in Fig.2. 
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Fig. 2. PIV measurement system 

ANIMATION OF PIV IMAGES 
For animation purposes, it was necessary to obtain a 
reasonable sequencing of images throughout the 
interaction process. To achieve this, around twelve PIV 
images were recorded at each of a series of azimuth 
positions for a particular setting of the vortex generator. 
It was found that the position of the interaction vortex 
changed by as much as two core radii horizontally and 
vertically between images recorded for identical 
geometric configurations. This presented significant 
problems for conventional averaging methods since the 
number of images required for each case would have had 
to have been very high to obtain any meaningful 
average. When the tests were conducted, the processing 
time for the particle tracking system was around one 
hour per negative and so fixed-point averaging was not 
considered to be a viable option in  this case. 
Interestingly, the capability of the present PIV system is 
such that it would be possible to adopt this approach if 
the tests were carried out today. An alternative scheme 
was, therefore, employed which entailed examining each 
of the collected images to determine the relative position 
of the blade and the vortex core. Once this had been 
done, it was possible to determine a best fit to the 
vortex trajectory as it passed the blade. Images for 
sequencing were then selected on the basis of the 
proximity of the vortex exhibited in the image to this 
best fit trajectory. A typical vortex track generated by 
this method is shown in Fig. 3. for a near-miss 
interaction. It is notable that the vortex track produced 
by this method is slightly irregular. From this it is 
obvious that the strength of the PIV images obtained in 
the study lies in their clear resolution of the spatial 
domain. Nevertheless, the resulting images will convey 
the main features of the temporal development of the 

flow as the interaction progresses. This is essential if 
the images are to provide the basis for a subsequent flow 
animation. 

h 

" 

-200 -100 0 100 
Horizontal Distance ( m m )  

Fig. 3. Typical best-fit vortex trajectory 

Unlike correlation methods. particle tracking produces 
irregular velocity vector plots. Whilst this type of 
output provides valuable information on the general 
flow structure, it does not provide the necessary 
consistency between consecutive frames required for 
animation. Consequently, the first stage in the 
animation process was to transform the basic vector 
plots onto a regular grid. The pitfalls of interpolation of 
PIV data are well documented (Ref. 17) but, given that 
the resulting animation was to be used as a qualitative 
guide to analysis, absolute accuracy was not an 
overriding concern. For this reason, a simple four-point 
weighted averaging scheme was used to obtain the 
required velocity vectors on the regular grid. 

At this stage, a series of regular PIV vector plots 
corresponding to a range of azimuth positions were 
produced. Since the camera used in the experiments had 
a fixed position, a grid point in one frame was spatially 
coincident with the corresponding points in all the other 
frames. For the example presented in this paper, nine 
images were used as the basis for an animation covering 
twenty two degrees of azimuth. 

The next stage in the process involved interpolation 
between these images to produce a high enough frame 
density for smooth animation. Interpolation was 
conducted on a point by point basis for both the 
horizontal and vertical velocity components. This 
involved determining the velocity components at a given 
point on the grid in each PIV frame together with the 
temporal separation of consecutive frames. By curve 
fitting, or simple interpolation, it was then possible to 
determine the variation of velocity with time at that 
particular grid point. Various strategies were employed 
to establish this velocity variation as a function of time. 
These included linear interpolation, least squares 
polynomial fitting and the use of B-splines. In the latter 
two cases, considerable manual intervention was required 
to inspect the curve f i t  and to modify the fitting 
procedure where necessary. It was found, however, that 
in the case presented here the general characteristics of 
the resulting intermediate frames were relatively 
insensitive to the method of fitting and so direct linear 
interpolation was used. In cases where the temporal 
resolution of the PIV frames was lower, the B-spline 
method proved to be more appropriate. 
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Once interpolation had been carried out for all the grid 
points, it was possible to produce a basic animation of 
the velocity vector field. This form of animation is 
useful as it highlights the distortion of the main vortex 
fragments as the interaction progresses. The main 
weakness, however, of velocity vector plots is that it is 
often necessary to remove a particular velocity 
component to allow the main flow features to become 
distinguishable. This makes it very difficult to gauge 
the temporal distortion the fluid field under the combined 
influence of the aerofoil and the interacting vortex. To 
do this, it is necessary to use the information contained 
in the vector plots to numerically reconstruct the fluid 
behaviour. In the present study, this was achieved by 
the animation of particles introduced into the flow on 
the same initial grid as that used in the vector diagrams. 
The initial particle positions are shown in Fig. 4. It 
should be noted that the particle image frame represents 
a flow area of 355mm by 355mm and that all vector 
plots are scaled in the same way. 
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Fig. 4. Initial particle field 

The movement of particles within a temporally varying 
velocity field can be estimated by a suitable multi-step 
method or via some form of predictor-corrector 
algorithm. Previous studies of numerical vortex models 
(Ref. 18) have indicated that a third order Adams- 
Bashforth multi-step integration scheme provides 
suitable accuracy for a velocity field of this type. This 
method can only be applied after the flow has progressed 
beyond the first two time steps and so it is necessary to 
adopt a different initial approach. Since the time step 
used in the present calculation was very small, 
corresponding to less than 0.5 degrees of azimuth 
movement, the initial particle displacements could be 
estimated by a simple displacement based solely on the 
initial velocity field, i.e. 

Once this displacement had been computed, a four point 
weighted average calculation was used to establish the 
velocities at the new particle locations. The second 

displacement of the particles was calculated using the 
second-order Adams-Bashforth equation 

T(t2 ) = ?( t ,  ) + [ $][ 3v(  t ,  , ?( t ,  )) - ?( to,  ?( lo ) ) ]  (2) 

Once again, as was the case after every particle 
displacement, the new particle velocities were calculated 
using the weighted four point averaging scheme applied 
to the appropriate velocity vector map. All subsequent 
particle displacements were determined using a third- 
order Adams-Bashforth scheme. 

(3) 

RESULTS AND DISCUSSION 
Ideally the results of the animation process are best 
viewed in video form. It is, however, still informative 
to examine individual frames which may highlight key 
flow features. In this section, selected particle and 
vector plot animation frames are presented together with 
the original PIV vector plots and pressure data. The 
particular BVI case considered here is that of a head-on 
parallel interaction at 78% of the rotor radius. Many 
of the key physical results from this case have been 
presented in Ref. 16 and, consequently, only the 
additional information which can be obtained from 
animation will be highlighted here. 

In Figs. 5a and 5b, frames are presented from the vector 
plot and particle animations, for the 171 degrees of 
azimuth case. At this stage, the blade is in close 
proximity to the interaction vortex and is, consequently 
experiencing considerable upwash. The vector plot 
exhibits an arched appearance on the upper surface of the 
blade where relatively high velocities exist. Although 
enhanced velocities are also experienced on the lower 
surface, these are considerably less than their upper 
surface counterparts. The distortion of the particle field 
also illustrates these effects. In particular, the 
acceleration of the fluid upwards past the leading edge of 
the blade is characterised by a convex distortion of the 
particle field on the left hand side of the vortex. 
Similarly, the increased velocity on the upper surface of 
the blade appears as curvature in the particle grid. 

As may be expected from the above, the corresponding 
chordwise pressure distribution presented in Fig. Sc. has 
the general appearance of a blade at positive incidence. 

By 174 degrees of azimuth, the blade has begun to 
penetrate the vortex core and, in doing so, begins to 
experience weaker upwash than before. This is 
illustrated in the original PIV vector plot, Fig. 6a, in 
the interpolated vector plot, Fig. 6b and in the particle 
field, Fig 6c. At this stage, the distortion of the vortex 
is considerable and, in fact, this distortion is a precursor 
to separation of the core into upper and lower surface 
fragments. 
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Fig. 5a. Interpolated vector field (Y=17lo) 
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Fig. 5b. Particle field (Y=17lo) 
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Fig. Sc. Chordal pressure distribulion 
( Y=17lo) 

The interpolated vector field mirrors the original PIV 
results well. Some problems are however, apparent near 
tlic leading edge of die blade where very high velocities 
are directed towards thc surface and appcx as vectors 
which apparently pcnctrate the surface. Closer 

examination, however, reveals that the tails of the 
vectors, at which the velocities are actually evaluated, all 
lie outside the blade contour. Whilst this effect is not 
uncommon in vector plots, where high velocity 
gradients exist close to a surface, it is indicative of a 
potential weakness of the particle animation method. It 
is difficult to obtain detailed velocity measurements in 
very close proximity to the surface of a solid body in 
this type of flow field. Thus, the information used to 
displace particles in the numerical flow field lacks the 
detail necessary to stop a particle from being convected 
through a solid surface. It would be possible to impose 
a boundary condition at the solid surface to prevent this 
but the benefits are minimal, as the gross features of the 
flow are adequately represented elsewhere. For this 
reason, particles which convect through the blade surface 
are, in the present method, simply absorbed. 

Fig. 6a. Original PIV vector plot (Y=174O) 
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Fig. 6b. Interpolated vector plot (Y=174O) 

At this azimuth angle, Ihe extent to which the gross 
particle field has been deformed is considerable. Of 
particular note is the region above the leading edge of 
the blade where the particle density has become sparse. 
This is caused by divergence of the flow at the edge of 
the vortex as some particles try to follow Ihe vortex 
rotation whilst olhers accelerate over tlie upper surface of 
the wing. 

1 
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Fig. 6c. Particle field (Y=174O) 

It is interesting to note here that the distortion of the 
particle field depends on the history of the velocity field. 
For this reason, distortions in the particle field will tend 
to lag the dominant features of the vector plots. This 
effect is clearly illustrated when considering the region 
of flow divergence identified above. In the vector plots, 
divergence occurs slightly aft of the leading edge, 
whereas the evacuated region in the particle field, which 
has been generated as the blade moves towards and into 
the vortex. is ahead of the blade. 

Another interesting feature of these results is the 
impression of fluid rotation which they give. The 
vector plots, which do not include the motion of the 
blade, appear, for example in Fig. 5,  to show a vortex 
rotating rapidly ahead of the blade. It is, of course, 
possible to clarify this in the vector plots by adding a 
velocity legend or a reference vector for the blade speed 
but, even then, the deformation of the vortex during the 
interaction prohibits a clear inference of this effect. In 
fact, the edge of the undisturbed vortex core would only 
progress through half a revolution in the time taken for 
the full interaction to occur. 

The relative rotation of the vortex with respect to the 
aerofoil motion is more clearly illustrated in Fig. 7. 
where the distortion of the central section of the particle 
grid is shown as the interaction progresses. In fact, the 
figure shows that the rotation of the near field is slowed 
substantially during the interaction. It would also 
appear that it only regains momentum well after the 
vortex has left the trailing edge of the blade. 

In Fig. 7, by 174 degrees of azimuth, the central grid 
has rotated from its original position and is beginning to 
deform as the blade penetrates the vortex. The 
deformation of the grid continues as the interaction 
progresses to 180 degrees of azimuth. At this stage, as 
shown in Fig. Sa, the vortex has apparently divided into 
upper and lower surface fragments which convect across 
the chord at different speeds. These fragments influence 
the local pressure distribution in the manner described by 
Homer (Ref. 16). to the extent that their manifestation 
is easily identified in Fig. 8b. It is also interesting to 

note that, with the rearward progression of the vortex, 
the lower surface of the blade has become Uie suction 
side. 

I 
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Fig. 7. Deformation of near field during interaction 

By 184 degrees of azimuth, the particles above the blade 
in Fig. 7 have become clustered around the core of the 
upper vortex fragment shown in the original vector plot 
in Fig. 9. Below the blade, particles are also clustered 
near the apparent core of the lower vortex fragment and 
the deformation of the grid is increased by the upward 
curvature of the flow towards the trailing edge. 

As the vortex passes the trailing edge, it interacts with 
the wake of the blade and vorticity which is shed during 
its passage. The resulting flow pattern is complex and 
is well illustrated by the interpolated vector flow field at 
189 degrees of azimuth in Fig. 10. It should be noted 
that the area of rotation at the far left of Fig. 10. is the 
vortex trailed from the tip of the rotating blade and has, 
thus, not been produced by the local interaction 
considered here. Apart from this, it is possible to 
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discern both the upper and lower surface fragments and 
an additional shed vortex. 

1 

Fig. 8a. Original PIV vector field (Y=18Oo) 
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Fig.8b. Surface pressure distribution (Y=180°) 
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Fig. 9. Original PIV vector field (Y=184O) 

The distortion of the central particle grid, caused by the 
passage of the vortex from the blade, is illustrated in the 
final image of Fig. 7. corresponding to an azimuth 
angle of 191 degrees. As may be expected, the level of 
distortion in this image is substantially greater than 
before. Despite this, the link between the upper and 
lower vortex fragments, is illustrated well by the 
clustering of the particles. The extent to which the 
interaction has affected the entire flow field is illustrated 
in Fig. 11. In addition to the features already discussed, 
the upward convection of the aerofoil wake due to the 
influence of the vortex is clearly visible in this figure. 

Fig. 10. Interpolated vector field (Y=189O) 
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Fig. 11. Particle field (Y=191°) 

Although the particle fields presented here appear to 
correlate well with the original PIV images, care must 
be taken when interpreting them as they are b'ased on a 
discrete series of vector plots of cross-flow velocity. In 
fact, since the flow is not planar, new particle positions 
are actually those which would be expected at a distance 
downstream of the measurement plane, corresponding to 
the travel of the freestream in the animation time step. 
over the fu l l  interaction presented here, a particle 
initially in the measurement pl'ane would be expected to 
travel 0.3m downstream. If  the flow is two- 
dimensional, then this presents no difficulty. I n  this 
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case, however, the interaction, although nominally 
parallel, is known to produce deformation of the 
convecting line vortex (Ref. 18). The error introduced 
into the animation results by this effect is uncertain 
since the extent of the vortex deformation is, itself, 
unknown. Nevertheless, it is unlikely that any 
curvature in the vortex trajectory significant enough to 
induce large-scale errors. This sensitivity of the 
animation to this effect will, however, be investigated in 
future studies by using the bank of available results to 
increase the temporal resolution of the PIV images on 
which the animation is based. 

CONCLUSIONS 
The results from a wind tunnel based PIV study of blade 
vortex interaction have been used to create velocity 
vector and particle animations of the flow field. Frames 
from these animations, which illustrate many of the key 
features of the interaction process, have been presented 
together with the original PIV results and unsteady 
pressure data. The animation provides a useful 
supplement to conventional techniques, particularly in 
the initial stages of analysis of spatial and time varying 
flow fields. 
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Abstract 
This paper presents new trends in Particle 
Image Velocimetry and practical aspects 
relevant to the application of the technique to 
large scale wind tunnel testing. The various 
problems and their solutions to the operation of 
PIV in large scale wind tunnels are discussed. 
Application of the technique in mapping 
complex flows are also presented. 

1. Introduction 
The Particle Image Velocimetry technique 

was first developed in the late seventies and 
early eighties to provide the two, in-plane, 
velocity components in a two-dimensional 
region of a seeded flow. Since its introduction 
the PIV technique has gained tremendous 
acceptance and has been successfully used to 
map a wide variety of flows ranging from very 
low velocity laminar flows in liquids to 
supersonic flows. Most of the reported 
measurements to date were carried out in 
relatively small scale and in well controlled 
laboratory settings. The fact that the practice of 
PIV quires relatively modest means and that 
experiments can be conducted with redud 
turnaround time and economy, as well as its 
inherent high data capacity, PIV is regarded has 
having great potential to become a major 
measurement tool in large research and 
production type wind-tunnels. As such the 
introduction of PIV as a standard wind tunnel 
measurement tool would result in superior 
diagnostic capabilities and economy. Therefore 
the challenge is to make this transition from 
small to large scale facilities feasible. With this 
goal in mind, an experiment was carried out in 
the 7x10 foot wind tunnel at the NASA Ames 
Research Center, in the Summer of 1996. The 
experiment was aimed at evaluating the 
capabilities of current PIV systems and 

technological barriers needed to be overcome to 
make its usage economical, easy and with a high 
degree of accuracy. Specifically, we set out to 
demonstrate that the PIV method can be applied 
to large scale environments, and capable to map 
a complex flow field. Based on this experience, 
a program was set forth to design, develop and 
implement an integrated P N  system into large 
scale wind tunnels at NASA Ames Research 
Center. In the following various solutions to 
problems encountered in the 7’xlO’ test are 
proposed and tested in laboratory experiments. 

2. Summary of the NASA Ames 7x10 foot 
Wind-tunnel test 
The test carried out at NASA Ames 

consisted of mapping the cross-stream velocity 
field of a vortex generated by a flap edge. The 
test was performed in the 7x10 foot, subsonic, 
wind-tunnel 

As shown in figure 1, the test-section of the 
close circuit wind-tunnel is 7feet high by 10 feet 
wide, and a length of 15 feet. The wing model 
tested was a NACA 632-215 Mod B profile 
airfoil with 2.5 A chord and a span of 5 A. It 
featured both a % leading edge LB-546 slat with 
a chord of 4.5 inches at a 10 degree angle of 
attack, and an half span Fowler flap with a 9 
inch chord, fixed at an angle of attack of 39 
degrees. The flap edge generates a highly 
turbulent vortical structure which is the 
measurement subject. The free stream flow 
velocity was maintained at about 65 dsec. The 
PIV set-up is illustrated in figure 2. The flow 
was seeded by small micron size (0.5-5 pm) 
smoke particles, produced by a pair of Rosco 
4500 generators, and illuminated by a dual 
cavity, Spectra-Physics PIV-400 Nd-Yag laser, 
delivering 400 mJ/pulse at wavelength of 
532nm. The laser light was directed from the 

Paper presented at the AGARD FDP Symposium on “Advanced Aerodynamic Measurement Technology”, 
held in Seattle, United States, 22-25 September 1997, and published in CP-601. 
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laser, just outside the test section, by a system of 
mirrors mounted on an optical rail attached to 
the tunnel floor. The light beam was sltaped into 
a 0.5 mm thick sheet by a system of cylindrical 
lenses. Furthermore the laser sheet was 
positioned at 18 inches from the flap trailing 
edge. 

The flow images were acquired as double 
exposures by a Kodak 4.2 Megaplus digital 
camera with a resolution of 2000x2000, square 9 
micron pixels. The camera was fitted with an 
especially designed, f#4, 75mm focal length, 
Tessar form lens, and a rotating mirror to 
resolve the velocity direction ambiguity. An 
area of the cross stream of about 0.4xO.4 m2 was 
recorded by the camera which was positioned 
inside the tunnel test section, in the protective 
pod at a distance of 1.7 meters from the 
illuminated plane and with its axis normal to the 
plane. The image acquisition and processing 
system resided on an IBM 390 RISC Station 
capable of storing up to 32 image pairs at a rate 
of 1.5 Hz. The recording camera was mounted 
on a protective pod (Figure 3) attached by a 
rigid mount to the floor of the tunnel. 

A typical double exposure image is shown 
in Figure 4. In th is  image the region of lighter 
seeding corresponding to the vortex core. These 
flow images are processed by an algorithm from 
which the velocity is obtained by correlating the 
images of corresponding particles 

To obtain valid and accurate measures of 
the velocity, good quality doubly exposed images 
are essential. Good quality images are those in 
which the majority of the particles illuminated 
by the first laser pulse are also illuminated by 
the second illumination pulse. In flows with a 
very sigxuficant out+f-plane velocity 
component, such as in the present case, this is 
not easily achieved. To ensure that the highest 
number of corresponding image pairs is 
acquired we purposely misaligned the 
combining optics of the dual laser cavity to 
produce the second illumination pulse 
downstream of the first one. The single frame 
cross correlation algorithm was used to convert 
the image data into velocity field. Each velocity 
vector was the result of an interrogation of 
64x64 pixels which in turn corresponded to a 
physical size of about 3 - 4 mm. The velocity 
field and its corresponding vorticity field are 
shown in Figure 5 .  The data shows that the flap- 
edge vortex was captured with fidelity. Although 
this test was for the most part s u e ,  there 

were some important lessons learned to make 
PIV an user friendly instrument in large scale 
wind tunnels. These are detailed in the next 
section. 

3. The relevant issues in P W  Wind Tunnel 
testing 

Not withstanding the importance of 
correctly managing the flow seeding, the most 
important factors were the laser illumination, 
simplification of the image acquisition set-up, 
improved accuracy and resolution of the 
processing scheme and capability to obtain time 
resolved data. 

3.1 Laser Illumination 
Typically, the light detected by the 

recording media in PIV measurements is that 
which has been scattered 90° to the incoming 
laser light. Extremely energetic light sources 
are required because of the low efficiency of this 
scattering process, and the small dimension of 
the scattering parhcles. The specific amount of 
laser energy required in a particular situation is 
a h c t i o n  of tracer type and size, concentration, 
recording lens aperture and mapfication, and 
on the sensitivity of the solid state array at the 
particular laser light frequency. The timing 
between laser pulses is the other important 
requirement. In order to capture two closely 
spaced images produced by high speed tracers, 
i.e. spacing of the order of 100-300pm, the time 
interval between laser pulses is typically of the 
order of 1 psec. 

Solid state frequencydoubled Nd-Yag 
lasers are the only available laser sources 
capable of satisfying these requirements. These 
laser systems can provide repetition rates from 
10-100 Hz and pulse energies up to OSJ/pulse in 
the single pulse mode of operation. The 
operation of these lasers in a double pulse mode, 
necessary for PIV use, has been a major 
difficulty. Typically manufacturers only have 
been capable of providing dual pulse operation 
with pulse separations in the range from 1-150 p 
sec, at the expense of energy output. This 
limited range is obviously insuflicient to m e r  
all ranges in velocity, in particular in very high- 
speed flows. A method of solution to this 
problem is the dual laser configuration. This 
configuration origtnally used by Kompenhans 
and Reichmuth and Lourenco is currently 
marketed by laser manufacturers and presents 



both advantages and inconveniences. The 
advantage of this system is its flexibility of use, 
as it provides dual laser pulses with the same 
energy over an infinite range of time 
separations. The difficulties in the usage of 
such a system are due to the stringent alignment 
requirements to keep the two beams collinear, 
and the difficulty of obtaining perfectly similar 
beams from the two lasers. These factors 
contribute for decreased correlation between the 
image pairs as particles illuminated by the first 
light pulse are not illuminated by the second 
pulse and vice versa. Therefore appropriate 
laser illumination is obtained only when the 
light beam has su&cient energy to produce 
detectable images by the recording sensor, i.e. 
the CCD array. One has also to ensure that the 
illumination sheet produced by each of the lasers 
of the dual cavity be properly aligned. The 
definition of “proper” alignment being 
dependent on the flow characteristics. For a 
two-dimensional, or quasi-two dimensional, 
flow, it means that both sheets must lay in the 
same plane, whereas in a three-dimensional 
condition, as it was the case of the flap edge 
experiment, the optimal configuration may 
involve a slight lateral shift. As illustrated in 
figure 6 the optimal lateral shift results in a 
maximum number of pairings. Since this 
condition is not unique, a solution to ensure 
optimal laser alignment has been proposed and 
is currently being implemented. 

The proposed arrangement is sketched in 
figure 7. It consists of two cameras that 
intercept the laser beams image at two locations 
of the beam path. Optimal beam alignment is 
achieved by manipulation of the mirrors 1 and 2 
and when the cross correlation of the images is 
maximum. A parallel displacement between the 
two beams is accomplished by means of a beam 
displacer in the path of beam 1 before the 
combining element 3. 

3.2 Camera Set-up 
Two aspects need to be considered. First, 

elimination of the optical and mechanical 
complexity imposed by the rotating mirror, i.e. 
introduce alternative means to resolve the 
direction of the velocity vector. Second, 
eliminate the need to place the camera at fixed 
90 degrees view to the image plane, thus 
allowing for its placement outside the tunnel test 
section. 
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The elimination of the rotating mirror 
apparatus is now possible by the introduction of 
video cameras capable of recording two images 
in quick succession from which the velocity field 
is derived using a crosscorrelation algorithm. 
At Fluid Mechanics Research Laboratory the 
Kodak ES1.O camera is fully integrated in the 
PIV systems. This camera was implemented by 
Kodak in collaboration with the FMRL. At the 
heart of camera is the CCD interline transfer 
sensor, KAI-1001 with a resolution of 1008(H) x 
1018(V) pixels. Each square pixel measures 9 
pm on the side with 60 percent fill ratio with 
microlens, and a center to center spacing of 
9 p .  The camera is also equipped with a fast 
electronic shutter and outputs eight bit digital 
images, via a progressive scan readout system, 
at a rate of 30 frames per second. A unique 
feature of the camera is its ability to be operated 
in the “triggered dual exposure mode”. 
Operation in this mode is possible due to the 
CCD sensor architecture, whch incorporates 
both a light sensitive photodiode array and a 
masked register array. During the exposure 
cycle, light is converted to charge in the 
photodiode area of the array; after exposure, the 
charge on the photodiode is transferred to the 
masked area of the array. The maximum time 
for complete transfer of the charge is 5 psec; 
using a programming feature of the camera’s 
control electronics, this time setting can be 
made as small as 1 pet; however image quality 
may not be preserved, as the times less than 5 
pec may be too short to ensure that all charge is 
transferred, especially in the case of very h g h  
intensity images. The image acquisition 
sequence in the “triggered dual exposure mode” 
is as follows: the image acquisition is initiated 
by an external trigger signal; the first image is 
illuminated by the first laser of the dual laser 
system, which is triggered in advance, to 
account for the usual delay between flash lamp 
trigger and Pockells cell trigger, i.e. by 160-180 
psec. The first image is then transferred to the 
readaut section of the sensor, within 1-5 psec, 
and a second laser pulse illuminates the again 
the photodiode section of the sensor, which has 
been depleted of the charge. To achieve total 
separation between the two images, the second 
trigger pulse to the Pockells cell of the laser is 
delayed with respect to the first pulse by an 
amount that exceeds S p e c .  
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The above described arrangement makes it 
possible to acquire up to 15 image pairs per 
second. The fact that the image pairs are 
recorded in separate frames, and that the image 
pair separation is variable from 1 microsecond 
up to several hundreds of microseconds, makes 
this instrument appropriate for general and 
simple use in flows with velocity reversals as 
well as very wide dynamic velocity range from 
very low speed (mm’dsec) up to very high speed 
(100’s dsec)  flows. 

The camera is integrated with either a PC 
Pentium or Dec-Alpha computers with image 
data acquisition is done using an Imaging 
Technologies ICPCI board, which resides on a 
single slot of the PCI bus. The computer’s 
operating system in use are the Windows 95 or 
NT environment. The image acquisition 
program has the flexibility to store image 
sequences directly to RAM at a rate up to 120 
MBytdsec. Because of this high rate up to four 
cameras may be used simultaneously by a single 
computer. This feature is essential for some of 
the work described in the following paragraphs, 
namely the mapping of the three velocity 
components, and the resolving of time velocity 
fluctuations. 

The conventional mode for P N  recording 
uses the camera normal to the laser sheet. 
However, it is not always possible to use this 
mode, especially when it dictates that the 
camera be placed inside the Wind tunnel 
facility. To overcome this problem it is 
desirable to place the camera at an angle. In 
this off-axis mode, the condition for sharp focus 
across the image plane is obtained under the so- 
called Scheimpflug condition. As shown in 
figure 8 the condition is satisfied when the 
object plane, the image plane and the lens plane 
intersect at a common point. The condition for 
sharp focus is obtained at the expense of a 
varied magrufication across the image plane, 
combined with a perspective view. Automatic 
algorithms for the peqxxtwe correction have 
been developed and calibrated against known 
displacements. Also shown in figure 8 is a 
example of one of such calibration experiments. 
In this experiment a pure rotation is imposed on 
a flat target that generates a speckle pattern. 
Using the image recordings before and after the 
rotation a displacement field is obtained. The 
filed is then post processed to account for the 
perspective and the original rotation is 
recovered. 

The above experiment shows that it is 
possible to recover with the least amount of 
error a purely two dimensional motion from off- 
axis recordings. The problem is more involved 
when a third component exists. In this case it is 
necessary to have two simultaneous recordings 
of the same scene to resolve the displacement 
field, as shown in figure 9. The arrangement in 
figure 9 is the one currently adopted for three- 
dimensional measurements in our laboratory. 
Automatic features for camera focusing and 
triangulation algorithm for the accurate 
determination of the vector field are being 
developed and tested at present. An additional 
benefit for using the cameras in the off-axis 
mode is that alignment towards the forward 
scatter mode of the seeding particles results in 
recording that detect smaller particles in higher 
numbers, resulting in increased signal to noise 
ratio and accuracy. 

3.3 High resolution algorithms. 
In order to obtain details of boundaq layer 

structures and strain rates such as vorticity, it is 
essential that the velocity field is captured with 
high degree of accuracy and spatial density. In 
particular, the velocity gradients near solid 
surfaces are of importance to characterize near 
wall flow structure. 

An image matching approach is used for the 
digital processing of the image pairs to produce 
the displacement field. In this approach one sets 
up a cost function, C, to be maximized (or 
minimized), which models the match between 
two corresponding regions of the images. 
Typically, if Il and the I2 are the image intensity 
distributions of the first and the second image, 
we write, 

sf, = .{I, (h, G)} 
where it is assumed that the second image is an 
exact translated copy of the first image, we may 
write, 

+ - + +  
I , ( X ) = I , ( X - A  S) 
or 

I, ( x )  = I ,  (x)*S(  x +  A s )  

where A s is the average image translation and 
the function 1, usually represents a s e 1  block 
(interrogation window) in a larger image, 11. 

The match is obtained for the value s that 

+ + + +  

+ 

-P 
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maximizes (or minimizes) C. The cost function 
we choose to maximize is the crosscorrelation, 
G, defined as: 

G(x) = I 1 ( x ) * I 2 ( x )  = j Z l ( x ) 1 2 ( x -  u)d u 

The crosscorrelation is effectively computed 
using Fourier transforms. The peak position is 
found with sub-pixel resolution by means of a 
Gaussian interpolator as described by Lourenco 
and Krothapalli (1995). 

A extension of this method aimed at 
obtaining velocity data with high spatial 
resolution has been developed and successfully 
implemented. This development is aimed at 
resolving some of the drawbacks that afflict the 
conventional crosscorrelation approach when 
applied to the study of flow with large velocity 
and/or seeding density gradients. Because the 
typical correlation size are of the order of 16-32 
square pixels or so, the measurement represents 
an average over the same interrogation region, 
which can be weighted towards the areas of 
higher seeding density and reduced Velocity 
within the interrogation region itself. With the 
new processing approach the particle images 
themselves comprise the interrogation region, 
which have sizes ranging from 3 to 4 pixel 
square. Such a scheme will allow not only 
accurate representation of the gradient fields as 
well as measurements in the proximity of a solid 
surface. 

The displacement between corresponding 
image pairs is found in the usual manner by 
means of a crosscorrelation, and to each 
location half way the distance between image 
pairs a velocity (displacement) vector is 
assigned. Therefore, unlike the traditional way 
the velocity is evaluated in an unstructured grid. 
The velocity at regular grid points is computed 
using a least squares fitting algorithm that uses 
the velocity vectors in the neighborhood of a 
grid point to fit a second order polynomial such 

U =  a . x 2 + b - x + c . y 2 + d - y + e . x . y + f  

A marked advantage of this approach is that the 
accuracy of interpolated velocity remains of 
second order, as well as that of its derivatives 
found by differentiating the previous equation. 

+ + + +  m + + -+ 

-m 

as: 
+ +  + +  + - +  + 

8’ + + + 
- u = 2 a - x +  b + +  e y 
cat 
8’ -+ -# -P 

- U  = Z c . y + d + + e x  
Q 

A comparison of the results calculated for the 
shear layer of a jet using the conventional and 
the high resolution processing was carried out. 
Figure 10 is the superposition of the original 
flow images obtained in quick succession with 
the mesh where the velocity and its derivatives 
are calculated. The corresponding velocity and 
vorticity fields, computed with the high 
resolution and conventional schemes are 
displayed in figures 11 and 12 respectwely. 
Visual inspection of the results illustrates vividly 
the previous argument. The new scheme which 
is very efficient, incorporates a vector validation 
procedure, which makes it independent of an 
operator. The time it takes to compute a vector 
field depends on the computer hardware and it 
ranges from 350 mesh points/sec on a PC 133 
MHz Pentium to 1,400 mesh points /sec on a 
200 MHz dual Pro. 

3.4 Time resolved data 
An inconvenience of conventional PIV is 

that the time representation of the flow is 
usually limited to the frame rate of the recording 
camera. This drawback, however, can be 
resolved if two cameras record the same location 
in space but separated by a small time interval. 
In this fashion the crosscorrelation of the 
velocity, or that matter, any derivative field may 
be obtained. From the cross correlation function 
the corresponding spectrum can be computed. 
The advantage here being that the spectra is 
now obtained for all points in space. This idea 
was put to test using a well documented jet flow, 
as we set out to determine the shear layer roll-up 
frequency. Groups of 15 velocity fields delayed 
with respect to other 15 fields by times that 
ranged from 0 to 1.2 msec were used to compute 
the crosscorrelation of the vorticity field. 
Figure 13 is a composite that shows the 
evolution of the correlation with time. 

4. Conclusions 
The objective of our research program is to 

develop and implement a l l l y  integrated PIV 
system for use in large scale, e.g. 80x120 foot 
wind tunnel at the NASA Ames Research 
Center. A first attempt towards th is  goal was an 
experiment conducted in the 7x10 foot, 
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production, wind tunnel, which identified 
critical areas for development of a user friendly 
PIV system. A requirement for this system is 
that it must be used by non PIV expert 

Optimal solutions for the identified 
shortcomings of standard PIV systems, namely 
the camera set-up, illumination management 
and processing schemes were developed and 
thoroughly tested in a laboratory environment. 

As a result, a second generation high 
resolution PIV system has been developed. This 
system features the following capabilities: 
0 Multicamera imaging capability which 

supports three velocity component as well 
as time resolved measurements, 
High density coupled with very high spatial 
resolution and accuracy of the velocity and 
its derivatives, 

personnel. 

0 

0 Selfcheck for measurement errors, 
0 Very efficient computation algorithms 

portable to any computer platform. 
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Figure 4: Dual exposure image of trailing edge vortex 



7-9 

Figure 6: The &ea of displacing the laser sheet 

Figure 8: Tbe scbeimpflug condition and correEted displacement field 

Figure 9: Reconiing Set-up for thne-dimeasional fields 
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(b) 
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Figure 7: Beam alignmcnl monitoring and scuing de! ice 
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Figure 10: Raw image data for jet flow with computation mesh 
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Abstract 
Doppler Global Velocimetry is a non-intrusive wind tunnel diagnostic technique which has the 

potential to make simultaneous three-component velocity measurements over entire planes in the flow field. 
Measurements of velocity are based on determining the Doppler shift of single frequency laser light scattered 
off particles in the flow field. This technique has been used in the Subsonic Aerodynamic Research 
Laboratory wind tunnel at Wright Laboratory to make qualitative measurements of the flow associated with a 
vortex-tail interaction. This flow field is typical of the flows seen on twin-tail fighter aircraft. This paper 
presents results obtained with the DGV instrument and reports the current progress and recommendations 
towards developing an improved diagnostic system. 

Background 
Doppler Global Vel~cimetry'-~ (DGV) and the closely related techniques of Filtered Rayleigh 

Scattering5-', Planar Doppler Velocimetry*-", and Filtered Planar Ve l~c ime t ry '~~ '~  are a relatively new class 
of diagnostic techniques which offer the promise of making non-intrusive, simultaneous velocity 
measurements over an entire plane in the flow field. DGV measures the Doppler shift of light scattered by 
seed particles in the flow. The Doppler shift (AV) of light scattered from ,a moving particle is dependent on 
the incident light wavelength (A), the velocity of the scattering particle (V), and the observation (6)  and 
incident light (i) directions. This relationship is given as: 

AV = V  (6 - ir 
h 

Measured Velocity 
Component, (6 - i) 

Scattering Direction of 
Observed Light, 6 k Laser Illumination 

Direction, i 
\ 

Figure 1. Vector relationships of incident and scattered light and the measured velocity component. 

Thus, the measured velocity component lies along the bisector of the incident light and observation 
direction vectors. If the frequency shifts are accurately measured, the velocity of a particle in the flow field 
may be determined. The crucial aspect of this technique is the ability to make measurements of the rather 
small frequency shifts associated with the scattered light. For this measurement, an absorption line of 
molecular iodine is used. By using a laser light sheet and cameras to image an entire plane of the flow, the 
velocity measurements may be extended over that plane as well. In addition, since the measured velocity shift 
is made in the direction determined by the vector difference of the .6 and i vectors, different velocity 
components may be measured by using cameras which observe the light sheet from different directions. 
Thus, it is possible to make three-component velocity measurements over an entire plane of the flow field. 

The iodine cell has steep absorption profiles at the frequencies of both an argon-ion laser (5 14.5 nm) 
and a doubled Nd:YAG laser (532 nm). Velocimetry systems based on this technique have been 
demonstrated using both of these laser systems. Both laser systems have unique advantages associated with 
them. Argon-ion laser systems are widely available, having been used in fringe-type laser velocimetry 
systems. The argon-ion laser is a continuous wave laser, which reduces the system integration requirements 
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for synchronization with cameras, and which can reduce laser speckle problems in the data images. The 
argon-ion laser also has a narrow linewidth (approximately 10 MHz) when operated with an etalon. Tuning 
of the argon-ion laser frequency is accomplished by tilting the etalon, resulting in discrete mode hops in the 
laser frequency. A frequency doubled Nd:YAG laser can be operated in single frequency mode by using a 
seeding laser which offers finer control of the laser frequency. This fine control is useful not only for 
adjusting the laser to the desired point on the iodine absorption line, but also for experimental determinations 
of the absorption line shape. The Nd:YAG laser also allows unsteady flows to be investigated with short 
duration (10 nanosecond long) pulses, eliminating the implicit time-averaging of the argon-ion laser. 
However, the short pulse duration of Nd:YAG lasers also creates high power loadings on optical elements, 
which can lead to damage on some wind tunnel windows. The Nd:YAG laser also has a wider bandwidth of 
approximately 50 to 100 MHz, and a 10 MHz pulse-to-pulse variation in frequency as a result of the 
frequency lock-in system used to match the cavity length to the frequency. An additional difficulty of 
implementing Nd:YAG lasers in a DGV system is the reported presence of a frequency variation across the 
laser beam. This chirp has been identified by at least two researchers6," and is suspected as an error source in 
measurements with a third Nd:YAG system'. This chirp could create both a nominal frequency variation, as 
well as a line width variation across a light sheet formed with a Nd:YAG laser. 

Experimental Setup 
The availability of an existing argon-ion laser system, as well as the advantages of that system for 

use in the desired wind tunnel governed the laser choice for this preliminary investigation. The experimental 
setup used in this work is shown in Figure 2. The laser light sheet was formed by scanning the laser beam 
over a plane oriented normal to the model surface. For each velocity component measured, two cameras were 
used, both of which viewed the same field in the flow. The signal camera viewed the field through the iodine 
cell, while the reference camera viewed the field directly. The reference camera allowed intensity variations 
not due to Doppler shifts (i.e. light sheet power variations, smoke variations, etc.) to be accounted for in the 
image processing. While this system results in the signal and reference cameras viewing the flow field from 
slightly different angles, it has an advantage over split image systems in that higher signal levels can be 
obtained by eliminating the beam splitter. This advantage can be important for cases where large fields are to 
be imaged or in cases where laser power or smoke density is limited. Smoke was introduced at the inlet of the 
wind tunnel using a 100 port smoke generation array and theatrical smoke generation fluid. In addition, 
condensation occurs naturally in the vortex core regions. 

Argon-Ion Laser Scanning Mirror for Light Sheet formation 

Signal Camera 
Reference Camera 

Figure 2. Schematic of Optical configuration. 

The cameras used were monochrome RS-170 video standard cameras. The analog output from these 
cameras was fed to 8-bit analog-to-digital frame grabbers. The cameras were operated in an interlaced mode 
which produced alternate odd and even fields ever 1/60th of a second. Each field produced a 512 (H) by 256 
(V) field. Since the scanning light sheet and smoke density both change considerably during this interval, the 
odd and even fields were separated and processed as separate images. A video sync generator was used to 
synchronize all six camera fields and frames. 

During normal operation, slow drifts in frequency will be observed in the argon-ion laser. In 
addition, the laser will occasionally hop between two stable modes, separated in this case by approximately 
76 MHz. Therefore, it is necessary to monitor the nominal frequency of the laser, and occasionally to 
manually tune the laser back to the center of the iodine absorption curve. This monitoring was achieved by 
splitting off a small portion of the laser beam and passing it through a separate iodine cell. Two photodiodes 
monitored the intensity of the sampled beam before and after it passed through the iodine cell, and this 
information was recorded with each camera image and was used to determine the nominal laser frequency at 
the time the cameras acquired a frame. 
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A 7.6 cm diameter, 5.1 cm long iodine cell was used and was housed in a 12.1 cm long insulated box 
with secondary windows to reduce cooling on the iodine cell windows. Copper cladding and strip heaters 
were used to control the temperature of the body at 65 degrees C, and the cold finger at 45 degrees C. 
Experimental scans of the absorption line, obtained by mode-hopping the laser through the absorption line, 
were used in conjunction with a theoretical iodine absorption profile' to develop the nominal absorption line 
curves. Temperatures were monitored on both the barrel and cold finger of the iodine cell and were used to 
adjust the absorption line curve based on the theoretical model. For this iodine cell design, the barrel 
temperature is taken as the vapor temperature, and the cold finger temperature is used to determine the vapor 
pressure based on an empirical eq~at ion '~ .  one 
corresponding to the test conditions, one showing the effect of a 5 degree C variation in the body temperature, 
and one showing the effect of a 5 degree C variation in the cold finger temperature. 

Figure 3 shows three nominal absorption profiles: 
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Figure 3. Iodine Absorption Profile near 5 14.5 nm. 

As can be seen in Figure 3, the absorption profile is rather insensitive to the vapor temperature, SO 

that temperature variations over the body of the cell are unimportant, provided that the temperature of the 
body is sufficiently high to avoid crystallization of iodine on the cell windows. The absorption profile is very 
sensitive to temperature variations in the cold finger, however, and careful control and monitoring of the cold 
finger temperature is crucial to stabilize the absorption profile. 

By tuning the laser frequency to the center of one side of the iodine absorption profile, small shifts in 
the frequency of the laser light show up as large intensity variations when viewed through the iodine cell. 
The second camera serves as a reference camera for the measurement, and allows intensity variations due to 
effects other than frequency shifts to be accounted for. For a nominal camera location on top of the wind 
tunnel, a shift of approximately 3 MHz is expected for a 1 m l s  velocity component in the direction of 
sensitivity. 

Data Processing 
Multiple steps are required to process the DGV data. As the technique is based on intensity 

measurements, care must be applied throughout the processing to preserve the accuracy of the intensity 
measurements on a pixel-by-pixel basis. 

Minor manufacturing variations in the production of CCD arrays may cause pixel-to-pixel 
differences in gain and offset values. Pixel calibrations were performed on each camera to flatten the 
sensitivity of the array. These calibrations were based on diffuse illumination of the array at two distinct 
intensities, and resulted in a relative gain curve for each pixel in the array. Background shots were subtracted 
from data shots to remove stray light illumination and dark current values on a pixel by pixel basis. 



Iodine Cell Calibration 

Geometry of Setup 

Wind Tunnel 
Wind tunnel testing was conducted in the Subsonic Aerodynamics Research Laboratory (SARL) 

wind tunnel at Wright Laboratory. The SARL wind tunnel is an open circuit, low speed tunnel and has a 
3.05111 x 2.13111 test section, see Figure 5 .  Over 50 per cent of the test section walls are made of optical 
quality Plexiglas windows. This test section configuration is ideal for the implementation of DGV and similar 
optical techniques, since it allows optical access from a wide range of viewing angles. 
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Figure 5. Subsonic Aerodynamic Research Laboratory (SARL) wind tunnel. 

These tests measured the interaction of a leading edge vortex generated by a sharp leading edge delta 
wing with twin vertical tails. Leading edge sweep on the model was 70 degrees. The tail shape was chosen to 
be characteristic of an F-15 tail planform. Tails were located along a radial line originating at the apex of the 
delta wing. This tail position was chosen to lie along the vortex core trajectory. Tests were conducted both 
on the clean wing and on the wing with tails, shown in Figure 6. The model had sharp leading edges on both 
the wing and tail surfaces in order to fix separation points. The model was tested at 23 degrees angle of 
attack at a Mach number of 0.2 and a Reynolds number of 1.94 x lo6 (based on root chord). At this 
condition, no vortex bursting was present over the model surface on the clean delta wing. However the 
presence of the tails caused the vortices to burst near the mid-chord location. Furthermore, the bursting is 
unsteady and a considerable oscillation can be observed in the burst location. 

7 
.~ . : .  \ .. .i 444. mm 

. .  
~ . ./ ... .. .. . .. . . . 

.. .. .,......... , 

k 2 0 8 . 7  

Figure 6. Delta wing model with tails. 

Limitations of the Technique 
Since this technique is based on making intensity measurements in order to determine frequency 

shifts, there are a variety of error sources which may lead to biases or random uncertainties in the data. Any 
effect which varies the intensity of the recorded light could result in an error in the measured velocity. Some 
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effects, such a smoke variations or laser power variation, may be accounted for by using the reference image. 
Some optical effects have the potential of varying the intensity recorded between the reference and signal 
cameras. These effects can include camera variations, polarization sensitivities, angular dependence of the 
scattering intensity, background light variations, etc. Some of the effects can be minimized by in-situ 
calibration procedures or careful setup of the optical system, but residual errors remain difficult to quantify. 
Secondary scattering off particles, wind tunnel windows, and the model surface will contribute to the noise 
level in the recorded images. Additionally, any effect which alters the frequency of the laser or the absorption 
characteristics of the iodine cell will result in uncertainties in the velocity measurement. The argon ion laser 
will mode hop between stable modes when used with an etalon, and must be monitored during data 
acquisition. Iodine cells must be operated at stable temperatures, and the absorption length of the cell will 
vary for off-axis light rays. 

Many of these effects have been considered in laboratory studies, and attempts to address the 
ultimate capability of the technique have indicated a 2 to 5 m/s accuracy may be achievable, however, this has 
not been consistently demonstrated in practice. An added complication of working in a large facility is the 
effect of environmental variables, vibrations, temperature changes, etc. on the system. At the present state of 
development, the Doppler Global Velocimetry instrument described here is qualitative in nature. 

As the intent of these tests was a feasibility demonstration, a rigorous error analysis has not been 
undertaken. The dominant source of error in these tests was expected to be the least significant bit errors 
from the &bit video cameras used for data acquisition. When combined with the frame grabber boards, these 
cameras gave an effective 6.5 bit resolution, suitable only for qualitative studies. In addition, residual errors 
associated with polarization sensitivities, secondary scattering of light from both particles and the model 
surface, and calibrations in the data processing are difficult to assess. While this technique is advancing 
rapidly towards a quantitative capability, it is useful as a velocity discriminating flow visualization technique 
in its current state of development. 

Results 
Typical results obtained by conventional flow visualization are shown in Figures 6 and 7. These 

show a laser light sheet flow visualization study on a delta wing with and without vertical tails. The light 
sheet is located at 97% of the root chord and is oriented perpendicular to the model, which is at 23 degrees 
angle of attack. Typical of such qualitative flow visualization, these images are useful in locating the position 
of the vortex core. In the SARL wind tunnel, condensation can be achieved in the vortex core if the relative 
humidity of the atmosphere is sufficiently high. In addition, smoke introduced at the inlet of the wind tunnel 
can be used to visualize the vortex flow patterns outside the vortex core. 

Figure 6. Delta wing flow visualization. Figure 7. Delta wing with tails flow visualization. 

Figures 8 and 9 show the same data as Figures 6 and 7, but in this case the images have been 
postprocessed to remove perspective distortions. In addition, saturation regions have been removed from the 
images. This allows a much better measurement of the vortex locations, and is also a necessary step in the 
processing of the data for the DGV technique. 
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1 

Figure8. Dcltrwingflowvisuu.lizationwith Figure 9. Delta wing with tails flow visu.lization 
perspective distortions removed. with perspective distortions removed. 

Figure 10. Delta wing flow at 97% chord. Figure 11. Delta wing with tails flow at 97% chord. 

1 

Figure 12. Delta wing flow at 75% chord. Figure U. Delta wing with tails flow at 75% chord. 

The value of the DGV instrument for flow visualization is clearly sccn in the next two figures. 
Figures 10 and 11 show typical DGV results w the same wn6guration as a h .  T h e  figures show 
wnsiderably more details of the vortical flow on the delta wing at 98% root chord. The measurements are 



.. L 1 - 1  .. 
sensitive to a velocity component in the direction (-,211 i , -.005 j , ,978 k ), where i , j , and k are unit 
vectors in the downstream, spanwise and upward directions, respectively. Results are shown both with and 
without tails in place, and represent an average of 60 camera frames. A clear difference is seen between the 
two flow fields, showing the strong influence of the tails on the overall flow field. These figures also reveal 
structure in the vortex flow around the tails wbich cannot be discerned in the conventional flow visualization 
measurements above. Since 60 frames are averaged, and since an individual frame represents an exposure 
whch is quite long with respect to some of the unsteady aerodynamic effects contained in this flow, these 
frames may be considered to be time-averaged, and therefore indicate an artificially diffuse vorticity field for 
the unsteady case. 

The sensitivity of this overall flowfield to the presence of the tails can be seen in the next two 
figures. Figures 12 and 13 show DGV results on the delta wing at 75% of the root chord. This location 
corresponds to the leading edge of the tail root. While this plane is ahead of the tails, the effect of the tails is  
felt upstream, as they cause vortex bursting well upstream of their location. This effect can be seen in Figures 
12 and 13. as a strong vortex core is observed in Figure 12, whereas a more dffise vortex is seen in Figure 
13. 

Although signal fdl on each of the individual cameras was acceptable, inconsistencies in smoke 
seeding resulted in areas of saturation and signal dropout on each of the component cameras. As a result, the 
determination of orthogonal velocity components was l i t e d  to small regions having acceptable signal levels 
on all six cameras simultaneously. These problems could be addressed by improvements in the smoke seeder 
system, as well as the use of scientific grade cameras having a better dynamic range. 

Comparisons to a computational fluid dynamics (CFD) solution” of the clean delta wing showed 
that while the qualitative results obtained with the DGV instrument matched the solution quite well, the DGV 
instrument had remainmg gain and bias mors for these measurements. Some of these e m r s  were traced to 
cross-talk between frame grabber boards used with the cameras. Other possible problems include the 
potential for Mie scattering intensity variations over the small angle spread of the two cameras, and 
associated polarization sensitivities in the system. This issue can be addressed by using an optical 
configuration similar to that used by McKenzie’, but with an associated drop in signal levels to the cameras. 

Continued investigation of this technique in the SARL wind tunnel is proceeding. Several 
modifications and improvements to the system described above have been made. A scientific grade camera 
has been incorporated in the system in place of the E-bit cameras used for the results shown above. This 
camera provides 14-bit intensity data and 1024 by 1024 pixel arrays. A NdYAG laset has been inwrporated 
in the system. lhis laser allows for fincr m u e n c y  tuning and increased power levels. The short duration 
pulse also allows camera shutter speeds to be increased. This is particularly useful for reducing background 
illumination from sunlight entering the tunnel through the inlet, d e r  and building windows. A split image 
system is currently being used which allows simultaneous imaging of both the signal and reference images on 
a single C-E This system has the advantage that only one high quality camera is required for each 
velocity component, and that angular variations in Mie scattering a~ less problematic. However, cross-talk 
between the signal and reference sides of the split image system is severe for the middle third of the array. A 
polarizer has been incorporated in front of the beam splitter cube to reduce polarization sensitivities in the 
receiving optics and to suppress some secondary scattering off the windows and model surface. Preliminary 
investlgations with these mcdiications in place indicate that the improved dynamic range of the cameras and 
higher power of the NdYAG allow this imaging system to be used while maintaining acceptable signal levels 
in both the reference and signal images. 

Conclusions 
Doppler Global Velocimetry bas been demonstrated as a technology capable of omking non- 

intrusive, velocity discriminated measurements simultaneously over an entire plane in a wind tunnel flow 
field. Continued advancements to the accuracy and robustness of the technique are resulting in more varied 
applications in complex flow fields. The technique is capable of providing coherent views of unsteady flow 
fields while simultaneously improving wind tunnel productivity. These tests have demonstrated the feasibility 
of making DGV measurements in a large scale facility, and also point to several remaining challenges 
associated with applying a DGV system in a large facility. Continued refinements to the system design are 
expected to advance this technique to a quantitative velocity measurement technique which will 



simultaneously provide detailed flowfield measurements in wind tunnels 
for those measurements. 
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Planar Doppler Velocimetry for Large-scale Wind Tunnel Applications 

Robert L. McKenzie 
*NASA Ames Research Center, MS 260-1, Moffett Field, CA 94035-1000, USA 

Abstract 
Planar Doppler Velocimetry (PDV) concepts using a 

pulsed laser are described and the obtainable minimum 
resolved velocities in large-scale wind tunnels are 
evaluated. Velocity-field measurements are shown to be 
possible at ranges of tens of meters and with single- 
pulse resolutions as low as 2 d s .  Velocity measure- 
ments in the flow of a low-speed, turbulent jet are re- 
ported that demonstrate the ability of PDV to acquire 
both average velocity fields and their fluctuation am- 
plitudes, using procedures that are compatible with 
large-scale facility operations. The advantages of PDV 
over current Laser Doppler Anemometry and Particle 
Image Velocimetry techniques appear to be significant 
for applications to large facilities. 

1. INTRODUCTION 
Planar Doppler Velocimetry (PDV) has been 

shown by several lab~ratories’-~ to offer an attrac- 
tive means for measuring spatially resolved, three- 
dimensional velocity vectors everywhere in the . 
plane of a laser light sheet in a flow. When com- 
pared to other well-known optical methods for 
measuring flow velocities, PDV is particularly ad- 
vantageous for use in large wind tunnels, even at 
low speeds, because of its inherently strong radio- 
metric signals, the simplicity of its optical align- 
ment requirements, its relaxed requirements on the 
nature of the aerosols that must be seeded into the 
flow, and the absence of any need to optically re- 
solve or track individual particles.’*2 Early demon- 
strations of PDV (also called “Doppler Global Ve- 
locimetry” by some authors) were made in low- 
speed but with only limited quantitative 
comparisons to other measurements. More recent 
demonstrations were made in supersonic 
where the Doppler shift is large and less sensitive to 
measurement noise. The use of both pulsed and 

* Author’s address after Jan. 1, 1998: Physical Sciences Re- 
search Associates, 825 Cathedral Drive, Sunnyvale, CA 
94087. E-mail address: mckenzie@netgate.net 

continuous-wave (cw) lasers have been demon- 
strated, but PDV using pulsed lasers is particularly 
attractive because it provides repetitive, instantane- 
ous, images of the velocity field, from which both 
average velocities and their instantaneous and sta- 
tistical fluctuations may be determined. 

This paper updates and summarizes the studies 
reported in Refs. 1 and 2, in which the factors that 
affect the measurement capabilities of PDV using 
pulsed lasers are characterized and its low-speed 
performance is demonstrated. The applications of 
particular interest are to large, low-speed, wind 
tunnel facilities of the type used for the develop- 
mental testing of commercial aircraft. There, ve- 
locities can be less than 100 nds while distances 
from the test region to external instrument locations 
can exceed several meters. 

Reference 1 reported a detailed theoretical 
evaluation of PDV that was designed to determine 
the fundamental measurement capabilities of the 
technique. The results showed that signal levels 
from a practical instrument should be large enough 
to allow the usefbl application of PDV in large- 
scale facilities and that minimum velocity resolu- 
tions less than 2 n d s  are feasible for a wide range of 
test conditions and facility sizes. Reference 2 re- 
ported an experimental study that incorporated a 
high-fidelity, single-velocity-component, PDV sys- 
tem and a suite of PDV image-processing software 
designed for pulsed laser applications. The main 
objectiyes were to validate the PDV measurement 
noise model used to characterize the measurement 
uncertainties and to experimentally demonstrate the 
minimum resolved velocity that could be achieved 
using a PDV system designed for high accuracy. In 
this paper, the preceding PDV performance evalua- 
tions are updated to include all of the experimen- 
tally revealed and evaluated contributors that affect 
the minimum resolved velocities. The predictions of 
minimum resolved velocities are supported by PDV 

Paper presented at the AGARD FDP Symposium on “Advanced Aerodynamic Measurement Technology”, 
held in Seattle, United States, 22-25 September 1997, and published in CP-601. 



9-2 

measurements of the'known surface speeds of a 
rotating wheel. In addition, the application of PDV 
to a low-speed, turbulent jet flow is reviewed that 
demonstrates an experimental procedure allowing 
the average velocities fields and their turbulent 
fluctuations to be determined in a way that is com- 
patible with large wind tunnel operations. 

2. FUNDAMENTALS OF PLANAR DOPPLER 
VELOCIMETRY 
2.1 The PDV Concept 

some optical refinements that were used for these 
studies. Light is scattered by aerosols in the flow 
from a light sheet created by a pulsed, narrowband 
laser. The scattered light image is recorded by a 
charge-coupled-device (CCD) camera system with 
optics that split the image into two paths; one that 
passes through an iodine vapor cell and the other 
that bypasses the cell. The iodine vapor provides a 
sharp-edged spectral filter with optical transmis- 
sions at certain frequencies that are sensitive to 
small changes in the frequency of light scattered 
from the moving particles. The frequency changes 
are caused by the Doppler effect owing to the mo- 
tion of the scattering particles. The images from 
each optical path enter the camera lens with a slight 
displacement so that they are separated into two 
views of the same scattering region. 

A laser that is particularly suitable for th ls ap- 
plication is the frequency-doubled, injection-seeded, 
Nd-YAG system. It is a high energy, pulsed laser 
that operates at a wavelength of 532 nm where the 
iodine absorption spectra is rich with spectral fea- 
tures. It can also be made to operate with a band- 
width of less than 150 MHz,  which is sufficiently 
narrow compared to the 400 M H z  spectral half- 
width of most of the iodine spectral features, so that 
frequency changes as small as 1 MHz can be re- 
solved. 

Normally, the laser is tuned to a frequency 
where the transmission of the iodine vapor filter is 
approximately 50 percent. Doppler shifting of the 
scattered light frequency then causes the light en- 
ergy that is transmitted by the filter to either in- 
crease or decrease from its unshifted value, de- 
pendmg on the direction of the particle motion. 

Figure 1 illustrates the PDV concept along with 

Subsequent image processing determines the 
locations of pixels in each view of the split-image 
that record light from the same object region, and 
then maps and divides the filtered view by the un- 
filtered view, pixel by pixel.' The result is a nor- 
malized image with gray scales that ideally depend 
only on the magnitude of the Doppler frequency 
shift. The image of Doppler-frequency-shifts from 
each laser pulse can then be related to the instanta- 
neous magnitude of one component of the flow ve- 
locity vector for all points in the light sheet. The 
direction of the component depends on the observa- 
tion angle. Three identical camera systems with 
different observation angles provide three separate 
vector components, all for the same laser pulse. 

Field 01 view 

Fig. 1. Planar Doppler Velocimetry configuration for the 
measurement of one velocity component, 

The equation governing the Doppler shift in fre- 
quency owing to light scattered by a moving parti- 
cle can be written in generalized vector notation as 

where LI v is the difference between the frequency of 
the Doppler shifted light and the incident laser light, 
v, is the frequency of the incident laser light, and c 
is the speed of light. The geometry of the measure- 
ment is described by the underlined variables, which 
are vectors as shown in Fig. 1. The unit vector I 
defines the direction of the incident light, the unit 
vector g defines the direction of light scattered to- 
ward the observer, and ,Vis the velocity vector of 
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the scattering particle. The difference vector, S = g 
- f, determines the direction and relative magnitude 
ofthe velocity component that is associated with the 
measured Doppler shift. An analysis of Eq. (1) 
shows that for observation azimuth angles between 
45 and 135 degrees, measured relative to the direc- 
tion of I, and a laser wavelength of 532 nm, the 
term in brackets varies from 1.5 to 3 M H z  per d s ,  
thereby indicating the magnitude of Doppler fre- 
quency shift that must be resolved for a given ve- 
locity resolution. 

2.2 Optical System Refinements 
Several optical refinements appear in Fig. 1 

when compared to the PDV optical systems first 
re~orted.~.~ One is the use of a single camera with a 
split-image optical system in place of the simpler, 
but more costly, two-camera systems originally re- 
ported. This feature makes more acceptable the use 
of expensive, scientific-grade, camera systems to 
achieve the maximum, single-pulse, accuracy pos- 
sible from a PDV instrument. 

The iodme cell used here, with a vapor path 
length of 15.2 cm, is several times longer than most 
other cells designed for PDV. The increased length 
reduces the fractional influence of localized thermal 
gradients from convection-cooled window faces on 
the spectral transmission uniformity across the field 
of view. A penalty of this feature is the slightly re- 
duced field of view that results from a more distant 
entrance aperture. 

A reference tab is shown in the camera view 
ahead of the light sheet. It provides a stationary 
target to monitor the laser frequency fluctuations 
from pulse to pulse. This requirement is necessary 
because the hndamental PDV measurement is the 
instantaneous difference in frequency between the 
light scattered by the moving particles and the inci- 
dent laser light. The laser frequency fluctuates from 
pulse to pulse because the high-energy, Nd-YAG, 
laser system uses a low-energy, narrowband, injec- 
tion laser to induce its oscillation to a narrow band 
width. Frequency locking between the two lasers is 
maintained by modulating the cavity length of the 
host laser to match the axial-mode frequency of the 
injection laser. Consequently, the output frequency 
of the host laser is also modulated with peak am- 

plitudes of approximately & 10 M H z  that are ran- 
domly sampled by the laser pulses. Without moni- 
toring of the laser frequency from pulse to pulse, 
the modulation would appear as a false PDV veloc- 
ity fluctuation of f 3 to 7 d s  that would dominate 
all other noise sources. Moreover, during the time- 
period of a typical PDV measurement, the mean 
laser frequency may drift by a significant amount, 
thereby addmg a possible, time-dependent, system- 
atic velocity error. However, frequency differences 
can be resolved that are much smaller than 10 MHz 
by using the unshifted transmission of light from the 
reference tab to determine the instantaneous laser 
frequency for each pulse. The difference is meas- 
ured most accurately if all targets are viewed 
through the same iodine filter cell. For this work, 
the reference tab was illuminated by diverting a 
small fraction of light from the laser beam, trans- 
porting it through an optical fiber, and projecting it 
onto the tab. 

The optical arrangement shown in Fig. 1 in- 
cludes the usual placement of a non-polarizing 
beam splitter (NPBS) ahead of the iodine cell to 
separate the incident light into filtered and unfil- 
tered views. For this study, it was combined with a 
polarizing beam splitter (PBS) in front of the cam- 
era lens to minimize errors in the normalized image 
that are related to variations in the polarization of 
the scattered light. Ideally, the NPBS must divide 
the image into two views with a consistent ratio of 
transmission to reflection, regardless of the polari- 
zation of the scattered light. Although the incident 
laser light usually maintains some definite, fixed, 
polarization characteristic, the scattered light from 
aerosol scattering is generally slightly depolarized 
while the secondary scattering from windows and 
walls is almost entirely depolarized. This depolari- 
zation energy fluctuates with variations in the local 
aerosol density and will appear as uncompensated 
signal fluctuations in the normalized image unless 
the NPBS transmission for s- and p-polarizations 
are exactly equal, or only one polarization compo- 
nent reaches the camera lens. For an NPBS that is 
used at its design wavelength, the transmissions for 
s- and p-polarizations are typically specified to be 
matched within 3% but the difference can be much 
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larger at other nearby wavelengths or when quality 
control is poor. Thus, to limit the observed light to 
just one polarization after image splitting, a PBS 
was placed in front of the camera lens. Fortunately, 
when a linearly polarized laser is used, most of the 
scattered light from the aerosol is also linearly po- 
larized. Hence, by rotating the PBS to maximize its 
transmission for a particular optical system orien- 
tation, there is no significant signal loss from aero- 
sol scattering but any depolarized light from win- 
dows and walls is attenuated up to 50%. 

3. RESPONSE FUNCTION 

that controls the quantitative accuracy of a PDV 
measurement. It relates the normalized signal for 
each pixel to a relative frequency. (i.e., a frequency 
in absolute units but relative to an arbitrary offset 
frequency, v'.) An example is shown in Fig. 2. 
Once the response function is known, the normal- 
ized signals from all pixels in the PDV image can 
be converted to relative frequencies. The differences 
in frequencies between the incident laser, deter- 
mined from the stationary reference tab image, and 
those obtained from the aerosol scattering image 
establish the Doppler frequency shifts, AV, which 
can then be directly related to one component of the 
absolute velocities everywhere in the image using 

The shape of the response function depends on 
several spectral features of the iodine filter cell, 
including: the radiative strength of the selected io- 
dine spectral absorption feature, the presence of 
underlying spectral features, the optical path length 
through the filter cell, and the temperature and 
pressure of the iodine vapor in the filter cell. The 
spectral transition group cataloged' as line number 
1109 was shown to be one of the stronger absorp- 
tion features within the tuning range of the 532 nm 
laser and its blue side was shown to have minimum 
interference from neighboring transitions. Filter 
cell conditions can be easily achieved so that its 
spectral transmission varies with frequency from 
near zero to approximately 0.8, where a non- 
resonant background absorption becomes dominant. 

The filter cell used for these measurements con- 

The response function is the fundamental feature 

Eq. (1). 

tained iodine vapor at its vapor pressure of ap- 
proximately 1 torr. The cell was made of fused sil- 
ica and consisted of a cylindrical body that enclosed 
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Fig. 2. The response function for the blue side of the iodine 
vapor line 1 109 at a cell stem temperature of 45 O C  and a 
body temperature of 100 "C. The repeatability of the fitted 
response function is shown for two, independent, laser fre- 
quency scans. The fits for each scan are indistinguishable. 

the optical path and a small side stem. The 7.6-cm- 
diameter body cylinder had optically flat windows 
at each end with an internal separation of 15.2 cm. 
The 7-cm-long by 1-cm-diameter stem was attached 
perpendicular to the body cylindrical wall and cen- 
tered on its longitudinal axis. The entire assembly 
was encased in an insulated housing with only the 
window faces exposed. The body was heated to 
temperatures higher than the stem so that iodine 
condensation always occurred in the cooler stem. 
Consequently, the iodine vapor pressure was con- 
trolled by the stem temperature while the vapor 
temperature was coupled to the body temperature. 
The body and stem temperatures were maintained 
by two, independently controlled, heater tapes; one 
that heated the body cylinder to approximately 100 
"C and the other that heated a copper heat-sink sur- 
rounding the stem to approximately 45 "C. These 
conditions have been shown to maximize the spec- 
tral sensitivity of the response function for the cell 
length used here.' However, accurate knowledge of 
the iodine vapor pressure and temperature was 
never necessary because the actual response func- 
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tion was always deterhined experimentally. 
The response function can be determined using 

the PDV system in place by scanning the laser fre- 
quency while recording a sequence of images that 
include a view of the reference tab. As an example, 
the normalized reference tab signals from two inde- 
pendent spectral scans are shown in Fig. 2. The 
scatter in the data is caused by the pulse-to-pulse 
random sampling of the & 10 MHz laser frequency 
modulation used to maintain narrowband locking. 
To obtain a smooth response function that is both 
physically realistic and represehtative of the ex- 
perimental data, an synthetic iodine spectrum is 
computed for vapor conditions that approximate the 
cell conditions. It is used as a basis function and 
fitted to the scan data with a nonlinear, least- 
squares method. The fit is optimized by adjusting 
three parameters that control the amplitude of the 
basis function, its frequency span, and its frequency 
offset. The basis function for Fig. 2 was computed 
assuming a stem temperature of 45 "C and a body 
temperature of 100 "C, which were the set-point 
values of the temperature controllers. The adjusted 
fits for the two scans are overlapping and not dis- 
tinguishable in Fig. 2. The basis function is most 
sensitive to the assumed stem temperature.' How- 
ever, similar fits starting with basis functions com- 
puted for stem temperatures of 40 to 50 "C were 
also nearly indistinguishable from those shown. 
Thus, the repeatability of the response function ob- 
tained using this data analysis scheme is generally 
very consistent, providing the thermal condition of 
the cell is kept stable. Since the actual response 
function is particularly sensitive to small changes in 
the cell stem temperature, its measurement is re- 
peated whenever a change in cell environment is 
suspected. 

4. IMAGE PROCESSING 
4.1 Background and Flatfield Corrections 

tronic background signal in addition to contribu- 
tions from stray laser and room light. An average 
background image may be recorded with low noise 
by accumulating a large number of open-shutter 
exposures, either with the laser beam blocked or 
without aerosols in the flow. However, this aver- 

The CCD image can contain a substantial elec- 

aged background does not contain possible contri- 
butions of secondary scattering from nearby win- 
dows and walls that are illuminated by aerosol 
scattering. The experiment must be configured to 
minimize those contributions. 

The flatfield image provides a measure of the 
non-uniform optical response distribution at the 
image plane and it enables the necessary correction 
of the PDV images. The optical response distribu- 
tion includes the variations in pixel sensitivities and 
the aggregate transmission variations in the optical 
system along all optical paths from each point in the 
object plane to the pixel that is illuminated by it. 
The acquisition of a correct flatfield image is a par- 
ticularly critical step toward achieving accurate 
PDV measurements because the optical response 
distribution is always different for each split-image 
view. The ratio of the two images is undistorted 
only after a suitable flatfield correction is made to 
the entire image. On the other hand, the flatfield 
image does not require a uniformly illuminated tar- 
get because both split-image views see the same 
illumination distribution, but it must reproduce the 
optical losses for the total light energy reaching 
each pixel over all optical paths through the collec- 
tion optics. This requires the flatfield to have its 
target located at the object plane were the optical 
system is focused, which is the plane of the laser 
light sheet. Moreover, to best reproduce the fre- 
quency-dependence of the transmission losses 
through the iodme cell and its surrounding optics, 
the flatfield should be acquired using laser illumi- 
nation with the laser operating at a frequency that 
falls near the spectral range of the response func- 
tion. 

' One convenient laser frequency for flatfield ac- 
quisition is where the iodine cell transmission has a 
spectral plateau so that the transmission is locally 
insensitive to frequency. Then a flatfield may be 
obtained using aerosol scattering from the laser 
light sheet with the seeded air flowing. However, 
the laser frequency must be sufficiently displaced 
from the onset of any frequency-dependent cell ab- 
sorption, or the flow speed reduced, so that the 
transmission remains unaffected by Doppler shifts 
induced by the flow. This approach takes advantage 
of the situation in low-speed flows were the Dop- 
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pler shifts are generally small compared to the 
spectral plateau widths available in the iodine 
spectrum. An alternative and easier approach is to 
operate the laser broadband so that its spectral 
bandwidth encompasses several iodine spectral 
features. The filter is then insensitive to all Doppler 
shifts. However, while th ls  latter approach appears 
to be valid, it has not yet been demonstrated suc- 
cessfully. 

Both the PDV image and the flatfield can also be 
affected significantly by the strong angular depend- 
ence of aerosol scattering in polarized light, par- 
ticularly for scattering at azimuth angles greater 
than 45” from the incident light direction. The large 
angular variations in scattered intensities can create 
large signal gradients across the aperture of the 
camera lens so that slight differences in alignment 
of the two split-image views will create a different 
signal distribution in each view. However, these 
polarization effects will be identical in both the 
PDV image and in the flatfield image if they are 
both acquired at the same aerosol scattering condi- 
tions. Thus, the most accurate flatfjelds are always 
acquired using aerosol scattering from the flow. 
This approach should be favorable for large-scale 
wind tunnel applications because it can be per- 
formed just before acquisition of the PDV data and 
without requiring entry into the test section or a 
change in facility operating conditions. 

4.2 Split-Image Mapping 

accomplished for this study by first obtaining an 
image of a mapping card that contains an orthogo- 
nal array of equally spaced dots and a central reg- 
istration cross. To provide accurate mapping, the 
card must be located in the same object plane as the 
light sheet and its image must be obtained using the 
same aperture v-number) used for the PDV meas- 
urements. For this study using a single camera sys- 
tem, the card was aligned normal to the camera axis 
so that all regions of the card remained within the 
focal depth of the image. However, when more than 
one camera system is in use, the mapping card must 
be aligned in the plane of the laser light sheet so 
that pixels in all camera systems can be registered 
to the same locations in the light sheet. Having the 

Pixel mapping to allow image normalization was 

card aligned with the light sheet also provides a 
convenient means to determine each camera’s azi- 
muth and elevation angles relative to the incident 
light direction, as required by Eq. (l), by measuring 
the apparent change in dot spacings and the relative 
angles between their rows and columns. 

The mapping errors were evaluated by compar- 
ing interpolated pixel mapping coordinates from 
images for two different card orientations. The bi- 
linear interpolation schemes used for this work were 
found to achieve root-mean-square (rms) average 
differences over the entire image of less than 0.3 
pixel units, with maximum differences up to 1.5 
pixels near the image boundaries. 

4.3 Sampling Errors and the Necessity of Pixel 
Binning 

In addition to mapping uncertainties, signal 
sampling errors by the fmite-sized pixel areas also 
degrade the accuracy of the normalized images. 
Each pixel acts as an integrator of the underlying 
charge-distribution induced in its semi-conductor 
substrate. This integrated sampling loses some of 
the spatial detail in the incident signal distribution 
and can lead to large signal ratio errors when the 
signal gradients are large over a pixel dimension. 
Reference 2 shows that the sampling can introduce 
signal ratio errors as large as a factor of two in ex- 
treme cases for a single pixel-pair. An obvious 
means of reducing sampling errors is to integrate 
the signal distribution over larger areas by collect- 
ing blocks of pixels into bins and summing their 
signals. No signal is lost but the spatial resolution is 
reduced. Bin sizes with three pixels on a side (so- 
called “3x3 binning”) was shown to be a minimum 
size for reducing the sampling errors to acceptable 
levek2 Although binning sacrifices spatial resolu- 
tion, it minimizes excessive spatial noise that would 
otherwise degrade the useful spatial resolution of 
the velocity field. Thus, very little recoverable in- 
formation is actually lost. Moreover, in cases where 
signal gradients in the image are small compared to 
a pixel dimension, 3x3 binning has no significant 
effect on the spatial resolution. 

5. PDV MEASUREMENT UNCERTAINTIES 
The uncertainties in measured velocities are re- 
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lated to the statistical uncertainties that af fec t  the 
individual pixel signals in each split-image view and 
their normalization ratios.’ Recalling the notation 
from Ref. 1, the combined effects of statistically- 
independent fluctuations from all stochastic proc- 
esses, whether from noise in the PDV signals or due 
to the turbulent fluctuations in the flow, can be 
charac teM by the sum of their individual mean- 
square variances. An equivalent parameter is the 
square-root of the total variance, traditiody called 
the root-mean-square (m) standard deviation. The 
noise-to-signal ratio (NSR) is then the ratio of the 
rms-staudarddeviation of signals from each pixel to 
its average signal for a multitude of pulsed images. 
Reference 1 develops a formulation to estimate the 
noiselsignal ratio of the normalized image, which 
contains the signal ratios, Slz=Sl /S2, where SI and 
S, denote the signals in individual pixel pairs from 
the filtered and unfiltered views of the split image, 
respectively. The noise-to-signal ratio for Slzis de- 
noted as NSRIZ. Since SIZ is the independent vari- 
able for the response funct~on, the variance of Slz 
combines with the response function sensitivity 
(i.e., &/&I? in Fig. 2.)  to determine the variance 
in the fresuency differences and their corresponding 
velocity variances. The related rms-standard- 
deviations in velocity are defined here as the so- 
called “minimum resolved velocities.” 

5.1 Sources of PDV Measurement Noise 
Sources of noise in PDV signals can be sepa- 

rated into two types; those that are statistically- 
independent for each view in the PDV split image, 
and those that maintain some correlation between 
the filtered and unfiltered views. The statistically- 
independent noise originates from radiometric 
sources that are associated with the detection of 
light and with the electronic nature of CCD detec- 
tors, such as photon-statistical noise, readout noise, 
and dark charge noise. The primary sou~ce of cor- 
related noise is the highantrast, granular, speckle 
pattern that appears in any observation of scattered 
light from a target illuminated by a coherent laser. 
For PDV using ov lasers and video cameras, the 
speckle noise is usually time-averaged nearly to 
zero over the usual 30-ms video cycle period and is 
consequently diminished in the PDV images. How- 

ever, for PDV using pulsed lasers, the &antam- 
ous speckle noise amplitudes in an u n n o m d i d  
image dominate all other noise sources. Fortunately, 
only the signal ratios from two, simultaneously re- 
corded, views are necessary for the PDV signal 
analysis and both views contain nearly the same 
speckle pattern from each laser pulse. If the obser- 
vation angles of both views were exactly identical 
and the mapping was precise, the speckle pattern 
would be completely correlated and would disap- 
pear in the signal ratios from pulsed lasers, just as 
all other spatial features disappear that are common 
to both views. However, the speckle pattern is 
highly sensitive to observation angle while identical 
observation angles are rarely achieved, so that only 
partial correlation can be expected in practice. An 
important difference between the behaviors of ra- 
diometric noise and speckle noise is that the NSRlz 
for radiometric noise depends on the local average 
signal levels, while for speckle noise it is independ- 
ent of signal level and controlled mainly by the 
f-number of the cokction optics2 

5.2 Noise Reduction by Binning and the Unex- 
plained Speckle Background 

The reduction of the signal-ratio variance by 
binning depends on the nature of the noise. Ea  bin 
contains NB pixels, the variance in the signal ratio is 
normally reduced as if the related NSRIZ were mul- 
tiplied by a factor of IN. . However, prehunary 
experime.nts2 have shown that when speckle was the 
dominant noise source, one component of NSRIZ 
varied withf-number and decreased with NB as ex- 
pected; but an additional, residual background was 
also present that could be defined by a constant 
NSRIZ 0.04, independent ofjnumber. Moreover, 
it was not reduced by binning. Although the origin 
of the background is not completely understood at 
this time, several observations and conjectures can 
be made. For the background to be insensitive to 
binning, it must be the consequence of an uncom- 
pensated, temporal variation in the sequence of 
split-image signals. In addition, since the back- 
ground noise occurs in the signal ratios even when 
the laser is broadband, its is not believed to be from 
temporal fluctuations either in laser pulse energy or 
in its pulse frequency. Finally, since the background 
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noise only appears when speckle is dominant, it is 
suspected to be related to the highly sensitive po- 
larization effects that are always present when 
speckle is a dominant feature. Such effects would 
be timedependent because of temporal variations in 
the behavior of polarized scattering by the aerosol 
field from pulse to pulse and would be observable 
because the flatfield correction compensates only 
for the average behavior of the aerosol scattering. 
However, more definitive experiments will be nec- 
essary to confirm these speculations. 

6. ROTATING WHEEL EXPERIMENTS 

PDV minimum resolved velocities because it pro- 
vides a surface that is moving with a linear distri- 
bution of known velocities. The results provide a 
preliminary indication of the minimum resolved 
velocities that are possible in fluid flows, at least to 
the extent that the uncertainties in PDV measure- 
ments associated with scattering from an opaque 
surface correspond to those for aerosol scattering in 
a fluid flow. 

Examples of average velocity field images and 
their Corresponding uncertainty amplitude images 
from a rotating wheel are reported in Ref. 2. The 
rim speed was 57.9 d s ,  with a corresponding rim- 
to-rim Doppler shift of *111 MHZ.  The radial dis- 
tribution of average velocities along a line from the 
center of rotation to the advancing rim is plotted in 
Fig. 3. It follows a linear distribution with the ex- 
pected average slope but contains an organized 
modulation of approximately f 5 m/s that appears 
only on the advancing side of the wheel. Since the 
modulation is a systematic error in the average ve- 
locity, it is not caused by noise in the measurement. 
It appears to be the result of spatially distributed 
frequency variations in the expanded laser beam 
that have discrete steps of approximately 10 MHz. 
A similar behavior with larger modulations was 
observed by Forkey et al.9 for the same type of la- 
ser. However, the organized modulations appearing 
in Fig. 3 will be spatially compressed in the thin 
light sheets used for PDV in fluid flows and their 
organized behavior suggests that correction meth- 
ods analogous to the flatfield corrections might be 
possible. 

A rotating wheel is an ideal target to evaluate the 
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Fig. 3. Comparison of PDV average velocities on a rotating 
wheel with actual surface velocities, along a radial line from 
the wheel center to the advancing rim. The modulations are 
believed to be caused by spatially-separated variations in the 
frequency of the expanded laser beam. 
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Fig. 4. Comparison ofexperimental minimum resolved ve- 
locities along a radial line on the rotating wheel with esti- 
mates using constant and local average signals. 

The measured distribution of minimum resolved 
velocity on a line from rim to rim through the center 
of the rotating wheel is shown in Fig. 4, along with 
two estimates that include the effects of speckle and 
binning.' For one estimate, the local average signals 
are used. Those results match the experimental data 
near the wheel center but underestimate it with a 
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the seeded jet flow. Two optical con6gurations 
were used that measured velocity components with 
different directions. In one, the light sheet crossed 
the jet centerline axis at 90" and the scattering was 
observed at an azimuth angle of 41' h m  the jet 
centerline axis, which resulted in PDV measure- 
ments in a plane normal to the jet axis but with 
velocity components that pointed downstream 20" 
from the jet centerline. The axial component was 
estimated by projecting the measured component 
onto the axial direction. The second con6guration 
used a light sheet that crossed the jet centerline axis 
at 45" but measured velocity components aligned 
with the jet axis. The light sheets in both arrange- 
ments crossed the jet centerline at the same axial 
location and shared a common vertical line. The 
axial velocities obtained from both con6gurations 
on the common line were found to be the same, 
which confirmed the lack of any sigdicant trans- 
verse components and justified the use of projec- 
tions of the non-axial velocity components to infer 
axial velocities in the plane normal to the jet axis. 

PDV velocity fields in the jet flow were obtained 
using a procedure that is favorable for large-scale 
wind tunnel operations because, once the map card 
image is obtained for a given camera alignment, no 
entry into the test region is required and all subse- 
quent data may be acquked remotely. The back- 
ground and response function data were obtained 
prior to operating the jet, and the flatfield image 
was taken using aerosol scattering from the seeded 
flow with the laser detuned, as discussed in Sec. 3. 

Figure 5(a) shows the average axial velocity 
field derived h m  a 100-frame sequence of PDV 
images, using the optical geometry that measured 
velocity components 20' to the jet axis. The image 
has been numerically rotated to simulate a view 
loolung directly upstream. The velocity fluctuations 
are characterized by the velocity fluctuation fie14 
<U3/U,  shown in Fig. 5(b), where <U3 denotes 
the rms-standarddeviation of axial velocity and U 
is its local average value. The measured velocity 
fluctuations have been corrected to remove the es- 
timated contributions from measurement noise, 
which was statistically subtracted with the aid of a 
noise model that computed the noise variance using 
the average PDV signals from the flow.* The rela- 

growing difFerence as the rims are approached. This 
radially-symmetric departure behaves as if it were 
the consequence of p r  wheel-speed regulation that 
is oscillatory about the set-point. Additional noise 
in the velocity measurements on the advancing side 
of the wheel may be caused by intensity amplitude 
fluctuations in the apparent laser side-band fre- 
quency components, thereby accounting for the 
larger differences on the advancing side. The other 
noise estimate is based on a constant average sig- 
nal, chosen to match the noise. at the wheel center. It 
demonstrates that the radial distribution of velocity 
uncertainty is controlled mainly by the variation of 
the response function sensitivity with Sl2. In any 
case, Fig. 4 demonstrates that velocities can be 
measured using PDV with uncertainties generally 
less than 5 m / s  and with minimum uncettaintm 
below 2 m/s. 

7. LOW-SPEED, JET FLOW EXPERIMENTS 
Velocity fields and their fluctuations have also 

been measured in the unsteady, low-speed, flow 
from a &-jet with axial velocities near 60 m/s. 
The primary objectives were to demonstrate the 
ability of PDV velocity field measurements to yield 
the expected results in a fluctuating air flow that is 
seeded with an aerosol of a type used in large fa- 
cilities, and to do so using procedures that are com- 
patible with large-scale wind tunnel operations. 

The jet was a bench-top apparatus that incorpo- 
rated a 27-cmdiameter rotary blower. Air from the 
room was entrained into the center of the impeller 
and exhausted radially into a tangential plenum. 
The unsteady flow from the plenum exited into the 
room air through a S-cm-diameter, cylindrical, noz- 
zle as a free jet. To provide aerosol seeding, a train 
of drops from a commercial "fog fluid," that is used 
for the generation of theatrical smoke (believed to 
be a mixture of propylene glycol and water) was 
heated on the recessed tip of a soldering iron. The 
resulting vapor was drawn by a venturi tube into 
the impeller inlet flow. The seeding system provided 
small concentrations of a liquid aerosol in the jet 
that were not easily visible in room light but could 
be readily seen in the laser light sheet. 

The laser beam was formed into a parallel sheet, 
approximately 1-nun-thick, that encompassed all of 
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live fluctuation amplitudes in the flow bccome large 
in the shear layer while individual single-pulse im- 
ages display an ensemble of intermittent radial flow 
excursions by large eddies. Although this intermit- 
tent behavior in free jets is expected, data of this 
t y p  illusmate the unique capabilities of a PDV 
system using a pulsed laser to reveal the average, 
time-dependent, and statistical nature of an un- 
steady flow. 

1 
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Fig. 5. The average axial velocity field and its relative fluc- 
tuation field. measured in a plane normal to the centerline 
axis of a low-speed. turbulent jet. The view in each image is 
upstream along the jet centerline. U denotes the local. time- 
averaged. velocity and d'> is the standard deviation of 
velocity fluctuation amplitudes that have been cnnectcd to 
remove the estimated measurement noise wnuibutions. 

An indication of the quantitative accuracy of the 
average PDV measurements in the turbulent jet is 
shown in Fig. 6, where the average axial velocities 
implied from impact pressure probe measurements 
compare reasonably well with PDV measurements 
along the same radial line across the jet. Distur- 
bances to the average PDV velocities from side- 

band frequency variations in the laser beam would 
not be as obvious here as they are in  the rotating 
wheel measurements because they are spatially 
compressed in the light sheet and fall mostly outside 
the shear layer where velocities are near. or below, 
the minimum resolution. 
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Fig. 6. Comparison of PDV average axial velocities along a 
radial line through the jet center with velocities implied from 
impact pressure probe measurements. 

8. PDV CAPABILITIES FOR LARGE-SCALE 
WIND TUNNEL APPLICATIONS 

me measurement capabilities of PDV can be 
characlexized using estimates of the limiting obser- 
vation ranges and aerosol optical densities that are 
associated with signal levels covering the full dy- 
namic range of modem CCD detector arrays, and 
combined with an evaluation the minimum resolved 
velocities that are achievable at those signal levels. 

8.1 Observation Ranges and Aerosol Density 
Requiremen$ 

aerosol optical densities, an aerosol-scattering 
model has been developed' that relates the scatter- 
ing efficiency of a typical seed material and the pa- 
rameters of the collection optics to the CCD detec- 

To determine the limiting observation ranges and 
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tor signal levels. The formulation is based on Mie 
scattering theory and an empirical model of aerosols 
with a distributed range of particle sizes that simu- 
late the smoke or seed materials usually introduced 
into large wind tunnels flows. The results are shown 
in Fig. 7, where the range, R , is the distance from 
the sample volume to the collection optics and is 
proportional to the size of the facility. The optical 
path length, C p a ,  , is the sum of the distance that 
the laser light must travel through the seeded flow 
to the sample volume, plus the distance that the 
scattered light must travel back to the detector. The 
primary parameters are the unfiltered CCD signal 
level, S2, the observation range, R, and the optical 
density of the aerosol. The optical density depends 
on the aerosol particle density and on the aggregate 
scattering efficiency by its distribution of particle 
sizes. To define the optical density in terms that are 
readily measurable, it can be related to its effect on 
the easily-measured laser beam transmission along 
the optical path. The transmission is characterized 
by the laser pulse energy ratio, E/E, , where E, is 
the pulse energy entering the path and E is the at- 
tenuated pulse energy at the path exit. The remain- 
ing independent parameters were chosen to repre- 
sent typical experimental conditions for a large 
wind tunnel application. Their values are listed in 
the title of Fig. 7. The choice of laser sheet height, 
Ay, may be related to the facility size (range) and to 
the CCD array size by requiring that the light sheet 
fill at least 1/2 of the field of view of the CCD im- 
age to accommodate the spilt-image optics. This 
criteria leads to a maximum sheet height of Ay = 
0.1R for a typical 10-nun CCD array height when 
combined with a normal photographic lens focal 
length of 50 mm. Consequently, the height of the 
light sheet will also increase with range to match 
the increase in scale of the flow being studied. 

Two representative flow-seeding cases are 
shown in Fig. 7. Case 1 represents the situation in 
smaller facilities where the seed material is allowed 
to fill the entire flow channel. Then the total laser 
transmission path is at least Cpth=2R. Case 2 rep- 
resents the alternative situation for very large fa- 
cilities where seeding is best done only in the flow 
region being investigated, which avoids unnecessary 

...... 
200.000 

s0.m 

. . ,  
0.5 I I I 1 1  I I I I 1 1  I I I I I r l  

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 
Eo, Optioal transmission 

Fig. 7. Estimated observation ranges for selected unfiltered 
scattering signals, St, and a constant ratio of laser sheet 
height to range, dY/R=O.I. Estimates are for a laser pulse 
energy = 300 mJ, pixel area = 25x25 pm', CCD detector 
quantum efficiency = 0.3, and 01 .4  collection optics. 

attenuation of the laser and scattered light by the 
aerosol. In that case, the minimum dimension of the 
seeded region must be at least equal to the sheet 
height, so that Cpoth=Ay. However, in both cases the 
sheet height fills half of the field of view, so that 
Ay/R=O. 1 is maintained. In addition, the optical 
density has been limited to the maximum that is 
possible from customary smoke-generation equip- 
ment. However, that limit affects only the minimum 
optical transmission obtainable in Case 2 and only 
at the maximum signal that can be recorded 
(500,000 electrons). Hence, most types of com- 
monly-used smoke generators are expected to be 
adequate for PDV applications at all usefkl ranges. 

Fig. 7 indicates that for facility sizes less than 
1.5 meters (Case l), signals should be readily ob- 
tainable that will reach the saturation signal of the 
CCD array (S2= 500,000 electrons). In addition, it 
shows that when localized seeding is used (Case 2), 
accurate PDV measurements (i.e., for S2 2 10,000 
electrons) should be possible at ranges up to 50 
meters when Ay/R=O. 1. Figure 7 also shows that 
the range becomes insensitive to optical transmis- 
sion below WEo= 0.8, so that the use of greater 
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aerosol optical densities will not increase the signal 
levels or the useful range significantly. 

8.2 Minimum Resolved Velocity Capabilities 
The minimum resolved velocity is estimated by 

~ combining a realistic model of the noise sources in 
the PDV signals with the spectral response function 
of the iodine vapor filter. The results of the previ- 
ous estimates' are upgraded here to match the ra- 
diometric noise parameters to those determined ex- 
perimentally as described in Ref. 2, and to add the 
effects of speckle noise. The assumed detector pa- 
rameters simulate state-of-the-art, commercially 
available, scientific-grade, CCD arrays selected 
because of their suitability for PDV measurements. 
Specifically, they pertain to a 576 by 384 pixel ar- 
ray with a readout rate of 430 kHz, cooled to -50 
"Cy and with 16-bit digital resolution. The combined 
readout noise, dark charge noise, and digital uncer- 
tainty is then only k 2 counts out of 50,000. How- 
ever, signal-dependent photon-statistical noise and 
uncorrelated speckle noise will add to that value. 

The estimated minimum resolved velocities are 
shown in Fig. 8 for a data analysis that incorporates 
3x3 binning. The response function is the same as 
shown in Fig. 2. The range of mean velocities for 
each case shown is limited by the dynamic range of 
the response function, which was confined to signal 
ratios between .05 and .95. The laser frequency was 
chosen to give an unshifted filter transmission of 
0.2, which encompasses a wider range of positive 
mean velocities. Similar curves, predicted for the 
laser tuned to frequencies with an unshifted filter 
transmission closer to 0.5, will have the nearly 
same dynamic range of mean velocities and mini- 
mum resolved velocities, but will be shifted to lower 
mean velocities. This feature allows the dynamic 
range of the velocity measurements to be adjusted 
to match the experiment. Other schemes have been 
proposed that extend the dynamic range by adding 
an inert gas to the cell vapor mixture to reduce the 
response function ~ensitivity.~ Two unfiltered signal 
levels are represented in Fig. 8; one at the minimum 
useful value (10,000 electrons) and one that is mid- 
range (250,000 electrons) for a CCD detector with 
a well depth of 500,000 electrons. Two noise mod- 
els are also represented; one in which the speckle 

Unfiltered signal 
Sz, (electrons) 

- 10.000 

250,000 

Speckle background 1- Speckle background 
included 

Speckle without 
background \ 

-100 -80 40 -40 -20 0 20 40 60 
Mean velocity ( W s )  

Fig. 8. Estimated minimum resolved velocities using a PDV 
noise model for selected unfiltered scattering signals, S2, with 
and without the constant speckle background represented by 
NSR12=0.4. Both cases assume 3x3 binning. 

background is included and one without it. Because 
the speckle background is represented by a constant 
N S R 1 2  = 0.04 that dominates all other noise sources, 
the minimum resolved velocities predicted with it 
included depend mainly on the average signal ratio 
and follow the shape of the response function. They 
are relatively insensitive to the magnitude of the 
unfiltered signal level because the signal-dependent 
noise is not the primary contributor. However, 
without the speckle background, the minimum re- 
solved velocities are nearly an order of magnitude 
lower and show a primary dependence on the unfil- 
tered signal level. These results motivate the search 
for a means of reducing the speckle background. In 
any case, the lowest resolved velocities in Fig. 8 
agree with the rotating wheel results and show that 
the resolution of single-pulse velocities below 2 m/s 
should be possible. When pulse averaging for Npuhe 
pulses is incorporated, minimum resolved velocities 
will be reduced by a factor of ( 1 h V p u k e ) ' .  Thus, the 
averaging of velocity fields from 100 laser pulses 
should provide averaged velocity resolutions as low 
as 0.2 d s .  

Figures 7 and 8 are related by their common 
values of the unfiltered signal level, SI. They com- 
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bine to show that single-pulse PDV measurements 
with minimum resolved velocities below 2 m/s 
should be possible in aerodynamic test facilities 
with sizes to tens of meters. 

9. SUMMARY 
The main objective of this study has been to 

evaluate the application of Planar Doppler Veloci- 
metry (PDV) using a pulsed laser to low-speed 
flows that are typical of large-scale wind tunnel 
facilities. The predictions of minimum resolved ve- 
locities are improved by including experimentally 
characterized noise sources and are verified by 
PDV measurements of the known surface speed of a 
rotating wheel. In addition, PDV measurements in 
the flow of a low-speed, unsteady, jet flow demon- 
strate a procedure that measures both average flow 
velocities and their fluctuations in a way that is 
compatible with large wind tunnel operations. Fi- 
nally, an aerosol scattering model is combined with 
a model of the noise sources in a PDV measurement 
to estimate the limiting facility sizes and minimum 
resolved velocities that are possible with a high- 
fidelity PDV system using a pulsed laser. In gen- 
eral, this study indicates that PDV velocity field 
measurements, using commercially available, Nd- 
YAG laser and CCD imaging systems, should be 
possible at ranges of tens of meters, and with sin- 
gle-pulse, minimum resolved velocities below 2 m/s. 

The advantages of PDV over current Laser 
Doppler Anemometry and Particle Image Veloci- 
metry techniques appear to be significant for appli- 
cations to large aerodynamic facilities. In particu- 
lar, the main attributes of PDV that are not matched 
by the other methods are: (a) PDV with a pulsed 
laser can provide all three components of velocity, 
everywhere in the field of a single light sheet, from 
individual laser pulses, while using relatively simple 
image processing and data analysis procedures, (b) 
PDV does not require the alignment of multiple la- 
ser beams or light sheets, thereby relaxing the sen- 
sitivity of the optical system to facility movement or 
vibration and reducing the complexity of its instal- 
lation and operation, and (c) PDV does not require 
the optical resolution or tracking of individual par- 
ticles or aerosol gradients, thereby relaxing the 
control requirements for seed material densities and 

sizes, extending the useh1 observation range, and 
possibly even allowing the use of intrinsic smoke or 
dust that may be present in the flow of some facili- 
ties or flight environments. Although the other 
methods can usually provide lower minimum re- 
solved velocities, they appear to become advanta- 
geous only when lower velocity resolutions are a 
key requirement in the aerodynamic experiment. 
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1. SOMMAIRE : 
La VClocimCtrie Doppler Globale est une mCthode non intrusive 
basee sur la mesure du dtcalage Doppler de la lumitre diffusee par 
un Ccoulement ensemenct en particules illuminees par un plan 
laser h la Mquence v. Observe h travers une cellule d’iode tout 
decalage Doppler est traduit immtdiatement en une variation de 
I’absorption de la lumitre. Cette technique permet de donner le 
champ des vitesses de I’Ccoulement ensemenct. h une cadence 
d’acquisition qui ne depend que du dispositif d’enre,‘ ~istrement. 

Les etudes r6alisCes B ce jour utilisent un laser h argon ionisC 
monomode dont la nie verte est fortuitement accordie sur deux 
raies d’absorption non rdsolues de I’iode dont I’intensitC depend 
fortement de la tempkrature. Pour s’en affranchir, un laser h 
colorant continu accordable en frequence a Cte utilise, permettant 
un choix extri2mement ais6 d’une raie d’absorption d’une moltcule 
dont la population est peu dependante de la tempbture et le profil 
plus ou moins nide en fonction de la gamme de vitesse 3 mesurer. 

Les premiers tests ont CtC realisks sur un disque toumant, les 
vitesses dCterminCes par DGV sont en bon accord avec celle 
mesurees par tachymetrie. puis des mesures ont CtC kalistes en 
soufflerie. Le point est fait sur les amCliontions apportees pour 
augmenter la pkcision. 

2. INTRODUCTION 
Les moyens de mesures des vitesses en aerodynamique Ctaient, 
pendant de nombreuses anntes. limitts aux sondes A fi l  chaud ou 
anemoclinometriques intrduites dans I’tcoulement et dont 
I’embout coincide avec le volume de mesure. Ces dispositifs 
classiques prtsentent I’avantage d’une grande simplicit6 
d’utilisation. Les inconvhients inhtrents h de telles sondes 
proviennent principalement du champ de perturbation cret par la 
sonde qui modifie la grandeur locale au point de mesure considtk. 

Les techniques optiques non intrusives de velocimetrie laser 
interfkrentielle et de vklocimttrie bipoint [ I ,  21 ne pennettent 
d‘accider A la mesure de la vitesse qu’en un point de I‘tcoulement, 
et sont inadaptees aux Ccoulements perturb& dans lesquels les 
informations spatiales varient plus rapidement que le temps 
d’acquisition des donntes. 

Dans le domaine d‘investigation des tcoulements tourbillonnaires, 
I’apport de la VClocimCtrie Doppler Globale, en anglais DGV 
(Doppler Global Velocimetry) est capital. En effet, cette mtthode 
non intrusive permet non seulement de visualiser un tcoulement 
mais aussi d’obtenir les caracttristiques du champ de vitesse en de 
nombreux points de celui-ci en un temps tres court, ce qui 
n’impose plus h I’ecoulement d’ttre stationnaire. L’application de 

cette mtthode de mesure s‘ouvre donc 3 des essais en souffleries 
et 3. des essais en vol de maquettes de labontoire au cours desquels 
on s‘intkresse particulierement h I’Cvolution temporelle du sillage. 

3. PRINCIPE DE LA VELOCIMETRIE DOPPLER 
GLOBALE 
La tomoscopie laser est une technique trts utiliste depuis 
plusieurs decennies pour visualiser les Ccoulements et mettre en 
Cvidence la structure des tourbillons. Pour cela un moyen de 
visualisation tel qu’une camtra observe un plan laser rendu visible 
par un ensemencement de I‘Ccoulement avec des particules [3]. 

Les premiers tmvaux concernant la DGV o n t  debut6 aux U.S.A. en 
1991. La DGV est une nouvelle technique non intrusive qui 
permet de dtterminer le champ de vitesse h partir de la lumiere 
diffuste par les particules traceur de I’tcoulement. La mesure est 
effectuee simultantment pour tous les points du plan. Le principe 
de la DGV, dtcrit dans les tnvaux de J. F. Meyers et col1 [4,5], est 
bast sur la mesure du decalage Doppler de la lumitre diffusee par 
des particules ensemenpant I’tcoulement et eclairtks par une nappe 
laser i la frtquence v accordte sur une nie d’absorption de I’ide. 
Les particules suivant un tcoulement de vitesse moyenne V, et 
tnversant un faisceau laser h la frtquence v sont d‘abord 
considtkes comme kcepteurs en mouvement, puis comme sources 
en mouvement. La relation donnant le dtcalage en frequence requ 
par le dttecteur est : 

(1)  
V(5-T) AV =- 

C 
o i  i repksente le vecteur unitaire dans la direction de propagation 
du laser, 0’ le vecteur unitaire dans la direction d’observation et c 
la ctltrite de la lumiere. Vue travers une cellule remplie de 
vapeur d’iode jouant le r6le de discriminateur de frequence. la 
variation de frkquence de la lumiere diffusee est immtdiatement 
traduite par une variation d’absorption. La variation locale 
d‘intensitk correspond A la mesure locale de la vitesse. Cette 
variation d’intensitk lumineuse ainsi produite est nonnalisee par 
rapport h une ‘image de kftrence. La fonction de la camera de 
rtfirence est d’obtenir la carte d’intensitk issue du champ de 
particules illumintes sans I’influence du filtre. Le traitement de 
I‘infotmation est effectut A la vitesse d’acquisition du moyen de 
prise de vue utilist. 

Le montage de la figure 1 peut se decomposer en trois parties : la 
source lumineuse, la cellule & iode, et la partie detection et 
acquisition des informations qui s’articulent autour d’un 
Ccoulement snsemenct en particules. 

Paper presented at the AGARD FDP Symposium on “Advanced Aerodynamic Measurement Technology”, 
held in Seattle, United States, 22-25 September 1997, and published in CP-601. 



se omtrice 

10-2 

r n h  
laser h Argon laser A colorant 

cellule iode 
de kfirence 

+ P.M. 

B-4 detection synchrone 
,,: ./ :.: .... :. I I .. .. x 

...:.. : .:..:..,. . ...: 

‘ 1  I Y A  

A V  I 

lentille cylindrique 

I detection synchrone 

1 orciinareur I3 

‘ I  I 
cellule h iode 

de mesure 

dttecteur 
+ 

1 orciinateur I 

i 

i 

\ /  I miroir 

‘ I  C 

miroir thennostatee 

Figure 1 : Montage experimental de la DGV 

La partie du rayonnement la plus intense (95%) forme un plan de 
lumitre. La lumitre diffusee par les particules tnceur de 
I’Ccoulement est visualisee dans notre installation par une camkra 
unique suivant un chemin optique de reference et un chemin 
traversant la cellule d’iode. La deuxitme partie du faisceau ( 5 % )  
est envoyee sur une cellule a iode de rkference pour Ctudier la 
fluorescence et I’absorption de I’iode. L’enregistrement de la 
fluorescence par un photomultiplicateur. associC h un filtre passe- 
haut, permet d’identifier les nies de I’iode. Le photomultiplicateur 
et I’amplificateur & detection synchrone sont relies ii l’interface du 
laser. Un boitier de commande permet de fixer la frkquence 
d’hission du laser trts prkcisement a mieux de lMHz dans le 
profil de la raie. 

Le rapport des niveaux d’kclairage obtenus pour les couples de 
pixels de refhence et de mesure pennet de remonter h la vitesse 
locale. Ce traitement permet d’tliminer les variations d’intensitk 
causkes par d’autres phtnomtnes que ceux liCs a la vitesse 
(variation en densite de particules, diffusion de lumiere, reflexions 
parasites, taille de particules et puissance laser par exemple). 

En dkplapnt le detecteur, donc en modifiant la direction (5. i) ou 

en changeant la direction de propagation de la nappe laser ( i) il est 
possible de mesurer d’autres composantes de la vitesse. II est facile 
de concevoir une technique de DGV h trois composa.ntes en 
utilisant plusieurs dttecteurs ou de multiples faisceaux avec 
diffkrentes directions de propagation. 

- 

- 

4. EMISSION LASER 

4.1 Laser i frfquence fixe 
Les premieres experiences [4,5] ont utilise un laser h argon rendu . 
monomode longitudinal a 5 14,jnm. Un laser fonctionnant sur un 
seul mode longitudinal et un seul mode transverse est la meilleure 
source de lumitre monochromatique connue. La largeur spectrale 
d’un laser monomode (3 MHz) est trts infkrieure a celle de la 
double raie d’absorption PI3  -RI5  (43-0) de I’iode, et m&me 
souvent inferieure 5 la largeur naturelle (1.5 GHz) due i la duke de 
vie finie de I’etat excitC. Une des mCthodes utiliskes pour obtenir 
un rayonnement laser monomode [ 6 ] ,  est celle de I’Ctalon 
intracavitk. De fortes pertes sont gherees pour tous les modes sauf 
un en introduisant une petite cavitC Fabry-Phot, d’espacernent fixe, 
dans la cavitC laser. La cavitt est une lame de verre I faces 
rigoureusement paralldes, a faible facteur de reflexion. 
Typiquement, au moins 75% de la puissance, qui h i t  repartie dans 
I’ensemble des modes qui oscillaient simultantment avant 
I’introduction de la lame, peut se retrouver dans le mode unique 
obtenu. En inclinant plus ou moins la lame par rapport 3. I’axe du 
laser on peut changer la frequence de resonance privilCgiCe, ?i 
I’intCrieur de la largeur de la nie. Dans cette ttroite limite, la 
frtquence du laser est accordable, soit par inclinaison de la lame 
&talon, soit en faisant varier la temperature de celle-ci. Pour un 
laser argon ionise, une largeur de raie de quelques MHz est 
obtenue @ice A I’utilisation d’un interferomttre Fabry-PCrot 
intracavitk et de deux miroirs equip& de cales pitzoelectriques 
installCS sur un risonateur en Invar. 
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4.2 Laser accordable en frequence 
L’Cmission laser issue d’un laser a colorant est generalement 
monomode (5WKHz) et accordable. Le milieu actif est un colorant 
organique, dont la particularit6 est de presenter une emission qui 
fluoresce sur une tks large bande. Le colorant est excite par 
I’absorption de lumitre fournie par une source de lumi&re 
extirieure. et emet des radiations de longueurd’onde plus klevee que 
celle de la lumitre de pompage. Ces lasers doivent Ctre pompks par 
une autre source laser Cmettant dam le voisinage du maximum de 
la bande d’absorption du colorant. Le choix du colorant est 
conditionne par le domaine spectral d’kmission desire, domaine 
dans lequel la longueur d’onde peut Ctre accordee A toute valeur au 
moyen d’un filtre de Lyot et de deux etalons de Fabry Ptrot.. Tous 
les colorints n’ont pas le mCme rendement : les rhodamines I I O  et 
6G sont de loin les colorants qui prksentent le meilleur rendement 
: pour une puissance de pompage de 8W (laser Ar+), la Rhodamine 
6G peut emettre une puissance maximale d’environ 1.5 W en 
fonctionnement monomode dans la region 570-620nm. 

Afin d’exploiter de maniire optimale les proprietts d’accordabilite 
de cette cavite laser et de reduire encore la largeur de la raie 
monomode, la source laser est munie d’un dispositif de stabilisation 
en frequence et de mesure precise de la longueur d’onde. 
L‘ensemble des elements constituant le laser ri colorant 
commercialise par COHERENT est pilote par un systime 
informatique AUTOSCAN. Ce sysdme petmet le pilotage en 
frequence du laser, la gestion des sequences de balayage en 
Mquence et la ckation de tichiers componant la frequence optique 
et plusieurs donnies acquises sur des entrees firipheriques sous 
forme d‘une tension analogique [0 - I O  VI. 

La DGV n6cessite une nappe laser continue prisentant des 
paramhes geomitriques reglables (hauteur, divergence et 
ipaisseur). II est possible d’utiliser tin ensemble compact associant 
des lentilles spheriques et cylindriques qui petmet, sans changer les 
composants. d’obtenir une nappe laser ri bords parall&les et de 
largeur reglable [7]. 

Pour des besoins en soufflerie oh la nappe laser doit etre de grande 
dimension, i l  taut : 

- soit se contenter d’une nappe d bords divergents qui 
nkcessite de repker I’anple d’illumination de chaque point 
du plan ; 

- soit utiliser un systkme comprenant un miroir 
multifacettes place 2 la fwale d’un miroir sphtrique ou 
d‘une lentille de Fresnel de tks gande dimension. Dans ce 
cas le balayage du faisceau ne permet pas de realiser des 
rnesures pour des Ccoulements fonement instationnaires. 

Les lasers i argon classiquement utilises en DGV tnvaillent une 
puissance maximale de I’ordre de 5W. Le laser i colorant peut 
foumir une puissance laser monomode accordable de 2W. 

5. LE DISCRIMINATEUR DE FREQUENCE 

5.1 La cellule d’iode 
La cellule d’iode est constituee d’un cylindre en verre feme par 
deux fenetres en verre 3. faces panllbles dans laquelle ont ere places 

quelques cristaux d’iode avant d’Ctre scellie sous vide. Pour eviter 
la condensation de I’iode sur les parois de la cellule, la quantitk 
d’iode introduite est totalement vaporisee A la tempkrature de 
thermostatisation. La pression de vapeur saturante de I’iode solide 
est donnee en fonction de la temphture par la loi de Dewar [8] : 

log(P(mmHg)) = 10,0392-(3 137/T) (2) 

La temperature de remplissage de la cellule a iode est de 3 13K. La 
cellule est installee dans une enceinte thermostatke ?I 323K i k I K. 

5.2 Choix des raies et prise en compte de la structure hyperfine 
La molecule d’iode prisente deux etats electroniques principaux : 
I’etat X, ttat de plus basse energie ou Ctat fondamental et I’itat B. 
un Ctat excite. 11 existe de nombreuses transitions entre I ’h t  X et 
I’Ctat B conduisant ri un spectre. d’absorption comportant un grand 
nombre de nies. Le spectre d’absorption de la molicule d’iode est 
parfaitement identitit. il sen de kfkrence pour calibrer les spectres 
d’autres molicules [9]. Les raies d’absorption ou d’kmission des 
molecules ne sont jamais tout fait monochromatiques : elles 
pksentent, rides pressions trts faibles et i tres basse tempkrature, 
une largeur dite naturelle et lorsque la pression et la temphture 
augmentent, les nies subissent differents types d’elargissement. A 
basse pression, inferieure 4 quelques centaines de Pa. les raies 
subissent principalement un dargissement Doppler. La vitesse due 
ri I’agitation thetmique des esptkes absorbantes induit un decalage 
frequentiel autour de la frkquence centrale v,,, par effet Doppler. 
L’Clargissement obtenu est inhomogene puisque chaque molicule 
emet 4 une Mquence differente. proponionnelle 4 sa vitesse propre. 
La largeur Doppler de la nir 4 mi-hauteur est : 

v (3) 
8 k T t n 2  J m c :  

Avu = 

avec : 
m, masse moleculaire de I’espece absorbante ou emettrice, 
c. la cCI&ritk de la lumitre, 
k, constante de Boltzman, 
T. la tempkitwe absolue. 

Les diffkrents niveaux rotationnels presentent une structure 
hyperfine due au couplage entre le moment cinttique de rotation et 
le moment cinetique nuclkaire. Pour la molecule d’iode chaque 
niveau rotationnel de nombre quantique pair se subdivise en 15 
composantes hypcrfines et chaque niveau de nombre quantique 
impair en 21 composantes. La structure hyperfine conduit 3. un 
tlargissement inhomogene de la raie, ayant des consequences 
similaires ri l’ilargissement par effet Doppler, c’est-8-dire uh 
etalement de la fdquence centnle de la transition. La figure 2 
pksente I’enregistrement de la transmission des raies d‘absorption 
de l’iode R70 (23-0) et P 73 (23-0) en fonction de la fkquence. 

Le spectre d’absorption montre des nies dissymktriques dues i la 
presence d’une structure hyperfine non resolue et une forme 
differente suivant le caractere pair ou impair de la nie. Le profil de 
transmission de la nie paire est plus “tasse” que celui de la raie 
impaire qui couvre de faqon ividente un plus vaste domaine 
spectrdl. 
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Figure 2 : Spectres de transmission des raies R70 et P73 

Pour kaliser le discriminateur de frkquence, le choix se porte sur 
une nie d’absorption de I’iode parfaitement ksolue dans la gamme 
d’emission du laser prisentant une Forte absorption. La raie doit 
pksenter un profil d’aile le plus IinCaire possible. La longueur du 
profd doit Otre choisie en fonction du domaine de vitesse etudiC de 
maniere 3. contenir le dicalage induit par effet Doppler. Pour les 
gammes de vitesses devies, comprises entre 150 mls et 450 mls, 
et pourdes variations de vitesses de I’ordre de plus ou moins 150 
mls, I’amplitude du decalage Doppler, pour des angles 
d’observation classiques, est d’environ 0.3 GHz. Pour des vitesses 
plus ilevCes trois solutions sont possibles. 

La premiere consiste 3. accorder le laser sur une fdquence situCe en 
dehors de la nie de I’iode afin que la frequence de la IumiZre 
diffusCe apres decalage Doppler soit nmenee dans une aile du 
profil d’absorption. 

La seconde technique consiste 3. rechercher dans le spectre 
d’absorption une zone d‘absorption mal ksolue dans laquelle 
plusieurs raies superposees conduisent a un ilargissement plus 
important qu’une raie isolte. 

La troisitme mtthode consiste 3. passer d’un protil Doppler de la 
raie 3. un profil collisionnel en jouant sur la pression partielle de gaz 
neutre dans la cellule [IO.  I I ] .  Dans ce demier cas un gain 
important en domaine de friquence peut etre obtenu aux dCpens de 
la sensibilitt. Pour le domaine des faibles vitesses, entre -50 mls et 
+ 50 mls, le choix se ponera sur des raies pdsentant un profil le 
plus raide possible. Dans le cas de I’iode moleculaire. le nombre de 
composantes hyperfines (15 ou 21) facilite ce choix. Une 
alternative consisterait i choisir une autre molCcule pksentant une 
structure hyperfine plus Ctroite, c’est 3. dire un profil de raie 
d’absorption plus nide permettant d’accider il une gamme de 
vitesse infirieure 3. plus ou moins 50 m / s  sans nuire 3 la sensibilite. 
C’est le cas en particulier du Brome. 

5.3 lMesure de I’absorption de I’iode 
L‘Ctalonnage en frequence d’une raie d’absorption de I’iode est 
kalist directement dans la zone Ctudite au cours d’un balayage en 
frkquence. La figure 3 donne I’Cvolution de I’absorption pour la 
nie W5 (23-0). Une partie de la lumiere diffusee par les particules 
traceur maintenues 3. vitesse nulle dans la zone de I’kcoulement 

traverse la cellule d’iode thermostatke placCe devant la partie 
mesure de la camera. 

-0 20 40 60 80 100 120 140 160 180 

* 10Mhz 

Figure 3 : Evolution de I’absorption en fonction de la 
frkquence pour la raie P75 (23-0) 

La nie P75 (23-0) pdsente une &volution du protil dissymktrique. 
L’aile droite de la raie d’absorption prisente un profil quasiment 
IinCaire dans sa partie mediane avec une pente beaucoup plus raide 
(+7.35 MHd % absorption) que pour sa partie gauche (-1232 
MHd % absorption). Le spectre d’italonnage est obtenu en 
effectuant une acquisition d’une image par pas de IOMHz lors du 
balayage en Mquence de la raie i la cadence d’acquisition de la 
camen. Afin de ne pas bruiter les images, celles-ci sont stwkies 
directement dans la memoire RAM de I’ordinateur. La camera 
utilisie est une camera COHU 4912-5000. Pour chaque partie de la 
raie d’absorption un polyndme d’ordre 5 permet de recalculer le 
decalage Doppler en fonction de la variation d’absorption pour le 
depouillement des images de DGV. 

Le choix de la nie d’absorption se porte sur une nie tres intense 
permettant I’obtention d’une pente du profil d’absorption 
importante.Un certain nombre de parametres spectroscopiques 
(facteurs de Franck Condon, faux d’absorption, ...) sont a prendre 
en considCration pour se placer dans les conditions exphimentales 
optimum. Celle-ci sont aisement remplies grice 3. la souplesse du 
laser accordable en fkquence. 

5.4 Dependance en temperature de la raie d’absorption 
La variation de pression de vapeur saturante de I’iode varie 
Fortement avec la temperature (2). Dans le cas de la DGV, il 
apparait immediatement que la stabilisation en temperature de la 
cellule i iode est importante puisque dans une gamme de 
temphture de 273K i 340K, un dCfaut de thenostatisation de IK 
conduit 3. une fluctuation de pression comprise entre 5 et 10%. I1 est 
donc necessaire de stabiliser la tempt5rature de la cellule B une 
valeur inferieure i k 0, IK afin de limiter A 2 1% I’erreur absolue 
sur la pression. Comme il a de$ t t C  precise, ce probleme peut Otre 
en partie resolu en fabriquant une cellule A icde scellie sous vide 
dans laquelle des cristaux d’iode ont et6 places en masse suffisante 
pour atteindre la concentration necessaire 3. I’absorption requise, 



puis de chauffer cette cellule & une temperature superieure B la 
temperature de vaporisation T. Dans ces conditions, meme en 
chauffant la cellule a une temperatun superieun T, la 
concentration en icde ne variera pas. 

Seule la population rovibratiomelle evoluera. En effet, la fraction 
de BolWann (f,) des niveauxrovibratiomels fondamentnux v ” 4 .  
I” varie en fonction de la temperatun. L’6volution de la fraction 
rotationnelle Afr en % / K est inf&ieurc B i 0.02 %/K pour J” -75 
alors qu’elle meint 0,3%/K pour J”-15 dam la gamme de 
IemphtuIe comprise entre 300K er 325K. Une stabilisation en 
tem@alure de f l K  est donc nlativement facile B obtenir. Le choix 
des raies d‘absorption de l’icde s’orientem vets des raies pdsenlant 
un niveau mtationnel l” correspondant au maximum de la fraction 
de Bolamann f, dans la gamme de temperatun choisie [ I l l .  
Ensuite il reste & accorder la frfquence du laser sur une raie 
d’absorption. Le choix correspond &la mie v ” 4  ; 1”-75 (23-0) B 
la fdquence de 519813.412ffiIlr. Dans ces conditions. une 
variation en temperature de 3K se rraduira par une variation en 
concentration de I’icde dans I’etat J”de 0.05%. 

La figure 4 prCsente la variation de I’absorption maximate dans la 
cellule en fonction de la temperatun pour la mie P75 (234). La 
tmnsmission a 61.5 obtenue en jouant non pas sur I’tpaisseur de la 
cellule d‘icde mais sur la concentration en icde. tout en ganlant une 
pression inferieure B 1500 Pa pour Cviter un tlargissement 
collisionnel des raies de I’icde. 

5 5  Cellule de bmme 
%Ion lagammede vitesse renconuk. il est possibled’appliquer la 
technique de discrimination fdquentielle sur une autre molecule 
que I‘icde afin d‘obtenir une &volution d’absorption diffhnte. 
Dans le cas des vitesses faibles. I‘urilisation du brome se justifie 
par la ptisence de S V U C ~ U ~ S  hypefines i 6 ou 9 composantes au 
lieu de I5 ou 21 pour I’icde. d’o0 un spectre d’absorption moins 
l q e .  Les faibles vitesses seronf alors &termink avec une plus 
@de prkision. De plus le bmme prCsente I’avantage d’&e une 
molkule relativement bien caractCris6e par les spectmscopistes. 
h pression de vapeur saturante varie en fonction de la temperature 
suivant la loi : 

P,(Pa)-exp(-41.885+0.42776T-O,M)13747~) (4) 

Pour la DGV. la stabilisation en temperature de la cellule B brome 
est encon plus delicate que dans le cas de I‘icde puisqu’une 
variation de temperature de IK conduit une fluctuation de 
pression comprise entre 4 et 6%. U est donc nkessaire de stabiliser 
la temperature de la cellule B mieux de r 0.2K pour avoir une emur 
absolue sur la pression de vapeur samrante inferieure A i l % .  De 
m2me que pour la cellule d’icde. en utilisant une cellule de brome 
x e l k  sous vide, en augmentant la tempemure la concentration en 
brome ne variera pas. U suflit don de se placer au minimum de 
variation de la fraction de Bolwann correspondant ;1 J”-50 pour 
eviter une evolution de la population rovibrationnelle trop 
importante. Pour une variation en temperarun de i 5K I’evolution 
de la fraction rotationnelle est inftrieure B i 0.1% pour des J” 
compris entre 50 et 70. Le mcde operatoire sera alors le mane que 
pour la cellule d‘icde, c’est-&dire qu’il suffira de chauffer la 
cellule de brome A une temperature superieure i la temperature 
utili& pour le remplissage et d’accorder la ftiquence du laser sur 
une mie d‘absorption J” proche de 60. 
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Figure 4 : Evolution do maximum @absorption en fonction de 
la temperature de la cellule d‘iode pour la raie P75 (230) 

6. AMkLlORATIONS DES MESURES 

6.1 Optimistion des mesures de DGV 
La qualitt des mesures de DGV nkessite I’optimisation de 
plusieun points. Cemins on1 d6jA 616 ptisent6s. il s.agit en 
particulier : 

.de la poJsibilit6 de choisir une raie d‘absorption de I’iode 
en fonction du domaine de vitesse 3 Ctudier ; 

~ du choix d’une raie #absorption peu rensible B des 
fluctuations de temperature ce qui simplitie la 

thermostatisaim de la cellule d‘icde ; 

-de I’btalofinage sur Site de I’absorption en fonction de la 
Mquence d’hission du laser avec des pas en fdquence 
112s faible pour indeliser le mieux possible I’tvolution de 
la loi d’absorption en fonction du decalage en ftiquence. 

D’aufns points importants doivent 2a pris en compte pour 
ambliorer la plOcision de mesms de DGV, il s’agit en paniculier 
de I’ensemencement en panicules. de la prise de vue, et du 
traitement des images. 

6.2 Ensemencement en particules 
L‘ensemencement en paniCuleS wceur de I’ecoulement est un 
probltme delicat cmmun B plusieurs techniques aussi bien 
qualitatives (tomoscopie) que quanritarives (v6locimttries 
inte~hntielle et bipoint. PIV et DGV). Le probltme principal 
concerne le suivi le plus fidZle possible des panicules dans les 
zones fort gradient de vitesse. Pour cela les panicules 
submicroniques suivent mieux I’6coulement que les particules de 
taille superieure, mais cela au detriment de la diffusion de la 
lumitre qui est fonction du paiam&tre de taille. I1 a et.5 choisi de 
tracer I’.5coulement avec des particules d’encens. Ces parricules 
sont submicroniques. et polluent &s peu les hublots de 
visualisation. 



6.3 EIalonnsge des d r a s  
La DGV met en muvn des camCras CCD. Chaque pixel de la 
camera ne donne pas une rCponse equivalente aux autres pixels 
pour un m2me niveau d'tclairement. De m h e  le courant 
d'obscurite varie pour chaque pixel. Le niveau de gris de chaque 
pixel est donc corrig6 en fonction d'une loi d'ttalonnage prenant en 
compte la rlponse pour difftrents niveaux de gris et du comnt 
d'obscuritt. Differentes lois de comctiom ont Ctt  utilisees. la lOi 
faisant appl A un polyn6me du deuxiime de@ donne de bonS 
dsultats. Cet 6talonnage est r5aIis.5 a partir de prises de vue pour 
differens diaphragmes d'un &ran monochrome dclaid 
uniformement. Cette correction est de loin la plus importante. 

6.4 Mothode optique de mesure d'angles 
Commc le montre la figure 5, la composana de p e  m e s e  est 
la projection de la vitesse sur le vecfeur 5-i . 

fens de I'Ecoulement direction de la 
composante de 
vitesse mesude 

z 

Figure 5 : Position dss angles d'observation et d'lllumination 
en DGV 

Le dtcalage Doppler pdsenfe une forte dCpndance angulaire qui 
s'exprime alors par : 

avec e I'angle enue le rayon laser er I'axe optique de la camera. 
w I'angle entre ie rayon laser et le vecreur vitesse. La projection 
du vecteur vitesse sur 5 est proportionnelle il cos(&yr). et la 
projection de v sur -i est proportionnelle B cos yr. Ii est n6cessaire 
de mesurer au moins deux angles : I'angle entre la direction 
incidente de la lumitre et la dimtion d'observation et I'angle enue 
la direction incidente de la lumiere er l'axe principal de 
I'tcoulement Or. il s'avere qu'une impdcision de mesure de fl 
sur chaque angle mduit une emur totale de 1.5% sur la 
determination de la vitesse. Une mithode pr6cise de mesw de ces 
angles est donc indispensable. Cette mtthode fait appel il des 
mesuns par autocollimation du faisceau. Une erreur maximale de 
lecture sur chacune des positions est de 3'. I'erreur totale sur la 
&termination de la vitesse est de 0.03%. 

6.5 Traitement de I'image 
l a  c m t n  CCD dktecre une image de 752 pixels par 582 pixels sur 
une profondeur de 8 bits. Chaque image enregisuie est constitute 

- 

de deux demi-images (figure 6) : celle de droite correspondant au 
signal rlference et celle de gauche correspondant au signal ayant 
m v e d  la cellule d'iode note AL.F. Pourdliminer les fluctuations 
de la lumi8n Cmise par le laser ainsi que les inhomog6nCltes du 
plan laser, I'image A.L.F. est normalisCe par rapport P I'image de 
dftrence. Les deux images doivent don etre superposables. 
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Figure 6 : Enregistrement d'une image de DGV 

6.6 Recnlage des images 
L'emgisuement des deux images d'une mire montre que I'image 
A.L.F. est d t fomk par rapport A I'image de rlference. En effet. 
alle-ci a subi des dtformations dues principalement a la diff6mce 
de chemin optique entre la lame stpanuice et le miroir. 2 la 
position du mimir qui n'est pas parfaitemen1 prpendiculaire au 
plan laser, et B is prlsence des deux hublots de la cellule d'iode. 
L'image enregis& est divide en deux images de 376 pixels par 
582 pixels chacune. Pour &re superposables les deux images 
doivent avoir exactement la m€me taille et la m6me position. 
Cellcs-ci sont carocteriisees par les coordonntes Curie vingtaine de 
points sklectionnes au pixel pr2s surchaque image. 

Soient (x.y) et (x'.y') les coordonntes respecrives des points 
stlectionnts sur les images A.L.F. et r6fCrence. Donner il la mire 
"A.L.F." la meme position et la m&me taille que la mire 
"Rtftrena" nvient B uansformer les coordodes (x, y) en (x', y'). 
n s'agit de muver la composition d'une rotation d'angle 0. d'une 
wnslation de coordonnees (h. k) et de deux homotheties (Sr, S,) 
respctivement suivant x et y tels que : 

x'- s, x cos0 - S, y sine + h 
y'- S. y cosE+ S, x sine+ k 

Cependant. Ctant donne que les points sont stlectionnes B plus ou 
moins un pixel pes la rransformation n'est pas exacte. Ainsi, la 
mnsfomation recherchte est celle minimisant I'erreur : 

E- {[X'~-(S, xi cos0 - s, yi si&- hi' t 
[y',-(s,y, + S. xi sine) + k]') 

L'Ctude de I'algorithme de minimisation est ditaillte dans le 
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paragaphe suivant. Pour une dlection de 20 pints. I'ernur E est 
inferieure B 0.4 pixel par point. 

Figure 7 : Exemple de recalage d'une mire 

6.7 Algorithme de minimisatloo 
L'operation de minimisation de E est tialiste sous le logiciel 
MA'ILAB. L'algorithme de minimisation. ou methodc de descente. 
utili& ici Y base sur les techniques d'interpolation quadntique et 
cubique. Celui-ci fait appel ;I des processus iteratifs du type : 

xyl  - xI+ a*P 

oi  p determine la direction de deplacement A panir du point I, et 
a* est un facteur don1 la ,mndeur donne la longueur du pas dans la 
direction p. 

Soil d la fonction B minimiser telle que : 

d-IIF(Ax) - f(x)ll 

Le probltme ici consiste B determiner le point le plus bas de 
I'ensemble K tel que : 

K - ((A,d)l II F(A,x) - f(x) II s d) 

Le pkcipe de base de la methcde de la descente est le suivant : une 
premitre eslimation (A,d,) du p in t  le plus bas (A', d') de K est 
donnee. Une direction descendance dbterminee est suivie pour 
obtenir une estimation (Ak.,, 4.,) pour laquelle d,, c 4. Si K est 
un ensemble convexe. il existe un scul point pour lequel on ne peut 
aller plus bas. c'est le point le plus bas de K. U est donc possible de 
trouver un systtme particulier engendrant une suite d'esumations 
toujours decmissantes et qui converge vem (A*. d*). La methcde 
de descente comporte deux etapes : la determination de la direction 
de descente p, et la determination du deplacement limite le long de 
cette direction. Ici. une methde polynomiale impliquant une 
interpolation est utilisie pour dCterminer la direction p. 
L'interpolation quadravique prend en compte une fonction d'ordre 
2 et I'interpolation cubique. Le minimum de ces fonctions est 
dbtermine pour la valeur du dbplacement limite le long de la 
direction de descente a*. La determination des coefficients des 

deux 6quations est W e  en combinant trois (cubique) ou quatre 
(quadntique) gradients. La direction de descente est dkterminee en 
consrmisant une famille de normales A K dirigh vers I'exlerieur. 

6.8 D€gauchissement des images 
L'image d'un plan laser vue par une cambra dont l'axe optique 
difftre de la normale conduit B une deformation de cellest. Un 
degauchissement de I'image, doit donc Em effectuk B la fois 
verticalement et horizontakment. La figure 8 prknte les r&ultats 
d'une image vue sous un angle de 12' redress& verticalement puis 
horirontnlernmt 

Figure 8 : Image de mire vue sous un ange de 12" puis 
ddgauchie 

7. APPLICATION A LA MESURE DE VITESSE PAR DGV 

7.1 Wtermination de la vi- d'un dsque en mmtion 
Les premiers travaux ont effectues sur un disque toumant de 
8cm de diamtm dont la vitesse de mtation, comprise entre 5000 et 
3oooO toudminute. est mesutie par un tachymtlre [ I2 B 141. Le 
montage experimental est sensiblement le mZme que 
ptic&mment. un faisceau de lumitre panlltle B la ftiquencc v 
du laser eclaire le disque de faqon uniforme. La lumitre diffusee 
par I'ensemble du disque est observee. La fr6quence laser est tixte 
la plus prcche possible de la ftiquencc du milieu de I'aile de la raie 
d'absotption choisie. Sur le diamttre vertical du disque est !devk 
I'intensiteabsorbee (figun9).C'esteneffetsurcetrelignequesont 
observhs les variations des vitesses les plus grandes. 

7 1  ' t i  I YI' 

Figure 9 : Evolution d e  I'absorption le long d'un diambtre 
vertical d'un disque toumant 
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A chacune de ces intensitts. est anribue, & panir de la courbe 
d' t ta lmge de la raie en uansmission en fonction de la IXquence, 
un dkalage Doppler auquel correspond une vitesse. Les vitesses 
mesudes par DGV et tachymttrie sont en bon accord (figure IO). 

- I. 
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Figure 10 : Comparaison de  la vitesse determinbe par DGV 
et par tachyrndtre. 

7.2 Validation des mesures de OGV sur un hulement 
Afin de valider les mesuns de DGV sur un koulement. des essais 
ont et6 tidids en soufflene dam une veine vide. L'koulement est 
enwmenct par& la fumie d'encens. L'6taIonnage de I'nbsorption 
en fonction de la Mquence a Cte tialise sur un vem dtpoli plact 
dans le plan laser ou sur la fumte d'encens mantenue B vltesse 
nulle. La figure I I ptisente le halayage en fdquence de la raie 
WS(23-0) de I'iode p u r  deux koulemenls ensemencts, I%n d 
vitme nulle, I'aum B la vitesse de 57 m l s  m e s d  par Pitot. 
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Figure 11 : Eralonnage de  I'absorption A deux vitesses 
diffbrentes en fonction de la frequence [raie P75 (230)l . 
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Figure 12 : Cornparaison des mesures de vitesse par DGV 
et Paot effectuees en soufflerie. 

13 Determination du champ de vitesse d'un 6cnulement par 
DGV 
Un exemple complet du uaitement d'une image est prtsente. il 
s'agit d'un ecoulement memenci en panicules d'encens. La taille 
de la fenem visualide est de 150 mm de haut par 90 mm de large. 
L'tpalsseur du plan laser est de 1 mm, ce qui correspnd un 
volume par pixel de 0.1 14 mm3. 

La figure 13 correspond d une image dont les premiers uaitements 
ont Ctt  une corntion du niveau de gris et de courant d'obscurirC 
pour chaque pixel de la camtra. Sur les deux demi-images, une 
dflexion parasite du plan laser sur le bublot de la soufflerie est 
visible. Un difaut poncNel appamit en bas de chaque &mi-image. 
L'ensemencemcnt est m e z  mhomoghe. il est situ6 dans la partie 
b de la zone vaualisee, et pdsente une shucflm btlobCc, avec 
la panie basse plus riche en particules que la panie haute. 

Le balayage est rtalid & la cadence de 250 Mhz par seconde et 
I'enregishement des images B la vitesse de 25 images par seconde. 
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-1 - I  

Figure 13 : Image de DGV aprb correction en niveau de 
gris e1 courant d'obscuritd de la camera 

Pour Climiner le bruit de chaque pixel un rraitement faisant appel 
P un film passe bas a tlt effectue. Le dsulrat est report6 en figure 
14. 

Figure 16 : Carte des vitesses 

La demi-image tiference est ensuite recalk sur la demi-image vue 
P mvers la cellule d'iode apes avoir sousmit une imagc 
cornpondant au bruit de fond. le rtsulrat e61 pdsenlt en figure i 5 .  
Une image assez homogae est obtenue, les zones ensemencks 
conduismt P un niveau de =gis, relativement constanL La zone non 
ensemencte reste trZs bruitte. 

A padr de I'image recalte un premia traitement permet de passer 
au dhlage Doppler en cornparant les variations de Iransmission i 
la courbe d'ttalonnage de la laic en transmision en fonction de la 
fdquence. his un deuxieme calcul est effectut prenant en compte 
les angles &observation et d'illumination pour chaque p in t  du 
plan observb. La cane des vitesses obtenue est pksentk en figure 
16. 

8. CONCLUSION ET PERSPECTIVES 
La DGV est une technique qui pr&ente un grand intetit en 
mkanique des fluides et lout paniculienment pour d6lerminer le 
champ des vitesses ae5rcdynarniques d'un ecoulement. ce demier 
pouvmt Cm interne ou exreme. 

Fgure 14 : Image de DGV traitement par un fibre passebas Cette methode. &rite pour la pranik fois en 199 I. met en (xuvre 
un laser P argon ionise rendu monomode par I'utilisation d'une 
cavite Phi-Fabry et excirant fomitement les raies d'absorption 
PI3 et RI5 (43-0) de I'iode moltculaire. 

La nouveaut6 eSSenuelle appode par ce mvml reposc sur 
I'utilisation d'un laser & colorant monomode accordable en 
fr6quence. Nous avons ainsi fait apparaim 1- pmts determinants 
puvant Mnbficier de sa souplesse par compardison P la DGV 
daWe P fdquence fixe : 

- un accord en lonpeurtonde associt & une coMaissance 
pkcise de sa ftiquence d'emission obtenw z4 panu des 
mesum de fluorescence dans une cellule d'iode de 
*f&mce ; 

- le balayage en Mquence de la raie d'absorption choisie 
pour r6aliier I'ttalonnage de la transmission ; 

-le choix d'une raie d'absorption d'une moltcule utilisCe 
comme discnminateur de FrQwnce pksentant une faible 
dtpcndance en Iem&ature de sa fracrion rovibratioMelle. 
une forte absorption. et une forme opthide de sa 

Figure 15 : Image de DGV aprb recalage 
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msmission en fonction de la gamme de vttesse B gtudier. 

Les premibres mesum de viresses par DGV appliquk B un disque 
tomant pdsentent une boone concordance avec les vitesses 
obtenues B panir de la connaissance de la vitesse de mtatlon du 
dique. 

Les mesures r6aliSees sur un ecoulement en soufflene sont 
egalement en bon accord avec Ics mesures obtenues par Pitot. 

Outre I'apport du laser A colorant l'amblioration de la qualite des 
mesures passe par un bon recalage des images. par un 6talonnage 
de chaque pixel en niveau de gris. par une thermostatisation de la 
cellule d'icde, par un ensemencement le plus homosne possible. 
Tow ces pomrs wit& avec le plus grand soin. am6lionnt de facon 
sensible les ~sullars. 
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1 SUMMARY 

A theoretical model is presented to compute the 
monochromatic rainbow mterference pattern formed by 
ellipsoidal homogeneous, transparent particles. The 
model is applied to predict the effect of droplet non- 
sphericity on the errora in the particle temperature and 
size measurements, performed by rainbow thermom- 
etry. These results have been employed to achieve 
a quantitative validation of the experimental non- 
sphericity detection method, based on the comparison 
of different types of size measurements of the same 
droplet, derived from different interference structures 
that are visible in the rainbow pattern. As such, con- 
fidence can be established in the temperature measure- 
ment as far as the selected spherical droplets are con- 
cerned. 

2 INTRODUCTION 

2.1 Rainbow Thermometry 

Rainbow thermometry is a unique laser-based, non- 
intrusive technique which measures the temperature of 
an individual transparent, spherical particle. In 1988, 
the technique was introduced in the domain of fluid dy- 
namies by Roth, Andera and F r o b  (Refs. 1, 2) and 
later further developed by Van Bee& and Riethmuller 
(Ref. 3) towards the measurement of particle size and 
velocity and to the detection of non-sphericity. S& 
et al. (Refs. 4, 5, 6) studied the applicability of the 
technique for fuel combustion sprays. However, the po- 
tential of the technique lies in the entire field of research 
on transparent sprays, droplets and spraying system as 
far as thermal energy is involved. 

The principle of rainbow thermometry is the determi- 
nation of the refractive index of the particle, thus its 
temperature, from the angular position of the primary 
monochromatic rainbow that is generated by a single 
particle illuminated by a laser beam. Fig. 1 represents 
the standard optical configuration to detect a rainbow 
interference pattern in a spray. The system consists of 
a spatial filter to select a probe volume containing one 
particle at a time. The sensor is a linear CCD camera 
placed at focal distance of the lens system so that the 
position of the rainbow on the CCD array is indepen- 
dent of the position of the single particle in the probe 
volume. 

Fig. 2 shows the far-field intensity in the mono& 
matic rainbow as a fimction of the scattering angle 8, for 
a wavelength of 632.8 nm. The ratio of the refractive in- 
dex of the particle and that of the surronnding medium 
equals 1.33534. The figure has been created with the 
help of the Lorenddie theory which provides a rigorous 
solution for the scattering of a plane eledro-magnetic 
wave front by a homogeneous sphere (Refs. 7, 8) .  As 
the CCD camera is placed in the focal plane of the 
lens system, each pixel number of the CCD array can 
be related to a certain relative scattering angle. The 
absolute scattering angle is obtained by means of a dy- 
namic calibration procedure carried out with a particle 
of known refractive index (Refs. 9, 10). 

Fig. 1: The standard o p t i d  conlignration used in 
rainbow thermometry. B is the angle between 
a scattered light ray and the h e r  beam. 

The rainbow exhibits two main interference structures 
as is also clear from the power spectrum shown in 
Fig. 3'. Angular frequency FI arises from the'low- 
frequency Airy fringes. These fringea result from laser 
light having experienced one internal reflection by the 
particle surface. The high-frequency ripple structure is 
represented by peaks at frequencies Fz and Fs. This 
interference structure is formed by optical interference 
between internal and external reflection. Both interfer- 
ence structures can be employed to obtain the particle 
size without having prior knowledge of the temper+ 
ture. Subsequently, the temperature is deduced from 
the angular position of the main rainbow maximum. 
For thie, the size is needed because the angular posi- 
tion of the main rainbow maximum depends also on 
the dimemion of the particle. As such, a snrprisingly 

'The reason for showing the derivative is to mmwe the 
pedestal in the power Speetmrn near the origin. 

Paper presented a: the AGARD FDP Symposium on "Advanced Aerodynamic Measurement Technology", 
held in Seanle, United Sta:es. 22-25 September 1997, and published in CP-601. 
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Lorenz-Mie theory 
I '  
I Sphere diameter = 1 mm 

Refr. index = 1.33534 
Wavelength = 632.8 nm 

138 139 140 141 
Scattering angle (degree) 

Fig. 2: The intensity of the monochromatic rainbow 
as a function of the scattering angle. Because 
the CCD camera is placed in the focal plane 
of the lens system (see Fig. 1). each pixel of 
the CCD camera is related to a certain scat- 
terbg angle B .  The angular position of the 
main rainbow maximum depends on the par- 
ticle temperature and size. 

Derivative of spectrum of rainbow panem 

Fig. 3 The power spectrum of the monochramatic 
rainbow as depicted in Fig. 2. The positions 
of the peaks at angular frequencies F1 and Fs 
are employed for measuring the particle size. 

simple laser-based, non-inhive teclmique, consisting 
of one laser beam and one linear CCD camera, has been 
established for measuring simultaneously the size and 
temperature of a spherical particle. 

Later developments have led to the measurement of the 
particle velocity from the rainbow p a t t w .  But the 
main purpose of the technique remains the determina- 
tion of the temperature as this physical quantity c-ot 
be measured by means of conventional laser-based, non- 
intrusive techniques such as laser-Doppler (Ref. 11) or 
phase-Doppler anemometry (Ref. 12). 

2.2 Detection of Particle Non-Sphericity 

Unfortunately, the shape of the scatterer has a large 
influence on the accuracy of rainbow thermometry. Al. 

ready in 1980, Marston (Ref. 13) recognized that the 
merent rainbow interference structures, i.e. the Airy 
fringes and the ripple structure, allow a perfect detec- 
tion of the non-sphericity of the scatterer. The large 
inhence of particle non-sphericity on the measurement 
accuracy of the temperature measurement was later o b  
served by Van Beeck and Riethmuller (Ref. 9). The 
authors decided to process only spherical particles se- 
lected by a diameter comparison method (Ref. 14). This 
method compares the particle diameter D A ~ , ~ ,  obtained 
from the Airy fringe spacing, to the diameter Dp,pp~e 
which is derived from the ripple structure superimposed 
on the Airy fringes. When the difference between the 
diameters is larger than the uncertainty in the size me& 
surement, the particle is supposed to be non-spherical, 
thus the rainbow signal is rejected to avoid erroneous 
temperature measurements. Qualitative experimental 
validation of thia non-sphericity detection method has 
been reported (Ref. 3). In the present paper, the t h e  
retical proof will be given. 

3 THE SURFACE INTEGRAL METHOD: 
PRINCIPLE 

Here, the principle of the surface integral method for 
light scattering by a non-spherical particle will be out- 
lined. The method will be applied later in this paper to 
an ellipsoidal particle to validate the non-sphericity de- 
tection method. Consequently, one aims to predict the 
behaviour of the Airy fringes and the ripple structure 
in the primary rainbow region. 

The theoretical model is based on a combination of wave 
and geometrical optics for the description of tight p rop  
agation (Ref. 10). 

3.1 Wave Optics: Kirchhoff Integral 

Let r be the radial position vector for the surface of 
the non-spherical scatterer and let rp be the vector for 
observation point P, where the tight detector is placed. 
Wave optics ia applied to express the electric field E, 
in the observation point as a function of the scattered 
electric field E. at the surface S, entirely enclosing the 
scatterer (Fig. 4). This leads to the vector Kircbhoff 
integral relation (Ref. 15): 

( n .  E.)VG + (n x E.) x VG + 
iG(n x (k. x E.)) da. (1) 

da is a surface element on S having a unit vector normal 
n. k. represents the wave vector assigned to E.. k, is 
the wave vector for the electric field E, at a distance 
from the particle where the scattered waves propagate 
as spherically diverging waves as sketched in Fig. 4. 

For G in Eq. 1, one has to substitute the free field 
Green's function (Refs. 15, 10): 

Subsequently, Eq. 1 becomes a simple diffraction-like 
integral which is the basis of most of the work on diffrac- 
tion (Refs. 16, 17). 
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expressions for the electric fields E:" and E:"t near the 
droplet surface: 

E:xt = Eb p:"t p e-.(wt-o"'-1"'=121 1 

E? = E b  pa int * e-.(wl-~~"'-l~"'*/zl  

(4) 

' ( 5 )  

Here, Eb is the amplitude of the electric field in the 
incoming wave front, t is the time and w the circu- 
lar frequency of light. The symbols G, U and 1 have 
been discussed hefore and the superscripts ext and int 
pertain to external reflection and internal rdection, re- 
spectively. Substitution of Eqs. 2 to 5 in the vector 
Kirchhoff integral relation, Eq. I, completes the sur- 
face integral method, giving a hybrid solution to the 
problem of rainhaw scattering by non-spherical parti- 
cles. Numerical results of the Kirchhoff integral will be 
presented in the following section. 

€%mar / / p  -"p ' Incident 
Wave Front 

Fig. 4 The scattering problem solved by the sur- 
face integral method to quantify the non- 
sphericity effect on rainbow thermometry. 

3.2 Geometrical Optics 

The field E. on surface S, as it appears in Eq. 1, can he 
associated to geometrical rays that are traced with the 
help of the laws of geometrical optics. In the pnmary 
rainbow region, external and one internal reflections are 
the dominant geometrical contributions. Consequently, 
the total electric field E. on surface S will be the s u m  of 
the electric field E:xt, assigned to the externally traced 
ray, and the electric field EF t ,  assigned to the once- 
internally reflected ray: 

(3) E .- - EeXt . +E$. 
The direction of each electric field vector is determined 
by the polarization vectors p;" and ppt on the d a c e  
S. These vectors are obtained by computing the change 
of the incident polarization vector as it interacts with 
the particle interface according to the laws of reflection 
and refraction and the coefficients of Fresnel (Refs. 18, 
10). 

It is essential for the prediction of the different interfer- 
ence structures that the phase U ,  assigned to each elec- 
tric field on the droplet surface, is computed correctly. 
First, the Fresnel reflection coefficients may change the 
phase by 180' upon interaction of a light ray with the 
surface of the scatterer. Secondly, the length of the o p  
tical path followed induces a phase shift with respect 
to the phase in the incident wave front. Finally, one 
has to realize that the phase advances 90' whenever 
two adjacent rays cross each other, i.e. focus. The lat- 
ter phase change has been discussed by Van de Hulst 
(Ref. 19) and Hovenac (Ref, 20). fint is the number 
of focal points encountered by internally reflected rays 
upon emerging from the particle. Similarly, lCXt repre 
sents the number of focal points for external reflection; 
hence, le"' = 0 . 
The shape of the particle also iduences the scattered 
light intensity distribution. This is accounted for hy 
the gain factor B which is defined as the ratio of the 
scattered energy Eux at a certain position on surface S 
and the incident energy flux (Ref. 10). GeXt and pint 
are the gain factors for external and internal reflection, 
respectively. 

Ray tracing, the computation of the state of the scat- 
tered polarization vectors, the phase changes and the 
gain factors are the necessary tools needed to find the 

4 T H E  SURFACE INTEGRAL METHOD: 
NUMERICAL RESULTS 

T h e  Kirchhoff integral will be solved for the primary 
rainbow formed by external and one internal reflection 
of a planar wave front hy a non-absorbing, homoge- 
neons, ellipsoidal particle. The solution will be com- 
pared to the purely geometrical computations of Moe- 
bins (Ref. 21). It is interesting to look to the latter 
computations first. 

4.1 Moebins' geometrical computations 

\Planar incident .......l __.. .... wave front 

w. ': \ 

z-axis . ... .... 

Fig, 5:  The scattering problem considered by Moe- 
bins (Ref. 21) in 1910 AD. His aim was to 
compute the deviation of the geometric rain- 
bow angle &, as a function of the angle '3 
and the axis ratio B / C .  

The problem of rainbow scattering by non-spherical 
particles has already been considered by Moebius 
(Ref. 21) in the beginning of this century. His computa- 
tions were purely geometrical, that is to say, no optlcal 
interference was included. Consequently, he could not 
predict the effect of non-sphericity on the different in- 
terference structures. However, he was able to give an 
idea of the approximate angular position of the rainbow 
interference pattern. 

Fig, 5 shows the 2D scattering problem considered hy 



Moebius. An ellipse is illuminated by a planar wave 
front having a wave vector making an angle Y with the 
z-axis. The geometric rainbow angle e,, is related to 
the ray that has undergone the smallest deviation with 
respect to the incident beam direction upon emerging 
from the particle after one internal reflection. By means 
of geometrical optics, a,, is related to a certain inci- 
dence angle rrg. For a sphere, this relationship is given 
by the following expressions: 

where rn is the ratio of the refractive index of the par- 
ticle and that of the surrounding medium. 

Devisuon of oeornetrical reinbow anole form elli~se " 
4 

3 

2 - 
.......... 

E '  
$ 0  = 
Q 
e -1 

-2 

-3 

-4 

a 

-90 -Bo -30 0 30 Bo 90 
Y (degree) 

Fig. 6 A&, as a function of the axis ratio BIG and 
the angle Y according to expression 9. 

The solution found by Moebins for an ellipse is limited 
to an axis ratio BIG dose to unity. Moreover, the 2D- 
approach implies that the solution only holds for rays 
that lie in one plane. For these conditions, the difference 
between the geometric rainbow angle for a sphere and 
that of an ellipse reads 

B - C COST?, 

B + C  m 
~ a , , = i 6  (-) - 

Moebius' results are presented in Fig. 6, created with 
the help of Eqs. 6 to 9. This figure tells that a non- 
sphericity of 3 % (i.e. BIC = 0.97) may lead to a shift 
of about 4 O ,  although for 9 = -66 and for CJ = 24 ' 
there is no deviation in e,, at all. 

4.2 Surface Integral Method for Prolates 

At this point, Moebius' scattering problem of Fig. 6 is 
going to be solved with the help of the surface integral 
method, introduced in Sec. 3. Therefore, the Kircbhoff 
integral of Eq. 1 is utilized. This 3D vectorial inte- 
gral relation transforms into a sum of two independent 
Kirchhoff integrals after substitution of the electric field 
vector E. by E:' + EZxt (Eq. 3): 

(10) E - Kin' + K-t, 
P -  

Kin' is the Kirchhoff mtegral for the internally-reflected 
light and KeXt represents the contribution of external 
reflection, In order to avoid the computation of the 
three orthogonal components of the field vector E,, 
one asks for the field amplitude with polarization vec- 
tor pp and wave vector k, in the observation point. ks 
a consequence, one has to solve numerically the scalar 
integrals (pp . I@") and (pp . Kext). Here, the direc- 
tion of the polarization vector pp will be chosen to be 
similar to that of the incident polarization, that is to 
say perpendicular to the scattering plane taken through 
the scattered and the incident wave vectors. For this 
sense of polarization, the primary rainbow is the most 
intense as far as spherical particles are concerned; for 
ellipsoids this might not be true. However, a duection 
of the polarization vector perpendicular to the scatter- 
ing plane will not change its direction due to optical 
interaction with the homogeneous particle surface p m  
vided that the paths of the geometrically-traced rays 
lie in one plane. This condition reduces the validity 
of the 3D surface integral method to two dimensions 
w h c h  nevertheless is sufficient to solve Moebius' 2D 
scattering problem. An advantage of the reduction of 
the scattering problem to two dimensions is that the 
time of numerical computation decreases considerably 
because one does not have to integrate over the entire 
particle surface any longer. The integration of both 
Kirchhoff integrals will be camed out over a path on 
the partide surface S that is formed by the intersec- 
tion of that surface and the scattering plane. In fact, 
this path connects the various stationary polnts that 
appear in the phase functions of the Kirchhoff integrals 
and that dominate the integrals. The direction perpen- 
dicular to this path of integration is approximated by 
the method of stationary phase (Refs. 22, 10). 

Once the Kirchhoff integrals for the field amplitudes 
have been computed, the far-field scattered light inten- 
sity, detected at the observation point P, can be calcu- 
lated explicitly by 

where * denotes the complex conjugate 

Fig. 7 shows two theoretical rainbow interference pat- 
terns made by a prolate and one produced by a sphere. 
The Burface integral method was used for these com- 
putations. A prolate is an ellipsoid with one long and 
two short axes of equal length, like a rugby ball. The 
short axis diameter measures l O D 0  pm and the long axis 
mameter is 1030pm. The incident wave vector lies in 
the plane made by the long and one short axes, making 
the scattering problem identical to the one sketched in 
Fig. 5. The thin curve in Fig. 7 corresponds to colli- 
mated iUumination perpendicular to the long axis (i.e. 
BIC = 1.03, Y = 0'); the bold curye is the result of 
illumination parallel to the long axis (BIG = 0.97 and 
Y = 0 "). Moebius predicts for these parameters a sym- 
metric shift of f2.96' of the geometric rainbow angle 
with respect to the sphere solution (Eq. 9).  The surface 
integral method computes slightly asymmetric shifts of 
the rainbow patterns of -2.70' and +3.01° with re- 
spect to the sphere solution for an equivalent diameter 
of 1015prn (dotted curve in Fig. 7). 
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Surface integral method applied 10 pmlates 

134 135 136 137 138 139 140 141 142 143 
Scattering angle (degree) 

Fig. 7 Anplar Rainbow patterns created by 
prolate-shaped transparent particle with one 
long axis of 1030pm and two short axes 
having a length of 1000pm. 

Power spectra of rainbow paltems from pralates 

0 5 10 15 20 25 
Angular frequency (degree") 

Fig. 8 Derivative of spectra of the rainbow patterns 
in Fig. 7. 

Fig. 8 shows the derivative of the power spectra of the 
angular rainbow patterns depicted in Fig. 7. The fig- 
ure shows the iduence of particle non-sphericity on the 
angular frequency of the Airy fringes, denoted by F1, 
and the ripple structure, represented by the two peaks 
at Fz and Fs. Most remarkable is the influence on the 
ripple structure. The solution for the long axis parallel 
to the incident wave vector (B/C=0.97) gives the same 
results as the sphere solution, i.e. the positions of the 
peaks at frequencies F, and Fs do not change. How- 
ever, for the prolate with the long axis perpendicular 
to the incident beam (BIC = 1.03), these peaks ap- 
pear to have shifted about AFz = AFs = -10 % with 
respect to the sphere solution. The impact of parti- 
cle non-sphericity on the angular frequency of the Airy 
fringes is the reverse of that on the angular frequency of 
the ripple structure. This is to say, for BIC = 1.03, the 
Airy frequency remaim almost unchanged (a tiny shift 
of about AF1 = +2%) whereas for B/C = 0.97 the 
relative shift of the peak at F1 is AF1 = +9%. The 
importance of these figures for rainbow thermometry 
will be discussed in Sec. 5 .  

i a 
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Fig. 9 Angular Rainbow patterns created by a 
prolateshaped transparent particle with one 
long axis of 103 pm and two short axes having 
a length of 100pm. 

Power spectra of rainbows horn pmlates 

0 

Fig. 10: Derivative of spectra of the rainbow patterns 
in Fig. 9. 

Figs. 9 and 10 are equivalent to the two preceding fig- 
ures except for the dimensions of the prolate. The dot- 
ted curye now represents a rainbow pattern arising from 
a sphere of 101.5pm instead of 1015pn. The other 
curves are produced by a prolate with one long ads of 
103 pm and two short axes of 1W pm. The angular dif- 
ference between the main rainbow maxima of the p m  
late and the sphere solution is -2.78' and +3.09' for 
perpendicular and parallel illumination with respect to 
the long axis of the prolate, respectively. Comparison 
between Fig. 9 and Fig. 7 reveals that the angular shift 
of the rainbow pattern due to non-sphericity is almost 
independent of the dimension of the scatterer. This 
feature was already predicted by Moebiun but does not 
hold for the angular frequencies as seen in the power 
spectra of Fig. 10. In contrast to Fig. 8, the ripple 
frequency Fs is almost independent of the orientation 
of the prolate whereas the Airy frequency Fa shifts 
AF1 = -7% for B / C  = 0.97 and AF1 = +6% for 
B/C = 1.03. The impact of these numerical results on 
the rainbow technique will be discussed in the following 
section. 



5 THEORETICAL VALIDATION OF NON- 
SPHERICITY DETECTION METHOD 

The figures presented in the previous section provide 
a theoretical validation of the non-sphericity detection 
method. 

As described in Subsec. 2 2 ,  the non-sphericity detec- 
tion method aims to detect the particle non-sphericity 
in order to prevent erroneous temperature measurement 
from the rainbow technique. The method compares 
the Airy diameter D A , ~ ~  to the ripple diameter D,.wi.. 
When the difference between both diameters is larger 
than the uncertainty in the size measurement, then the 
particle is supposed to be non-spherical. thus the cor- 
reaponding rainbow si& is rejected. For the determi- 
nation of D A ~ ~ ~  and D p s w e  from a single rainbow pat- 
tern one uses theoretical models that are only valid for 
spherical particles. As such, employing the Airy theory 
for the rainbow (Ref. 23), D A , ? ~  is calculated from the 
angular spacing between the main rainbow maximum 
and the first supernumerary bow (Ref. 10). Therefore, 
D A , ? ~  is related to F1 in the power spectrum; a rel- 
ative change in FI brings on a relative change in the 
Airy diameter following 

3 ADA,,, = 5AFi 

Employing ray optics, can be deduced from the 
peak at angular frequency Fa in the power spectrum. 
For D > 100prn, the relative change in Dv,ppze equals 
AFs: 

ADwpie = APE. (13) 

The relative difference between D A , , ~  and DrtPpie is 
derived from above two equations: 

D is the diameter of the equivalent sphere which is 
known for the computations. It is important to real- 
ize that the relative difference in the diameters L J A , ~ ~  
and D,,,,re is zero for sphencal particles. When a p  
plying formula 14 to the numerical results for AF1 and 
AFs, as obtained in the previous section, one observes 
that ~ ( D A , ~ ~  - Drlppir)/D1 ranges from 9% to 13.5%. 
This validates the non-sphericity detection metbod; a 
non-sphericity in the particle shape, leading to erro- 
neous temperature measurements, will be detected by 
a difference in the two independent diameter measure- 
ments of the name particle. It is important to notify 
that the results presented in the present paper apply 
to a non-sphericity of 3 % which results in an angular 
shift of about 3 O when the incident illumination is along 
one of the axes of the ellipsoid. But an angular shift 
of 3' can also have been produced by a temperature 
change of about 100 'C in d e  case of water droplets ~IL 

air. From this, one can conclude that the accuracy in 
the size measurement of water droplets has to be about 
1 % in order to achieve an accuracy in the temperature 
measurement of better than 10 'C. 
These numerical results, obtaned with the help of the 
surface integral method, furmsh a firat indication that 

the particle non-sphericity can be detected from a single 
rainbow pattern, However, in the future one will have 
to perform more computations rn a large range of di- 
ameters and for different directions !P of the incident il- 
lumination. These computations should reveal whether 
there are regimes in D and '2 for which less accurate 
size measurements are required. Furthermore, it is sug- 
gested to compare these computations to proper exper- 
imental data. Therefore, one has to record the rainbow 
pattern and the shape of the particle at the same time 
This can be done by carrying out fundamental exper- 
iments on acoustically or optically levitated particlea 
for which the shape can easily be assessed and/or con- 
trolled. 

6 CONCLUSIONS 

The presented surface integral method is an accurate 
tool to predict the non-sphericity effect on rainbow ther- 
mometry. First, the method was compared to Moebius' 
2D scattering problem of an ellipse illuminated by a 
planar wave front. The solution of Moebius predicts 
an angular shift of the geometric rainbow pattern that 
compares well with the results given by the surface in- 
tegral method. Unlike Moebius' solution, the surface 
integral method is able to predict the influence of par- 
ticle non-sphericity on the frequency characteristics of 
the rainbow pattern. This was necessary to proof theo- 
r e t i d y  the non-sphericity detection method, proposed 
by Van Bee& and &ethmnUer in 1994 (Ref. 14). This 
method should prevent erroneous particle temperature 
measurement from the fact that the rainbow interfer- 
ence pattern shifts due to particle non-sphericity and 
not because of a change in temperature. Theoretical 
computations show that non-sphericity can be succerm- 
fully detected by comparing the characteristics of two 
different interference StNCtUreS, visible in the rainbow 
pattern. Therefore, one derives from each interference 
structure a particle diameter using theories valid for 
spherical particles only. It appears that both diameters 
differ from each other in case of non-sphericity. Con- 
sequently, this can serve as a criterion to reject rain- 
bow signals coming from non-spherical particles. By 
processing the remaining rainbows, confidence can be 
established in the temperature measurement from rain- 
bow thermometry. Preliminary computations have in- 
dicated that for ellipsoidal water droplets, illuminated 
along one of the axes, an accuracy of about 1 % in the 
size measurement is needed in order to achieve a tem- 
perature measurement that is more precise than 10 'C. 
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The prospt  for useful measurements of airplane flow-field 
properties are reviewed. Early experience in flow-field 
measurements at Boeing is described. as nre the requirements 
for quantitative flow-field surveys in industrial wind tunnels. 
Remt  examples of quantitative flow-field measumments of lift 
and drag distributions in subsonic and trnnsonic wind tunnels 
are presented. A new invention, called the Flying Strut. is 
inaoduced ns a practical system for flow-field surveys in large 
wind tunnels and in flight. 

1.0 m o  DU- 

The flow field surrounding an airplane contains a wealth of 
information that has, historically. been difficult to extract This 
information takes many forms: from flow visualization with 
smoke: to distributions of total pressure depicting wake shapes; 
or qunntitative integrations of lifl and drag. In all of these 
applications. there is a common need to position nn object, such 
as a pressure probe or a smoke dispenser, inside the flow field 
and move it thmoghout a range of measurement positions. The 
apparatus that accomplishes this task is the flow-field traverser. 

Experience at Boeing in developing flow-field measurement 
techniques has emphasized the need for appropriate flow-field 
traversing equipment which is crucial for the success of flow- 
field measurements. We have deployed several different 
traversing machines in various low speed and trnnsonic wind 
tunnels. Most of these applications use traversing equipment 
designed to mount rigidly in the flow and operate with high- 
torque servo motors. 

A new invention, called the Flying Strut. offers an alternnte 
approach to the design of traversing equipment for wind tunnel 
or flight testing. This device employs a pair of linked struts 
with low-drag airfoil sections that nre controlled in angleaf- 
attnck to trim out the aerodynamic normal force. Each strut 
element develops only enough lift to support its weight. In 
addition, all the actuating forte for the traversing motion is 
produced by slight chnnges in angle of ann& to control the 
aerodynamic normal force developed by the strut elements. 

This paper is a summary of our recent experience with wind 
tunnel flow-field surveys using conventional traversing 
equipment. Flying Strut applications in wind tunnel8 and in 
flight are described. 

2.0 THE n o w  FIEm 

The flow field is the region surrounding an airplane where the 
airflow perhubations nre significant. The flow field can be 

divided into two distinctly different regions: the inviscid and 
the viscous. The inviscid flow field extends away from the 
model surface long distances in all directions and the 
perturbations die out grndually with distance. In this region the 
magnitude of the total pressure is exactly constant, although the 
direction of the total pressure vector varies widely. 

The viscous region. also called the wnke, is concentrated in a 
small area downstream of the airplane. Close to the airplane, 
the shape of the wnke mmbles a projected rear view of the 
nitplane. The wake evolves as it is swept downstream and takes 
on distinctive and predictable shapes. These shapes provide 
valuable qualitative indications of various flow conditions. such 
as regions of high drag or high concentrations of vorticity. 

3.0 FL0WFEL.D- 

Several measurement techniques for extracting information 
from an airplane flow field have been developed and employed 
at Boeing. Some of these nre discussed fuher below. 

Smoke flow visualization is often considered for flow-field 
studies, but seldom produces useful results. It depends on 
having a flow field with artain distinctive flow features like 
vortex roll-up to make visual effects that can be recognized. In 
the absence of these features, smoke flow visualization often 
produces indistinct clouds without an obvious structure. 

If smoke is intmduced into the flow field upstream of the model 
and positioned proply. it becomes entrnined into the flow field 
and produces distinctive visual festurcs. This requires a 
traversing system to position the smokedispensing site. The 
optimal dispensing location is seldom known beforehand. so the 
traverser must be able to survey over a region to determine the 
desired locntion. Since it is upstream of the model, it is 
extremely important that the traverser not disturb the flow. 

This type of experiment has not been practical in large 
industrial wind tunnels until the invention of the Flying Strut 
traverser. Smoke flow-visualization experiments have 
previously been conducted in small, special purpose wind 
tunnels or in situations where the smoke can be dispensed B1 a 
previously identified location on the model. 

Paper presented at the AGARLI FDP Symposium on “Advanced Aerodynamic Measurement Technology”, 
held in Seattle, United States, 22-25 September 1997, and published in CP-601. 
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Figure 1. Smoke in Boeing acoustic wind tunnel. 

Figure 1 shows smoke flow visualization marking the flow at 
the tip of a wing flap. The flap tip has a strong vorlex that 
produces a smoke image with a distinctive spiral shape. This 
pic- was taken in the 8x10-foot Boeing Acoustic Wind 
Tunnel at a test Mach number of 0.25. The smoke is dispensed 
from a Flying Strut traverser mounted to the ceiling of the test 
section upstream of the model. 

3.2 Ooalitative Wak e Imaeing 

Qualitative wake imagmg was invented at Boeing [ I ]  using the 
Wake Imaging System (WIS). This device was designed to 
make experiments fast and easy by deliberately reducing the 
resolution of the pressure data in exchange for greatly increased 
spatial resolution. In addition, a unique optical-position readout 
system was implemented to eliminate the need for computer 
data-acquisition and display equipment. 

A multi-colored light emitting diode (LED) is attached to the 
probe next to a total pressure pickup. A camera is installed in 
the darkened wind Nnnel which records a long time exposure 
photograph of the model flow-field area As the traverser 
sweeps the probe through the wake, the LED displays different 
colors appropriate to the instantaneous pressure level. Colored 
streaks are “paint& on the camera film. If the streaks are 
closely spaced they merge into color regions that directly depict 
the wake intensity, shape, and location. 

Figure 2 shows an image of the wake produced from the 
system. A unique feature of this system is that the position of 
the probe is measured optically. so that probe deflections do not 
introduce error. The traverser in this case is mounted outside 
the test section with a strut extending through a small hole in 
the ceiling. The traverser employs polar-coordinate motion 
with rapid, back-and-forth sweeps along an arc and small 
incremental moves in the radial direction every time the arc 
sweep changes direction. 

This simple device produced many dramatic images of airplane 
wakes that had never been seen before, and did so in run times 
of less than 10 minutes per data point. The results were 
available in near-real-time as color Polaroid photographs. 

Figure 2. Wake Imaging System (WIS). 

Soon after the initial development of the WIS, personal 
computers with good color graphics became available, making 
the WIS less desirable. A follow-on apparatus, called the EwlS 
(“E” for electronic), was developed which produced similar 
images in high-resolution digital graphics form [21. Figure 3 
shows a typical EWIS data image produced on a FC color 
graphics system. This is a more convenient storage medium. 
but lacks some of the real-life graphical quality. 

Figure 3. Electronic Wake Imaging System (EWIS). 

An important result of our WIS and EWIS experience was to 
illustrate the complexity of wake regions and their long term 
stabiliiy and repeatability. They also showed that many 
graphical features visible in the image could be correlated with 
aerodynamic phenomena. This gave confidence that such wake 
feaNres could be accurately measured with a physical probe. 

p . .  

I There has been a growing need for quantitative flow-field 
measurements that could be correlated with other wind-tunnel 
data and computational fluid dynamics solutions. 
Consequenlly, we began a program based on the pioneering 
work of Maskell [31. This system is now running in several 
production wind Nnnels t4.51 and is called the QWIS (“Q for 
quantitative). 

Maskell demonstrated that complete lift and drag forces can be 
derived from a flow-field survey limited to the wake region in a 
single downstream plane. These results include not only the 
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presented m Figures 5 and 6. These data were denved from 
flow-field measurements using a 5-hole probe with a diameter 
of 0.25 inch to obtain static pressure and total pressure vectors 
distributed over the survey plane. The survey plane IS about 1 
inch behind the wng tip trailing edge. TIE raw pressure 
measurements are converted to velocity components and 
vortinfy. The lift and drag nsults are computed using the 
momentum-integral analysis of Maskell and Betz, as refined by 
Brune and Kusunose [4,51. Approximately 50,000 indindual 
measurement points are taken in the survey plane. 

total values, but the spatial distributions of lift and drag 
Fiuthermore, the drag can be decomposed into profile drag and 
induced drag componeots. The induced drag had never before 
been directly measured and existed only as a Computahod 
result. This was (and still is) a reVOlUhOMy development. The 
poor reaction of the aeronauhcal testing community at the time 
was probably due to the fact that the process was impractically 
slow for routine use. A single data point requid as much as 
150 hours of wnd tunnel time. 

3.4 Traverser Desien 

A major aspect of the program undertaken at Boeing to support 
quanhtative wake surveys was the development of wind-tunnel 
traversing system. In order to reduce testing times for flow- 
field surveys. traversing machinew with rapid survey rates, fast 
responding sensors and reduced intrusiveness was required. In 
addihon, an advanced real-time motion control and data- 
acquisition system was developed. This capability is essential 
for optimizing the survey area, implemenhng adaptive traverse 
limits, and for on-line data display. 

A common approach in the deslgn of survey equipment is to 
employ an army (called a rake) of pressure probes so that, in 
principle, the range of motion is reduced (10 probes: 1/10 the 
motion). We have deliberately rejected that approach for some 
of the follomg reasons: 

Rakes produce more blockage. 
The survey geometry imposed by rakes is not optimal in 
that it is difficult to accommodate any other geometry but a 
rectangular grid. 
Recording data at a high rate is more difficult and requires 
an intricate data-acquisihon and data-reduchon scheme. 

Instead, our systems employ a smgle probe with a more capable 
traverser that surveys only the necessary region in the flow. 

The type of motion is another fundamental consideration in the 
initial design. The most obvious types of motion are Cartesian 
(linear m0hOn in two perpendicular directions) and polar (rotary 
motion along an arc combined with linear motion along the arc 
radius). We have, at various times, employed both of these. 
Based on these early experiences, we eventually selected a basic 
system architecture called double-rotary. This consists of two 
linked shuts rotating at their ends. We can point to nature as 
the inspiration for this selection, for animals do not use linear 
motion. 

Figure 4 shows a typical double-rotary traverser. l h i s  unit is 
called the Mark 16 traverser and is shown installed in the 
NASA Langely Research Center 14-by-22-foot low-speed wind 
tunnel. It has a reach of 90 inches and can accomplish accurate 
quantitative susveys at uavem rates up to 25 inches p e  second 
In this installation, the apparatus must conduct surveys 
surrounding the model support sting without contacting it. The 
controller is programmed to avoid a preset region defined by the 
user with a limiting boundary around any solid object. 

3 5  ou n n t i m o w  Fl 'eld Sorvev Results 

Typical data from a series of tests in the NASA Langley 
Research Center 14-by-22-foot low-speed wind tunnel are 

Figure 4. Mark 16 traverser in 14x22 low speed wind 
tunnel. 

A computer conmller. using in-house written Visual Ctc 
software on a Pentium Pro PC. is implemented for performing 
the wake surveys. When a survey is completed, the pressure 
data are sent to another networked computer for further analysis 
so that little time is lost between surveys. The system provides 
control of probe speed, automated lraverse limits. and 
optimization of the survey region. Consequently. significant 
reductions in wake-survey data-acquisition time have been 
realized. Typical full-wake surveys require approximately U)- 
30 minutes to complete. depending on the size of the wake- 
survey region and probe speed. The final data (displayed 8s 
total pressure isobars, velocity vectors. vorticity contours or 
loading distributions) are available approximately ten minutes 
after the completion of the run. 

Figure 5 shows the spanwise distribution of lift for a four- 
engine transport airplane in both a landing and cruise 
configuration. It is interesting to note the local regions of 
increased lift loading, apparently associated with flow around 
the engine nacelles and pylons. 

Figure 5. Lift spenload from flow field surveys. 



Figure 6 shows a vorticity contour plot for the same airplane in 
a high-lift configuration. The vorticity plots resemble the 
general shape of total pressure distributions and are useful in 
identifying distinctive flow field features. In this example, the 
dircction of lift on the horizontal tail is indicated by the 
circulation of the tip vortices indicating lift downward 

Figure 6. Vorticity contours for high-lift configuration. 

Comparing the total integrated lift and drag values with balance 
data provides a good indication of the overall accuracy of the 
quantitative wake-survey data. When compating balance data 
with the integrated flow field values, it is essential to 
understand the various corrections associated with the balance 
data (e.g. upflow, buoyancy. etc.) and which coneetions need to 
be applied to the integrated wake data. When the appropriate 
flow corrections are applied, the maximum difference between 
the lift coefficient derived from the flow field and that from the 
balance was not more than 1% for this low-speed test. 

The most recent QWIS application was performed in the Boeing 
Transonic Wind Tunnel (BTWT). The test conditions in this 
wind tunnel an considerably more difficult to accommodate 
than those present in a low-speed wind tunnel. There is a much 
greater dynamic pressure loading on the traverser and a greater 
sensitivity of the test section flow to disturbances from 
downstream. 

--371 

, . '  

Figure 7. Mark 15 traverser in B W .  

Figure 7 shows the Mark 15 traverser installed in the E-by-I2 
foot Boeing Transonic Wind Tunnel (BTWT.) This machine 
employs a double-rotary motion system. The struts are made 
with a 60 degree forwadsweep angle to distribute the volume 

of the machinery over a long streamwise distance and to place 
the bulk of the system behind the test sectlou in the wmd-tunnel 
diffuser. 

The entire apparatus is mounted on a linear drive under the 
wind tunnel floor to allow movement of the traverw to 
different survey planes and to park it in a position far 
downstream of the test section when not in use. This allows the 
system to be brought into a ready state from standby in less than 
two minutes, It also allows coordinated motion in arbitrary 
survey planes such as parallel to aswept-wing traiIing edge. 

Y / ( W  

Figure 8. Lift spanload repeatability. 

A recent series of tests with the Mark 15 in BTWT examined 
the repeatability of the w&wmvey data at transonic 
conditions. Figure 8 shows the spanwise lift distribution 
obtained from six repeat runs. As is apparent fmm the figure, 
excellent repeatability in lift is obtained with a maximum 
variation of less than 1% in the local lift coefficient. Similar to 
the low speed experience, we have found that the lift data from 
the flow field surveys agree with the balance to within an error 
of 1.5%. Comparisons of the drag data, however, are not as 
good. Differences of drag between the balance and the flow 
field integrations have ranged from 2% to 15%. 

Further investigation into the large drag differences is 
underway. A more detailed discussion of the cap 
error analysis of the wake-survey system will be presented in 
an upcoming publication [61. 

3.60PIICALVELOCIMETERS 

Considerable work bas been done to develop various types of 
optical velocimeters. Three of the most prominent systems are 
the Laser Doppler Velocimeter (LDV). Doppler Global 
Velccimeter (DGV) and the Particle Image Velocimeter (PIV). 
One common characteristic uf these devices is that they have no 
physical presence in the flow, and am therefore said to be non- 
intrusive. 

The approach taken in our work has been to use a measurement 
system that could be termed '"low-intrusive". Our experience 
with subsonic and transonic wind-tunnd-model flow fields 
suggests that a system based on a physical probe can indeed be 
made with a low enough intrusiveness to avoid any significant 
disturbance and loss of accuracy to the flow-field 
measurements. 
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Even though the optical systems have no presence in the flow, 
they can have a disruptive presence in p d  around the wind 
tunnel test section because of complicated optical access 
requirements and expensive equipment. In that sense they may 
have a very significant intrusiveness in terms of time, effort and 
cost. 

However, the fundamental limitation of optical velocimeters is 
that they only measure velocity components. They cannot 
provide a measure of total pressure values. The profile drag and 
wave drag components of the airplane aerodynanucs depend 
mostly on total pressure losses. Consequently, we have 
concluded that optical velocimeters are of little interest in OUT 
particular wlnd tunnel testing programs. 

4.0 FLYINGSTRa 

The Flying Strut is a invention aimed at simplifying flow-field 
surveys. This device is smaller and lighter than a conventional 
rigid traverser with the potential for a greatly reduced 
intrusiveness to the flow and much lower cost. A Flying Strut 
traverser can be at least an order of magnitude lighter and less 
intrusive than an equivalent mechanically driven traverser. This 
is an essenual requirement if flow-field surveys are to be 
employed for fight testing. 

The basis of the Flying Strut is a system of linked struts with an 
airfoil cross section. The angle-of-attack of each strut element is 
controlled by a simple linkage coupled to the strut position, 
similar to a servo tab on an airplane control surface. The effect 
is to make each strut element develop just enough lift load to 
sopport its weight. 

Figure 9 shows a large Flying Strut system used as a smoke 
dispenser in the NASA Langley Research Center 14-by-22foot 
low sped wind tunnel. With the wind off, as in the figure. the 
strut elements hang limp and can be moved around by hand. 
When the air flows around the strut elements, they become 
rigidly fixed in position, depending on the control settings and 
the onset flow, and maintain a stable position. The system 
shown here has an extension of 12 feet and weighs 
approximately 30 pounds. It has operated at a Mach number as 
high as 0.3. 

A natural question is whether or not this system will supercede 
the rigid, mechanically driven traversers of the type used in the 
Mark 15 and 16 machines. We have been cautious in 
approaching that application and it will depend on further 
studies concerning the response of Flying Struts to wake 
disturbances. 

The stability of the Flying Strut depends on the uniformity of 
the wind tunnel flow. The struts follow any unsteadiness in the 
airstream. This tends to make the system exhibit unsteady 
motion in airplane wakes where the surveys are required. This 
behavior may also provoke unstable motion such as flutter. 
Until the dynamic properties of the Flying Strut are better 
understood. we have found it prudent to apply the system 
mostly in regions of undisturbed flow. 

Another important factor is the relative difficulty of 
implementing one or the other type of apparatus. We have 

found that in small to medium size wind tunnels, the 
mechanically driven traverser is generally more convenient. 
For test sections larger than 15 feel or so. the size and mass of 
the heavy machinery becomes troublesome. In this size range, 
the Flying Strut has the greatest advantage due to its 
substantially reduced weight. 

Applications for in-flight surveys are considerably more 
difficult with a mechanically driven traverser because of the 
high stiffness and mass requirements. This is where the 
ultimate advantage of the Flying Strut is expected to prove 
invaluable. 

t 

Figure 9. Large scale Flying Strut system. 

trnt Control Meapeism 

A Flying Strut system utilizes several different trimming 
mechanisms to control its position. The simplest of these 
mechanisms is called the skewed-hinge. A diagram of a 
skewed-hinge hub is shown in Figure loa 

Figure loa. Skewed hinge trimming mechanism. 
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The strut elements are supported by free bearings on the skewed 
shaft which is skewed away from the flow direction hy a small  
angle, typically about ten degrees. As the contml motor rotates 
the skewed shaft, the strut element develops a slight change in 
angle of attack that automatically causes the strut to produce the 
hft necessary to follow the motion of the skewed shaft. 

Since the aerodynamic lift of the strut element acts to overcome 
all the weight of the apparatus, it relieves the actuating motor of 
that requirement. Therefore, the motor can be very small  with 
low toque since it only has to rotate the skewed-hinge shaft, 
not the entire strut weight. 

Another type of Flying Strut trimming mechanism uses a gear 
drive as depicted in Figure lob. The strut element is free to 
rotate about two axes at right angles. The feathering axis allows 
rotation of the strut angle of attack while the flapping axis 
allows the tip of the strut to rotate in the survey plane. The 
bevel gear couples the feathering and flapping motion in a way 
that produces a stable trimming action. As in the skewed hinge 
mechanism, the actuating motor only needs to produce enongh 
torque to rotate the bevel gear to change the strut angleof- 
attack, thus generating enough aerodynamic lift to move the 
Stmt.  

DRIVEGEARMOTOR 

Figure lob. Gear drive trimming mechanism. 

4 3   flow^ 

Most early applications of Flying Strut systems have been in 
locations upstream of the model in the smooth aimow. Smoke 
dispensing is the most obvious application from that location. 
Figure I 1  shows flow visualization using smoke dispensed from 
the Flying Strut in the NASA Langley 14-by-U-fwt wind 
tunnel. In this example the Flying Strut was o p t e d  at a Mach 
number of 0.3. 

Figure 11. Dispensing smoke in 14x22 wind tunnel. 

Other possible applications in the undisturbed flow upstream of 
a model indude the dispensing of seed material for a laser 
doppler velocimeter (LDY.) This would allow local seeding 
which could be servo-controlled to follow the traversing motion 
of the LDV and eliminates the requirement to fill the entire 
wind tunnel volume with seed material. 

Early Flying Strut systems were developed by trial and emr, 
without benefit of any stability analysis. This was generally 
successfnl at low speeds. In an attempt at developing the Flying 
Strut for transonic wind-tunnel calibration surveys, a similar 
trial-and-error approach proved unsuccessful. Several small 
versions were evaluated in the BTWT, but they all exhibited a 
periodic oscillation that rendered the system unusable. These 
attempts were abandoned until recently. 

As part of a program to upgrade BTWT, we have a requirement 
and renewed interest in developing the Flying Strut for empty 
test-section calibration surveys. A research program has been 
underway with the Central Aao-Hydnniymmic Institute in 
Russia (TsAGO. under the direction of G. Amiryantz, for the 
last several years. The goal of this work is to develop an 
understanding of the instabilities encountered during earlier 
tests and to develop a practical survey system for calibration of 
the BTWT test section. 

This has required an extensive design-and-analysis study 
focusing on dynamic behavior, including flutter susceptibility. 
Last year this program resulted in a successful demonstration of 
a transonic Flying Strut in the TsAGI T-128 wind Nnnel at a 
Mach number of 0.95 and a pressure of two atmospheres. 
Figure 12 shows a photograph of this device installed in the test 
section. The strut elements are swept forward at a 45 degree 
angle to reduce the local blockage at the survey plane. 

Based on this expuience, we are now proeeeding with the 
design of a Flying Strut for calibration of the BTWT empty test 
section. This will allow measurement of the complete flow 
propuhes over more than 90% of the test section. 

Figure 12. Transonic Flying Strut. 

t r s o  

Originally the plying Strut was proposed as a practical method 
for conducting flow field surveys in flight. Its very light 
weight, low disturbance and extensive reach are all vital 
properties of an in-flight survey system. 
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Figure 13 shows a successful version of the Flying Strut 
operating on a twin-engine airplane. The Z-axis Flying Strut 
had a total reach of 9 feet and weighs approximately 15 pounds. 
This demonstration operated at an airspeed up to 190 knots. 

Figure 13. Flying Stmt in-flight. 

The proposed application, in this case, was to survey the 
inboard wing and propeller slipstream. The program did not 
proceed due to lack of interest and funding. 

4 . 5 t  Camera M Ouqt 

In an unusual application. a single- axis Flying Strut was 
attached to the tail cone of a twin turboprop airplane for use as a 
controllable camera mount. The airplane had been tufted on the 
fuselage bottom and the camera mount replaced the need for a 
chase plane to observe the tuft behavior. 

Figure 14 shows the view of the airplane, as seen by the camera 
behind the vertical tail. In this application the system was very 
steady, even in the wake of the tail surface. 

B 

Figure 14. Flying Strut in-flight camera mount. 

5.0 CONCLUSIONS 

Information contained in airplane flow fields can now be 
accessed in a variety of ways in large industrial wind tunnels. 
Qualitative wake surveys of total pressure isobars have shown 
valuable diagnostic utility. With slightly more effort. however, 
the full quantitative properties of flow fields can be measured to 
yield spatial distributions of lift and drag, including induced 

drag and wave drag components. This is a breakthrough in 
measurement technology. 

We have seen this expenment develop from a cunosity, 
requiring 300 minutes per data point, to a valuable engmeering 
application requiring less than 20 minutes. Further optimization 
of traverser motion mntd and data acquisition strategies 
promises furtherrednchons in the required test time. 
In addition, the Flying Strut has demonstrated m low speed 
wind tunnels that it can be a very practical system for 
supporting and moving a variety of probes or dispenser 
systems. 

Transonic application to empty test-section calibration surveys 
has been demonstrated in a prototype and will soon be available 
for routine usage. Substitution of the Flying Strut instead of a 
conventional rigid traverser in small to m&um size wind 
tunnels is problematical. However in large wind tunnel (more 
than 15 feet) the system should offer a substantial advantage 
over conventional mechanically-driven traverser systems. 

The ultimate application of the Flying Strut WIN be to pernut the 
entire range of flow field measurements on board airplanes in 
flight. The in-flight realm is, after all. the only way to make all 
model support, wall effects and Reynolds number scaling 
problems disappear. 

How much effort is it worth to access this realm? 
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ABSTRACT 

The paper reviews the various optical 
techniques which can be applied for point, 
line of sight or imaging measurements. In the 
category of point measurements, light 
scattering methods like Raman, Rayleigh or 
Electron Beam Fluorescence (EBF) are 
treated first, but briefly since they are of little 
use, especially when enthalpy is very high 
and flow naturally bright. The emphasis is 
placed instead on nonlinear laser 
spectroscopy like Coherent anti-Stokes 
Raman Scattering (CARS), which has 
recently achieved great success at getting 
temperatures and density in high enthalpy 
shocks. Then the diode laser absorption 
spectroscopy is described. A high data rate 
instrument now gives on a routine basis the 
static temperature and the velocity of the 
stream in the hot shot facility F4 of ONERA, 
at stagnation enthalpies in excess of 15 
MJkg. EBF imaging in that same facility has 
permitted measurements of velocity to be 
performed across the external boundary layer 
into the flow core thanks to a high energy 
pulsed electron gun. Finally, the technique of 
Collective Light Scattering is briefly 
described and its capabilities demonstrated. 

1 - INTRODUCTION 

The interest in reentry of space vehicles, in 
high speed transportation and in single stage 
to orbit concepts continues to stimulate the 
research on hypersonic aerodynamics. This 
research is conducted in dedicated facilities 
that simulate flight at high altitude and high 
velocity, and that are employed for model 
studies and for computer code validation. 

High Mach number, high enthalpy facilities 
are still being designed and constructed 
throughout the world for this purpose. 
They pose an exceptional challenge to data 
acquisition. 
Well established techniques have long been 
used for the measurement of such key 
parameters as: 
- force and moment exerted by the flow on 
the model (using strain gauges); 
- wall pressure, using classical pressure 
transducers, and pressure-sensitive paints for 
near isothermal flows; 
- wall friction, using gauges, and oil film or 
liquid crystal visualisation; 
- heat fluxes, by means of infra-red imaging, 
temperature-sensitive paints, liquid crystals 
and thin film thermocouples; 
- main stream velocity and temperature by 
Pitot tubes, thermocouples, etc. 
All these techniques are intrusive, generally 
limited to measurements at the stream 
interface with a model or a nozzle wall. For 
a long time, only some line of sight optical 
techniques like emission spectroscopy or 
schlieren were capable of providing 
information from the gas phase without 
interfering with the flow, but with very 
limited spatial resolution and measurement 
accuracy. Recently, new methods have 
become available for the acquisition of key 
flow parameters like velocity, temperature 
and density in the boundary layers near the 
model. They now are an essential 
complement to the conventional probes in 
modern facilities. Validation of computer 
codes has greatly benefited from their 
generalisation. In addition, these high 
enthalpy facilities pose special difficulties, as 
non-equilibrium conditions (real gas effects) 

Paper presented at the AGARD FDP Symposium on “Advanced Aerodynamic Measurement Technology ”, 
held in Seattle, United States, 22-25 September 1997, and published in CP-601. 



13-2 

prevail both in the free stream and in the 
shock and boundary layers. Then the flow 
can no longer be described with the usual 
parameters temperature, density and velocity 
only. Several temperatures, like those of the 
rotational, translational and vibrational 
degrees of freedom need to be 
simultaneously determined, together with 
dissociation and ionisation. The duration of 
the runs is often exceedingly short. That 
complicates the task, as the flow rarely 
reaches a steady state. The data then need to 
be taken on a very short time scale and 
carefully dated. In particular, in any turbulent 
flow, the fluctuating, highly non-stationary 
character of flow variables increases the 
difficulty of taking the measurements. The 
frequency range of the fluctuations is large, 
typically up to several MHz. A wide extent 
of spatial scales is also generally observed, 
this extent being proportional to the Reynolds 
number. 
The search for non-intrusive, non-seeding 
methods is a crucial aspect of experimental 
research for rarefied, high speed flows. 
Diagnostics based on molecular properties 
are specially attractive. An excellent review 
of the techniques for hypersonics that were 
available a few years ago can be found in 
Reference 1. But since most mechanical, 
macroscopic fluid properties do not rely on 
the detailed atomic ones, one may also look 
for measurements based on large scale 
optical phenomena that reveal information 
about the macroscopic properties. Obtaining 
information on the density and pressure field 
fluctuations is particularly important The 
technique of Collective Light Scattering 
(CLS) is very well suited for that task.* 

All of these optical methods now greatly 
expand our capabilities in measuring the 
properties of the stream non-intrusively. For 
the clarity of presentation, we classify in the 
following these methods into four groups, 
namely point, line of sight, imaging and 
collective measurements. 

In the first part of this paper, the point 

measurements are reviewed. Point methods 
generally yield good measurement accuracy. 
We briefly outline the laser-based, incoherent 
methods like Rayleigh, Raman and Laser- 
Induced Fluorescence (LIF). We also 
summarise the principle of Electron-Beam- 
induced Fluorescence (EBF) which, in a 
variant where X-rays are detected, has great 
potential for accurate density measurements. 
The bulk of this section, however, is devoted 
to the technique of Coherent anti-Stokes 
Raman Scattering (CARS) which has recently 
demonstrated its great potential in the 
analysis of high-enthalpy streams. 
In the second part, we focus on Diode Laser 
Absorption Spectroscopy (DLAS), which is a 
line of sight technique. DLAS has a potential 
for great accuracy in acquiring stream 
translational temperature and velocity, and is 
now used routinely in a high-enthalpy hot- 
shot tunnel. 
Section three covers imaging. Imaging is 
rarely quantitative. However, it can locate 
discontinuities accurately. It is therefore 
useful at measuring shock front position. 
Some recent achievements in imaging of the 
velocity field using EBF are here presented. 
This turns out to be difficult in high enthalpy 
streams because of the stray light, but usage 
of the pseudo-spark switching device, which 
produces a strong electron beam, overcomes 
the problem. The velocity field could be 
recorded across a boundary layer into the 
flow core. 
Finally, the fourth part describes the coherent 
elastic scattering off density inhomogeneities. 
This technique provides density, mean and 
turbulent velocity, and acoustic wave 
characteristics. 

2 - POINT MEASUREMENTS 

Point measurements are primarily performed 
by using laser scattering off the molecules or 
particles seeded into the flow. They can be 
implemented using either incoherent 
scattering of a laser beam or coherent, 
nonlinear optical arrangements; the molecules 
can also be excited by electron beams of 



several keV, which can induce fluorescence 
in the visible, UV and X-ray regions. 

2.1. Incoherent scattering 

Incoherent scattering is observed by 
illuminating the gas with a focused laser 
beam (Fig. 1). The light scattered at right 
angles by the gas molecules is collected by a 
lens, spectrally analysed using a 
spectrograph, and detected by means of 
phototubes or detector arrays. Three sorts of 
scattering processes in molecules are usually 
recognised and schematically depicted in the 
energy level diagrams in Figure 2. 
Commercial pulsed lasers can be employed, 
giving time resolution of 10 ns typically, 
which is suitable for short duration facilities. 
The energy per pulse needed is in the range 
10-100 d; cw lasers also can be used for 
steady state studies; the spatial resolution is 
typically 0.1 to 1 mm3. 

Focusing 

Collecting 

Spectograph Detector 

Fig. 1. Schematic diagram for  observing scattering 
of a laser beam by molecules in a gas. 

- Rayleigh scattering (process (a)) is 
produced by molecules. The photons are 
scattered in all directions and have the same 
energy as the laser photons. It is a weak 
process, that requires total absence of stray 
light at or near the laser wavelength. Also, 
the laser beam should not impact any solid 
surface near the volume under probe to avoid 
strong interference. Particles suspended in the 
flow also cause Mie scattering (see below) 
that constitutes another form of interference. 
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This problem actually limits the sensitivity of 
the method to densities of the order lo-' to 
lo-* normal at best. Its potential use is thus 
restricted to classical subsonic and low 
supersonic tunnels. Proximity of a wall also 
is a major source of interference because the 
laser light scattered off the surface is many 
orders of magnitude stronger than that from 
the molecules. Rayleigh scattering is thus 
proscribed in boundary layer studies. 

- Raman scattering (b) is similar to 
Rayleigh scattering, except that the scattered 
photons have an energy different from that of 
the laser photons. The energy difference is 
equal to the energy of the vibrational 
quantum. This property is extremely 
interesting, because it affords: 

1 Excited 
eledronic 
states 

\Ground 
eledronic - states 

Fig. 2. Energy level diagram for  Rayleigh (a),  
Raman ( b )  and fluorescence ( c )  scattering. 

- chemical selectivity, since the vibratianal 
quanta differ from molecule to molecule; 
spectroscopy of the scattered light thus 
reveals the presence of the various chemicals 
and permits concentration measurements; 
- temperature measurement capability, 
because the energy of the vibrational 
quantum slightly depends on the rotational 
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the square of the molecular concentration. 
Thus, with proper calibration, one can both 
detect the species of interest and measure its 
concentration by this method. By tuning O, 
to the right frequency, all the species present 
can be detected. Further, as their vibration 
frequencies slightly depend on the rotational 
state from which the scattering takes place, a 
fine spectral analysis of their response 
(Fig. 4) yields the populations on the 
quantum states, like in spontaneous Raman. 
If those are populated according to the 
Boltzmann law, i.e., if rotational equilibrium 
exists, then the rotational temperature can be 
measured. Similarly, a vibrational 
temperature can be obtained. 

temperature in a single shot, were introduced 
and 

Nd : YAG laser 

Broadband 
dye bser 

Spectrometer 

Nd : YAG laser 

Fig. 5. Single shot recording of spectra using 
multiplex CARS. 

FiHarc 

dye bser 

Fig. 4. Principle of the spectral analysis 
in scanning CARS. 

CARS is a remarkable tool because it affords 
spatial resolution (typically 1-10 mm long, 
with a beam diameter of 50 pm), excellent 
signal strength, perfect stray light rejection. 
Spectral analysis can be performed by 
scanning, which gives good sensitivity, but a 
variant called multiplex CARS (Fig. 5 )  which 
uses a broadband dye laser can be employed 
for single shot measurements. This is done at 
a cost in sensitivity, but the high temporal 
resolution is precious in unstable media like 
turbulent flames and transient flows. 
Recently, the two-line or dual-line CARS, 
which combines the sensitivity of scanning 
CARS with the single shot capability, and the 
transient CARS, which is a variant capable of 
measuring the velocity and the static 

While CARS has been primarily used in 
combustion research, work at lower pressures 
in plasmas, gas laser media and aerodynamic 
flows has been performed. To our 
knowledge, the only research in practical 
hypersonic wind tunnels has been performed 
at ONERA. Density, temperatures and 
velocities have been obtained, including free 
streams and shock layers. In particular, 
boundary layers were explored (Fig. 6 )  using 
dual-line CARS. 

In this work, which is conducted in the 
Mach 10 R5Ch facility, the flow has a free 
stream velocity of 1500 d s ,  a static 
temperature of 56 K and a static pressure of 
6 Pa. Each data point is the average of 20 
consecutive laser shots at 10 Hz repetition 
rate. Given the signal levels and calibrations 
performed, the measurements in the free 
stream, shock and boundary layer have a 
relative uncertainty of f 10 %. The 
agreement be tween experiment and. 
computations is excellent for 0 c X/L c 1. 
Beyond, the edge effects from the sides of 
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higher elevations above the plate. 
900 

700 COMPARISON EXPERIMENT-THEORY 
XIL = 0.8 "I 

I 

- 
- 

ARS measuremen 

Fig. 6. Temperature and density profiles over a flat 
plate with elevon at R5 using dual-line CARS; the 
results are compared with computations from the 
HOMARD code. cylinder at R5. 

1 Fig. 7. Temperature and density profiles along f low 
centerline in shock layer in front of a 16 mm-dia 

A shock layer against a cylinder with axis 
perpendicular to the flow was also studied at 
the RSCh facility (Fig. 7); noteworthy is the 
agreement found between experiment and 
theory, as the validation bears on both 
temperature and density. An oblique shock 
impacting the shock layer has also been 
carefully documented. Formerly, these cases 
were only accessible to schlieren and 
interferometry, and measurement precision 
was somewhat inferior. 

Similar studies were also done in a high 
enthalpy flow. Non-equilibrium conditions 
were seen in shock layers in the L2K tunnel 
of the DLR using scanning CARS; this work, 
presented in a companion paper in the same 
session of this ~onference, '~ yields a clear 
direct demonstration of the presence of non- 
equilibrium between rotational and 
vibrational degrees of freedom; notably it 
shows partial vibrational freezing of the free 

c 

1 
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stream, a fast rotational heating and a slow 
vibrational heating as the gas penetrates into 
the shock and an anomalous abundance ratio 
between the ortho and para forms of the 
nitrogen (Fig. 8). 

nz'eo 
Ramon shift (cm-') 

nitrogen CARS spectrum 

I 
I I I I I 

0 1100 2200 3300 4400 5500 

Rotational energy (cm-') 

p,,, = 2.25 x IO" rnokcules/an' 

Fig. 8. scanning CARS spectrum of N2 in the shock 
layer against a j la t  disk at the LBK facility of the DLR 
showing the non-equilibrium in both the rotation and 
the vibration. 

Multiplex CARS was also used in the 
expanding plume of the decomposition 
products of lead azide, exposing a non- 
equilibrium gas and demonstrating a priori 
the feasibility of this technique for short 
duration flows at static pressures a few 
normal (Fig. 9,lO). 

'T---- 
t 

2334 Raman frequency (cm") 2205 

Fig. 9. Multiplex CARS spectrum of the plume of 
decomposition products of a lead azide pellet 33 mrn 
above the pellet and 9 ps afrer ignition. 

Lately, CARS has also been shown to 
provide velocity from single shot, spatially- 
resolved recordings of transient signals from 
the flow heterodyned against, e.g., a static 
cell signal. The technique operates at 
pressures as low as 5 Pa and Mach number 
10 at R5Ch; it has been demonstrated in the 
free stream" and in boundary layers near 
models (Fig. 11 and 12). The measurement 
volume can be brought as close as 100 pn to 
a surface without any interference 
whatsoever. 

1 



13-9 

I 1 -  

03 
U) 
.t: c I 

I 3 
? 0,6 e 

I -e 
1 0-4- 

I 

c 
400 

.- b 
m 

>. .e 
\ U) 

2100 I .  e', 
\ 
\ a .  300 

E 5  b \ " ,o~' - 0,2 E 2000 " 
Y z ,a: '. 200 

I 
- 

- 

- 

I Fig. 10. Rotational and vibrational temperature Fig. 12. Typical transient CARS serf heterodyning 
evolution vs time obtained from spectra such as that of 
Fig. 9. derived. 

trace at R5, from which temperature and velocity are 
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Static cell PM tube 

I Wind tunnel . 

scattering. They offer enhanced detection 

1 2 3 
Spectra 

Fig. 11. Principle of non-intrusive, single shot velocity 
I measurement by transient CARS. 

3 - LINE OF SIGHT METHODS 

These methods essentially rest on absorption 
and emission spectroscopy. 
- In emission, one collects the light coming 
from the free stream or from some boundary 
layer. This light is passed and dispersed 
through a spectrograph for analysis. Spectral 
lines are generally detected which reveal the 
presence of chemicals like metal vapours (in 
the visible and UV) or of vibrationally 
excited molecules (in the infra-red). Presence 
of these lines indicates presence of the 
compound. The method suffers from major 
drawbacks, like the impossibility to 
determine the position of the radiating 
species along the line of sight of the 
collection optics; this is fatal if zones of 
different temperature and composition are 
contributing. In addition, it is also impossible 
to determine concentrations in a quantitative 
manner, even if only a homogeneous zone 
contributes. The latter difficulty stems from 
the fact that the radiating quantum states are 
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populated via complex collisional 
mechanisms with electrons or hot species in 
the non-equilibrium flow and depopulated by 
both radiative and collisional (quenching) 
processes with other species. Emission is thus 
used primarily for establishing the presence 
of trace species or contaminants. 
- Absorption, like emission spectroscopy, 
does not indicate the position of the 
absorbing species. It is, however, capable of 
measuring populations on the ground 
rovibrational states, which are the most 
populated. Therefore, concentrations can be 
measured, at least if the absorbing medium is 
homogeneous or presents some spatial 
symmetry.  Technical ly ,  the best  
measurements are performed with laser 
sources having a spectral resolution capable 
of resolving the molecular or atomic lines. 
Today, the most useful measurements in 
hypersonics have been performed with 
tunable diode lasers in the infra-red. 
Semiconductor diode lasers constitute very 
narrow linewidth infrared sources in the 
absorption domain of molecules like NO or 
H,O. The wavelength can be easily and 
finely tuned (less than 10” cm-’) by adjusting 
the temperature and the current through the 
diode, which makes these sources attractive 
for absorption spectroscopy. The DLAS 
measurements are based on isolated 
absorption lines of NO or H,O which are 
often naturally present in the wind tunnels. 
The lines are scanned at up to 10 kHz using 
a spectrally tuned diode laser beam (around 
5 pm) crossing the flow. The velocity of the 
flow is deduced from the Doppler shift of the 
lines, when the beam is not perpendicular to 
the flow axis; the measurement can here be 
fairly accurate. Rotational or vibrational 
temperatures can also be derived from the 
intensity ratio of two different absorption 
lines. The high spectral resolution of the 
tuning brings negligible contribution to the 
absorption lineshape, which can thus be 
exploited to obtain static temperature and 
pressure of the medium crossed. Once the 
temperatures are known, the density of the 
absorbing species can be deduced from the 
integrated area under a line. 

Figure 13 shows the experimental 
arrangement in the F4 wind tunnel. The 
emitting and receiving optics remain outside 
the vacuum chamber. The lead salt 
semiconductor diode is kept in a cryostat 
cooled at 10 K by a helium compressor. 
Stabilised generators are used to monitor the 
diode temperature and current for laser 
emission. Different optical components are 
used to collimate and filter this emission into 
a single-mode laser beam. Part of t h s  beam 
is used for wavelength and intensity 
calibration with the help of a Perot-Fabry and 
a low pressure cell filled with a known 
quantity of NO. The beam enters the vacuum 
chamber through CaF, windows and crosses 
the flow at an angle of 60” relative to the 
axis in order to enable Doppler shift for. 
v e l o c i t y  m e a s u r e m e n t .  H g C d T e  
photodetectors, with 2 MHz bandwidth, are 
used to measure the beam intensity. The 
electric signals are digitised at 1 MHz to get 
adequately resolved spectra. 

Fig. 13. Schematic of the DLAS spectrometer at F4. 

Two hundred pairs of spectra are taken at 1 
lcHz for each wind tunnel run. Each flow 
absorption spectrum must at first be 
calibrated in wavelength and intensity using 
its corresponding etalon spectrum. The 
corrected absorption spectrum is then 
matched to simulated spectra through an 
iterative non linear least-squares fitting 
procedure: one then derives the velocity of 
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the flow, the temperatures and concentrations 
of the absorbing species. 

Figure 14 shows a typical evolution of 
absorption spectra during a run in about 50 
ms intervals. As the flow establishes, the 
Doppler-shifted line appears alone; 
subsequently, the line with zero Doppler shift 
grows as the test tank gradually fills with the 
spent gases. The derived velocity and static 
temperature are displayed in figure 15 versus 
time. 

Doppler-shiffed line 

Fig. 14. NO spectrum recorded during one of the F4 
runs at reduced enthalpy 100. 
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Fig. IS. Resulting velocity from the sequence of 
spectra recorded in the same run. 

4 - IMAGING 

Imaging has long rested on the use of 
schlieren and interferometry; the latter being 
more sensitive is often preferred for probing 
the low density flows. Recently, tomography 
using either lasers or an electron beam for 
excitation, has been introduced. Unlike the 
preceding two methods, which give 
integrated information along the line of sight, 
tomography provides 3D resolution. 
LIF has first been employed successfully in 
combustion, and then in high enthalpy 
hypersonics for the detection of NO in the 
free stream. Significant work has been 
performed at the Stanford High Temperature 
Gas Dynamics Laboratory and at the DLR.'.'' 
By exciting two separate absorption lines, the 
DLR were also able to determine the 
rotational temperature. An interesting use of 
LIF is in the RELIEF method for velocity 
imaging developed at Princeton University.2o 
In spite of its great advantages and 
simplicity, LIF, suffers from stray light 
interference, particularly from the 
spontaneous emission from the electronic 
states whose fluorescence is detected, and 
from the considerably enhanced complexity 
of the absorption spectra when attempting to 
probe shock layers in the high enthalpy 
facilities. 
EBF has so far been used primarily in low or 
medium enthalpy facilities for imaging. 
Illumination is achieved by rastering the cw 
beam emitted by the electron gun, giving a 
triangular field. Reference' gives studies by 
this method of the shock-shock interaction 
configuration between a flat plate and a 
cylinder. In spite of the quality of such 
images, work at high enthalpy facilities is 
impaired by the weakness of the scattering 
and the strength of the stray light. Higher 
current electron beams are then required. 
Recently, a new electron beam source 
capable of delivering a thin pulsed sheet of 
45 cm length has been introduced. This 
source allows 1 ps-long single exposures to 
be taken with intensified CCD cameras and 
shows great promise for future work in high 
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enthalpy facilities. However, the main 
constraint remains that flows should not 
exceed densities of normal to avoid 
excessive electron beam blow-up. 
EBF can also be used for velocity 
measurements. If a pulsed beam of small 
diameter is employed, the plasma it creates in 
a thin column of excited gas can be 
photographed after some delay, showing its 
displacement. One can then visualise the 
velocity field along one line, over a length of 
about 20 cm. The pseudo-spark source is an 
ideal electron gun for such work. Success 
was obtained recently at F4 using this 
approach?' The Figure 16 shows the plasma 
column convected by the flow after 5 ps 
(top). The top of the column, which lies in 
the boundary layer, is bent, showing the 
velocity profile. The lower quarter is in the 
jet core. There one measure velocities of the 
order of 4000-4500 d s ,  typically within 5- 
10% at most of the DLAS results. This 
mutual vindication of the two techniques has 
caused a shift away from the cheaper, but 
more delicate to use, solid probes. Some 
small problems still need attention. A thin 
ground electrode aligned along the flow is 
used to collect the charges; thus this method 
is not fully non intrusive. Further, the 
penetration depth is only 20 cm for the 
moment. But we believe the pseudo-spark 
holds considerable promise for high enthalpy 
facilities. 

i 
4 

. .  

Fig. 16. EBF image taken at F4 using a 60 kV 
pseudo-spark gun (top, on the edge of the circular 
field); exposure rime 0.3 ps. The circularfield of view 
has a diamcrer of 40 c m  The model is an 8 cm-din 
sphere. 

5 - COLLECTIVE LIGHT SCA'ITERING 
(CUI  

On the microscopic scale, CLS rests on 
spontaneous Rayleigh scattering off the 
atoms and molecules in the gas, more 
precisely on their fluctuations as a result of 
thermal and acoustic fluctuations, and it aims 
at detecting these fluctuations. However, it 
banks on coherent detection for improved 
sensitivity. Experimentally, a cw laser beam, 
the pump beam, is applied to the gas at the 
point of interest (Fig. 17). Observation of the 
light scatterred from this point is performed 
at an angle 8 to the laser beam. Part of the 
laser beam is deflected using an acousto- 
optic modulator. The deflected beam is also 

. 
WinQw in 

U 

Absorber 

Fig. 17. Schematic diagram f o r  CU. Probe beam is 
difiqcted off using acousto-optic deflector AOD. The 
scanerred Rayleigh light with optical wave vector kr. 
is heterodyned by the probe beam at the detector. k, is 
the pump beam wave vector and k that of the acoustic 
disturbance (from reference 22, wirh permission). 
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applied at the same point and aimed into the 
same direction for heterodyning the scatterred 
light onto the detector. A more detailed 
presentation of the physics is given 
elsewhere.', 

0 

-25 

-50 

0 250 500 750 
U 

Fig. 18. Frequency spectrum of the CLS signal in a 
supersonic flow. Velocity U is in d s .  spectral density 
is in log scale. The main peak at 370 d s  corresponds 
to the flow speed. Vertical bars give the conventional 
laser Doppler velocimetry results. Sharp peak is 
reference at zero frequency; the two bumps on either 
side of the main velocity histogram are contributed by 
acoustic waves travelling in opposite directions in the 
convected gas (from reference 22, with permission). 

CLS can be used for measuring 
density, mean and fluctuating velocities, etc. 
An example of velocity measurement is 
presented in the Figure 18. This technique 
can be used at pressures down to about lo3 
Pa, with a priori no restrictions at higher 
pressures other than working in media that 
are transparent for the 10.6 pm laser 
radiation. 

6. CONCLUSION 

Spectacular progress has been made in the 
development of new, non-intrusive optical 
methods for probing hypersonic flows in the 
ground testing facilities. 
- Diode laser absorption spectroscopy is 
remarkably well suited for free stream 
measurement of velocity and static 
temperature, along with trace species 
concentration measurements; it requires, 
however, the flow to be quite homogeneous; 

- CARS for point measurement of rotational 
and vibrational temperatures, and of N, 
density; in the near future, point 
measurements of velocity and translational 
should be demonstrated; 
- EBF and LIF can be employed for 
qualitative imaging and visualisation; 
visualisation of shocks, and, particularly, the 
convection of a plasma column burned into 
the flow, can be used very elegantly in the 
most difficult streams to extract velocity 
profiles. 
- The CLS reveals the dynamical properties 
of these flows, which tend to be extremely 
non-stationary, and gives measurements of 
sound speed, density fluctuations spectrum, 
etc. 
If one now turns to the future, measurements 
of 0 atom density in the high enthalpy 
streams will soon become available using 
non-linear laser spectroscopy like CARS or 
DFWM. Work in progress at ONERA has 
shown very encouraging results.23 

In the low enthalpy wind tunnels, the same 
methods can be employed; however, if the 
density is higher, diode laser absorption will 
lose ground in the velocity measurements and 
seeding with NO or other trace gases may 
become necessary. EBF will also lose all of 
its applications, while techniques like 
Rayleigh and Raman scattering will gain. 
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SUMMARY 
Coherent anti-Stokes Raman scattering studies are 
carried out in a nonequilibrium shock layer air flow 
induced by a two-dimensional body. Rovibrational 
spectra of molecular nitrogen are recorded by scanning 
CARS in the free stream and within the shock layer at 
moderately high enthalpy (7.3 MJkg). Difficulties 
peculiar to the application of the optical technique to a 
high enthalpy flow are discussed and flows parameters 
are given. The rotational temperature, vibrational 
temperature and number density are measured and 
compared to theoretical values predicted by a Navier- 
Sokes solver. A Good agreement is found. 

1. INTRODUCTION 
The various physical and chemical phenomena that 
take place in the hypervelocity flowfields during the 
reentry phase of aerospace flight are extremely 
important to the design of the next generation of 
reuseable spacecraft. Improving our understanding of 
these complex phenomena is being achieved through 
the combined developments of computational fluid 
dynamics (CFD) and experiments in hypersonic 
facilities. 

Within this frame, arc-heater wind tunnels are useful to 
simulate hypersonic flow conditions for measurements 
on realistic models, that will be extrapolated to flight 
conditions. These tools are also of great interest for 
code validation purposes. However, the 
aerothermodynamic states of the flows produced in 
them are not yet well understood. This is due to the 
complexity of the physical and chemical phenomena 
occuring in these facilities. The flow undergoes 
vibrational excitation, dissociation and ionization. 
Because of the relatively low density environment 
produced in the facility, it is generally in 
nonequilibrium in both chemical composition and 
internal modes. Even if the real flight conditions 
cannot be reproduced, a significant prediction of the 
thermal and chemical states of the flow upstream of the 
model along with its non uniformity calculations will 
allow to compare experiments and numerical results 
around the model. 

Experimentally, laser diagnostics based on molecular 
scattering have received considerable attention for 
application in hypersonic test facilities thanks to their 
non-intrusive nature and their capabilities for excellent 
temporal and spatial resolutions. These methods can 
provide information directly related to the parameters 
of the molecular state of the gas including temperature, 
density and velocity. Among these techniques, Raman 
scattering, electron beam fluorescence and laser- 
induced by fluorescence (LLF) seems promising in low 
density and high-temperature hypersonic flows [ 1-51. In 
particular, Coherent anti-Stokes Raman scattering 
(CARS) belongs to the powerful techniques. Both local 
number densities and temperatures can be determined 
from the CARS signal. The density is related to the 
intensities of the spectral features while temperatures 
can be inferred from the distribution of molecular 
rotational and vibrational state populations contributing 
to the CARS spectrum. Determining these properties 
simultaneously would be then extremely useful in high 
enthalpy flows. 

The objective of the present work is aimed at studying 
the behaviour of a nonequilibrium hypersonic air flow 
interacting with a shock wave surrounding a model. 
Scanning CARS [6], well adapted to the study of low 
pressure continuous flows, is used to probe N2 in a 
nonequilibrium hypersonic flow produced in the arc- 
heater wind tunnel. This arc-jet facility is commonly 
used for the investigation of heat protection material in 
the spacecraft reentry conditions with relevant 
chemistry. From the data, rotational temperatures, 
vibrational temperatures and N2 number densities have 
been deduced in the free stream and behind a shock 
wave surrounding a blunt body placed in the flow. The 
results are used as data base to validate the Navier- 
Stokes solver developed for prediction of laminar 
viscous flows in chemical and thermal nonequilibrium. 
The calculated temperatures and density are in fair 
agreement with the measurements. The experiment 
completes previous efforts already done using planar 
laser Induced fluorescence on NO [7]. 

Paper presented at the AGARD FDP Symposium on “Advanced Aerodynamic Measurement Technology”, 
held in Seattle, United States, 22-25 September 1997, and published in CP-601. 



14-2 

2. THEORETICAL CONSIDERATIONS 

2.1 Coherent anti-Stokes Raman scattering 
The theory of CARS has been described in detail 
elsewhere [8]. CARS is a nonlinear optical technique 
which may used to measure the rotational and 
vibrational population distributions of any molecule 
having a Raman active transition. From such 
distributions, one then deduces the number density of 
the species under study and its rotational and 
vibrational temperatures if the distributions are 
Boltzmann-like. In principle, CARS is observed when 
three waves of frequencies oo, o1 and oz pass through a 
gas mixture. If the frequency difference (a1 - oZ, is 
close to the Raman-active vibrational frequency up, an 
intense beam with frequency 0 3  = oo + (a1 - oz) will be 
generated in the forward direction of the incident 
waves. The two coherent incident waves o1 and 02 

force the molecules to oscillate in phase at the 
frequency (a1 - oz). Then the oo radiation is scattered 
off by molecules whose polarisability is modulated by 
the oscillation. The new coherent wave is created 
through the thirdader  non linear susceptibility x@'. 
Usually, the same wave is used to pump and probe the 
molecular oscillation (ao = ol) and the anti-Stokes 
frequency is then given by o3 = o1 + (a1 - oz). 
As is customary in CARS, information about the state 
of the molecular system is derived from lineshapes and 
line intensities. Spectra are recorded as a function of 
the frequency difference (oIwz). In the case of 
monochromatic laser sources, the intensity is 
proportional to the square of the nonlinear 
susceptibility f ) ,  the resonances of the latter having an 
amplitude proportional to quantum state population 
differences [8]. When non-monochromatic lasers are 
used, the signal is given by a convolution integral. 
When the pump laser at o1 is monochromatic, the 
CARS intensity I v ~ o l  - oz) for an isolated line at oVJ is 
given by the simpler form [9]: 

where the summation integrates the contribution of 
each mode 0: of the o2 laser and the integral 
describes the Raman profile. PI and PZ are the pump 
and the Stokes laser powers. ANvj is the population 
difference between the initial and the final states of the 
Raman line. The Doppler shift is given by the term 
ovJvJc and g(v3 is the Maxwell-Boltzmann distribution 
function. v, is the projection of the velocity along the 
difference of wave vectors (K1 - K2) of the pump and 

Stokes waves. r, is the collisional broadening 
0. K is a constant which take into account the 
optical transmission and the detector efficiency. XN. is a 
slowly varying non-resonant term which is a 
background contribution due to electrons and remote 
resonances from the other species present. For all 
spectra reported here, XN. was found to be negligible 
and was systematically neglected. S(ol - 0 2 )  represents 
the effects of saturation due to the Raman pumping and 
the Stark effect [lo]. It describes the deviation of the 
CARS signal strength vs pump powers from the 
classical PI 'PZ dependence. Without saturation effects, 
S(ol - oz) =l. With saturation, this value depends on 
many parameters and a resolution of the time evolution 
of the density matrix equation for each velocity group is 
necessary [ 111. 

The spontaneous cross section for the Q-branch of the 
streching mode is 

(2) 

J and v are the rotational and vibrational quantum 
numbers, respectively, of the initial level. CL and y are 
the mean molecular polarizability and anisotropy, 
respectively. 

For a nonequilibrium flow, the population fractions in 
Eq. (1) can be written as 

N ( 2 J  + l)exp(-G(v) / kT,,)exp(-F,(J) / kT,,) 

Qvib Qrot 
Nvl = gl 

(3) 

where the vibrational temperature Tvib is allowed to be 
different from the rotational temperature Trot. G(v) and 
Fv(J) are the vibrational and rotational term values [12]. 
The nuclear spin multiplicity gj, differs from unity for 
molecules with ortho and para species like nitrogen. 
These species are assumed not to interconvert during 
the expansion, so that the rotational partition function 
Qmt is calculating by summing over only even (or odd) 
J values for a given spin species. Qyib is the vibrational 
partition function. 

Because of the low density nature of the expanding 
flow, Scanning CARS has been chosen to record the 
rovibrational populations of molecular species to ensure 
the best instrumental sensitivity. It uses a 
monochromatic laser for the pump beam and a tunable 
narrow-band laser for the Stokes beam. The total 
intensity I v j ( ~ l ~ z )  is recorded as a function of the 
frequency difference (01-02) by scanning step by step 
the Stokes frequency while the pump frequency is fixed. 
In the same time, a second CARS signal R(o1-o~) is 
generated in a reference channel identical to the main 
detection channel. The latter is used to monitor signal 
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fluctuations resulting from laser power instabilities and 
from changes in dye efficiency vs wavelength. Thanks 
to the reference and to various calibration procedures, 
the error in the absolute population measurements is 
estimated to be less than 10 'YO for all levels probed. 

2.2 Data handling 

According to Eqs. (1) to (3), the area under each Q 
rotational line, with the quantity { IVJ(ol w2)/R(oI - 
W Z ) } ' ~  is calculated by integrating the line profile and 
divided by the reference signal. This result is 
proportional to AN,,, the population density difference 
between the lower and the upper vibrational states. The 
rotational temperature Trot of a vibrational band v is 
then measured from the plot of AN,,/(2J+l)gJ vs 
rotational energy F,(J). A correction for Doppler 
broadening is next calculated. This correction is 
applied to all the AN'S in order to take into account the 
fact that the detection sensitivity depends on the 
linewidth which is roughly proportional to T,,'" and 
also depends slightly on v and J, the linewidth being 
proportional to the Raman shifts. Knowing the 
rotational temperature of each vibrational band, the 
vibrational temperature Tvib is then obtained from the 
ratio of the populations of two different vibrational 
states. Detailed expressions of the data processing to 
obtain the vibrational populations may be found in a 
previous paper [6]. The number density of the species is 
deduced from the ratio { I v ~ ( ~ ~ ~ ~ ) / R ( ~ ~ ~ ~ ) } l n  using a 
scaling factor obtained from a calibration experiment in 
which the temperature and the pressure are known. 

2.2 The CELHYO Solver 
The Navier-Stokes solver CELHYO [13], modelling the 
hypersonic laminar viscous flow in chemical and 
thermal nonequilibrium has been used to simulate the 
two-dimensional high enthalpy flow. 

The CELHYO code treats ideal mixtures of perfect 
gases made of nh heavy species, n,,, of them being 
molecular species. The mixture is assumed to be 
composed of the five neutral species N2, 0 2 ,  NO, N and 
0. All the species are described with the same mean 
velocity v. Three degrees of freedom are considered: 1) 
translation and rotation, described by one temperature 
T-; 2) vibration; 3) dissociation. Energy is supposed 
to follow a Boltzmann-distribution. We assume that n, 
molecular species, 1s n, 2 nm, have their own 
temperature Tvj , j E { 1, . . . , n,} such as N2 and O2 for 
air. 

The second order diffusive convective system governing 
the mixture under consideration writes: 

atu + div(f(u) - D(u)gradu) = SZ (4) 

where f denotes the inviscid fluxes. Dissipative 
phenomena are here modeled by the diffusive tensor D. 

The source term R represents the presence of 
nonequilibrium phenomena. The variable U is 

where E denotes the total energy of the mixture and v = 
(v,, v2) is the' mean velocity. e,,;p refers to the 
vibrational energy of the molecular species fi assumed 
to be in thermal nonequilibrium. The mixture pressure 
p is defined by 

(6) 
where K& = yW - 1. e, and h", respectively refer to the 
translation and the heat of formation of species a. 

Detailed expressions of source terms and of the 
diffusive tensor may be found in a previous paper [ 131. 
The chemical reaction model taken for air is 
Gardiner's [ 141. It consists of 15 dissociation reactions 
and two exchange reactions. The vibrational relaxation 
of diatomic species (N2 and O2 for air) occurs through 
V-T transfers which are modeled following the Landau- 
Teller rule [ 151. and using the data given in [ 161 for the 
collisions with molecules ( N 2 ,  0 2 ,  NO) and in [17] for 
the collisions with atoms (N, 0). V-V processes can 
also be taken into account with the formulation for the 
source term and the data given in [ 171. 

The CELHYO code solves the Navier-Stokes balance 
equations on curvilinear structured meshes using a fully 
implicit, finite-volume method. The viscous part is 
discretized according to a central differencing 
procedure, while a quasi-second-order accurate upwind 
scheme yields an approximation for the inviscid 
operator. Upstreaming is achieved using an approach 
for upwind bias refered to as the Hybrid Upwind 
Splitting [ 181. The method is designed to combine the 
natural strengths of the Oscher solver and the Van Leer 
splitting in order to get accuracy in the resolution of 
boundary layers and robustness in the capture ocf non- 
linear waves respectively. It is emphasized that no 
switch to be tuned up is involved here. Second-order 
accuracy is achieved using a MUSCL approach written 
in primitive variables. Special attention is paid when 
the method is applied to mass fractions in order to 
preserve the local numbers of elements. 

The implicit operator is made up of a linearization of 
both the inviscid and viscous fluxes plus all the source 
term jacobian matrices. For a detailed presentation of 
this time-marching algorithm, the reader is refered to 
~ 3 1 .  

A no-slip velocity condition together with a constant 
temperature T, for the translational and vibrational 
modes are prescribed for the wall boundary. The wall is 
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assumed to be noncatalytic and the normal gradient of 
pressure at the wall is zero. 

3. EXPERIMENTAL SETUP 

3.1 The Arc-heater Wind tunnel 
The facility is the arc-heater wind tunnel L2K of the 
DLR-Cologne [19]. It is used primarily for testing 
under high enthalpy the thermal protection materials 
developed for spacecrafts. L2K is designed to run 
continuously during several hours. It offers a wide 
choice of operating conditions typical of those 
encountered at the stagnation point during a shuttle 
reentry. The main parts of the arc-heated wind tunnel 
are the arc heater and the power supply, the test 
chamber with expansion nozzle, free jet and diffuser, 
the heat exchanger and the supply equipment. The 
electrical power-supply system is based on a thyristor- 
controlled rectifier consisting of four units of 354 kW 
(600 A, 590 V) which can be switched alternatively to a 
parallel or series connection. The current is controlled 
during the test while the effective voltage depends on 
the resistance of the arc heater. An arc heater of the 
hollow-electrode concept (Huels-type) has been applied 
for the experiments. Using the arc heater one should try 
to enlarge the voltage as much as possible, especially in 
the case of high mass flow rates. There is a reason for 
using high voltages with respect to flow quantity. 
Contamination of the gas by burning off of electrodes 
cannot be completely avoided. This effect increases 
with current strength and is dependent on the total 
pressure. A value of contamination less than 10 ppm is 
reached for total pressure of 10 bar in the facility. The 
arc heater is supplied with atmospheric air delivered by 
1000 m3 storage tank which may be pressurized to 
6.106Pa. Mass flow rates up to 300 g/s can be 
controlled during the test time. The high-enthalpy gas 
flows through a small settling chamber, then through a 
conical nozzle toward a vacuum chamber. The total 
nozzle length, the throat diameter, the exit diameter 
and the nozzle-half angle are 0.40 m, 0.029 m, 0.20 m 
and 12 degrees, respectively. The testing chamber has a 
cylindrical shape with a diameter of 2.6 m and a length 
of 2 '  m transversal to the flow direction. The test 
chamber is connected to the pumping system by a 
diffuser consisting of several cylindrical segments. The 
heat exchanger is installed downstream of the diffuser 
to cool down the heated gas to a temperature equivalent 
for the intake of the pumping system. 

For the experiments reported here, an arc current of 
600 A is set with a mass flow rate of 0.049 k g i '  and a 
stagnation pressure of 1.3 los Pa. The reservoir 
conditions are determined by from data on the settling 
chamber pressure in front of the nozzle and the total 
mass flow rate. Both values are easily measured and are 
used to calculate total temperature and total enthalpy 
based on equilibrium flow solution from the reservoir to 
the throat. The total enthalpy delivered to the gases is 

then 7.3 MJ.kg-' and the temperature is assumed to be 
equal to 3910 K. 

A water-cooled copper model is used for the 
experiment. It consists of a circular disk with its axis 
along the center of the nozzle. The diameter of the disk 
is 50 mm. The model is mounted on a holder which can 
be moved in the range of 1000 mm transversal to the 
flow direction and 1500 mm in the flow direction. 

3.2 The optical setup 
The core of the CARS system is an injection-seeded Q- 
switched Nd:YAG laser chain delivering 800 mJ of 
1064 nm radiation in 17 ns long pulses at a repetition 
rate of 10 Hz. The laser chain is composed of two laser 
heads (Quantel SF61 1) and a cw diode-pumped seeder 
(Quantel YS700). the Nd:YAG rods are 7 mm in 
diameter and 9 mm in diameter for the oscillator and 
the amplifier, respectively. The 1064 nm output beam 
is frequency doubled by a KD*P crystal giving 380 mJ 
at 532.1 nm with 14 ns pulses length and a spectral 
linewidth (FWHM) less than 0.003 cm-I. The 1064 nm 
beam left by the first crystal is again doubled by a KDP 
crystal; Some 40 mJ at 532.1 nm are produced and used 
to pump a narrow-band dye laser oscillator. Part of the 
380 mJ main beam is used to pump the dye amplifier 
and the remainder is used as the ol pump beam. The 
resonator of the dye laser comprises a 2100 grooves 
mm-' holographic grating at grazing incidence, a flat 
rotating back mirror and an intracavity prism beam 
expander yielding a linewidth (FWHM) of about 0.08 
cm-'. The wavelength is selected by tilting the back 
mirror which allows a coarse sweep from 500 to 800 
nm in steps of 0.5 nm or a fine sweep of 6 nm around 
the coarse drive setting in fine steps of 0.01 nm. After 
the amplification, the o2 beam passes through a 
telescope to control the divergence and through 
appropriate optics for positioning the beam. The Stokes 
laser is tuned close to 607 nm and delivers 4 mJ in 11 
ns pulses. At the output of the emitter bench, the o1 
beam has already been split in two parallel beams 
separated of 15mm and one of them is overlapped with 
the 0 2  beam (planar BOXCARS arrangement [8]). All 
beams are horizontally polarized. 

A schematic diagram of the CARS experimental 
configuration is presented in Fig 1. The beams are 
focused first in the testing chamber with their axis 
perpendicular to the flow axis where the o3 signal is 
created. Then, that CARS signal is split-off and the 
laser beams pass in a 1 atm pressure slow flow of argon 
where they are refocused. A weak CARS signal is then 
created to monitor the fluctuations of direction and of 
pulse energy of the ol and o2 beams. The reference and 
the sample CARS signals are filtered out from the 
pump beams using dichroic filters backed by double 
monochromators. Then, they are transported to the 
photomultipliers using optical fibers. The single-pulse 
digitized sample and reference signals from gated 
electronics are recorded by the computer which also 
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drive the scanning of the dye laser frequency. The 
software calculates the signal to reference ratio and 
averages N laser shots at each laser position. 

I chamber - 
I \ 

Diffuser Model1 I c- Flow 
I / 

D 

Fig. 1 - Schematic diagram of the CARS arrangement; 
Fl, F2: achromats; M: 400-700 nm broadband mirror; 
D: Dichroic mirror. 

The focal lengths of the focusing optics inside the 
testing chamber are chosen according to the following 
conflicting constraints: 1) short focal lengths are 
preferable in order to shorten the probe volume; 2) long 
focal lengths are preferable in order to reduce the 
saturation effects which are likely to appear because 
powerful lasers are required to create the CARS signals 
in low pressure media; 3) the set of the focal lengths 
must be adapted to the dimensions of the facility. 
Knowing that 2x30 mJ of pump laser and 4 mJ of 
Stokes laser are the required energies to create 
measurable signals for the expected N2 densities the 
sample is selected in order to maintain [ 101 

0.1 Rs< Au, A u ~  (4) 
and 

where Rs is the Stark frequency shift at pulse 
maximum, RR the Rabi frequency, Am the free spectral 
range between the Stokes laser modes, A o d  the Doppler 
linewidth (FWHM) and z the pulse duration. Following 
the development od Ptalat et al [ 101 and supposing A o  
= 0.01 cm-I, Amd = 0.016 cm-' and z = 14 ns, focal 
lengths longer than 700 mm venfy the above 
constraints and cause negligible saturation effects. 

The measurements are carried out at a position of 555 
mm downstream from the nozzle exit and on the 
centerline region of the nozzle flow. The sample focal 
lengths are 750 mm. As a result, the achromats are 
installed inside the testing chamber. The sample probe 

volume (defined as the distance along which the entire 
anti-Stokes are created) is 25 mm long and 100 pm in 
diameter. The focal lengths of the focusing optics in the 
reference channel are 500 mm in respect with the 
dimensions of the cell. 

4. RESULTS 

4.1 CARS measurements 
Figure 2 presents a sample nitrogen CARS spectrum 
recorded in the free stream during a run. The 
experimental spectrum is recorded at 600 spectral 
positions with a frequency step of 0.01 cm-' and a 
spectral resolution of 0.08 cm-'. About 10 
photoelectrons per pulse are detected at the peak. 
Consequently, each data point is the average of 30 laser 
shots and the time needed to record a spectrum is about 
40 mn. As indicated in Fig. 2, the spectral bands 
detected by CARS were identifed as the Q-branches of 
vibrational transitions 0-1 and 1-2. For each vibrational 
transition, clearly resolved are the para rotational lines 
(J odd) from J29 and the stronger ortho lines (J even) 
with 522. Rotational distributions between the ortho- 
states and the para-states of the 0-1 vibrational band 
display an intensity alternation in the ratio 1.5:1 
whereas this ratio is equal to 2: 1 for the 1-2 vibrational 
band. This result is inconsistent with the theory which 
predicts a natural abundance ratio of 2:l for all the 
vibrational bands of nitrogen. The ortho and para 
populations ratio could be altered because of the rapid 
cooling of the gases during the expansion. However, no 
data are available at the present time to confirm this 
trend. It requires more experimental investigations. 
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Fig. 2 - Nitrogen CARS spectrum of the 0-1 and 1-2 
vibrational transitions recorded in the free stream 

Despite this limitation, rotational temperatures in each 
vibrational transition have been deduced by plotting the 
ortho-lines intensities above J=6 as a function of energy 
of the rotational states. The log scale plot as shown in 
Fig. 3 indicates that within experimental errors, the 
rotational energy levels are in equilibrium. The 
rotational temperature may be then calculated from the 
slope of the linear best fit to the data which is inversely 
proportional to the rotational temperature. The scatter 
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of the data points about the straight line, f 3%, merely 
reflects errors such as measurement uncertainty 
together with temporal fluctuations in flowing gas mass 
flow rate, arc current, etc. The rotational temperatures, 
330 K and 334 K for the 0-1 and 1-2 vibrational 
transitions respectively, are found nearly identical and 
demonstrates that the rotational distributions do not 
depend upon v. The vibrational temperature, calculated 

2510 K f 130 K where the accuracy reflects the 5% 
uncertainty on the ratio of the v=O and v=l populations. 
The experimental nitrogen density in the free stream is 
determined using the peak intensity of different 
rotational lines compared with that of the static room 
temperature scan at known pressure (130 Pa). For this 
comparison, it is necessary to compute the theoretical 
ratio of peak intensities usings Eqs. (1) and (3). Note 
that the difference of population between the ortho- 
states and the para-states are also systematically taken 
into account. The resulting nitrogen number density m2 
in the free stream is then found equal to 2.25 lo’’ 
molecules/cm3 with a standard deviation of 5 %. 

, from the ratio between v=l and v=O populations is 

\o I - 3 1  (V=l + V=2) 
z 

-. . I I I I 
0 200 400 600 800 

Rotational energy (cm-I) 

Fig. 3 - Boltzmann plots of the ortho-rotational 
populations of the 0-1 (4 and 1-2 (0) vibrational 
transitions recorded in the free stream. 

To increase data accuracy, average repetitive CARS 
measurements are performed during six runs at the 
same location in the free stream. As a result, a mean 
rotational temperature of 332 f 6 K, a mean vibrational 
temperature of 2510 f 80 K and a mean nitrogen 
number density of 2.2 lo’’ molecules/cm3 with a 
standard deviation of 5 % have been deduced indicating 
the reproducibility of the experiments and of the test 
conditons of the runs. 

CARS measurements are then performed at several 
positions in the shock layer induced by the disk model. 
For the experiments, the CARS spectra were recorded 
by moving the position of the model relative to a fixed 
optical axis. The shock wave is located around 13 mm 
from the surface of the model. Measurements have been 
performed at positions between 1 mm and 15 mm. Far 
downstream from the shock wave (i.d. between 1 mm 

and 1 1  mm), the CARS spectrum presents the same 
profile for all positions. For instance, figure 4 shows a 
typical nitrogen CARS spectrum recorded at a position 
of 2 mm from the model. Recording nitrogen spectra 
now requires 1900 points with 30 laser shots averaged. 
The peak intensity of the signal is also of the order of 
10 photoelectrons per pulse. From Fig. 4, several points 
may be noted. First, the spectral bands detected are the 
0-1, the 1-2 and the bandhead of the 2-3 vibrational 
transitions. For each vibrational transition, rotational 
lines up to J = 50 are detected. Second, the anomaly on 
the intensity alternation shown in the free stream 
conditions is always present. The ratio of populations 
between the ortho-states and the para-states is always 
close to 1.5 while the population ratio on the 1-2 
vibrational band is closer to 2. 
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Fig. 4 - Nitrogen CARS spectrum of the 0-1 and 1-2 
vibrational transitions recorded downstream the shock- 
wave. 

Considering possible different behaviors for the para- 
states and the ortho-states of nitrogen, rotational 
temperature and vibrational temperature have been now 
deduced for each state of the molecule. For instance, 
rotational populations for the 0-1 and 1-2 have been 
plotted on Boltzmann diagrams shown in Fig. 5.  The 
two resulting distributions are in equilibrium and the 
rotational temperatures associated to the 0-1 and the 
1-2 vibrational transitions are found equal to 
4280 f 90 K and 4125 f 180 K, respectively. In the 
same manner, rotational temperatures deduced from the 
para-rotational populations of each vibrational 
transition are similar. The vibrational temperatures 
deduced from the ratio of populations between the v=O 
and v=l for each state of nitrogen are also found 
similar and to be less than the rotational temperatures 
(- 2800 K). From these results and despite the 
abnormal behavior of the intensity alternation in the 
spectrum, it can be concluded that the two states of the 
molecules have the same enthalpy level and the same 
behaviour in the shock layer. The total number density 
of N2 is deduced like the free stream experiments. 
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Fig, 5 - Boltzmann plots of the ortho-rotational 
populations of the 0-1 (4 and 1-2 (0) vibrational 
transitions recorded at x=2 mm from the model. 

Close to the shock-wave (id.  between 12 mm and 13 
mm), the behaviour of the rotational populations 
changes rapidly. As shown in Fig. 6, rotational 
populations are aligned along a straight line except for 
the first J-lines which are disturbed. Two reasons can 
explain this anomaly. The first one can result from the 
dimensions of the probe volume and of the shape of the 
shock wave. Although the shock wave is slightly 
curved, the dimensions of the probe volume, 20 mm 
long and 100 pm in diameter, seems to be longer. Cold 
gases coming from the free stream and hot gases 
coming from the shock layer can be simultaneously 
present in the probe volume and so can affect the 
populations of the rotationals lines. A second reason 
can derive from a temporal jitter of the position of the 
shock layer due to small flow disturbances induced by 
the temporal fluctuations of the test conditions. The 
rotational temperature corresponding to the hot gases 
may be however deduced from these distributions by 
neglecting the influence of the first J-lines. 

10 

11- T=503K 

0 1000 2000 3000 4000 6000 6000 7000 
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Fig. 6 - Boltzmann plots of the ortho-rotational 
populations of the 0-1 (4 vibrational transition at 
x=12 mmfi.om the model. 

4.2 comparison theory-experiment 
The results are presented in the figures 7 to 9. Figure 7 
shows the temperature distributions along the axis 
during the gas expansion calculated with the CELHYO 
solver. In this calculation, the relaxation of N2 and 0 2  

occurs through the V-T transfers with the molecules 
(02, N2, NO) and the atoms (0, N) of the gas mixture 
with relaxation rates given by [16] for the molecules 
and by [17] for the atoms. In the expansion, the 
freezing of the vibrational energy is brought into 
evidence by the different temperature distributions. The 
temperatures deduced from the experiments are shown 
on the same figure. At the point where measurements 
were performed, the mach number is equal to 7.6. The 
calculated temperatures,T=305 K and T~b(N2)=2690 K, 
are in rather good agreement with the corresponding 
experimentally values: Trot = 332 f 6 K (assumed in 
equilibrium with the translational mode) and T,+,(N2) = 
2510 f 80 K. However, the deviation between the 
theorical and the experimental data could be explained 
by the influence of H 2 0  on the relaxation processes on 
N2. Indeed, H20 is known to catalyse the vibrational 
relaxation of numerous molecules. For example, its 
effect on the vibrational relaxation of N2(v=l) is several 
orders of magnitude more efficient than that of other Nz 
molecules. Recent calculations of this flow expansion 
including the influence of H 2 0  on the vibrational 
relaxation processes of N2 show noticeable differences 
on the temperature distributions [20]. With a mass 
fraction of 0.02 for H20, the calculation leads to a 
decrease equal to 500 K on the vibrational temperature 
and an increase of about 30 K on the translational 
temperature with respect to the case without water. 
This trend, similar to the experiment one, shows that 
the influence of contaminants like H 2 0  is important 
and has to be taken into account for the simulation of 
the flow. 

5000 
0 CARS measurement 

- 1 . .  I . ’  1 . .  I . ’  , ‘ - I  

0.0 0.2 0.4 0.6 0.8 1 .o 
Distance from the throat (m) 

Fig. 7 - Axial temperature distributions along the flow 
expansion 

The experimental total density of the flowfield is 
deduced from the number density of nitrogen assuming 
that the mole fractions of the gases are those predicted 
by the CELHYO solver. The total density in the free 
stream at the experimental position is then 1.40 f 
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0.07 lo4 kg/m3. This value is in good agreement with 
the calculated total density which is equal to 1.6 lo4 
kg/m3. 
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Figure 8 shows the temperature distributions on the 
symmetry axis in the shock layer. The continuous and 
dotted lines display the theoretical translational and 
nitrogen vibrational temperatures, respectively. The 
calculation is performed using the free stream 
conditions previously calculated as input conditions. 
The wall is supposed non catalytic and its temperature 
is set at a constant value T d l =  1300 K, value measured 
by a pyrometer during the experiment. The calculation 
brings into evidence an important increase of 
translational temperature through the 2 mm shock- 
wave. Then the translational temperature displays a flat 
profile in a large portion of the shock layer before 
decreasing strongly close to the wall. The vibrational 
temperature varies slowly in the shock layer from 
2690 K to about 2900 K. Near the wall, both 
temperatures become the same indicating a thermal 
equilibrium for the gases. The experimental data are 
also shown on the same figure. All the rotational 
temperatures, measured by the analysis of the different 
rotational distributions of each state of the molecule, 
are displayed by the open symbols whereas the black 
symbols show the vibrational temperatures. 
Experimental rotational temperature profile agrees 
fairly well with the theoretical predictions. The shock 
wave is well captured at the same theoretical position. 
Nevertheless, the experimental temperatures in the flat 
region exceed by 10 YO the theoretical temperatures. 
This disagreement may be derived from a precise 
unknowledge of the experimental temperature of the 
gases in the reservoir. The measured vibrational 
temperature profile agrees with the CELHYO 
predictions except close to the wall where temperatures 
are higher. This increase could be due to a possible wall 
catalysis which may lead to the formation of 
vibrationally excited molecules. More refined 
measurements closer to the wall would be necessary to 
confrm this trend. 
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Fig. 8 -Axial temperature distributions downstream of 
the shock-wave. 

Figure 9 presents the comparison between experimental 
and theoretical density profiles in the shock layer. 
Whatever the position, differences of only 10 % are 
noted demonstrating a good agreement between 
experiment and theory, 
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Fig. 9 - Axial density distribution downstream of the 
shock-wave. 

5. CONCLUSIONS 
Experimental measurements of rotational and 
vibrational temperatures and density measurements 
have been obtained in a continuous high-enthalpy arc 
heater wind tunnel, both in the free stream and in the 
shock layer induced by a disk. As expected, vibrational 
nonequilibrium is demonstrated. These results are due 
to the good detectivity of the scanning CARS which 
proves to be a powerful and reliable technique for 
hypersonic studies. Good agreement has been obtained 
between the measurements and the theoretical 
predictions obtained with the CELHYO solver. 
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Rotational and Vibrational Temperature and Density Measurements 
by Planar Laser Induced NO-Fluorescence Spectroscopy in a 

Nonequilibrium High Enthalpy Flow 
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LIF experiments were performed in the flow field of the high enthalpy facility L2K. This arc heated 
facility, which is mainly used for testing thermal protection materials, offers a wide choice of flow 
conditions to simulate the stagnation conditions during shuttle re-entry. The flow conditions are 
dominated by nonequilibrium effects. For the operation conditions of L2K translational and rotational 
temperature are assumed to be in equilibrium, but large differences between rotational, vibrational 
and electronic temperature occur. Laser induced fluorescence is used to determine rotational and 
vibrational temperature and the density of NO in the free stream and behind a bow shock upstream 
of a blunt body. The flow is modelled numerically using a quasi 1D-code. Good agreement is 
achieved between the experimental and numerical data in the free stream. The data are also 
compared with the CARS measurements performed at the same flow conditions in the same facility. 
Differences in the free stream vibrational temperature of N2 and NO are due to the faster vibrational 
relaxation of NO-molecules. 

Nomenclature 

Einstein coefficient 
electronic state 
rotational constant 
velocity of light, c = 2997924558 m/s 
constant 
electronic state of NO 
rotational constant 
rotational energy 
translational energy 
vibrational energy 
rotational term value 
vibrational term value 
Planck constant h = 6.62607.1 0-34 Js 
intensity 
rotational quantum number 
Boltzmann constant, k = 1.3806 . IOTz3  
J/K 
1.4 MW arc heated facility of DLR 
laser induced fluorescence 
mass flow rate 
mass number 
number density 
pressure 

e 
9 
Q 
R 
SJ 
T 
h 
V 

z 

laser power 
Fran k-Condon-Factor 
partition function 
distance 
Honl-London-Factor 
temperature 
wavelength 
frequency 
lifetime 

1. INTRODUCTION 

Physical and chemical processes, which take place 
during the re-entry phase of aerospace flight are 
extremely important for the design of thermal 
protection materials of reusable spacecrafts. The 
qualification of thermal protection materials under re- 
entry conditions is frequently performed in arc heated 
facilities. The flow field in these facilities is dominated 
by nonequilibrium phenomena. Therefore the use of 
nonintrusive diagnostic techniques is strongly 
required for the characterisation of the high enthalpy 
flow, in order to perform a detailed description of the 
thermodynamic state and a theoretical study of the 
physical properties. 

Paper presented at the AGARD FDP Symposium on “Advanced Aerodynamic Measurement Technology”, 
held in Seattle, United States, 22-25 September 1997, and published in CP-601. 
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Computational fluid dynamics and experimental tech- 
niques are used to improve the understanding of 
these complex phenomena. In the frame of the DLR- 
ONERA co-operation for the development of 
noninstrusive measurement techniques for high 
enthalpy flow facilities, measurements in the L2K 
facility were performed using two different optical 
diagnostic techniques. The CARS and the LIF 
technique have been applied to characterise the flow 
conditions using the same flow and model 
configurations. 

In the present paper, the flow field properties of high 
enthalpy flows have been measured using two dimen- 
sional Laser Induced Fluorescence spectroscopy 
(2D-LIF). This optical technique allows to measure 
rotational temperatures, vibrational temperatures and 
number densities of NO with excellent spatial 
resolution. 

The main advantages of LIF technique are its high 
sensitivity and the selective analysis of the chemical 
gas composition. However, the large number of 
parameters, such as laser source, detector system, 
optical set-up, requires a full and precise optimisation 
[I-51. 

The fundamentals of LIF technique are presented in 
section 2 together with the procedure for the evalua- 
tion of temperatures and densities. Section 3 
describes the temperature determination from 
spectra. The experimental facility, the optical set-up 
and its calibration follow in section 4. Section 5 
includes the experimental results and their 
comparison with numerical computation and CARS 
data. 

2. FLUORESCENCE I MAG I NG AND 
TH ERM OM ETRY 

Fluorescence signal 

The LIF technique is based on the excitation of a 
molecule with light of a ArF excimer laser, which 
matches the possible energy differences of this 
molecule. After excitation the molecule returns to its 
ground state by emitting red shifted radiation or by 
thermal relaxation due to collisions with other 
molecules. Under conditions, where all the excited 
molecules return to the lower states by radiation, the 
emitted intensity is directly proportional to the density 
of the molecules within the lower energetic state. For 
an excitation spectrum the intensity of the emitted 
light is recorded as a function of the wavelength of 
the excitation light, thus probing different densities of 
the lower energetic states of the molecules. Figure 1 
shows the physics of LIF process for recording 
excitation spectra. 

W 

Fig. 1 
Assuming that the distribution of the molecules corre- 
sponds to Maxwell-Boltzmann thermal equilibrium, 
the intensity of a spectral line is given by 

Diagram of the LIF process. 

I, = Nk hcv A, (1 1 

The total intensity is 

1 ”  
I I  

I =  CqN”qS,  - - 
T 2J‘+1 

with 

The subscripts ‘ and ” denote the upper and lower 
states, respectively. Different rotational and 
vibrational temperatures of the molecules can be 
considered by separating the corresponding terms in 
Eq. (3). 

The energy level diagram of NO and possible 
transitions in the tuning range of the ArF excimer 
laser are shown in Fig. 2. 
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Fig 2 NO energy level diagram. 

E (0,l) 

The parameters in Eq. (2) are taken from the 
literature [6-91. The values for the NO-transitions with 
high intensity within the considered temperature 
range are given in Table 1. The Honl-London-Factors 
were calculated according to the formulas given by 
Bennett [IO]. 

11.5-43.5 20 0.1008 

I p (7-0) I 23.5-35.5 I 330 I 0.027819 I 
I p (8-0) I 42.5-51.5 I 330 I 0.038444 I 
I p (9-1) I 22.5-35-5 I 330 I 0.063933 I 
ly(3-0) I 29.5-62.5 I 217 I 0.147 I 
I y  (4,l) I 6.5-50.5 I 196 I 0.24039 I 
I y  (5-2) I 1.5-24.5 I 177 I 0.21521 I 

Table 1 
range. 

Considered NO-Bands in the ArF laser tuning 

The constant C includes the fluorescence volume, the 
excitation efficiency of the excited molecules, the 
quantum yield and constants of the LIF apparatus. It 
has to be determined by measuring the fluorescence 
intensity at known NO densities at defined 

temperatures. For given temperatures the number 
density is directly proportional to the laser intensity. 

From a measured spectrum the rotational 
temperature of each vibrational state is determined by 
Boltzmann plots. Based on the determined rotational 
temperature, the population of each vibrational band 
is calculated by comparing the line intensities of 
transitions coupled to different vibrational ground 
states. So the vibrational temperature is obtained 
from the ratio of the populations of two different 
vibrational states. 

From the temperatures the number densities of the 
probed species are deduced by comparing the line in- 
tensities with intensities from calibration 
measurements at known temperature and density 
conditions. 

The ratio of two fluorescence signals from the same 
volume and the same vibrational level is given by: 

N, Ba(2J; + 1) F(J;) - F(J;) ‘ =-= 
ab Nb 6,(24+1) kT ) (4) 

and the temperature is defined as: 

T =  F( 4) - F( 4) 
In (‘ab 1 ‘ab) 

where the subscripts a and b identify different lower 
laser coupled states [I I ] .  

The collection efficiency dependence is omitted, be- 
cause the same optical set-up is used and for each 
transition in the considered wavelength range are 
similar. 

The effects of rotational energy transfer, vibrational 
energy transfer and the fluorescence yield are 
discarded by collecting and the fluorescence yield 
cancel in the ratio, because the quenching cross 
sections, fluorescence lifetimes and fluorescence 
branching ratio are insensitive to rotational quantum 
number, at least for the A-state of NO [12,13,14]. 

The overlap integrals may be eliminated if shot to 
shot fluctuations in the laser spectral profile are 
insignificant and the broadening and the shift of the 
absorption line are independent of the rotational level, 
as is valid for NO. 

Supposing, that the laser intensities are sufficiently 
low to avoid saturation effects, the signals can be 
accurately corrected for temporal and spatial 
fluctuations in laser intensity by monitoring the pulse 
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energy during the experiment, assuming a constant 
laser sheet profile. 

Quenching 

No measured values for quenching cross section of 
NO are known for O-atoms. However a small cross 
section for quenching of NO by O-atoms is predicted 
by Paul et al. [15]. Quenching was considered for by 
using Eq. (6) 

where A,and Q,denote the total radiative and non- 
radiative decay rates of the level a, respectively. The 
dominant quenchers in the flow field of L2K are NO 
and NP. Electronic energy transfer is important for ex- 
cited NO (D) with molecular nitrogen. The efficiency 
of this cascade transition relative to the sum of all 
collisionally decay processes was found to be 0.8 
k0.2 for D(0) and 0.4 kO.1 for D(l) [21]. A nonthermal 
distribution in NO (A, v = 0) results. However the 
fluorescence from these levels is also monitored with 
the detection optics. 

Quenching constants of the A-state 
Table 2. 

2 

1.75(12) 

k~ I 1.41(8) I 1.4(2) I I 
I I I I 

where k is given in IO-" cm3 molecule-'s-' 

are listed in 

Table 2 
For the B-state the quenching constants 
k, = 1.26 .IO-' '  cm3 s-l and k, = 6.10-13 cm3 s" 
were used [5]. 

Quenching constants for NO. 

Measurement uncertainties 

In LIF experiments the main source of measurement 
uncertainty arises from photon statistics. However in 
the experiment the error can be reduced by 
averaging. 

The relative uncertainty of temperature is found to be 

Obviously the relative error of temperature measure- 
ment depends on the relative uncertainty of the inten- 
sity ratio, the energy difference of the ground state 
levels, i.e. smaller energy differences yield larger 
errors, and the absolute temperature, i.e. higher 
temperatures yield larger relative error. The error in 
temperature affects the accuracy of the density 
determination by the Boltzmann fraction. This error 
can be minimised if it is possible to choose a ground 
state level for which the Boltzmann fraction does not 
vary significantly within the measured temperature 
range. In contrast to the determination of 
temperature, the uncertainty of number density does 
strongly depend on the accuracy of the statistical 
weights and partition functions. 

3. SPECTRUM CALCULATION 

Spectra were calculated according to the procedure 
described in [16]. The transition frequencies for the 
tuning range of the ArF-laser were taken from M. 
Scheer et al. [17]. The uncertainty of these transitions 
is claimed to be better than 0.3 cm-' and good 
agreement with measured transitions could be found. 
The procedure allows to prescribe different values for 
rotational and vibrational temperature. 

For comparison with an experiment the linewidth, 
which is determined by the spectral linewidth of the 
exciting laser (0.3 pm), could be adapted and 
intensities for the full spectra could be calculated. 

For equilibrium states the calculated spectra show 
that up to temperatures of 350 K only the well 
resolved XB 0-7 lines of NO are present. XD (1-0) 
lines appear at temperatures above 350 K and 
dominate in .the whole temperature range, while the 
XB 0-7 lines become less intensive. At 1000 K the AX 
0-3 transition appears. 

4. TEST FACILITY AND OPTICAL SET-UP 

Test facility 

The LIF experiments were performed in the flow field 
of the arc heated high enthalpy facility L2K. A sketch 
of the experimental set-up is shown in Fig. 3. 

The experiments were performed using a conical 
nozzle with 29 mm throat diameter, 200 mm exit 
diameter and 12" half angle. Measurements were 
taken at a location of 555 mm downstream the nozzle 
exit. A water cooled flat faced cylindrical model with a 
diameter of 50 mm, was placed downstream this 
position, with its axis parallel to the flow. The test 
chamber is equipped with 6 windows to allow optical 
access. 

I 

1 
I 

I 

I 
I 

I 

I 

I 

I 
I 

A T / T x T / A E . A I / I  (7) 
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Fig. 3 Sketch of the arc heated facility L2K. 

The facility is operated with cleaned and dried air 
from 200 m3 storage tanks. The air mass flow rate 
was set to 49 gls at a stagnation pressure of 1.3.1 O5 
Pa. 

Optical set-up 

The main components of the optical set-up are a 
tuneable excimer laser (Lambda Physics LPXl50) 
and the detection system. Figure 4 shows a sketch of 
the optical set-up at L2K. 

Mirror Mirror 
1- 

cell ArF-Excimerlaser 
Nozzle exit 

( $ M o d y E e r a  

I IGatePulslr I 

Wavelength range: 

182,8 - 183.8 nm 

Energy per puls: 240 mJ 

Pulstime: 23 ns 

Linewidth: 3 pm 

Repetition rate: 50 Hz 

Fig. 4 Optical set-up at L2K. 

The laser is completely computer controlled and is 
operated with ArF to generate light pulses with a 
duration of 23 ns and a power of up to 240 mJ in the 
wavelength range from 192.8 up to 193.8 nm with a 
linewidth of 3 pm. Figure 5 shows the intensity output 
of the ArF laser as a function of wavelength. 

’ : I ,  , , , . , , , , J 
0 51800 51850 517W 51750 51803 51850 

wavenumber [ cm”] 

Fig. 5 
tion of wavelength. 

The intensity output of the ArF laser as a func- 

The light path between the excimer laser and the test 
chamber is established by three mirrors and for safety 
reasons the light path is protected by aluminium 
pipes. During the experiment the pipes were flushed 
with N2 to reduce the absorption of molecular oxygen 
in the light path. The light was directed on the flow 
axis in front of the model where it had an 
approximately rectangular intensity profile with 
dimensions of 30 mm and 3 mm. No focusing optics 
were used to avoid saturation effects. In front of the 
test chamber window a beam splitter was installed. 
The reflected light was used to monitor the power of 
each laser pulse with a photodiode, which was 
referenced to a calibrated power meter (Lambda 
Physik). A rectangular diaphragm blocked the 
excessive light from the original dimensions (10 x 30 
mm2 ) of the laser beam. 

The fluorescence was imaged with f14.5 UV Nikkor 
lenses onto a cooled intensified camera (Princeton In- 
struments) with a 384 x 578 pixel array mounted per- 
pendicular to the laser sheet. An interference filter 
with a maximum transmission at 220 mm (f10 nm), 
placed in front of the lens, blocked the scattered laser 
light as well as the visible emission from the test gas 
and the model. 

Experiments were performed by scanning the full tun- 
ing range of the laser with wavelength increments of 
0.5 pm at a repetition rate of 1 Hz. Synchronisation of 
the laser pulse and camera illumination was 
performed with a photodiode and controlled with an 
oscilloscope. Illumination time of the CCD-camera 
was 200 ns. In order to avoid detection of parasitic 
emission from the model, the laser pulses were 
synchronised to the illumination interval. 

Images and spectra were acquired and processed 
with a personal computer using the software from the 
manufacturer of the camera (CSMA, Princeton Instru- 
ments). Excitation spectra were recorded 
simultaneously at 10 different axial profiles during a 
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distance between model and nozzle exit 

diameter of the nozzle throat 

diameter of the nozzle exit 

run. The intensity of 38 pixels radial to the flow 
direction is accumulated on-chip, thus conserving the 
information along the flow direction. 

555 mm 

29 mm 

200 mm 

The simultaneously probed area was 30 mm x 80 mm 
in height, with a spatial resolution of 0.3 x 0.3 mm2 
per pixel. Figure 6 shows the details of the detection 
geometry. 

frozen temperature in the free stream 

equilibrium temperature in the free 
stream 

Fig. 6 Details of the detection geometry. 

247 K 
340 K 

Calibration 

Calibration experiments are needed to verify that the 
fluorescence signal is linear dependent on laser 
power and for the density determination. For this 
purpose the test chamber was filled with a 411 mixture 
of N2 and NO at a pressure of 500 Pa and a 
temperature of 295 K. Only NO XB 7-0 lines appear 
at this temperature. The line intensities of the 
recorded spectrum served as reference for the 
density determination. No non-linear effects due to 
absorption of the laser light were observed. 

stagnation enthalpy 

static pressure 

frozen Mach number 

The fluctuation of the intensity distribution along the 
laser light sheet was checked for the full tuning range 
of the excimer laser. Less than 8% variation of the 
spatial laser intensity profile was measured. The laser 
power was varied by a factor of 10 to prove the linear- 
ity of the signal with laser power. 

7.3 MJlkg 

16 Pa 

7.57 

For. practical reasons the intensities XB 0-7 lines 
were referenced to the Rayleigh signal which was 
recorded without the optical filter using the same 
experimental set-up, but the test chamber filled with 
air at a pressure of 101.2 kPa. 

A heatable test cell filled with a mixture of NO and N2 
(500 Pa) was placed in the position of the 
measurement volume to check the agreement 
between measured and calculated spectra. The 
temperature was varied in the range between 300 K 
and 800 K. The line positions and calculated 
intensities agreed very well for XB, XD, and XA 1-4 

transition in the tuning range of the excimer laser. 
However, the transitions due to XA 0-3 excitation 
appeared with' unpredicted high intensity. As this 
effect was linear with temperature and laser power, 
the effect was assigned to the spectral response of 
the detection system. 

5. RESULTS 

Calculated flow parameters 

Flow calculations were performed a computer code, 
which is based on a quasi one-dimensional flow 
through a nozzle of specified geometry [18]. Nozzle 
geometry, mass flow rate and stagnation pressure 
are used as input values for the computation. The 
flow is assumed to start from an upstream reservoir in 
which the gases are assumed to be in 
thermochemical equilibrium at reservoir temperature 
and pressure. Calculations were performed using 
chemical nonequilibrium nozzle flow. The species 
taken into account are N,, 02, 0, N, NO, NO' and 
electrons. Vibrational temperatures were assumed to 
be either in equilibrium or frozen at reservoir level. 

The result of the calculation are presented in Table 3. 

Measured quantities 1 1 
mass flow rate I49  g s -1 I 
stagnation pressure I 130 kPa I 

Calculated quantities I I 
staanation temoerature I3910 K I 

total density in the free stream 1.44.1 0-4 I kglm3 I 
NO mole fraction in the free stream I 0.04365 I 
Pitot pressure I1188 Pa I 

Table 3 Test conditions in L2K. 

Data analysis 

The raw data were corrected for camera background, 
laser power and with the intensity distribution along 
the laser sheet as described by McMillin et al. [19]. 
The wavelength scale was calibrated internally using 



the recorded spectra and the known wavelengths of 
the XB 0-7 transitions. 

Free stream conditions 

A typical free stream excitation spectrum is shown in 
Fig. 7. Compared to calculated spectra and spectra 
from a test cell, the R22 transitions recorded in the 
free stream appear with reduced intensities. 

XD 1-0 R22 27.5 

intensity [a.".] 

T=272K 

[NO] = 1.5 I O "  

1446.7 51696.2 5.47 0.1008 

w 
$5454 

Fig. 7 Free stream NOspectrurn. 

However, the analysis of the remaining line intensities 
leads to a temperature of 272 K e o .  As no signal due 
to vibrational excited NO molecules was detected, the 
upper limit of the free stream vibrational temperature 
NO is 450 K. The vibrational temperature of NO is 
much lower than the one of N2, which was determined 
by CARS measurements [20]. This effect can be 
explained with the faster vibrationally relaxation of 
NO. 

Since the same optical set-up was used for the 
calibration experiments and the measurements for 
each transition and the wavelength ranges 
concerned, the collection efficiency has no influence. 
Using the above described calibration procedure for 
the free stream and applying the quenching 
corrections, a NO number density of 15.10'4 f0,5 
cm" was calculated. This number IS in good 
agreement with the quasi-10-computations and the 
calculated total number density of 15.10'6 the free 
stream CARS experiments [20]. 

The spectra were corrected for quenching using the 
known cross sections and the calculated mole 
fractions. 

Visuallsation of shock 

Figure 8 shows the shock regions with excitation fre- 
quency of 51 625 cm4. The shock shape is well 
visible with a shock stand off distance of 13-14 mm at 
the model axis. 

Fig. 8 2D-LIF-intensity in the shock region. 

The intensity increase in the region of the bow shock 
is partly due to a density increase and to a 
temperature increase. Due to quenching the intensity 
decreases in regions closer to the model. 
Dissociation of NO has not to be taken into account 
due to reduced intensity in the intensity profile. 

Conditions behind the shock 

Behind the bow shock the determination of the tem- 
perature becomes complicated due to the spectral 
overlap of the rotational lines. Only the XD 1-0 R22 
27.5 line in the full spectrum is well extracted. 
However combinations of lines coupled to the same 
vibrational level can be used to analyse the rotational 
and vibrational temperature. The constants for the 
analysed lines are given in Table 4. 

IXAOJR2243.5 1 3225.5 I 51679.8 I 9.60 I 0.147 I 
I I 
I XBO-7P2228.5 I 1557.4 I 51649.0 1 27.6 I 0.027819 I 
F 7 5 p K 7  I 51645.2 I 8.41 I 0.1008 I XA 1-4 PI1 37.5 2383.2. 51645.0 8.24 0.24039 
L I I I I I 

Table4 Constants of the transitions, which were 
used for the analysis of rotatlonal and vibrational 
temperature. 

The lines which were used to analyse the spatial tem- 
perature distribution are marked in the spectrum (Fig. 
9), which was recorded in the bow shock region 11 
mm in front of the model. 
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lhtsnriiy [a.“.] 
m I 

Flg. 0 NO excitation spectrum 11 mm In front of the 
model, 1: XA 14, w) ID; 2: XB 0-7; 3 XD 14; 4: XA 0- 
3. 

The rotational temperature from a Bolkmann plot, 
which is shown in Fig. 10, results in a temperature of 
3150 K with an estimated error of S50 K for the XA 
0-3 transitions and 2670 K k650 K for the XD 1-0 
transitions. 

Flg. 10 Bolhmann plots of XO 1-0 and XA 0-3 translti- 
on. 

The relatively large scattering of the data can be ex- 
plained with the uncertainty of the intensity 
assignment of overlapped lines and the appearance 
of low intensity transitions which were not considered 
in the calculations of the relative line intensities. 

The laser intensity profiles of the line combination as 
a function of distance to the model surface is shown 
in Fig. 11. Only the region up to a distance of 6 mm to 
the model is presented, because the laser intensity 
drops dramatically closer to the model. 

sm 

nm /‘? 

FIg. 11 intensity proflles of the XB 0-7 line in front of 
the modal. 

Moving from the free stream to the model surface, a 
dramatic increase of the intensity of XB 0-7 
transitions is noticed in the region of the shock. The 
intensity increases by a factor of 17-19 and stays at 
the same level nearer to the model surface. A plateau 
is also recognised for the XA 0-3 transitions. The 
sharp intensity variation can be explained by 
combined density and temperature increases behind 
the shock. Theoretical estimation predicts a density 
increase by a factor of about 6 and a temperature 
increase by a factor of more than 10. The intensity of 
the XD 1-0, XA 1-4 transitions increases drastically in 
the shock region but shows a smoother gradient 
closer to the model. 

Using the values from Table 3 the temperature de- 
pendence of the intensities ratios was calculated and 
applied to the measured intensity ratios. The result is 
plotted in Fig. 12, where the development of the 
vibrational and rotational temperature profile from the 
free stream to the model surface is shown. 

FIg. 12 Temperature proflie In front of the model. 

The rotational temperature increases in the shock re- 
gion from 272 K to 3150 K. The vibrational temperatu- 
re shows a sharp increase in the region of the shock 
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linewidth of the laser output are planned to improve 
the accuracy. 

and increases from values of lower than 450 K in the 
free stream to about 1200 K at the bow shock and 
reaches a value of 2130 K at a distance of 6 mm to 
the model surface. 

CARS experiments at the same flow conditions of 
L2K 1201 have shown, that the flow in the free stream 
is in nonequilibrium with a vibrational temperature of 
2800 K and a rotational temperature of 328 K. The 
maximum vibrational temperature determined by NO- 
LIF in the free stream was estimated to be 450 K. The 
rotational temperature yielded a value of 272 e 0  K. 
The discrepancy for €he vibrational temperatures of 
NO and N2 may be explained with the faster 
vibrational relaxation of NO. The rotational 
temperature of NO should be higher when the 
vibrational relaxation for NO is more pronounced. 

The measured rotational temperature of 272 K lies 
between calculated two temperatures using thermal 
equilibrium or frozen vibrational levels at reservoir 
conditions. This result indicates thermal 
nonequilibrium of the flow field. 

Rotational relaxation compared to vibrational 
relaxation is a fast process, that means in the region 
of the shock the NO rotational temperature and the 
rotational temperature of N2 should have the same 
value. As described, the temperature determination in 
the shock region using the LIF techniques is 
complicated because the overlap of the lines 
introduces an error in the intensity determination of 
single lines. 

Quenching rates of the NO-fluorescence at high tem- 
peratures are known not very well. This may be the 
reason for the different rotational temperatures 
measured by LIF and CARS. 

6. CONCLUSIONS 

In arc heated high enthalpy facilities with long test du- 
ration, like L2K, relaxation processes in 
nonequilibrium flows can be studied using the 2D-LIF 
technique. This method allows to determine 
temperature and density fields for a wide range of 
temperatures and densities. 

Vibrational relaxation could be monitored up to a dis- 
tance of 6 mm to the model surface with a maximum 
vibrational temperature, which was lower than the ro- 
tational temperature. 

Further experiments will be performed to increase the 
accuracy of the LIF-technique at high temperatures 
and densities. Correction of the measured intensity 
with the actual intensity profile for each laser shot, 
spectral filtering, gating techniques and reducing the 
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1. Summary 
This paper describes the application of a 
new, fast response, stagnation temperature 
probe and the associated measurement 
technique to an unsteady transonic turbine 
vane wake flow in which energy separation 
occurs due to vortex shedding. 

2. Introduction 
In 1943 Eckert and Weise (Ref. 1) 
discovered a phenomenon in which the 
stagnation temperature measured at the 
base of a thermally insulated cylinder, 
immersed in an air stream, was lower in 
value than that of the incoming air. This 
phenomenon, now known and defined by 
Kurosaka et al, (Ref. 2, 3) as the Eckert- 
Weise effect was attributed to the shedding 
of a von Karman vortex street from the 
cylinder and refers 'to the defect in time 
averaged surface temperature or stagnation 
temperature in the flow'. The research of 
Kurosaka et al was carried out at low Mach 
numbers and they used an inviscid Navier 
Stokes code to investigate how the vortex 
shedding caused the cooling phenomenon. 
Their CFD investigation revealed 
unexpected features of the flow in the form of 
hot spots which existed simultaneously with 
the anticipated cold spots. 

In 1989, Carscallen and Oosthuizen (Ref. 4) 
independently published time averaged 

stagnation temperature and pressure data 
taken downstream of transonic turbine vanes 
mounted in the National Research Council of 
Canada's Large Scale Transonic Planar 
Cascade (LSTPC). The turbine vanes had 
a relatively thick trailing edge as they had 
been designed to allow for trailing edge 
cooling, this feature was not implemented 
for the experiments. The temporally 
averaged data from these experiments 
showed that in addition to the depressed 
temperatures in the centre of the wake there 
was also an increase in stagnation 
temperature at the edges of the vane wake, 
this separation of stagnation temperature, 
AT, across the wake and the loss coefficient, 
C, were both functions of Mach number, Ma. 
The maximum AT, and C, occurred at a Ma 
of approximately 0.95 and both AT, and C, 
decreased as the flow became sonic. As 
with the results of Kurosaka et al the contour 
plots of AT,, and C, were replicas of each 
other, thus implying the redistribution of 
stagnation temperature and pressure were 
related to the production of entropy. 

In order to experimentally validate the work 
of Kurosaka et al. Carscallen et al, 1994, 
1996 (Ref. 5, 6) undertook a research 
investigation to demonstrate the existence 
and extent of von Karman vortex shedding in 
the wake of a transonic turbine vane. Their 
results, based on high speed schlieren 
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visualization and time resolved pressure 
measurements showed that strong vortex 
shedding occurred over the Ma range 
studied (0.7 s Ma ~1.17). At subsonic Mach 
numbers the vortices were shed as a classic 
von Karman vortex street while as the 
transonic regime was approached and 
crossed the coherent structures within the 
wake became unstable, less von Karman 
like, and occurred less frequently. This 
change in the vortex street was correlated to 
the migration of the origin of the vortices 
from the vane trailing edge to the junction of 
the two trailing edge shear layers and trailing 
edge shock waves. Even though these data 
revealed some of the physics of the vortex 
shedding phenomena they were inconclusive 
and thus incomplete. In 1996 an additional 
experimental program was undertaken to 
study the time dependent behaviour of the 
unsteady wake. This program relied on a 
new, fast-response, stagnation temperature 
probe based on transient thin film heat flux 
gauge technology, Buttsworth & Jones, 1996 
(Ref. 7) mated with a fast response 
stagnation pressure probe. This paper 
presents the results from this experimental 
investigation. 

3. Experimental Apparatus and 
Instrumentation 
The transonic turbine vane wake flows were 
measured in the LSTPC facility described by 
Carscallen and Oosthuizen, 1989. The 
cascade was operated continuously as an 
in-flow type facility, in which air was drawn 
from the laboratory and through the cascade 
at up to 3.83 kgls, by a 2.0 megawatt 
exhauster plant. The planar cascade 
contained six vanes which were nominally 
3.5 time engine size. The turning angle was 
76” and the chord of the vanes was 
175.3mm, their trailing edge thickness was 
6.35 mm. The relatively thick trailing edge 
made the vanes susceptive to vortex 
shedding at frequencies around 10 kHz 

which is similar to that of the passing 
frequency of compressor blades in a modern 
gas turbine engine. 

Simultaneous time resolved stagnation 
temperature and stagnation pressure 
measurements were made of vane wake flow 
using the device shown in Figure 1. Three 
probes can be seen protruding from the 
head of the device. 

Figure 1 - Probe Head 

The first of these (on the right) is a tube- 
mounted fast response miniature pressure 
transducer. The front face of the pressure 
transducer is flush with the end of the 
support tube, allowing the pressure of the 
flow stagnating on it‘s face to be measured 
directly. The outer diameter of the tube was 
2.5 mm. The two remaining probes (centre 
& left) were required to measure stagnation 
temperature using the new fast-response 
technique of Buttsworth & Jones, 1996. Both 
probes were made from 3 mm diameter 
fused quartz, and have thin film platinum 
resistance thermometers painted onto their 
hemispherical ends. The three probes are 
mounted in the plexiglass head such that the 
measuring points at their tips are in a line. 
This line runs parallel to the trailing edge of 



the test vane and is at the same downstream 
location as the wedge probes utilized by 
Carscallen (Ref. 4). All probe 
measurements were made in the nominally 
two-dimensional flow from the centre of the 
vane. The large vortical structures shed 
from the trailing edge, which are the focus of 
attention in the present study, are also 
expected to be essentially two-dimensional 
in this region. By orientating the probes in 
this way, all three tips see identical points in 
any given vortical flow event despite their 
displaced locations (3.5 mm between 
centres). 

The new stagnation temperature 
measurement technique employed in this 
experimental campaign was described in 
detail by Buttsworth 8 Jones, 1996 and so 
only a brief overview is given here. The heat 
transfer between the quartz tip of each probe 
and the flow was governed by the stagnation 
heat transfer coefficient, the surface 
temperature of the quartz and the 
temperature of the flow stagnating at the tip, 
i.e. the local stagnation temperature of the 
flow. The thin film gauges were run in 
constant current mode so the temperature of 
the quartz could be determined directly from 
the voltage drop across the gauge. A 
surface heat transfer signal was also 
generated from the gauge voltage using 
Oldfield et al’s, 1982, (Ref. 8) heat transfer 
analogue unit. The quartz probes were 
operated at different temperatures by 
heating one of them with a small internal 
electrical heater prior to use. The heat 
transfer coefficient and the stagnation 
temperature of the flow were the unknowns 
in the heat transfer process for each probe. 
As the quartz probes were essentially 
geometrically identical it was assumed that 
the heat transfer coefficient was the same for 
both. This allowed the stagnation 
temperature of the flow to be calculated by 
simultaneous solution of the heat transfer 

equation for each probe. Corrections were 
applied for surface curvature effects and 
lateral conduction around the probe tip, as 
described by Buttsworth 8 Jones, 1996. 
Their error analysis of the technique showed 
that a measurement accuracy of +/- 3K can 
be expected. As there is no stagnation 
enthalpy change across the probe bow 
shocks, the technique is applicable for a 
wide range of Mach numbers. In the present 
tests, the bandwidth of the stagnation 
temperature measurement was limited to 87 
kHz by the conditioning electronics used to 
process the thin film signals. Despite this, 
the technique is still considerably faster than 
previous methods e.g. Ng 8 Epstein, 1983, 
(Ref. 9). 

This method of measuring fluctuating 
stagnation temperatures was initially 
developed for use in short duration transient 
facilities. The tests described in this paper 
were the first application of this new 
measurement technique in a continuously 
running facility. In most applications, 
operating times are limited to less than a 
second before the temperature difference 
between the probes drops to a level where 
measurement errors become unacceptable. 
This is less of an issue in transient testing, 
where probe heating could take place prior 
to firing the tunnel and the operating time of 
the probe often exceeds the run time of the 
facility. Unfortunately, neither of the above 
are true when testing in continuously 
operating facilities and as a result the 
measurement technique had to be adapted 
accordingly. A shielded cavity was created 
in the porous tailboard of the cascade, 
Figure 2. The probe was mounted on a 
support mechanism which allowed the head 
to be withdrawn from the flow into the cavity 
whilst the tunnel was operating. The 
shielding of the cavity was such that 
conditions within the cavity were essentially 
stagnant, resulting in a temperature close to 
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ire 2 - View of Probe and Cavity in the 
Porous Tailboard 

the stagnation temperature of the free 
stream cascade flow. As described earlier, 
this value is the ambient temperature of the 
laboratory air surrounding the LSTPC. Once 
the head was shielded from the flow, probe 
heating could take place. The design of the 
probe mounting allowed the head to be 
moved rapidly from the cavity into position 
downstream of the test vane when the 
desired differential temperature between the 
two quartz probes had been obtained. As 
the operating time of the probe was short, 
this movement had to be very rapid. In all of 
the tests described in this paper, the probe 
was released from the tailboard cavity and 
brought to rest in a prescribed position within 
the vane wake in less than 0.1s. Cross- 
wake traverse data were obtained by 
adjusting the probe mounting so that the 
head stopped at different cross-wake 
positions. 

Typical heat flux signals from the quartz 
probes are shown in Figure 3. All of the 

signals from the probes were digitized at 250 
kHz for 0.5 s after release from the tailboard. 
To avoid any aliasing effects the signals 
were passed through a 100 kHz low-pass 
filter prior to logging. The traces in Figure 3 
shows the initial transients as the head 
moves from the tailboard, across the 
freestream flow and into the cross-wake 
position. The transients are dissipated in the 
first 0.1 s. The lower trace is for the heated 
probe. 
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Figure 3 - Probe Transient Heat Flux 
Signals 

In order to provided a timing signal which 
could be used as a phase reference between 
probe signals from different cross-wake 
traverse positions in relation to the vortex 
shedding process, a second, fast response 
pressure transducer was mounted in the 
trailing edge of the test vane to measure 
base pressure. To avoid uncertainty in this 
phase reference signal the transducer was 
mounted so that it was more susceptible to 
vortex shedding from the vane’s trailing edge 
suction surface. This signal was logged 
simultaneously with the probe signals in the 
tests. This is clearly seen in Figure 4. Both 
the probe stagnation pressure transducer 
and the base pressure transducer were 
calibrated to an accuracy of better than +/- 
0.025% of the indicated value prior to the 
tests. 
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Figure 4 - Sample of Traces for Stagnation 
Temperature and Pressure and, Base 
Pressure 

After application of calibration procedures to 
the raw data which resulted in the production 
of temperature and pressure signals in 
physical units, the first 37,500 readings (0.1 5 
seconds of data) were discarded to ensure 
that all data had reached steady state 
conditions. The 21 2,500 remaining data 
were then analyzed in blocks of 200 
readings. This permitted the phase 
reference to be applied and the 128 readings 
immediately following the reference to be 
stored. In the rare case of a poor or 
ambiguous phase reference this allowed one 
vortex shedding cycle to be discarded. It 
was therefore possible to obtain a 
satisfactorily phase-referenced record of 128 
readings in all cases. For each data record 
this procedure was repeated 64 times, 
allowing 64 traces to be collected. A simple 
phase lock averaging procedure, Gostelow 
1977, (Ref. 13) was then applied resulting in 
phase-averaged traces of stagnation 

pressure and stagnation temperature. The 
phase-averaged traces from all cross-wake 
traverse locations were combined using the 
common phase reference and contouring 
procedures were applied to the resulting 
traces. Note, the centre of the wake, which 
corresponded to the vane trailing edge metal 
angle was chosen as a datum and the 
notation adopted was such that the suction 
side values shown on the Y-axis of contour 
plots were positive. 

4. RESULTS 8 DISCUSSION 
Records of stagnation temperature, 
stagnation pressure and base pressure were 
obtained, at each of eleven cross-wake 
traverse locations. The traverses were in a 
plane normal to the wake at a distance of 
36.6mn-1, or 6.1 trailing edge diameters, 
downstream from the vane trailing edge. 

Contour plots are presented for 100 
readings, or 0.4 ms, of phase-averaged data 
in Figures 5 and 6. These data have been 
presented in reversed time sequence to 
relate more closely to Lagrangian views of 
the vortical wake obtained from schlieren 
visualization and computational simulations. 
To obtain a realistic view of the vortex 
shedding process it was necessary to apply 
a vortex propagation velocity to the readings 
as recommended by Zaman and Hussain, 
1981 (Ref. 14). For the vane row under 
investigation at a free-stream Mach number 
of 0.95 this had been shown to be 178 m/s, 
(Ref 6). 

The pressure and temperature contours of 
Figures 5 and 6 clearly represent a periodic 
structure with stagnation pressure dropping 
to less than 70% of the free stream value in 
the vortex cores. It is not, however, 
immediately obvious that this corresponds to 
a conventional von Karman vortex street. 
Clarification and interpretation are required 
and are attempted subsequently. 
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Figure 5 - Contour Plots of Phase-averaged Stagnation Pressure Variation with Time 

Pressure ratio 

E 21 5p 0 

-6 

0.4 0.3 0.2 
I rns 

0.1 

m -10 -5 0 5 

Temperature, K 

Figure 6 - Contour Plots of Phase-averaged Stagnation Temperature Variation with Time 

The temperature contours indicate strong 
stagnation temperature redistribution and 
Figure 7 presents minimum, maximum and 
average values of the stagnation 
temperature traces at each Y location. 
Stagnation temperatures may be 16K lower 
than free stream values in the vortex cores 
and indicate hot spots of over 8K greater 
than the average free-stream values at the 
outer edge of the pressure side of the vortex 
wake. On the suction side this difference is 
just over 6K. It should be recalled that these 
data are subject to low-pass filtering at 
lOOkHz giving a maximum resolution of 
approximately ten readings per cycle (vortex 

shedding frequency approximately 1 OkHz) 
and eliminating short duration fluctuations 
from consideration. The phase averaging 
procedure will also have caused the 
elimination or reduction of short duration 
structures, thus the real instantaneous 
variations will tend to be greater than the 
values indicated in the contour plots. 

When the stagnation temperature readings 
at the wake centre region are averaged over 
time a temperature deficiency of over 10K is 
obtained. In Figure 8 this temperature 
deficiency is compared with earlier results 
measured by a wedge probe capable of 
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Figure 7 - Variation of Min., Max. and Ave. 
Values of Phase-averaged Stagnation 
Temperature Across the Wake 

measuring both stagnation pressure and 
temperature. The present results are seen 
to agree very well with these earlier results. 
This confirms that the previous, supposedly 
anomalous results (Ref. 4) were actually the 
result of energy separation in the vortex 
wake as described by Kurosaka et al. 1987. 

The low temperatures found in the vortex 
cores were not a surprise, although 
previously no direct measurements had been 
made of these behind turbine vanes due to 
the limited bandwidth of available 
instrumentation. It was a surprise to find 
such pronounced hot spots on the edge of 
the wake. These had only previously been 
observed for shed vortices in the 
computational work of Kurosaka et al. but 
not experimentally and certainly not in vortex 
shedding at high shedding frequencies of the 
order of 1 OkHz. These hot and cold spots 
when time averaged manifested themselves 
as areas of depressed stagnation 
temperatures in the centre of the wake and 
increased stagnation temperatures at the 
edge of the vane wake as was found in the 
experiments of Carscallen and Oosthuizen 
(Ref. 4). 
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Figure 8 - Comparison Between Phase- 
averaged Temperature Measurements and 
Previous Results Measured with Wedge 
Probe 

The present time resolved stagnation 
temperature measurements therefore 
support observations of energy separation 
through the Eckert-Weise effect as defined 
by Kurosaka et al. and observed by others 
(Ref. 4, 10) and extends these to flows 
behind turbine vanes at shedding 
frequencies of the order of 10 kHz. They 
also validate the use of the combined 
stagnation pressure and temperature probe 
under conditions fully representative of 
transonic turbomachinery under normal 
operating conditions. It is clear, for example, 
that the probe has the potential to be used to 
give time-resolved stagnation temperature 
measurements in the rotor wakes of 
transonic fan blading and hence time- 
resolved efficiency measurements. 

An equivalent data reduction approach is to 
use the pressure and temperature 
measurements to provide contours of total 
entropy increase. The usual relationship for 
the entropy increase, (S,-S,) of a perfect gas 
(Cp, R) between conditions 1 and 2 is used 
in terms of stagnation temperature, (Toflo,) 
and pressure, (PoJPo,) ratios: 

S,-S, = C, In(Toflo,) - R In(PoJPo,) 



The phase-averaged stagnation pressure 
and temperature data may therefore be 
combined in the form of contours of entropy 
increase. This has been done in Figure 9. 
The result is contours of an unfamiliar 
serpentine form which certainly require 
elucidation. What may be deduced from the 
contours is that although a single, distinct 
and conventional vortical structure is shed 
from the pressure side each shedding 
period, no such simple conclusion may be 
reached with regard to the suction side. 

The literature offers little other direct 
experimental evidence to assist in the 
interpretation of this behavioral difference 
between the vortical structures emanating 
from the two surfaces. Clues are 
nevertheless given in information such as 
the smoke traces of Roberts and Denton, 
1996 (Ref. 11). For a body having similar 
trailing edge aerodynamic characteristics to 
these vanes the vortices from the pressure 
surface rolled up tightly into coherent 
cylindrical structures; those from the suction 
surface were far more diffuse. The salient 
difference was that the suction surface 
trailing edge boundary layer was turbulent 
and much thicker than the boundary layer on 
the pressure surface. 

More direct guidance was obtained from the 
computational work of Arnone and Pacciani, 
1997, (Ref. 12). These are the only known 
computations of vortex shedding behind 
turbine vanes in which entropy contours are 
presented. A large scale plot of these 
contours is presented in Figure 10; these 
data are from the same set of results as 
Figure 9B of Reference 12. This turbine 
nozzle cascade is less highly loaded than 
the NRC cascade and is operating at a lower 
isentropic exit Mach number of 0.4 but 
otherwise conditions are quite similar. A 
Lagrangian view of the downstream flow field 
is presented for the calculation results as 

compared with the Eulerian view from a fixed 
downstream plane for the present 
experimental results but the computations 
may be used with care to aid interpretation of 
the experimental results. 

The experimental measurements were made 
in a cross-wake plane 6.1 trailing edge 
diameters downstream of the vane trailing 
edge and a broken line has been drawn on 
the computational results (Figure 10) to 
indicate this same relative position. It is 
instructive to observe the vortical structures 
just upstream and downstream of that line. 
The vortical structures do seem to bear a 
c lose resemblance to the 
experimentally-observed structures centred 
about the 0.2 ms time mark; indeed they 
provide an explanation of these observed 
structures. It is clear from the computational 
results that the vortical structures emanating 
from the relatively thick suction surface 
boundary layer do not remain as 
tightly-rolled cylindrical vortices but become 
stretched toward the centre line of the wake. 
The entropy increase contours associated 
with the suction surface shedding have the 
appearance of bands which are oriented 
normal to the flow direction. 

The computational work is able to show this 
in much finer detail than the experimental 
work because the latter is limited to a 
bandwidth of 1OOkHz. Nevertheless it is 
thought that in all important respects the 
experimental vortical structures, although not 
exact, are compatible with the computational 
work and therefore lend credence to the 
computational results of Arnone and 
Pacciani. Investigation of the raw stagnation 
temperature traces was undertaken to see if 
fine scale structure could be discerned. 
Little such structure was observed and it was 
concluded that a significant improvement in 
the measurement bandwidth would have 
been needed to observe finescale structure. 
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Figure 9 - Contour Plots of Phased-averaged Entropy Variation with Time 

Figure 10 - Lagrangian Contours of Entropy Increase from CFD Work of Ref. 12 

Such an improvement in the probe and the 
electronics is feasible. Some experimental 
observations of much higher frequencies 
have been performed on these vortical 
structures. These are the sub-microsecond 
spark schlieren photographs which were 
taken. An example of these is given in 
Figure 11. This photograph is compatible 
with the picture obtained from the 
computational work. In particular ribs of fine 
scale structure are frequently observed in 
the schlieren photographs. 

5. CONCLUSIONS 
This paper has described the application of 
a new, fast response, stagnation 
temperature probe and a modified 
measurement technique to an unsteady 
transonic turbine vane wake flow in which 
energy separation occurred due to vortex 

shedding. Although the probe was 
developed for use in a transient facility it has 
been evolved for the study of unsteady 
turbine vane wakes in a continuously 
operating transonic planar cascade. The 
topology of the wake vortical structures curs 
due to vortex behind blunt trailing-edged 
turbine vanes has become clearer but is yet 
to be fully understood. Time averaged data 
obtained with the new fast response 
stagnation temperature probe have been 
shown to agree very well with stagnation 
temperature data taken with a conventional 
wedge probe. 
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Figure 11 - Schlieren Visualization of 
Vortex Wake at Ma=0.95 
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APPLICATION OF OPTICAL AND INTERFERENCE METHODS M EXPERIMENTAL 
AJZRODYNAMICS 

V.P.Koulech, S.D.Fonov, V.A.Y.kovlev 
Central Aerohydrodynamic Institute (TsAGI) 
140160, Zhukovsky, Moscowregion, Russia 

SOmmarY 
The review of optical methods, which were developed 
and used during the last years in TsAGI for 
investigations of aircraft aerodynamics and 
aeroelhcity, is presented. Non-Waditional methods of 
flow investigations are considered in more details: a 
raster-type sbadowgaph method of flow visualization, 
laser interferometry with a narrow reference beam, W 
interferometry and laser holographic interferometry, a 
laser-knife method. The combiition of visualization by 
a laser-knife method with local measurements of 
velocity distribution with the help of a laser Doppler 
velocimeter (LDV) is oEered, wbicb allows to optimize 
a grid of nods of velocity measurement. To study the 
shape, motion and deformation of the aerodynamic 
models and aircraft structure elements in aerodynamic 
wind tunnels a d e r  of optical, laser and 
videogrammetric systems ensuring high sensitivity and 
processing of results in real time is developed. 

Introduction 
Study of interaction between a flow and a suxhce of a 
model assumes, on the one hand, investigations of 
suuchue and parameters of a gas flow passing around 
the model, and processes of its effect on the surface, and 
on the other hand, investigation of motion and 
deformation of the model surface under action of 
mdynamic and inertial forces. 
In the exp- solution of both problems optical 
methods and means, the main advantages of which are 
high spatial and time resolution, possibility of non- 
contact measnrements and informational capacity, have 
found the broad application. 
One of the most widespread means to study flows is the 
visualization of gas flow fields around models in 
aerodynamic wind tunnels. The conventional methods of 
visualization - sbadowgraph and interference- are widely 
applied. The majority of aemdymm ‘c wind tunnels of 
TsAGI of small and medium size are equipped with 
standard shadowgraph systems. These devices ensure 
visual view up to 400 mm. However, fiwluently in 
experiments there is a necessity to visualize flows of the 
greater size, investigate flow regions located outside 
optical windows in the walls of a wind tunnel test 
section, to research flows in wind tunnel and at facilities 
Mt esuipped with standard shadowgraph deviceS. 
For the solution of such problems, mobile means of 
visualization were developed at TsAGI in 1970-1980. 
They are a raster-type shadowgraph system of flows 
visualization in large aerodynamic wind tunnels 
(V.P.Koule& - 1984), a shift interferometer with 
capability of sensitivity control (V.A.Yakovlev - 1979), 
a laser-knife (light sheet) system for visualization of 

spatial gas flows (A.A.Orlov - 1976). Laser 
interferometers with a narrow reference beam 
(A.A.Orlov and V.P.Koulech - 1974) and holographic 
interferometers (V,A.Yakovlev) ensure a capability of 
quantitative decoding of a flow structure, but they are 
more stable against extRnal disturbances, than classical 
two-beam interferometers. 
For detailed investigation of a flow suuchue at the 
beginning of the seventies at TsAGI under Prof. 
G.L.Grodzovsky‘s guidance laser Doppler velocity 
meters (LDV) were developed and introduced into 
subsonic and supersonic wind tunnels. The technique of 
combiition of flow visualiition by a laser-knife 
method with measurements by means of LDV, allowing 
optimally distribute the nods of a measurement grid was 
proposed (V.P.Koulech - 1979). A large cycle of 
investigations of various configurations of fighters was 

(V.A.Pesetsky - 1986). 

To solve the problems of amelasticity and strength 
investigations of the shape, motion and deformation of 
the model or structure elements slnfaces were 
implemented by methods of a conventional 
photogranunetry (VAYakovlev, V.N.Shmyeva). 
Frequently these methods did not provide required 
accuracy and had low efficiency stipulated by duration 
of processes of development of photographic 6lms and 
high labor consumption of image decoding. To maease 
the sensitivity while measuring parameters of motion 
and deformation in such researches a method of laser 
differential interferometry with photographic 
registration was developed at the beginning of the 
eighties under Prof. A.K.Martynov’s guidance. It bas 
found application for the study of motion and 
deformation of the model of a helicopter main rotor 
blade in a wind tunnel, for visualization of the 
oscillations forms of structure elements, for 
measurements of standing waves on the surface of liquid 
(S.D.Fonov, V.P.Koulech). 

Af the beginning of the nineties with appearance of 
efficient CCD video camera and computer facilities, 
the videogrammetry received its development 
(S.D.Fonov, V.P.Koulech). The systems to conIro1 
geomehical parameters of models for their conformity 
to the ~mputational form, for measurement of a model 
deformation under action of aerodynamic loads in a 
wind tunnel, for measurenRlts of motion and 
deformation parameters of a helicopter full-scale main 
rotor blade in actual time were developed. The methods 
of videogrammetry which were developed at TsAGI 
have fouud their use also in the system for Line control 
of geometrical parameters of wheels at a steel works 
(V.P.Koulech, V.D.Verme1- 1996). 

performed in conformity with this technique 

Paper presented at the AGARD FDP Symposium on “Advanced AerodyMmic Measurement Technology”, 
held in Seanle, United States, 22-25 September 1997, and published in CP-601. 
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1. Methods of Gaa Flow Visonlization 

Shadowgraph methods of visualization are based on the 
effect of reftaction of a light beam, vhich passed path 1 
in medium with a density gradient gradp, to angle, 

E=K. 1 .gradp 

Where K - the factor low dependent on gas parameter; 
faairK=2.26.104m3/kg 

1.1 Shadowgraph Methods 

The most inexpensive and simple for realization is a 
direct shadowgraph method Through the flow under 
study the co l l i i t ed  light beam is passed The light 
beams refracted in inhomogeneous medium having a 
density gradient, deviate from initial direction and 
displace to a distance Ax= L.K.l.gradp in a plane of 
registration, making a shadow contour of optical non- 
uniformity. The sensitivity of the direct shadowgraph 
method is proportional to distance L fiom section under 
study up to the plane of registration This distance is 
limited from above by increasing innuence of 
W c t i o n  phenomena and ndemal dishabances, and 
fkm below - by wind m n e l  test section design. 
Therefore, the direct shadowgraph method provides 
qualitative pictures while studying gas flows with mean 
demity gradients. The simplicity of realization allows 
applying it in complex conditions at facilities, which are 
not equipped with standard devices for visualization. 

To investigate transonic and supersonic gas flows with 
normal and high density the reduced sensitivity is 
necessary. To control sensitivity in these cases a 
modified shadowgraph method is used. 

The modification consists in location of a receiving 
objective lens between section under study and a plane 
of registration. The sensitivity of the modified 
shadowgraph method is proportional to distance L from 
section under study up to plane optically conjugated to 
plane of registration. This distance can be vnried in 
unlimited range. 
Fig.l,a shows the examples of visual research of a shell 
flight on a ballistic range, and Fig.l,b - flow patterns of 
a wing protile a cryogenic wind tunuel. The size of the 
visualization area is about 150 mm. The quality of the 
picture in the second case is worsened by hoarnost, 

Fig.1,~ and d show the examples of visual research by a 
modified shadowgraph method of interuction between 
shock waves in the flow at a Mach number of 6 in the 
pulse Ludwieg wind tunuel. The dimeter of the 
visualization area is about 120 mm. 
The images (c) and (d) d e m o m t e  efficiency of 
sensitivity control with a modified method of 
visualization: the flow mode is the m e ,  but image (c) 
is obtained with set-up L U 150 mm, and (d) - L U 40 
mm. In the first case the images of shock waves are too 
great and overlap a small-sized flow stmctme. In the 
second variant the image of shock waves are made 

settling down moptical window. 

a 

b 

C 

a 
r 

a 

d 

Fig.1 

rather thin and the small-sized details are clearly 
distinct. It is necessary to note, that in this case the 
d i r d  shadowgraph method caunot be applied at all, 
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because the minimum distance of the recordiag system 
possible location is about 400 mm - at such conditions a 
flow pattan is distorted umecognizably. 
A Schlieren shadowgraph method is applied for visual 
study of flows with a m o w  range of density gradients. 
Its sensitivity is i n d  by inlroduction of a cutting 
off knife in the image plane of a light source receiving 
objective lens. Thus, the sensitivity is proportional to a 
distance, which is close to the objective lens focal length 
F. The majority of wind tunnels are equipped by 
Schlieren systems of visualization. The size of a 
visualization area is determined by dimensions of 
optical elements of Schlieren systems and, as a rule, 
does not exceed 400 mm. The systems of visualization 
with a large area are vay expensive and, therefore, rare. 

1.2 Raster-type Method 
A raster-* method of visualization is a version of 
multiple-sources Schlieren method offered in 1949 by 
RABurton. The raster-type shadowgraph system for 
transonic and supersonic gas flows visualization in large 
wind tunnels with a field up to one meter was developed 
in TsAGI. 
The sensitivity of the raster-type method is rather low as 
a receiving objective lens with a focal length about 
F=300 mm is used However it has such advantages as 

visualization of large fields without use of expensive 
largedimensional optical elements; 

capability of visualition through small-sized optical 
windows or even through perforated walls of the wind 
tunnel test section; 
0 low cost and simplicity of realization. 

Fig2 show the basic optical scheme of the system, and 
Fig.3 presents an exterior of the raster screen (a) and the 
receiving apparatus with a possibility to conduct video 
and photo registration. @). 

/ 

Fig2 

The system is installed inside. a test section or pressure 
chamber. On the one side. of the flow region under 
study, a lighting raster screen is located. It contains a set 
of regularly arranged lightunit&@ elements. In this 
case, the set is a numk of straight ships of a 5mm 
width located along the whole screen with an interval of 
10 mm. The raster screen can be light-tramparent or 
light-reilecting and is illumhatd by a oontirmous and 
pulse light source. On the opposite side of the flow the 
optical apparatus including a receiving objective lens, 
cutting off raster, video camera and device for photo 
registration are installed. 

1111!1 
a 

b 
Fig.3 

The cutting off raster is located in a plane optically 
conjugated to a raster screen plane and it is a negative 
image of the raster screen. The plane of the regismtion 
device is optically conjugated to the flow section mder 
study. In an undisturbed flow all light rays from each 
light-emitting element of the lighting raster screen psss 
through the same place of the cutoff raster, undergoing 
identical effect from its part, and m t e  u u i f o d y  
illuminated field in the plane of observation. If there is 

the areas with a gradient of density, deviate from the 
initial direction and pass through other patts of the 
cutting off raster. This results in creation of a contrast 
shadow image of the flow n o n - u u i f d t y  in the image 
plane. The system provides continuous video-screen 
monitoring of the flow pattan and iastantaneous 
photographic registration of selected flow regimes. 

The sizes of avisualized area are limited by the sizes of 
the Titing mstex, which are detemmd ' b y a w i n d  
tunnel design The raster-type system is in use within 
several years inwind tunnels TPD-lo00 and T-109. The 
cbaracmistic size of the visualized area is 600-700 mm 
with the size of the raster screen Imxlm. 

Fig.4 presents the examples of visualization of external 
flours m m d  airaaft models and elements (a, b), 
investigations of "personic jets of jet engines (c), jet 
elements for control (d). Fig.4,e shows a picture 
obtained by the raster-type method through the 
perforated walls of the T-109 wind tunnel test section 
and demonshates how the jet goes out from the rocket 
nozzle. 

an optical U O U - ~ I I I & Y ,  the light b q  which passed 
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2. Interference and Holographic Methods 
To investigate flows with small gradient8 of density- 
subsonic flows and hypersonic rarefied gas flows, the 
more sensitive well-how0 interference and holographic 
methods are applied. The interference methods are 
based on registration of distribution of a light wave 
phase delay cp passed path 1 in medium with density p, 
as a kind of an interference picture. 

cp = m/h, 
where h is the wavelength of light in vacuum. The phase 
cp is srpressed here in the numbers of wavelengths. The 
interference picture is fonned at coherent superposition 
of the. light wave, passed through the envirommt nnder 
study, with the reference, undistorted wave. 
Interferometry is not only 3 good method of 
visualization, but also allows in a number of cases to 
receive the quantitative information on distribution of 
gas density in a flow. The quantitative decoding of 
interfaam pictures consists of measuring the 
distribution of interference f h g e  numbers and 
daembtion, according the indicated formula, of 
distribution of gas density averaged along a light beam 
crossing the flow. To find out local density valws 
additional information about flow structure or symmetry 
is necessary. 

2.1 Classical Interferometry 
Some wind tunnels are equipped with iixd 
interferometers with the classical two-beam Mach- 
Zehnder scheme. The examples of such interferometex 
using for research of the flow around a shell on a 
ballistic range (a) and the model of b o w  layer 
formdon with an injection of gas through a porous 
surface of the model into the subsonic flow @) are 
shown in FigS. 

13 Interferometer with a Narrow Reference Bum 
The interferumeters based on the classical scheme are 
very sensitive to extunal influence: to mechanical 
vibrations, tempunture oscillations and convective 
flows outside a wind hmnel test section. "herefore, it is 
more convenient to use a laser interfer0me.m with a 
narrow reference beam to study flows inwindtunnels, if 
there are extunal disturbing factors. The scheme for the 
variant with a concave spherical reflecting mirror and a 
field about 300 mm is shown in Fig.6. Other variant is 
realized based on a standard Schlieren shsdowgraph 
system with a visualization area of 2 3 b  

The advantage of laser interferomem with a narrow 
reference beam is that a broad measuring beam and 

identical path through the same optical elements of the 
interfmmetm and the experimental facility, 

narrow refmeme light beam pass approximately 



a 

I -. . 

b 
Fig.5 

uodergoing similarly e- of the same external 
innumce factors. At hmfemce of these Light beams, 
the intluence of the factors is mutually compensated. 

Fig.6 

F@7 presents inarfescnce pictures obtained with the 
tnterfgometer with a spherical reflecting mifior m 
r e S ~ O f ~  'c flow around a wiog prosle with 
deviating leading edge (a) and with the interf- 

nsearches of flow of superaitid wing profile (b). 

1.3 Shift (Differenlid) Interferometry 
Intdemm r*iesrches of flow with low and large 

( c l i f f d i a l )  interferometer. Shift interfenmete? meam 
that two imnfAing ligbt WBVCS are formed by splitting 
ofom object wave into two parts, aadsupaposed on a 
photod*ector with d relative transvcrssl 
displaccmad Ar. such iadmmb3 are sensitive to a 
gas density gradient in the direclion of the displac-ement. 

bssed ~ntheoptical Schlieren shadowgraph system - in 

density gr&dients may be dd by mcaos of shift 
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Cha@ng the displacenmt value Ar it is possible to 
YBN semitiviw of the intaferomaer. 

a 

fi 

F@l 

Some TsAGI's wind tuuuels are quipped with tixed 
shiff ~texfemmeters developed aad manufactund m the 
state Optical Institute. The simpliiied scheme of the 
shift interferometer is shown in Fig.8. 

Fw8 
Flow field pictures obtained with shift iatafaolnet er 
having working field 400 mm are presented in Fig.9. 

1.4 Holographic Interferometry 
Holographic interferometry is charactenzed . by low 
d t i v i t y  to the quality ofthe optical mmponem and 
extend innuence ha! is valid then wind hnmel design 
or testing envinnrment docs not pcsmit using of the 
stsndard optical methods. seasitvity of the holographic 
intafaomaas is the same as the double beam 
nmferometry systems. In addition, holographic 
intafaometry possesses significant advantage - single 
exposed d w i q  experiment hologtnm parnits to rebuild 
and to analyze Mve hilt after experbw It provib 
possibility to obtain double beam hterfem- shift 
imafiaogram, dire* shadowgraph and Schlieren 
pictures 
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b 

Fig.9 

Double beam interferogram of the subsonic flow field 
around the wing profil is presented in Fig.lO,a. This 
interferogram wds obtained by double expose method. 
Interferogram in Fig. 10,b was obtained by single expose 
method and demonstrates supersonic flow field around 
fighter model. 

Using a single orposed hologram permits to use 
hetaodyne interferomeq for automatic decoding of the 
iut- pictures. The scheme of the optical system 
of hologram recording in a wind tunnel is presented in 
Fig.ll,a and scheme of the original heterodyne 
decoding system is shown in Fig.ll,b. These optical 
systems are geometrically identical but in the second 
case the light frequency of the one h m  reconstructing 
waves is shifted on valw i2 in radio hquency range. 
The signal having frequenw i2 and a phase equaled 
phase of recorded light wave will arise on the output of 
a quadratic phatoeleceic’detector placed in the 
interference field Scanning of the total interference 
field and phase measuring permit to digitize the phase 
distribution in the object wave. 

An Electro-optical Frequency Modulator provides 
required fkquency shifting. This modulator is based on 
double transverse Pockels Electro-optical effea and was 
developed at TsAGI. A range of the light ikqwncy shift 
is h m  zero to 5 MHz. A voltage of the excitation 
signal is 90 V. 
Extemal view of the modulator is presented in Fig.12. 

U 

b 
Fig.10 

a 

b 

Fig. 1 1 

3. Combination of LDV and Laaer-lmifc Methods 

3.1 h e r - W e  Method 
The investigations of the compkx 3-dimensional flow 
fields require non-standard optical methods. It resulted 
to development of new meaos of the flow field 
visualization such as Lasa-knife technique. 



4 
Fig. 12 

In this method, the flow field under study is cut by 
intensive laser beam expanded in a light sheet and 
appropriate image detector acquires light scattered by 
aerosol presented in the flow. Detected image represents 
the distribution of the aerosol concentration in the light 
sheet plane. Taking into account additional information 
about flow field phenomena this image can give 
information about flow particulars: vortexes, chock 
waves, separation zones, etc. The laser-knife method is 
used in TsAGI's facilities beginning fiom low subsonic 
velocities - the T-103 wind tunnel,- up to supersonic 
velocities - the SVS-2 and the T-33 wind tunnels. Some 
results of flow visualization in the T-103 wind tunnel 
are presented in Fig.13. These pictures show the 
complex vortex flow over the delta-wing model at high 
angle of attack. 

3.2 Laser Doppler Velocimeter 
Laser Doppler Velocimeter is an effective means of 
velocity field investigation. LDV is applied at TsAGI in 
the subsonic wind tunnel T-103 having flow dimensions 
of 2mx4m and in a set of supersonic wind tunnels 
having smaller tests section dimensions. 

The scanning of the flow field around the model with 
large number of sampling point is sometimes non- 
e f f d v e  and is accompanied by the large number of 
non-useful information. To optimize position of the 
sampling point for LDV measurements the combiition 
of laser-knife and LDV was suggested Laser-knife 
method visualized positions of the inmesting flow field 
elements and after that the optimized grid of the 
sampling points for LDV was chosen. 

Some results of such combmed investigations of the 
fighter model conducted in T-103 WT are presented in 
Fig. 14. Solid lines are plotted to show positions of the 
vortexes and separation zones revealed by Laser-knife 
method 

4. Shape, Motion and Deformation Measurements 

The problems of aeroelasticity require simultaneous 
measurements of the airf?ame deformation in large 
number of points. These problems can be easily solved 
by a standard non-contact pthotogrammetry method. 
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a 

Fig. 13 

Fig.14 

The contrast markm are applied on the model surface 
in the measurement points. The images of the model 
slaface are registered in all spatial position in the 
absence of the flow and in the flow where aerodynamic 
forces deform or displace the model. The more labor 
cofwming pari in photogrammetry is marker 
recognition and its coordinate measurements on the 
images. This procedure is accomplished under operator 
control with the special systems, like stereocomparators. 

The more effective application field for photogrammetry 
is investigation of large-scale objects having soft surface 
or water submerged objects. To illustrate the first 
application the image of the deformed envelope of the 
pneumatic hangar over 6m wide is presented in Fig. 15. 
These tests were conducted in the T-101 wind tunnel. 

To investigate deformations of fast rotating objects the 
photogrammetric system with pulse illumination and 
laser synch was developed. The measurements are 
conducted by object registering in the appropriate time 
events. 
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two divergent laser beams can be used to create 
measurement volume (Fig.17,b). 

I- ----- 

The system simultaneously registers the two h e s  with 
different focus planes that are necessary to provide 
measurements of the objects having large dimensions 
along view sight (Fig. 16). 

Fig.16 
The accuracy of the linear coordinate measurements 
does not exceed 0.3 - O S m m  and angular - 6 angular 
minutes. Expose time is about 1 O p c .  The system was 
used for investigations of bending and twist deformation 
of the propeller blade of IL-114 airplane engine. 
Experiments were conducted in the T-104 wind tunnel. 

5. Differential Interferometry Method 
Differential interferometry method is perspective 
direction of non-contact measurements of surface 
deformation. Measurement volume may be created by 
intersection of the two collimated coherent laser beams 
near the surface under study (Fig.17,a). Resulting 
interference field consists of layers of maximum and 
minimum intensity regularly distributed in space. 
Interference h g e s  which are formed along the curyes 
of intersection this layers with test surface cany 
information about the surface shape. The distance A 
between interference layers is a measure of the surface 
points location: 

h. 
A =  

2. sin@ I 2 )  ’ 
where 9 is the angle between laser beams. 

It is practically impossible to form wide collimated 
beams while investigation of the large size objects and 

b 
Fig.17 

In this case, intensity spatial modulation in the 
measurement volume wil l  have some spatial 
distribution, which can be determined by additional 
calibration. Nom1 coordinates of two points on the 
surface belonging to adjacent interference fringes are 
differ by A - a local period of the spatial modulation in 
the measurement volume. Thus, enumerating of the 
interference h g e s  on the surface image give 
information about its shape. The samples presented in 
Fig.18 illustrate such interference pictures obtained 
while investigation of the deformation of a passenger 
aircraft model (a), deformation of a wing model (b), 
standing waves on the surface of liquid placed in 
oscillating volume. 

To investigate deformation two images are register& 
the first in the absence of deformation and the second 
uader deformation. The changing of the binge number 
AN in chosen point corresponds to displacement of this 
point in AxAN distance. 

5.1 Lmer Meaaurement System “Relief“ 
On the base of differential method the laser 
measurement system “Relief” was developed. This 
system was used for measurements of spatial motion and 
bendh@vdsting -deformations of the helicopter blade 
model in the T-105 wind tunnel. Fig.19 shows the 
measurement system scheme (a), experimental setup in 
the T-105 WT (b) and hgment  of the interference 
fiinge pattern on the blade model surface (c). 
In this system the step A of interference field 
modulation varies from 0.05 to 0.5mm. The absolute 
error of linear displacement measurement was 0.0lmm 
near the rotor hub and about 0.lmm near the blade tip. 
Measurement range was about 1OOmm. 

The total number of the interference binges on the 
image was about 200...400. Special laser heterodyne 



system was develc- d to analyze such interference . .  pictureschmckmq by quasi-periodic S t N C l u E .  

I 
a 

C 

-Fig.i8 

5.2 Vinunlizing of the Natural Modes of OsfinDtion 
The method of differential interferometry was very 
effective tool for visualization of natural osciuating 
modes. The same interference light field illuminates 
oscillating surface and surface image is ngistaed with 
expose time divisible by oscillating period or 
signiiicaatly larger then this period. As a result, the 
interference field is modulated by the Bessel bction of 
azeroorder 

wbi argument 
amplitude A. 
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proportional to local vibration 

b 

Fig19 

To visualize oscillating modes an optid spatial filtaing 
of the registaed interfbmm picture must be applied in 
accordance with scheme plesented in Fig.20. Fig.21 
illuslrate visualizing of the natural oscillation modes of 
the delta wing model (a, b, c) aud hgment of the 
fuselage skin (d, e). These images allows to obtain also 
the numeric data for oscillation nmplimde. Fig.22 shows 
the amplitude dishibutiom in two sation 1 aud 2 of the 
f n s e l a g e ~ ~ e n t h c a s e p m e n i e d  inFig.Zl,e. 

Fig.20 
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Fig.22 

6. Videogrammetry Metbods 
Non-contact optical method of videogrammetry is very 
powerful tool for measurements of geometrical 
parameters and deformations of the objects having 
complex shape. This method is an improvement of the 
standard photogrammetry method where. photographic 
regismation is replaced by modern TV registration and 
digital image processing. 

The essence of this method is in the rebuilding of the 
three-dimensional coordinates of some point on the 
object by two-dimensional coordinates of the point 
image. There. are three basic means to solve the 
rebuilding uncertainly: 

C 

e 

Fig.21 

to use two or more registration cameras observing 
object from different directions - the total analogy of 
the standard stereo photogrammetry; 

to use additional information about limitations on the 
object degree of h d o m  or about geometry of initial 
marker position on the object surface; 

to use the structured illumination beam. For example, 
it may be the laser sheet with know spatial position or 
the parallel light beam with know direction. 

6.1 Mcaamnmenta of Object Geometry 
Videogrammetry method with light sheet illumination is 
usually applied in laboratory environments for non- 
contact measurements of object geometry. The scheme 
of such setup is presented in Fig. 23. 

Fig.23 

Results of accuracy investigation s h o d  that mean 
squared deviation in 35 points on the object area having 
dimensions 12Ox12Omm2 were about 0.03-0.04mm. The 
plots in Fig.24 illustrate results of the blade cross 
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situation exists, for example$ during measurements of 
the model deformations in wind hmuel where it is 
possible to assume that displacements of each point take 
place in one plane. One model of the passenga aircraft 
was tested in the T-128 wind hmud and wing 
deformations were under investigation The markers 
were painted With white paint on the black model 
surface: two mdcers on the model fuselage and two 
marker pairs on the wing at the relative distances 0.68 
and 0.99. 

The plots in Fig.26 illushate the measurement results: a) 
vertical displacements, b) total model attack angle, c) 
bending and d) tmidng deformation of the wing relative 
lselage all as hct ion of the lif~ force. 

a 

i- 1 
1 0  

QD 
a 

U" 

a 

section messuranents by the videopmm&c system 
(VGMS) in comparison With the results obtained by the 
standard 3D coordinste measurement system (Alphan. 

Fig.25 

This system provides measurements of 6...12 radial 
sections per wheel revolution and has productivity about 
80 wheels per hour. 

6.3 Model Deformation Measnrementa in Wind 
TlUUld 
Usually some additional information about model 
position is know during tests in a wind tuunel. This 

U 1  

d 
Fig.26 
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6A Blade Deformation Meesurement System 

S i  approach was used in the blade deformation 
measurement system (BDMS) developed for testing of 
the large-scale helicopter rotor system in the T-101 wind 
hmnel or in the hovering ring environments. The 
anaagement view and scheme of the messuranent 
system is presented in Fig.27. 

The system includes measurement head, image 
acquisition and processing unit and synch unit A set of 
markers in pairs is glued on the blade srnface in the 
required sections. There are two CCD cameras and a 
flash lamp with power source in the measlnrement head. 
The measurement head is placed on the rotor hub and 
view axis of the CCD cameras are direaed on the blade 
with the markers. Spch unit provides control of both 
the CCD cameras and the flash lamp and measurement 
of the azimuth angle corresponding to the flash events. 
System provides acquisition rate up to 100 half h e s  
per second The ern r  of the marker coordinate 
measurements reaches maximum value at the tip of the 
blade and for blade having radius 6.5 m is 0.6mm. The 
aror of the blade torsion measurement for blade tip 
Seetion having chord about 14Omm is about 0.2' - 0 .29  
The plots in Fig.28 demoashate some meawmments 
results: a) blade flap motion and b) section installation 
angle as function of the azimuth angle. 

a 
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b 

Fig.28 

Conclusion 
The TsAGI has accumulated the large experience in the 
dcvdopment .end application of the optical and 
interf&ce measurunents system. These systems are 
Widely used in TsAGI's faciities for investigation of 
flow fields and model deformations under action of 
aedymmic and inertia forces. The modem 
Rcbiev- in optics, lasa techiqw video tecImique 
andimageprocessiagsrJtemsareusedinthesesystems. 
Accumulated experience proved validity of the optical 
measurements, wfiich for many cases are irreplaceable. 
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1. R6Sm 

Enregistrement et Traitement des Interf6rogrammes par 
Caract6risation Spectrale de la Chahe Optique. 

DeJse J.M. 
Office National dEtudes et de Recherches Mrospatiales, 

Institut de Mkanique des Fluides de Lille. 
5 ,  Boulevard Paul Painlevt. F-59045. LilleCedex, France. 

L'enregistrement et le traitement des interftrogrammes est 
grandement amtliod. par la possibilitc de pouvoir r e d r  sur 
un micmordinatew muni d'une carte de haitement d'image 
l'&helle des teintes experimentales d'un interftromttre equip5 
dime some blanche connue et d'un prisme de Wollaston 
d m t .  En tenant compte des caract6ristiques spechales de la 
s o m e  lumineuse et des trois fdtres de la camera video RVB, 
on est capable d'exprimer analytiquement I'intensitt lumineuse 
des ftanges d'interf&ence lorsque la diffhnce de marche 
varie et de reconstimer sur le moniteurles couleurs qui vont 
€tre visualides exp6rimenalement. La connaissance de 
I'khelle des teinteg de I'interfhm&e. permet d'une part de 
piloter d'une manitre optimale la position du prisme il 
I'emgistrement des clich&s, et d'autre part de traiter Ies 
interftrognunmes d'une manitre automatique et avec une ds 
grande precision. 

2. INTRODUCTION 
Depuis plusieurs ann& I'lnstimt de Mtcanique des Fluides 
de Lille s'est attache mettre en oeuvre des reehniques de 
visualisation basks sur I'interfhmttrie diff.tnntielle en 
lumitre blanche utilisant un prime de Wollaston <1>. Le 
dtveloppement et I'extension de ces mtthodes ont permis 
d'analyser des ph6nomZne.s akodynamiques instationnaires en 
obtenant avec une. certaine pdcision des informations 
quantitatives sur la masse volumique ou la temperature <2> et 
c3>. &pendant cette mtthode optique est limit& par deux 
op6rations: I'emgistrement qui passe par un ttalonnage des 
eouleurs okrv&s lorsque la difftrence de marche varie dans 
I'interf6romttre et le traitement qui etait effechrC 
manuellement, par reconnaissance des teintes sur le cliche. 
Pour ameliorer les performances de la mtthode il nous a 
semblt utile de m e m  en place un d6pouiUement automatist 
des interftrogrammes enregistrcs en Iumih  blanche, 
probleme peu abordt jusqu'a pdsent dans la litt6rature. 

Par contre, en lumitm monochromatique, plusieurs auteurs ont 
propm5 des solutions concernant le dtpouillement automatist 
des interfhgrammes. Bien souvent. dew. types de m t t h h s  
sont utilis&s. La reconnaissance et le relevt du dtplacement 
des fmnges d'interftmnces permet B Hunter et Collins <4> 
d'analyser d'une maniZre semi-automatique les 
interftrogrammes. Mastin et Ghiglia d> ont chercht B 
dtterminer le contour des franges d'interf6rences tandis que 
McKeen et Tarasuk <6>, ou encore Yu c7>, se sont indresses 
B la position exacte des franges. Par ailleurs, Krishnaswamy 
<8> a p r o w  r6xemment un algorithme assez performant 
pour I'identification et la reconnaissance des fianges. 
L'analyse de I'interftmgramme peut €tre faite tgalement par 
transform& de Fourier. Tak& et al<9> ont montrc I'inttr2t 
de la mtrhode de transformte de Fourier pour analyser le 

syseme de franges. D'autres auteurs mt tgalement utili& 
cette technique (Bone et al. clb. Rcddier et Roddin <I  I>) 
ou des techniques analogues b a s h  SUI I'approximation par les 
premiers termes de la s&ie de Fourier (Mertz 4%). 

ToutCS ces techniques de depouiuement nkessitent en fait un 
traitement a pterion de I'interftrogramme, mais aucune 
d'entfelles n'est bas& sur la caractcrisation spechale de la 
chafne optique. Le but de cet article est de moutrer que si on 
tient compte des caractcristiques spechales de la source 
lumineuse (cohtrente ou non) et des trois fdtres de la camtn 
vidto Rouge, Vert et Bleu, on peut exprimer analytiquement 
I'intensitc lumineuse des ftanges d'hterfhnce en fonction de 
la difftrence de marche. A bide d'une carte de traitement 
d'image on est alors capable de reconstituer sur un moniteur 
I'khelle des teintes experimentales de I'intexftromttre Wuipe 
d'une source blanche c m u e  et d'un prism de Wollaston 
donne. 

3. ENREGJSTREMENT ET =MEW MANUEL 
DESINTERFkROGRAMMES. 

3.1 Rappel du montage opaque 
Le montage optique le plus souvent utili& il I'IMn est celui 
qui est pkscntt sw la figure. 1. 

Montage dlntemmrnetrie DAferentielle 

Trajet des Falsceaux Lurnlneux 

Fig.1 lnterf6rornhtrie dinhrentielle uitra-rapide 
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Le principe de fonctionnement de I'interf6rom6bie 
difftnntielle en lumikre blanche utilisant un hiprisme de 
Wollaston est detail16 dans Gontier 4 3 %  On pourra trouver 
dans Desse <I> et Desse et Pegneaux d> et <3> un bref 
rappel de la technique optique ainsi que ICs am6liorations qui 
lui ont et6 apporttes depuis une dizaine d'annks. 

La technique d'interf6rom&rie diff6rcntielle en IumiSre 
blanche peut pardtre ConCUmnte des techniqUeS 
interfkntielles utilisant une source monochromatique. mais 
en fait, celle-ci est tout B fait compl6mentah surtout lorsque 
ICs variations d'indice B mesurer deviennent U& petites. De 
plus, le coat de mise en oeuvre est faiblc, comparC aux 
techniques utilisant les lasers. On p u t  voir sur la figure 1 que 
les principaux e16ments optiques du montage se. limitent B un 
mimii spherique et un strieinterf6romdtre qui a et6 wonstruit 
et modifi6 rkcemment I'IMFL. L'encombrement de cet 
ensemble a2s Muit  permet un dglage facile et rapide. 
Actuellement, Ies limitations sont l iks  essentiellement B 
I'6talonnage et an depouillement manuel. 

3.2 wpouiuement m u e l  des hteriemgrpmmes. 
Le depouillement manuel des interf6rogrammes ne p u t  &Re 
fait que si on a &lid au pdalable I'etalonnage liant la 
position fdu prisme aux codeurs observeeS dam 
I'intetf&omdtre. La deviation lumineuse 0, ou 0, est ohtenuc h 
I'aide du raisonnement explicit6 cidessous. Si n. -no est la 
bir&ingence du prime et a I'angle de collage des prismes, 
I'angle de bir€fringence du prisme s'krit : 

car la hidfringence du prisme est une fonction de la longueur 
d'onde. 

Si R est le rayon de courbure du miroir spherique place 
derrikre la veine d'ex@riences, L' la distance virtuelle du 
milieu de la veine d'ex@riences au miroir sphcrique, la 
distance dx ou dy entre ICs deux faiseeaux qui interfhnt au 
niveau de la veine est &gale B: 

Soit (la position transversal du prisme, il est facile de montrer 
qu'en absence dtcoulement. le dCplacement relatif f-& du 
prisme pmvcque une difference de marche A entre Ies 
faisceaux aller et retour dans le prisme de: 

Si le prisme est delace d'une distance Cdu centre de 
courbure du mimir spherique vers la veine d'exgriences, des 
franges d'ioterf6rences apparaissent perpendiculaires B la 
direction x et la difference de mmbe A depend de la 
coordonnk x: 

E =  ~ ( 2 )  = 2 (ne - n> tg II (1) 

dx = E .  (R-L') (2) 

A = 2  E ( ( -  fJ (3) 

A - 2  E (f-<)+- 1 fR-L'J XI (4) 

On p u t  observer le r€sultat de cette diffhnce de marche sur 
I'interf.mm&re par une variation de la teinte de fond uniforme 
lorsque - 0 et par des franges d'interfknces lorsque f 0. 
Les teintes qui apparaissent sont voisines de celles trouvks 
dans I'khelle des teintes de Newton. 

En fonctionnement, un rayon lumineux mversant lecovs B 
analyser est devi6 d'un angle 

Comme le systhe optique est B double traversk de la veine 

ou e,. Cet angle est : 
0, = dEI dx ou 0, = dE I dy (5 )  

d'experiences, la difference de marche bproduite par le corps 
observe s k i t :  
6 = 2 d E  (6) 
A hide des relations (2) et (5 )  on 8: 
b =  2 E(R ~ L'J 0, (7) 
Les differences de marche bet A sont egalcs si la teinte 
observk en fonctionnement est celle qui est observee par un 
deplacement du biprisme au repos. Dans ces conditions, les 
rclations (3) et (7) donnent : 

et la deviation lumineuse stxprime par : 

On voit que la deviation lumineuse est obtenue simplement 
par la mesure de deux longueur le deplacement du biprisme 
f-6 et le rayon de courhure du miroir sphkxique R. Pour 
obtenir la courbe d'Ctalonnage du montage optique. il s f l i t  de 
deplacer pmgnssivement le prisme et de relever la teinte sur 
I'intnferom2tre. 

Pour d6pouiller I'interf6mgramme nn part d'une position oil la 
teinte de fond est uniforme et oh la masse volumique est 
connue et, en se dCplapnt normalement aux franges 
d'interfhences, on reEve la position des teintea O ~ S ~ N ~ C S .  La 
C O ~  d'6talonnage obtenue par la relation (9) pennet 
d'ohtenir en chaque point la deviation lumineuse. L'episseur 
optique E est obtenue par int6gration de la deviation 
lumineuse: 

Si la masse volumique po est connue en un point du champ, la 
relation de Gladstone-Dale permet d'obtenir I'indice de 
r6hction en ce point: 

oh K est la constante de Gladstone-Dale (2%.10d) et p, la 
masse volumique calculk dans ICs conditions standmi (1 
ammpb&re et 213 K). 
Si e est la largeur de la veine d'expCriences, I'€paisseur optiqne 
Eo est donn6e par 

(12) 
Comme I'eaisseur optique est proportionnelle B la masse 
volumique du gaz. on 8: 

(E - Eo) 1 Eo = (P -  Po) Po 
d'oit 

Danslanlation(14),E,estdo~par(12)etE-Eopar(10). 

2 E(R - L'J 0,-2 E ( { -  &J 

0 = f&&J / fR-L'J 

(8) 

(9) 

E-E,= f0,dx (10) 

n o - I  =K.polp, (11) 

Eo = ( no - 1 ).e - K .c.po/ p, 

(13) 

pl  po = (E - Eo) I Eo - I 

4. MODI~LISATION DES FRANGES 

(14) 

D'INlERFhENCES. 

4.1 Construction du mod6le. 
Dans le cas de I'enregistrement et du !mitement automatis6 des 
interfhgrammes, l'approche du problkme est tout B fait 
diffkrente car elk est fond& sur la caracterisation specwle de 
mute la chahe interf6rom.5trique. le but etant de m&r sur un 
micro-ordinateur muni d'une cane de traitement d'unage 
I'khelle des teintes experimentales de l'interf6rom&tn. Pour 
cela MIIS dons montrer qu'il s f l i t  de faire I'analyse specwle 
de la source lumineuse et de prendre en compte les fonctions 
de transfert de l'optique l i k  B I'interf6rom&tre et des trois 
f i l m  rouge (R). vert (V) et hleu (B) de la camera utili& 
pour la numensation de I'interf.5rogramme. Plusieurs 
configurations peuvent se @senter h I'emgistnment ou h la 
restitution des interfhgrammes. A I'enregistrement. 
I'interfhgramme peut €tre soit directement numkxis.5 , soit 
enregism6 sur un film phntographique et numerid en temps 



differ& A la KStitutiOn. la proc6dure de num6risation du 
cliche impose d'klairer I'interf6rogramme avec la source 
lumineuse qui a m i  B I'emgistrement. mais dans certains 
cas les sources lumineuses pcuvent Ctre differenas. Par 
exrmple. si une 6tincelle sen de source lumineuse et si B la 
restitution, la nunerisation est effectuee B I'aide d'une source 
lumincuse continue. 

4 2  Num€rhtbn directe de I'hterf6mgmmme. 
Pour conshuire les couleurs des franges d'interfhnces il faut 
CO& le spectre de la so= utilisee dans I'interfhm&tre. 
la fonction d'anenuation des opliques internes au s u b  
interferom&re et Cgalement les fonctions de hansfen des eois 
films R V B de la camCra video. La figure 2 donne un 
cxcmple. 
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FQP Numerisation directe : Source XBnon et 
filtres de la camera vi&o Sony 325P 

Le spectre d'une source Xenon XBO de 150 Watts a 6 6  
enregism6 B la sortie de I'intcrf6rom&w lorsque le biprisme de 
Wollaston est place rigoureusement au centre de courbure du 
miroir sphcriquc et sans koulement. Ainsi. aucune diff6rence 
de marche n'est c& et seul I'effet des optiques internes B 
I'interf&om&tre est pris en compte. L'analyse spe~ha l~  de la 
source lumineuse est &lis& B I'aide d'un monochromateur 
coup16 B un photomultiplicateur. La trois courbes en cloche 
npn%entent les fonctions de uansfen des trois fdtres internes 
de la camera v idb  qui est utilisk soit pour f h e r  les franges 
expenmentales. soit pour la num6risation de I'interf6rogmnune 
B la restitution. La camera video est une SONY 325P 
possMant des sorties R V B &pa&s dont les fonctions de 
uansfen des trois films F,(A). F,(A) et Fb(A) ont 6 6  foumies 
par les constructeur. Sur la figure 2, on a superpd aux trois 
courbcs en cloche I'intensite speceale [,(A) de la source et on 
a calcul6 et !sac6 les intensites speceales IB$A), I&) et I&) 
au mvers des trois filtres B I'aide des relations suivantes: 
Im (4 = 1, (4. FAA) 
Ivs (4 = I, (4 . FL.4 (15) 
1.m (4 = 1, (2). FdA) 
Ceci nvient B &lairer la veine d'experiences avec trois sources 
lumineuses de spectre COMU et d h l 6  dans I'khelle des 
longueurs d'ondes. En IumiSre monochromatique de longueur 
d'onde A, I'intensid lumineuse des franges d'interf6rences 
S k r i t  
I(d) = 4.1, cos'( .&A*) (16) 
si les vibrations qui interf$rent ont la m h e  amplitude. Dans 
ce cas pdcis, la difference de marche dest indCpendante de la 
longueur d'onde A,, et. B I'aide de la relation (4). on a: 

Nous pouvons etendre la relation (16) aux interferences en 
lumi6re blanche. L'intensite luminew Io qui etait constante 
est remplacee par IJA) et I'angle de bin5iiingence devient une 
fonction de la longueur d'onde. L'intensit6 rtsultante est donc 
calculee par rint€gmk. suivane 

I fx .m = 

Comme E varie avfx la longueur d'onde, on p n d  pour 
chaque triplet (x,€,O unc dif€kncs de marche 6 en utilisant 
une valeur de E calculk pour une longueur d'onde moyenne 
4&-5ao om): 

Pour calculer I'intensite des franges d'interlerences sur les 
voies rouge. verte et bleue, on applique la relation (19) avec 
les trois Sources constmites B partir de la relation (15). n qui 
donne: 
In(& = 4./IRdA). coS'(Z.7r.d.f(A) lAf(AJ),dA 

IJd) = 4./IB4A) . cos'(Z.zd.$A) lA.HAJ).dA 
Le rtsultat est envoy6 sur les enmka R V B de la carte de 
traitement d'image. La cane utilisee est une MATROX MVP 
512x512 pixels qui permet de visualiser chaque voie 
independamment en niveau de pris. ou I'image en couleur par 
superposition des trois plans R V B. Dans ce cas I'intensite 
totale est donnee par: 

(21) 
Pour pouvoir cornparer dans la m€me &belle les intensites des 
franges ealculks aux intensites des franges experimentales. le 
prisme de Wollaston est positionne aux valeurs et C utili& 
dans le mod&. Les seuils des minima R,. V,, et B ,  et des 
maxima R,, V, et B,, des frangw experimentales sont 
donne% par I'intensite de la frange blanche et par I'intensite de 
la b g e  la plus sombre du premier ordre. Les intensit& 
envoy& aux en& R, Vet B s'krivent donc: 
I d 4  = R,," + (R, -Rmm)Jd4111,d41 

I d 4  = Bw, + -Bnrn)J.d~)~fld~)1 

Id4 = 4./lV$A). cd(Z.zd.f(1) lAqAJ).dA (U]) 

I,(& = Id4 +Id4 +l,(d) 

I d 4  = V,, + (V, - V d l d W f l v f d ) i  

avec f l f  8)l = m f I f  4) 
(22) 

La figure 3 pr6sente la comparaison entre les franges 
experimentales et les franges construites B partir du modele. 
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Fig.3 Cornparaison entre les couleurs des franges et 

les intensites lurnineuses (nurn6risation directe) 

On peut voir que les caract6ristiques de luminance (intensit6 
lumineuse d'excitation visuelle) et de chrominance (couleur 
d'un point de vue qualitatifl Jont &omamment bien 
reproduites. Ceci montre que si on a tenu compte de toutes les 
caracttristiques spcctrales de la chafne optique, on est capable 
de nprcduin numeriquement les teintes d'un interfCrombae 
lorsque la difference de marche varie. 

4 3  Enregistrement de I'interfhgmmme SUI' un film 
photographique. 
Bien souvent, Ies interf6rogrammes sont enregistrCs sur un 
film photographique et, dans ce cas, la r6ponse spechale du 
film doit €tre prise en compte. Pour cela, nous avons adopt6 la 
procMure suivante: en absence dEcoulement. on place le 
biprisme de Wollaston au centre de courbure du miroir 
sphtrique et on enregistre un interferngramme en teinte de 
fond blanche uniforme (polariseuret analyseur parall2lc) dans 
des conditions identiques A celles des essais. A M s  
developpement de I'interfhgramme. on Cclaire celuisi avec 
la meme source lumineuse et on effectue I'analyse spechale de 
la teinte blanche et uniforme enregist& sur le film. L'allure 
spectrale de la source lumineuse est donc antnuke par la 
dponse spectrale du film. Pour tviter les probl6mes lies au 
developpement du film. I'interfhgramme en teinte de fond 
uniforme et I'interf6rogramme de mesure sont developper au 
meme instant et dans les m h e s  bains. 

Cene fois la fonctions de transfert RVB de la camera vidto 
interviennent i la restitution pendant la numensation de 
I'interferogramme de mesure et on applique le processus de 
comparaison des franges &crit au 4.2. La figure 4 monue le 
spectre et les trois sources lumineuses obtenus par les filtres 
de la camtra. 

urn1 

Fig.4 Spectre d'un interf6rogramrne enregistre 
en teinte de fond unifone 

Un interftropmne enregistr6 en franges ressedes permet 
d'une pan d'obtenir les valeurs des minima et des maxima et 
d'aua pan d'effectuer la comparaiison entre les tianges 
calculks et les franges experimentales (figure 5). 

-0.8 -0.4 0 0.4 0.8 1.2 

Figd Cornparaison entre les couleurs des franges et 
les intensites lurnineuses (enregistrernent sur film) 

On peut nmarquer quelques legi%res differences de 
chromaticit6 entre les ordres d'interfCrences &lev&. 
NCanmoins, la position des franges et des ordres 
d'interf.rences est la mCme, ce qui permet d'appliquer 
I'tzhelle de la difference de marche thhrique aux teintes 
experimentales. II n'est donc plus nkessak d'effectuer t3 
I'enregistrement des clichCs un etalonnage de la chaine 
interf6romtoique. 

S. ENRECISTREMENT ET TKAITEMENT ASSISTES 
DES INTEWI~OGRAMMES. 

La bane  correspondance entre les franges thhriques et 
experimentales permet d'assister I'operafeur pour r6gler a 
I'enregistroment I'interfEromi%tre en teinte de fond uniforme 



En effet. le r6glage est facilitt car il s'appuie sur un pilotage 
"deux axes"du systhne biMringent. Pendant les essais la 
cam6ra enregistre les interftrences en franges ress&s et 
envoie le signal d'intensitt lumineuse des franges h un micm- 
ordinateur qui les compare aux franges thhriques. Cette 
comparaison permet de calculer les coordodes spatiales du 
bipri5me par rapport au centre C du tayon de cowtrure du 
mimir spMrique pour le positionner automatiquement en ce 
point C. Une palette constiicuee par les teintes de fond 
experimentales est enregisde automatiquement par un 
d6placement pmgessif et automatiquement de 30 
millimicrons, ce qui permet de choisir la couleur de la teinte 
de fond pour I'enregistrement de I'interf&ogranune. La figure 
6 mmtre un synoptique de la chaine de mesun B 
l'enregistrement et A la restitution. 

Emr@uemt 

Fig.6 Chaine de mesure B I'enregistrement 
et au traitement des intetf6rcgrammes 

Pour le traitement des interfhgranunes. le logiciel pmnet de 
choisir une fengm de depouiucmcnt, le sens du d6pouillement 
(nmalement A la position des h g e s  d'interftrences) et le 
pas entre deux lignes de dtpouillement. Avec le logiciel, on 
analyse les pixels de chaque ligne de depOuiUement en 
effectuant pour chaque pixel une recherche de la teinte du 
pixel dans la palette des couleurs exp3imentales. Lorsque la 
couleur est trouvk dans la palette, le pixel analyse est afiche 
sur le moniteur avec ceue couleur. Lorsqu'on dCpouille un 
point de I'obstacle. la couleur est afiichk en rouge. Lorsqu'on 
ne trouve pas de comspdance. le pixel est a f k h t  en noir. 
A I'aide de la correspondancc entre les palettes numbriques et 
exptrimentales. on sait qu4 une couleur correspond A une 
diff6re.nce de marcbe. CCUe-ci est 6galement afichee sur le 
moniteur. Pour chaque abscisse depOuiU& on obtient une 
courbc hant la difference de marche A I'oI~oM&. L'tpaisseur 
optique est obtenue par integration et la masse volumique par 
la relation de Gladstone-Dale. La figure 7 montre une 
illustratirm du depouiUemcnt pour un txoulemcnt 
instationnaire bidmensionnel en aval d'un culot circulaire. La 
hauteur du culot est D-ISmm, la largeur de la veine 
d'exp5tience.s 42mm et le nombre de Mach au dtxollement est 
fix6 A 0.4. Lcs interf6rognunmes sont enregisth A une 
cadence de 20 OOO imageds et le temps de pose de chaque 
cliche est de 1.5 ps. Le dedoublement entre les deux faisceaux 
qui interferent est vertical et la teinte de fond est uniforme. 
L'interftrogramme de I'txoulement moyen 
de la figure 7 permet de visualiser la longueur du domaine de 
recirculation (environ 1.5D). Les interfkogrammes ultra- 
rapides ont ttt enregistrcs suivant la technique &rite par 
Desse cl> et le depouiuement de plusieurs interfhgranunes 
successifs permet d'obtenir la reconshuction du champ de 

en haut 

masse volumique et I'evolution du champ dans le temps. La 
masse volumique est rapport& B la masse volumique A 
I'exttrieur du sillage (pJ. 

lnterferogramme moyenn6 dans le temps 
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Fig.7 InterMrograrnrnes ultra-rapides synchronis6s 
avec la pression instationnaire 
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Les champs de densite $sent& en vis-&vis des 
interftmgrammes montrent que les tourbillons sont 
re$mtbs par des anneaux concenhiques orl la masse 
volumique dtcrott en son centre. Ces tourbillons passent 
d'une phase de formation oil la masse volumique diminue au 
centre A une phase de dissipation orl la masse volumique et la 
taille du.tourbillon augmente. Par exemple, le premier 
tourbillon bmis dam I ' d k  inf6rieure est dans une phase de 
formation sur les photos 3 5 car la ourbe iso-densit? p/p, 
passe de 0.907 A 0.886 au centre du tourbillon et le premier 
tourbillon de I'allh su@riem est dans une phase de 
dissipation sur les photos 1 A 5 car plp. passe de 0.886 a 
0.921. 

Un signal de pression instatiomaire foumi par un capteur 
situ6 L'aznnut 80" (W sur I'axe) a bt? enregis& 
simultanbment avec les interfhogrammes ultra-rapides dans le 
but de synchroniser les mesures de p s i o n  instatio~aire au 
bord de fuite de la maquette et Ies champs de masse 
volumique. Ce signal de pression et les interf6rogrammes 
comspondanh sont prCsentes dans le has de la f i p  7. 

6. CONCLUSION 

Si les caracteristiques spectrales de la source lumineuse et des 
trois fdas  de la cambra v idb  RVB son1 comctement 
d6terminhs. on est capable d'expimer analytiquement 
I'inmsit6 lumineuse dw franges d'interfbrence lorsque la 
diff&nce de marche varie et de reconstimer sur le moniteur 
les couleurs qui sont visualisks exp6rimentalement par 
I'interfbrogramme. La connaissance de I'tchelle des teintes de 
I'interf&m&tre permet d'une part de piloter d'une mani&re 
optimale la position du prismc il I'enregistrement des clich&. 
et d'autre part de Witer les interferOgrammes d'une &+re 
automatique. Le dbpillement est trzs &is car on obtient 
une fonction continue de la variation d'india en tout point du 
champ d'ohservation. Cette technique de dtpauillement a bt? 
test& avec sucds pour I'analyser I'tcoulement instationnaire 
en aval d'un culot circulaire. 
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SUMMARY 

Researchers continue to find new ways to employ 
holography to measure aerodynamic parameters in 
almost all flow regimes. Since holography provides a 
method to store optical wavefronts in such a fashion 
as to allow their reconstruction and analysis at a later 
time, it is a natural intermediate step for many 
conventional optical diagnostic procedures that 
employ interferometry, schlieren, deflectometry, 
particle image velocimetry, and three-dimensional 
visualization.’” For example, optical wavefronts 
representing one condition of a flow can be interfered 
directly with those representing a second condition, 
simply by storing the wavefronts holographically, 
providing at the same time a simple mechanism to 
subtract out all non varying conditions (such as 
optical defects). The result is a powerful method for 
the study of turbulent flow. 

These procedures have now been in use for many 
years and are reaching maturity, but the field is by no 
means stagnant. More recently, holographic 
techniques have been extended to include multiple 
wavelength recording holography at a wavelengtth 
tuned to include a resonance of a constituent in the 
flow, real-time holography (four wave mixing), and 
recording in photorefractive materials, SLM’s, and 
CCD’s. Also, new ways of using holograms to 
record, reconstruct and produce unique wavefronts for 
measurement have evolved. For example, holograms 
can be placed directly on a model surface to aid in 
measurement (optically smart surfaces). 

In resonance interferometry, sensitivity is enhanced 
by tuning the light to the resonance line of a 
substance, exploiting the large refractive index 
change caused by anomalous dispersion at resonance. 
Holography enhances this unique form of 
interferometry by allowing useful interference 
between two beams (of different wavelength) that 
pass through exactly the same paths at the same time. 
This further allows interferograms to be recorded in 
photorefractive materials in such a way that a cine- 

holographic interferometry movie of the selected 
substance in the field of interest can be recorded. 

Four wave mixing (sometimes called real-time 
holography) provides a unique way to measure 
temperature in high pressure flows, where other 
optical methods usually fail. 

This paper will describe the principles behind 
holographic flow diagnostics with emphasis on the 
more recently developed methods, and will consider 
the future potential of holographic diagnostics in 
aerodynamics. 

LIST OF SYMBOLS 

Object waves 
Reference waves 
Light intensity 
Constant bias 
Modulation amplitude 
Equivalence ratios 
Arbitrary phase term 
Intensity of ith value 
Difference between the two wavelengths 
Average wavelength 
Synthetic wavelength, 
Strong potassium doublet absorption features 
Maximum number density 
Micrometers 
Sonic velocity 
Gas constant 
Temperature 
Heat capacity ratio 
Molecular mass of the gas mixture 
Frequency 
Thermal or electrostrictive signals, repsectively 
Parameter set by design 
Optical path difference 

1. HOLOGRAPHIC INTERF’EROMETRY 

Because holograms store optical wavefronts in such a 
fashion that they can be reconstructed for later 
analysis, they provide a tremendous enhancement to 

Paper presented at the AGARD FDP Symposium on “Advanced Aerodynamic Measurement Technology”, 
held in Seattle, United States, 22-25 September 1997, and published in CP-601. 
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interferometry, enabling many types of measurements 
that cannot be otherwise achieved. Consequently 
holographic interferometry has led to many new types 
of  measurement^.^*^*^ Most types of interferometry6 
quantify and compare wavefronts by combining a 
spherical or collimated reference wavefront with the 
data wavefront to produce interference fringes (the 
interferogram) that can be interpreted in terms of the 
phase of the wavefront. The data wavefront is 
produced by passing light through a field of interest 
or reflecting it from a surface to pick up phase 
information that depicts changes in refractive index or 
some movement of the surface. Measures must be 
taken to ensure that all optical components and 
windows are of extremely high quality and free of 
contaminants to prevent the introduction of phase 
changes that are not interpretable. Imperfections in 
the path of either the reference or object waves 
introduce phase modulations that show up as 
unwanted fringes or fnnge modulations in the 
interferogram that at best are an annoyance and at 
worst can confuse or obscure legitimate data. In 
addition, if the phase variations in the object field or 
surface under inspection are large or complex, the 
resulting fringe density can be so large as to make any 
reasonable data interpretation impossible. 

The use of holography greatly enhances the reduction 
of unwanted phase noise as well as allowing for the 
interpretation of extremely complex wavefronts. In 
holography a coherent wavefront of arbitrary 
complexity is recorded onto a photosensitive media 
by combining it with a simple reference wavefront. 
The interference pattern formed by the two 
wavefronts allows both the intensity and phase of the 
object wavefront to be saved and reconstructed on 
demand when the hologram is re-illuminated with a 
reconstruction wave that is sufficiently similar to the 
original reference wave used during recording. In 
holographic interferometry, the reconstructed 
wavefront is combined with a second wavefront of the 
same subject or test cell after some change has 
occurred. This second wavefront may be a live scene 
or another holographic reconstruction. In either case, 
both wavefronts experience the same optical path and 
pass through and/or reflect off the same optical 
components. Thus, only differences in the subject 
itself produce interference fnnges, no matter how 
complex the individual wavefronts themselves may 
be. Since both wavefronts pass through the same 
optical path, this approach also relaxes the 

requirement for high quality lenses, windows, and 
mirrors. 

Because holograms can store wavefronts that can be 
reconstructed at a later time they lead to the following 
possibilities that will be illustrated in the paper: 

System imperfections are canceled out because 
both wavefronts that form the interferogram 
experience the same imperfections. 

Object properties (no matter how complicated) 
that effect wavefronts that are fixed in time can 
be holographically recorded and optically 
subtracted from other, similar wavefronts. 

Wavefronts that existed at different times can be 
stored holographically, reconstructed later, then 
added or subtracted (or processed in other ways). 

PSI and HI can be performed on a reconstructed 
wavefront recorded from an instant in time with a 
pulsed laser; (PSI and HI normally require time 
for introducing phase shifts and cw lasers.) 

Wavefronts from two mutually incoherent lasers 
can be stored holographically then reconstructed 
and interfered later at a single wavelength, 
effectively allowing interferometry of two 
different wavelengths. 

Holography offers other enhancements to the field of 
interferometry. Techniques that improve the 
sensitivity and accuracy of interferometry, such as 
phase shifting interferometry"' (PSI), heterodyne 
in t e r f e r~met ry~~ '~  (HI), and resonance interferometry" 
(RI), can be further enhanced and implemented in 
unusual and powerful forms by incorporating 
holography. Finally, holography allows for the use of 
multiple wavelength interferometry, in some cases 
leading to measurements that have no obvious 
equivalent in conventional interferometry. 

Holography can extend the power and flexibility of 
interferometry by allowing mutually incoherent 
wavefronts to be interfered. They can be recorded 
holographically and reconstructed later with a single 
third wavelength so that they can be either studied 
independently or interfered and compared. Two 
special cases of large and small wavelength 
separation are considered here. When the phase 
information added to the wavefronts by the 
measurement field varies with wavelength, the extra 
wavelengths provide additional diagnostic data. In 
some cases a large wavelength separation is required 
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to make such enhancement significant. Such is the 
usually case when the dispersive properties of the 
subject field are under investigation. A specific case 
where this is not true, however, is near the resonance 
of a material, where anomalous dispersion can causes 
a drastic change in phase information with a small 
change in wavelength. Therefore, multiple wave- 
length interferometry near resonance is meaningful 
with small differences in wavelength. Another 
example where small wavelength differences lead to 
large differences in phase is the measurement of 
distance. 

2. TOMOGRAPHY 

Interferometry has been used for many years in flow 
diagnostics. As with all path integrated measure- 
ments, the resulting data comprises line integrals 
through the flow field. With a single angle-of-view 
through the field, the integral can be solved only for 
simple geometries such as two-dimensional or axi- 
symmetric. Without a way to solve the integral, 
interferometry is little more than a qualitative flow 
visualization method. 

In general, a full 180 degree viewing angle with many 
projections through the field at different angles is 
necessary for tomography. Such access is rarely 
available in wind tunnels and ranges. Based on the 
foregoing study, we conclude that aerodynamic 
tomographic interferometry with restricted viewing is 
possible and practical through the use of holographic 
recording procedures. Our study shows that six view 
angles are adequate for a wide range of useful 
aerodynamic conditions. Less than six view angles 
are adequate only for relatively simple, refractive 
index distributions. An important difference exists, 
however, between this type of tomography and that 
normally associated with the medical field. With 
limited view tomography, a priori information must 
be used to allow the accurate inversion of the 
projection data to point data. This kind of 
information is normally available for a given wind 
tunnel configuration, model and test type; however, 
the result is that the algorithm must be adapted to 
each case. So a general, all purpose turn-key system 
that readily fits all applications is not practical. The 
hardware for such a system can be assembled but not 
the s o h a r e .  

2.1 A Tomographic Holocamera 

The six-view-angle holocamera, shown in Figure 1 
was designed and constructed by the University of 

Florida, Graduate Engineering Research Center. 
Light from the pulsed ruby laser enters the 
holocamera as shown on the right hand side of the 
figure and is split into object (0) and reference (R) 
waves by a beamsplitter. Seven mirrors, M, serve one 
each for the six object waves and one reference wave. 
The complete object path is shown for one view only 
to simplify the picture. The holocamera stores all six 
object waves in a single hologram. The six views 
appear in the hologram as diffusely lit surfaces 
distributed along a curved line. Two types of 
holographic interferometry have been used: double 
exposure and sandwich (double plate). 

Figure 1. Six view-angle holocamera. 

2.2 Reconstruction System. 

Figure 2 shows the reconstruction system, developed 
by MetroLaser, which consists of a 17 milliwatt HeNe 
laser for reconstruction, a spatial filter to remove 
spatial intensity noise from the beam, a folding mirror 
to keep the system compact, an adjustable double 
plate holder and a Kodak MegaPlus CCD camera. 
The system is designed so that the CCD camera can 
be traversed and tilted to access all six of the images 
in the hologram. The CCD camera interfaces to a 
controller box via a large Kodak multi-pin connector. 
The controller box is then attached to the Dipix frame 
video acquisition board (resident in the host 
computer) via a 37 pin cable. The video acquisition 
board has a standard SVGA output that is connected 
to an SVGA monitor. This monitor will display the 
real-time images from the camera and is therefore 
called the Camera Display monitor. A second monitor 
(17”) is connected to the computer’s video board and 
displays the windows interface for running the 
acquisition and data reduction programs. The rotary 
stage on the double plate holder is computer actuated. 
The actuator on the stage is connected to “AXIS 1” of 
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the motor control box via a 15 pin connector. The 
control box is connected to the host computer via a 
RS232 cable. 

11 I’ 

Windows pmgram display Camera display Computcr 

Figure 2. Reconstruction system, optical 
configuration and electronics. 

To record at one wavelength and reconstruct at a 
second presents practical interferometry problems, 
caused by aberrations, that cause residual fringes. To 
correct this .we developed a correcting holographic 
optical element (CHOE) that is produced in the 
recording system that cancels out such aberrations.’* 
The CHOE is held in a specially designed double 
plate holder, that also makes sandwich holographic 
interferometry possible. The system is equipped with 
a phase shift interferometry software analysis 
program that reduces data to a displacement map. 

After an interferogram is produced, the h n g e  
information must be converted to phase information 
for the wavefront. After analyzing the four basic 
methods of performing fringe data reduction: frin e 
tracking,13 Fourier transform method14’, heterodyne , 
and phase-shifting interferometry (PSI), we 
chose PSI because it offered a good trade-off between 
complexity and accuracy. 

PSI solves the interferogram equation for the intensity 
in the interferogram, 

F5 

16,17, I8,19,20 

by shifting the arbitrary phase term, 8, by 3 or more 
values to produce enough intensity values to solve for 
the unknowns. Holographic PSI produces the 
required phase changes by changing the optical path- 
length difference between the wavefronts derived 
from the two holograms during hologram 
reconstruction. Two types of optical layouts are 
commonly used: the double reference beam 
and the double-plateI2 or sandwich setup. The double 
reference beam setup modulates the phase of one of 
the two reference beams and produces required phase 
variations in the h n g e  pattern of the interferogram. 

In the sandwich configuration, the wavefront to be 
analyzed is recorded in one hologram and a reference 
wave for the interferogram is recorded in a second. 
The two holograms are then put together in a 
“sandwich” and the two wavefronts are 
simultaneously reconstructed and mixed to produce 
the interferogram. Since the two wavefronts come 
from two different holograms, they are independently 
adjustable, leading to maximum flexibility. The 
double-plate setup modulates the phase of the 
interferogram by changing the optical path-length 
through the holographic plates. A special sandwich 
(double-plate) holder was developed to allow precise, 
independent adjustment and alignment of the two 
plates and to rotate them accurately to modulate the 
relative optical path-lengths of the two reconstructed 
beams. 

The CarrC algorithm23 produces four intensity values 
Ii for Eqn. 1 by shifting three times. The solution is 
given by, 

(2) 
l#J = tan-’ 

A minimum of three phase-shifted interferograms are 
required to calculate the optical phase distribution of 
an interferogram, although a greater number leads to 
improved accuracy. The data reduction algorithms by 
three, four, and five-frame algorithms were described 
by Hariharan, et. al. and their error analyses are 
investigated by Creath. Four and five-frame 
algorithms are found to be the least sensitive to 
calibration errors. Preprocessing and post-processing 
of the interferograms are necessary to eliminate noise. 

2.3 Phase Unwrapping Technique 

[W, - 1,) - (1, - I ,  )][U2 - 1,) + (1, - I ,  11 . ii U, +I,)-U1 + I , )  I 

The phase data after the arctangent calculation 
(Eqn. 2) is analogous to a ramp function that wraps 
the phase data in the modulo 2.n (or intensity in mod 
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on the quality and extent of U priori knowledge. 
To support the system we also developed a program 
to evaluate and test the completed data reduction and 
tomography algorithm with synthetic data similar to 
what is expected in the Aeroballistics range. The 
computer-generated interferograms are of a conical 
projectile in motion. The motion of the cone causes a 
change in the density of the air inside its shock wave, 
which, in the interferogram, appears as h g e s  in the 
region just outside the cone. The. tomographically 
reconstructed profile can he compared to the original 
starting profile and thus an end-to-end check of the 
system is possible. Finally, the known and computed 
data are presented and compared graphically to show 
how well the algorithm can handle a refractive index 
distribution of the type initially supplied. 
Data fiom actual holographic interferograms are more 
difficult to process because of the presence of speckle 
and othm noise. A robust algorithm has been 
developed that can handle a significant amount of 
intensity noise. The algorithm has proved highly 
successful on images taken with direct (non-diffused) 
light, and has also been successful in processing 
substantial portions of the interferograms from the 
Aeroballistics test range. We have demonstrated 
tomographic reconstruction of a portion of the data 
from the Aeroballistics Test range. 
Figure 3 is a typical interferogram from the 
aeroballistics range holocamera. The subject is a 
flared model in supersonic flight. Figure 3B shows 
the wrapped phase map. The problems introduced by 
speckle are evident in regions of high fiinge density. 
Even so, large areas of the interferogram are 
processable as shown in Figure 3C, the unwrapped 
phase map. 

1). If four interferograms are generated, each one 
with an o which is d2 greater than the previous, then 
with some mathematical manipulation they can be 
transformed into a “wrapped phasemap” which has 
the form, 

P(x,y) = [ ( opyy) + C] mod 1.01. (3) 

A ‘ k p p e d  phasemap” is a phasemap with a modulo 
term. To remove this term, one uses a phase map 
unwrappmg program, the basis of whch is an 
algorithm which adds factors of 1 .O wherever it sees a 
jump from 1 to 0, so that the phasemap is ma& 
smooth. A successll unwrapping of a phasemap, 
pmduces an unwrapped phasemap whch has the 
formula: 

In pnnciple, phase unwrapping is almost trivial. To 
aclueve phase unwrappmg automatically in an image 
processing system is one of the most difficult tasks of 
automated processing. The difficulty arises because 
of opt~cal noise, which contains many discontinuties 
that are not related to wrapped phase. Therefore, 
when an automated phase unwrappmg system looks 
for discontinuities it fmds many related to speckle, 
diffraction, and other forms of optical noise. 
2.4 Tomography Algorithms 

Tomography algorithms provide the three- 
dimensional refractive index function by solving a set 
of mtegral equations represented by the 
interferograms at different view angles through the 
refractive index fields. A numher of highly 

The developed algorithms are now available.. 
holocamera and reconstruction system pmduces four 
phase-shifted interferograms from each of six 
different views (for a total of 24) through the flow 
field. From these 24 interferograms, the data 
reduction algorithm produces six wrapped phase 
maps. It unwraps each of the maps to produce SIX 
phase maps, then applies the tomography algorithm to 
calculate the three-dimensional distribution of 
refrachon index. If the user gets tlns far, the 
tomography algonthms available from many different 
laboratories have now been proven effective in 
inverting the projections back to three-dimensional 
data, however, each algorithm depends to some extent 

24.25.26 

Figure 3A. Reconstructed interferogram ofprojectile. 



Figure 38. Wrapped phasemap produced from phase- 
shifted interfrograms. 

I 
Figure 3C. Unwrapped phasemap produced from 
wrapped phasemap shown in A.1.2. Black areas 
indicate regions that could not be unwrapped. 

Figures 3A,B, and C. Interferometry of an 
Aeroballistics Model. 

Figures 4A-C show a complete analysis of one cross- 
section of the model. Figure 4A includes the 
unwrapped phase map, Figure 4B provides the 
refractive index of the cross-section, and 4C the 3-D 
map for the cross-section. 

rigure 4A. unwrappea pnasemap from tne projectue 
used for  tomography. 

heln..*l 

Figure 48. Horizontal data slice usedfor tomography. 
Data was manually adjusted to correct f o r  regions 
where unwrapping was notpossible. 

Figure 4C. Tomographically reconstructed 3 0  
refractive index profile around harfof the projectile. 

Figures 4A, B, and C. Tomographic Analysis of an 
Aeroballistics Model in Flight. 

Although bright interferograms were viewable by eye, 
speckle noise at the detector plane was significant. 
Ultimately, this limited the data quality. The 
unwrapping algorithm was able to successfully 
unwrap phasemaps in regions where fringe density 
was low. In high density areas, such as near the 
shock boundary, the program encountered greater 
dificulty. The unwrapping algorithm was able to 
unwrap the image over a large percentage of the 
interferogram; however, certain areas could not be 
unwrapped. Difficulties were encountered, 
particularly near shock boundaries. In some cases the 
algorithm crossed the shock incorrectly. 

We are currently examining ways to deal with the 
speckle issue so that the entire interferogram can be 
processed. Two approaches are ongoing. In one 
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Reconstructing at wavelengths that differ from 
recording wavelengths introduces chromatic 
aberrations that are especially limiting when different 
reference wave angles are used. A holographic 
correcting method has been developed in our studies” 
to record wavefronts at two different wavelengths and 
to achieve the simultaneous, congruent, corrected 
reconstruction of the two at an arbitrary third 
wavelength. The reconstruction is achieved with 
wavehts  generated by another hologram. The 
method automatically corrects aberrations and aligns 
the reconstructed wavefronts for interferometry. 
The use of a second wavelength via holography 
introduces a number of interesting interferometric 
measurements. Multiple wavelength holographic 
interferometry requires sources at different 
wavelengths, recording material that can record 
holograms at each wavelength, and a reconstruction 
procedure that allows accessing the two reconstructed 
waves in a useful manner. A wide range of 
possibilities are available to produce two or more 
wavelengths suitable for multiple wavelength 
holographic interferometry. Large wavelength 
separations of up to many hundreds of nanometers 
can be achieved using either two separate lasers (e.g., 
two tunable dye lasers) or a single, multiple 
wavelength laser (e.g., doubled YAG or Argon). 
Single laser sources can also be used to produce 
smaller wavelength separation (e.g., Zeeman or diode 
laser). Other methods for attaining smaller frequency 
(wavelength) separations ranging from a few 
kilohertz to a few gigaHertz include lasers with 
special etalons, tunable diode lasers, Bragg cells, and 
reverse Brillouin scattering  cell^.^^'^^'^ 
The second wavelength can be used in one of three 
ways. First, the two wavelengths can be used to 
create two interferograms that are each analyzed 
separately. The dispersive properties of a test 
material are utilized to provide new, independent 
diagnostic data at the second wavelength. For 
example, when both temperature and concentration 
affect the refractive index of a solution, the second 
wavelength can be used to separate these effects. A 
large wavelength separation is typically required to 
make such a measurement useful. A specific case 
where a large separation is not required; however, is 
near a resonance line of a material, where anomalous 
dispersion causes a drastic change in phase 
information for a small change in wavelength. 

approach we will examine more robust algorithms 
that employ more sophisticated image processing to 
recognize and automatically correct for speckle noise. 
Preliminary steps involving averaging procedures 
have been partially successful. A second approach is 
to effectively eliminate speckle effects by converting 
the recording system for use with direct light as 
opposed to diffuse light. Preliminary lab tests in 
which the system was mocked up and experimentally 
tested show this to be an effective solution to the 
speckle problem. During the next year one or both of 
these procedures will be implemented into the 
operational system. 
3. MULTIPLE WAVELENGTH 
HOLOGRAPHIC INTERFEROMETRY 
Multiple wavelength holographic interferometry 
requires sources at different wavelength, recording 
material that can record holograms at each 
wavelength, and a reconstruction procedure that 
allows accessing the two reconstructed waves in a 
useful manner. A wide range of possibilities are 
available to produce two or more wavelengths 
suitable for multiple wavelength holographic 
interferometry. Large wavelength separations, up to 
many hundreds of nanometers, can be achieved with 
two separate lasers, multiple wavelength lasers, and 
tunable dye lasers. These sources can also be used for 
smaller wavelength separation. Other methods for 
attaining smaller wavelength (frequency) separations 
ranging &om a few kilohertz to a few gigahertz 
include lasers with special etalons, tunable diode 
lasers, Bragg cells, and reverse Brillouin scattering 
cells. 
When holograms are recorded at two wavelengths and 
played back at a single wavelength, two reconstructed 
waves emerge at different angles that depends on the 
recording geometty and the wavelength difference. If 
the two wavefronts are to be used independently, then 
a large angle is desirable. If they are to be used 
interferometrically together, then a small angle is 
required. If the recording subject and reference 
beams are the same for both wavelengths then the 
reconstructed waves will be nearly congruent only if 
the wavelength separation is small. The recording 
geometry can be chosen such that the two wavefronts 
emerge at the same angle or with any desired angle 
between them. This can be achieved by using 
separate recording and reconstruction reference waves 
for the two wavelengths and properly choosing the 
reconstructing wavelength. 
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Secondly, the two wavelengths can be interfered to 
produce a third, so-called synthetic (or beat) 
wavelength that is used as a diagnostic. For instance, 
HI can be used to measure optical path length with 
resolutions better than 1110,000.3’~’z’31 If the difference 
between the two wavelengths, Ah, is much smaller 
than the average wavelength, h, then the synthetic 
wavelength, As, is given by, 

hs = h2/Ah . ( 5 )  

If either of the two interfering waves is phase shifted, 
the synthetic wavelength is likewise shifted by the 
same amount. Since the frequency of the synthetic 
wave is much lower, phase shifts can be detected and 
measured electronically in an extremely precise 
manner. The phase of the synthetic wavelength can 
thereby be accurately correlated to the relative phase 
of the two waves, since the change in relative phase 
of the two waves is followed by the equivalent change 
in phase of the synthetic wavelength. 

The third manner of utilizing the second wavelength 
is to directly interfere it with the first. This concept is 
unique to holographic interferometry, since this type 
of interference does not even have definition in 
traditional interferometry. Holography, therefore, 
provides unique and powerful methods for interfering 
mutually incoherent wavefronts. When holograms 
are recorded at two wavelengths and played back at a 
single wavelength, two reconstructed waves emerge 
at different angles that depend on the recording 
geometry and the wavelength difference. If the two 
wavefronts are to be used interferometncally, the 
angle must be small. If the recording subject and 
reference beams are the same for both wavelengths, 
then the reconstructed waves will be nearly congruent 
only if the wavelength separation is small. The 
recording geometry can be chosen such that the two 
wavefronts emerge at the same angle or with any 
desired angle between them. This can be achieved by 
using separate recording and reconstruction reference 
waves for the two wavelengths and properly choosing 
the reconstructing wavelength. Reconstructing at 
wavelengths that differ from recording wavelengths, 
however, introduces chromatic aberrations that are 
especially limiting when different reference wave 
angles are used. A holographic correcting method has 
been developed in our studies to record wavefronts at 
two different wavelengths and thus achieve the 
simultaneous, congruent, corrected reconstruction of 
the two at an arbitrary third ~ave leng th . ’~  The 

reconstruction is achieved with wavefronts generate 
by another hologram. The method automatically 
corrects aberrations and aligns the reconstructed 
wavefronts for interferometry. 

An important example of this unique implementation 
of holographic interferometry is resonant holographic 
interferometry (RHI). In this application, one of the 
wavelengths is selected to correspond to a resonance 
of a particular species of interest in a flow field. 
Anomalous dispersion of the target species results in 
extremely large values of refractive index at the 
resonance wavelength. The phase of a wavefront is, 
therefore, dramatically altered by the presence of the 
target species. The concentration of that species can, 
therefore, be separated from all other constituents in 
the flow field, which produce very little phase shift in 
the wavefront. 

4. RESONANT HOLOGRAPHIC 
INTERFEROMETRY fSPECIES 
IDENTIFICATION AND DISTRIBUTION AND 
REAL TIME RECORDING 

Resonant holographic interferometry (RHI) uses two 
wavelengths that are very close together. RHI 
provides a method for obtaining species specific 
interferograms by recording two simultaneous 
holograms in which one of the wavelengths is tuned 
near a chemical absorption feature and the other tuned 
off this feature (typically < 0.1 nm separation between 
 laser^).'^.'^ Since phase contributions to the 
interferogram from background species, thermal and 
pressure gradients, and optical aberrations are 
subtracted out in the holographic reconstruction 
process, the resulting interference fringes correspond 
uniquely to the density of the species under 
interrogation. The interferogram permits two- 
dimensional chemical detection that is useful for 
combustion and plasma diagnostics, medical imaging, 
and flow visualization. Real-time RHI has recently 
been demonstrated using a bacteriorhodopsin (BR) 
polymer thin film as the recording medium; however, 
the long lifetimes of BR in the polymer host limited 
the interferogram acquisition rate to I ~ 2 . ~ ’  

The use of photorefractive semiconductors extends 
the current RHI technology into the near-infrared 
(NIR) spectral region, where conventional 
holographic recording media are unavailable, and 
enables real-time measurement capability. The NIR 
region is easily reached with inexpensive, 
commercially available laser diodes. In addition, laser 
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diode output can be easily coupled into single-mode 
fiber optic cables which greatly reduces the size and 
complexity of the optical delivery system by 
eliminating multiple beam steering mirrors and 
periscopes. Holographic images can be recorded, 
reconstructed and erased in photorefractive 
semiconductors on time scales less than IO ns, 
making it possible to achieve megahertz data rates. 
Photorefractive crystals such as Bi,,Si020,JP.'GL' 
Bi,,TiO,,," and LiNbOF have been used to replace 
conventional films, allowing in-situ exposure, 
developmenf, and erasure of holographic 
interferograms; however, these ferroelectric oxides 
often show a very slow or no response at the NIR 
wavelengths of commercial laser diodes. Vanadium- 
doped zinc telluride (ZnTe:V) has demonstrated fast 
photorehctive response in the spectral range of 0.6 
to 1.3 microns." The figure of merit corresponding 
to the electro-optic index change per separated 
charge, suggests that ZnTe has the highest sensitivity 
of the known photorefractive semiconductors.45 
The conceptual design for our real-time RHI system 
is shown in Figure 5. The laser beams tuned to the 
on- and off-resonance wavelengths are s-polarized, 
pass co-linearly through the test object (combustion 
flow field, plasma reaction chamber, etc.), and are 
focused down to match the crystal apermre. Two 
reference beams are also co-linear and s-polarized. 
By properly selecting the wavelengths and geometry, 
phase conjugate replicas of both object beams 
produce interference fringes at the detector plane that 
correspond to the density of the species under 
interrogation. The polarization rotational properties 
of four-wave mixing in semiconductor 
photorefractive crystals may be utilized to suppress 
noise from scattering.'6 The orientation of the 
photorefractive crystal was chosen so that the 
diffiacted signal of the counter-propagating 
reconst~ction beam has its polariZation rotated by 90 
degrees. The polarizing heamsplitter (PBS) increases 
the signal-to-noise ratio by selecting only the 
diffracted light and rejecting any s-polarized scattered 
light. 

Figure 5. Phase conjngate configuration with 
polarization switching for real-time resonant 
holographic interferometry system. 

Demonstrations of real-time RHI measurements were 
performed using one of the strong potassium doublet 
absorption features (D2) near 766 nm as our target. In 
addition to the simplified spectroscopy associated 
with probing alkali metal atoms, potassium seeding is 
useful for combustion studies since production of the 
neutral species (which is detected by RHI) occurs at 
the flame front. Thus, it provides a method to track 
the time evolution of the flame front. In addition, 
potassium may be conveniently seeded into 
combusting environments in such forms as potassium 
chloride (KCl). 

Dye lasers 1 and 2 were tuned 0.15 nm on either side 
of the D, absorption. Laser energies at the crystal 
were 1 mVpdse. Solutions of KCI in either water, 
methanol, or glycerol were introduced into various 
combusting environments including: droplets 
suspended on fine wires, mono-disperse droplet 
streams, and sprays. 
Results are shown in Fgnre 6 from experiments 
using single droplets on the order of 1 mm in 
diameter. The droplets were suspended from a fine 
wire, and ignited with a butane lighter. After ignition, 
the butane lighter was removed, and the droplet was 
allowed to bum on its own. The evolution of the 
combustion process was monitored at 10 Hz with the 
real-time RHI instrument. The figure shows a 
sequence of successive RHI interferograms of a KCI 
seeded, burning methanol droplet. The images are 
separated by 100 ms intervals (10 Hz). Figure 8a 
shows the droplet just after ignition. The absence of 
fringes due to thermal gradients highlights the utility 
of holographic optical background subtraction. In 
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Figure 8b a partial fringe is just visible in the lower 
right hand comer next to the droplet. In the 
subsequent frames, fringes are clearly visible. Such 
detail is not visible in images simultaneously 
recorded on conventional video because the flame 
luminosity totally obscures any detailed chemical and 
physical dynamics occurring at the thin flame h n t  
boundary. These images may reveal many of the 
fmer details of the flame front development, and 
demonstrate that real-time RHI is a promising 
diagnostic tool for studying combusting droplets, or 
other multi-phase, highly luminous, highly scattering 
events. 

For these demonstrations, the data framing rate was 
limited to 10 Hz by the laser system. The actual 
interferograms were recorded, reconstructed, and 
erased in a single 6 nanoseconds laser pulse. 
Therefore, the RHI instrument is ultimately capable 
of MHZ data rates. In order to achieve higher data 
rates, laser pump sources with faster repetition rates 
and high speed CCD cameras must be used. RHI 
interferograms of complex combusting sprays were 
also captured by injecting seeded water and methanol 
into an oxy/acetylene flame using an atomizer. 

. 
'I 

Figure 6. REI interferograms of burning methanol 
droplets seeded with KCI. Each image is separated 
temporally by 100 ms. 
Under our test conditions, the interaction length was 
approximately 0.5 cm and the lasers were tuned * 
0.15 nm symmetrically about the absorption feature 
(absorption line width = 0.024 nm). A minimum 
detectable concentration for our experiments was 
calculated to be 8.6 x 10" ~ m - ~ ,  or 0.2 ppm. 
Analytical results predicted that the limit of fringe 
visibility was approximately 11 fringes, 
corresponding to a maximum measurable 
concentration of N., 2 220 ppm. The observation of 
approximately 5 fringes in our experiments (see 
Figure 80 and d) corresponds to a maximum 
concentration of 1OOppm. This sensitivity is 
comparable to that of Fh4 diode laser spectroscopy, a 
single point, line-of-sight method. 
To reduce the information contained in the RHI 
interferograms, we employed a manual fringe 
tracking algorithm. This resulted in a resolution of 
approximately 1/2 of a fringe. Figure 7 shows gray 
scale maps corresponding to path-length integrated 
number density for two RHI interferograms of 
potassium seeded into a methanol droplet. The 
density gradient spans an order of magnitude which 
demonstrates excellent dynamic range. The 
uncertainty in the measurement is dominated by the 
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knge tracking method which has on the order of 1/2 
fringe resolution. Based on our estimates, the value 
of the maximum integrated number density, shown in 
the center of the interfer~gram, is 17 f 2 (10" cm"). 

bl 

Figure 7. Potassium density maps produced from 
RHI interferograms, a) shown in Figure 7c and b) 
shown in Figure 7d. Values represent number 
density integrated along the line of sight (Z = 0.5 
em). Uncertainty in measurement is dominated by 
fringe tracking method - 2x10" em-*. 

5 A LONG RANGE HOLOCAMERA 
A trailer-mounted, long-range, holocamera was 
fielded tlus year for apphcatioa in outdoor test ranges. 
The twin-telescope, stereo holocamera employs a 10 
joule ruby laser that illummates a target that can be 
holographically viewed from two directions recorded 
on two doubly pulsed holograms. Each hologram is 
recorded with two separate electro-optically switched 
reference waves, allowing recordings wth time 
spacings up to 800 microseconds. This enables the 
interferometric measurement of the target 
displacement. The system is being used to evaluate 
ballistic impacts and penetration of structures. The 
system, illustrated in Figure 8 is based around a 10 
joule, four-pulsed, Q-switched, ruby laser. An object 
beam, which cames most of the laser output, is 
directed to the targef, which can be located up to 40 
meters from the holocamera. 

Figure 8. Long Range Holocamera. 
Light scattered from the object field is collected and 
imaged by twin 150 mm telescopes that reimage the 
light to a pair of hologram recording plates. The twin 
recording arrangement allows viewing the scene from 
different angles. Each recording is made with two 
different reference waves to give flexibility to the 
reconstruction mode. This is achieved by using a 
polarization rotator, combined with polarizatioa 
beamsplitters, to route the reference beam to its 
correct path. 
Matching pathlengths between object and reference 
wave can be achieved conveniently through a variety 
of mirror contigurations. We easily matched 
pathlengths up to about 50 meters with the mirror 
"Herriot" cell employed. 
6. FOUR WAVE MIXING FOR 
TRANSIENT GRATING SPECTROSCOPY 
ITEMpERATuRE MEAS- 
The temperature field of combustion environments is 
a key diagnostic parameter. It reflects the complex 
interaction of the local chemistry, fluid dynamics and 
heat transfer of the combustion gases. For the 
purposes of testing combustor design and the 
verification of predictive computer models of 
combustors, it is imperative that accurate temperature 
measurements be made. Major challenges to optical 
diagnostics of practical combustors include high 
pressure, the presence of particulates @articularly 
soot), a high background luminosity, optical thickness 
and limited optical access. To address these 
challenges and provide quantitative diagnostic 
information on practical combustors, we explored 
non-resonant transient grating spectroscopy (TGS) for 
the measurement of temperature in high-pressure, 
sooting flames". The non-resonant TGS technique is 
spatially coherent, does not require a tunable laser 
system, provides spatially-resolved information and 
has been demonstrated to work at high press~re.'~ 
The process can be described as the writing of a 
hologram into a gas by mixing two coherent waves, 
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which alter the gas state in a v( me containing 
interference liinges. A third beam is used to 
illuminate the hologram which reonstructs a 
wavefront (the detected signal) that varies in time as 
the liinges decay. The frequency of the signal is 
sensitive to the local temperature. We temporally- 
resolved the TGS signal generated in a high-pressure, 
sooting flame to extract the local temperature. In 
short, the TGS technique involves the first-order 
Bragg scattering of a probe laser off of a grating 
induced by two crossed pump laser beams. The 
amplitude and temporal evolution of the spatially 
coherent signal beam reflects the physical and 
chemical dynamics of the target medium. The 
temporal behavior of the signal is a function of the 
local temperature and transport properties. 
Historically, TGS techniques have been used to 
explore many transient phenomena in liquids and 
s~ l ids . ‘~ ’~~  Processes as diverse as the transport of 
excitons in molecular crystal$’ and the hetics  of 
photoinitiated chemism in liquidsso have been 
studied using the TGS technique. More recently, 
investigators have applied the technique to gas-phase 
studies. Experimental work has been performed in 
static gases at high pres~ure,’s..~~ in the infrared5’ and 
in atmos heric flames? and several groups have 
modeled 
6.1 Experimental Setup 
Figure 9 illustrates a typical TGS system. The 
frequency-doubled output of a NdYAG laser was 
split into two pump beams of equal energy and passed 
through a 350 mm focusing lens. To ensure optimal 
Fating formation, the optical paths of the two pump 
beams were matched to within millimeters. The 488 
nm probe beam was directed toward the same lens 
parallel to the pump beams. During alignment of the 
detector, 4% of the probe beam was split off and 
directed at the lens so as to trace out the path of the 
actual TGS signal beam. At their crossover point, the 
pump beams formed an optical grating with a period 
of 10-14 p. The pump and probe beams lay along 
the centerline of the burner and their height above the 
surface was varied from 6 to 16 mm. Two mirrors 
directed the signal beam through a spatial filter and 
two 488 nm laser line filters onto a photomultiplier 
tube. The pump, probe and signal beams passed 
through uncoated BK-7 windows 0.375” thick. The 
windows created stray light through diffuse scatter 
and specular reflection. The line fdters rejected the 
unwanted 532 nm light at the detector and the spatial 

the TGS signal. Sf 56. 57.58.59.60.61 

filter rejecte 
detector. 

: unwanted 488 nm light at the 

Initial alignment of the pump, probe and signal tracer 
beams was achieved with the aid of a 100 p pinhole 
placed at the crossover point of the beams. All four 
input beams were held parallel to each other before 
passing through the focusing lens. To facilitate 
separation of the actual signal beam from the pump 
and probe beams on the output side of the high 
pressure burner (HPB), the probe and signal tracer 
beams were vertically displaced from the pump 
beams by about a centimeter. The horizontal 
displacement between the two pump beams as they 
passed through the focusing lens was made as small 
as practically possible (-15 mm) with the equipment 
employed. The horizontal displacement between the 
probe and false signal beams was then fixed to ensure 
that they generated a grating spacing identical with 
that of the pump beams, i.e., phase-matching 
conditions were met. Small adjustments were them 
made to the beam-directing mirrors to ensure that the 
beams maintained their proper horizontal spacing and 
simultaneously passed through the pinhole. 
Once the initial alignment was established, the HPB 
was filled at ambient temperature with either 
pressurized air or CO2. The electrostrictive response 
from this static gas sample was used to optimize the 
TGS signal, and, through signal analysis, was used to 
accurately determine the actual grating spacing. An 
example of such a calibration measurement is shown 
in Figure 10. The index-of-refiaction inside the HPB 
will of course change with changing conditions of 
density and gas composition; however, it can be 
shown with the repetitive use of Snell’s law that the 
grating spacing inside the HPB remains constant. 
(The exact location in space of the overlap may move, 
but the grating spacing remains fixed.) Hence, the 
grating spacing is determined entirely by the 
conditions outside of the test regioQ i.e., it is a 
laboratory controlled constant making thermometry 
feasible in changing environments. 
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Figure 9. Schematic of the TGS optical setnp 
employed. Dnring alignment, 4% of the probe 
beam was picked off and used to trace the path of 
the signal beam. 

, . -  3.2 ' " 8  ' ' : ' ' ' I '  

i 

Figure 10. Nonresonant TGS signal in air. The fit 
to the data was made using a simplied expression 
based on the full theory by varying the grating 

TGS thermometry is achieved by collecting the signal 
in a time-resolved fashion. Analysis of the oscillatoIy 
fkquency of the signal provides a direct measure of 
the local sound speed which can then be related to 
temperature through the followmg equations: 

5padng. 

C 
A 

fe = n S  ,respectively. 

In the above, n = 1 or 2 for thermal or electrostrictive 
signals, respectively, R denotes the gas constant, Tthe 
temperature, y the heat capacity ratio and M the 
molecular mass of the gas mixture. By inverting 
Equation 6 and making use of the definition in 
Equation 7, we can write an expression for the TGS- 
determined temperah, 

The fkquency,fB , is the experimentally measured 
quantity, A is a parameter set by design and R is a 
constant. The ratio of y to M is not measured and 
must be estimated. For a particular fuel and oxidizer 
this is not difficult and can be done using simple 
chemistry considerations. Both y and M are simple 
sums of the corresponding values for the major gas 
mixture components weighted by the relative mole 
fractions and yexhibits a temperature dependence as 
well. The r/M ratio is much more sensitive to 
fluctuations in the temperature than to fluctuations in 
the mole fiactions of the gas mixture. This fact 
makes TGS frequency measurements sensitive to 
local temperah changes and excursions. Empirical 
expressions for the individual values of for each 
combustion gas are found in the literature." To 
estimate the mole fractions of the major species in our 
flame environments we used the output of the CET89 
flame code. For equivalence ratios, 4, greater than 1, 
the major species in the flame zone are found to be 
Nz, CO and H20. Nitrogen accounts for at least 58%6 
of the total number density for 4 > 1. 

Experiments were carried out in a high pressure 
burner (IIW) that consisted of a mild steel pressure 
vessel fitted around a sinbed bronze porous plug 
burner. Three BK-7 windows mounted at 90' to each 
other in the horizontal plane permitted optical access 
for the laser beams as well as direct observation of the 
flat flames generated. The pressure vessel was water 
cooled and fitted with a needle valve on the exhaust 
line that was used to regulate the interior pressure. 
Premixed ethylendair flames were used for thw work. 
We operated the HPB over a pressure range of 1 to 9 
atm using rich fueVair equivalence ratios varying 
&om 1.6 to 2.0. With these rich gas mixtures, we 
generated stable sooty flames that appeared yellow to 
the eye. (At stoichiometric gas conditions this m e  
flame appears light blue.) At equivalence ratios 
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above 2.0, the flames became unstable and lifted off 
of the burner surface. TGS measurements were made 
in the sooting flames using 50 ml of energy split 
between the two pump beams (532 nm) and 500 mW 
of power in the cw probe beam (488 nm). 

We extracted temperatures from the TGS signals for 
comparison with the corrected thermocouple 
measurements. At equivalence ratios of 1.6 and total 
pressures of 8 a b ,  we found a TGS temperature of 
1790 f 175 K and a simultaneous thermocouple 
temperature of 1710 f 75 K. The agreement is quite 
good and we are now investigating ways to minimize 
the experimental uncertainty. Under very heavy 
sooting conditions (equivalence ratio of 2) we found 
that the TGS temperatures were less than the 
thermocouple temperatures. This suggests that soot 
fragments produced during vaporization by the pump 
laser beams may alter the local value of Mly. This 
possibility is being investigated further. These 
experiments successfully demonstrated that TGS 
measurements can be performed in pressurized 
sooting flames using the non-resonant format. Soot 
particles, acting as blackbody absorbers, contribute to 
the thermal grating signal. Additionally, these 
demonstration measurements indicate that 
thermometry is possible with this technique in this 
environment. 

7. CONCLUSIONS 

In this paper, a variety of state-of-the-art holographic 
systems have been reported, including long range 
holography, tomography, resonance and real-time 
holography, and four wave mixing. Holographic 
methods provide powerful aerodynamics tools for 
obtaining quantitative information from flow fields. 
The use of more than one wavelength of light during 
recording and/or the reconstruction process can 
produce a variety of diverse and powerful 
measurement techniques that are unique to the 
holographic approach. 

Automated data reduction has reached an operational 
stage on noise-free interferometry data. Application 
of tomography has become operational with high 
quality interferograms. In the reported tomography 
system 24 distinct, interferograms produced from six 
views are processed automatically then inverted 
tomographically to produce a three dimensional 
density distribution. A computer generated 
interferogram test method has also been developed to 
test the algorithms, anticipate how the actual test data 

should appear, and assist with data interpretion. A 
test of the system on computor generated data similar 
to that expected from ballistic range data shows that 
the system is capable of providing accurate analysis. 
When noise is added to the interferometry data, the 
system operation and results are, of course, not so 
straightforward. 

Resonance holograpic interferometry has been 
established as a method for determining, not only 
refractive index but also, for a species specific 
interferometry. When combined with real-time 
recording the method can provide a quantitative 
determination of the concentration of a specific 
species in a field even when that species is not the 
dominant one. 

Four wave mixing has been presented as a powerful 
tool for determining concentration and temperature of 
species in cases where many of the other methods 
fail, such as high pressure and temperatures. 
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1 SUMMARY 
A digital holographic interferometry technique is 
presented which provides non-intrusive, quantitative 
measurements of the density distribution in a com- 
pressible flow field. Using a pulsed laser, flow fields 
may be essentially frozen, so that a measurement is 
obtained for a whole field a t  a single instant. Thus, 
also unsteady, turbulent flow fields may be studied. 
The technique provides a measurement of the den- 
sity projected along the light path, so that the local 
density may be determined for two-dimensional and 
axisymmetric flows. Even for relatively complicated 
flow fields, quantitative projection data may thus be 
obtained. By sending several probe beams through a 
flow field simultaneously at different angles, also the 
instantaneous three-dimensional density distribution 
in unsteady fields may be obtained using tomographic 
reconstruction techniques. To furthermore gain in- 
sight into the temporal behaviour of turbulent flows, 
also quantitative differential recordings can be made. 
Thus, the technique presented here may be used to  
examine the (instantaneous) three-dimensional struc- 
ture of a density field as well as its fluctuations in time. 
To illustrate the technique, here results are presented 
for the supersonic flow around a re-entry body, for 
an under-expanded free jet flow and for an oscillating 
flow issued by a so-called pipe-collar nozzle. 

2 INTRODUCTION 
The understanding of compressible flow fields is 
greatly enhanced by the simultaneous use of experi- 
mental and computational methods. Due to  the grow- 
ing capabilities in computing power, memory capacity 
and the development of smart schemes and fast solvers 
the computational possibilities have increased tremen- 
dously in the near past. To make these advancements 
beneficial in understanding flow fields the results of 
numerical modelling have to  be compared with exper- 
imental data. In that respect code validation which 
can rely on accurate and reliable quantitative field 
data of various flow fields is an absolute must. Flow 
fields of practical interest are in most cases (if not all) 
three-dimensional and unsteady. Classical flow field 
measuring techniques, e.g. n-hole probes for mean 
values of flow field variables or hot-wire for turbulence 
suffer from the fact that the presence of the probe al- 
ways influences the flow field giving rise to inaccura- 
cies. This drawback of these flow measurement meth- 
ods is usually met by probe calibration which suffices 
as long as space-gradients of the flow variables remain 
small and time-gradients are absent. Another serious 
drawback of probe techniques for generating field data 
is that they are point measurement techniques. To in- 
vestigate a flow field with a certain accuracy a great 
number of locations has to  be ”probed” which can 

be a very time-consuming process. As a consequence, 
probe methods usually suffer from low data-rates and 
are only suited for studying steady flow phenomena. 

Therefore, for the study of turbulent flow fields, 
non-intrusive techniques are preferable which further- 
more cover a whole field a t  once, instead of being 
point-measurements. Flow visualisation techniques 
are important diagnostic tools in experimental high- 
speed flow research as they provide a whole-field image 
of a flow at  a single instant in time. Further the com- 
pressibility effects naturally occurring in high-speed 
flows allow perfectly non-intrusive measurements, free 
of flow disturbance and without the need of flow- 
seeding. Optical techniques based on the deflection 
of light in non-homogeneous density fields (like shad- 
owgraph and schlieren) can visualise gradients in den- 
sity, but only qualitative information can be obtained. 
Interferometry, on the other hand, is based on the 
distortion of the wave front of a (laser) light beam 
by spatial density differences and has the potential to  
yield quantitative information about the absolute flow 
density. 

Digital holographic interferometry is a non- 
intrusive, quantitative technique which provides the 
phase delay of a light beam that has passed a flow 
field with a variable density. The phase delay is di- 
rectly proportional to  the integrated density along the 
light ray. Using this technique a two-dimensional im- 
age of the flow is thus obtained in the form of an 
integrated density field. 

This paper presents the state of the art and capa- 
bilities of holographic and tomographic interferometry 
as developed at  the Laboratory for High Speed Aero- 
dynamics of the Delft University of Technology, to  
study three-dimensional unsteady flow fields in a non- 
intrusive way. Since light that propagates through a 
gas flow does not disturb the fluid properties of the 
gas or its dynamical characteristics, interferometry 
is a truly non-intrusive method in the fluid-dynamic 
sense. Furthermore, interferometry provides data for 
a complete field a t  one instant in time. 

The non-intrusiveness and instantaneous, whole- 
field capabilities of interferometry make this technique 
very attractive for studying unsteady (turbulent) com- 
pressible flow fields, as it captures an instantaneous 
image of the flow. By recording two flow images at  
very short time intervals, a differential image is ob- 
tained from which the changes that occur in unsteady 
flow fields may be studied. 

For studying three-dimensional flow situations to- 
mography is introduced. By taking simultaneously 
multiple images from different directions the three- 
dimensional density distribution in the original field 
may be extracted by tomographic reconstruction. 

The combination of the differential capabilities and 
the tomographic system can capture either the instan- 
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Figure 1: Two-reference-beam , plane-wave holographic interferometer. BSP: 50/50 beamsplitter plate; H :  
holographic plate; L I ,  ..., L3, 156: positive lens, Lq, L5: negative lens; M I ,  ..., M4: 45'-incidence HEL-mirror; 
M5, M,, M8: mirror; M6: 0'-incidence HEL-mirror; PBSC: polarising beamsplitting cube; PZT:  piezo-electric 
transducer; R I ,  Rz: -;&retardation plate; S: mechanical shutter; Wl, WZ: test-section window; SF:  spatial filter. 

taneous structure of a density field or its evolution 
over a short time interval. 

This paper will elucidate the physical principles 
and capabilities of holographic/tomographic interfer- 
ometry to  investigate three-dimensional unsteady den- 
sity fields since they are of importance for transport 
aircraft aerodynamics. Results are given for the super- 
sonic flow around a hemisphere-cylinder-flare body, 
compressible free jet flows and the unsteady flow is- 
suing from a pipe-collar nozzle. The latter case shows 
the possibilities to  study some aspects of turbulence 
in compressible flows. 

3 DIGITAL HOLOGRAPHIC INTERFER- 
OMETRY 

When a light beam traverses a field with an inhomo- 
geneous refractive index it is retarded locally, so that 
the phase of the beam leaving the flow field is changed 
according to the integrated result of the refractive in- 
dices it has encountered. For weak refraction, the light 
may be assumed to  follow straight lines, so that the 
phase delay caused by the field is proportional to a 
projection of the refractive index field, which accord- 
ing to  the Gladstone-Dale relation can be wr itten in 
terms of the density, as [l]: 

where X is the wavelength of the probe beam, p is 
the density distribution, po is the (constant) back- 
ground density field, A 4  is the phase difference b e  
tween a beam passing through the flow field and one 
which only passes the background field and K is the 
Gladstone-Dale constant, which is about 0.225.10-3 
m3/kg for air at a probing wavelength of 694 nm [2]. 
Here 5, y are the projection plane co-ordinates, while 
z is taken to  be the direction of the light path, which 
is perpendicular to  the mean flow direction; the inte- 
gration is evaluated over the width of the flow field. 

To determine the phase delay caused by a flow field, 
the probe beam (object beam) is combined with a 
second, coherent light beam. The interference pattern 
created by these two beams is described by: 

where Ibias is the background intensity, Imod is the 
modulation intensity (contrast) and A 4  is the phase 
difference between the interfering beams. 

In classical interferometry the two interfering 
beams propagate along different paths. For the study 

of flows generated in a wind tunnel, this means that 
the object beam will pass the test-section including 
the windows of the tunnel while the second beam by- 
passes this. As a consequence the resulting 2-D inter- 
ferogram is contaminated by information from the op- 
tical setup (e.g. windows, mirrors). In a holographic 
interferometer these contaminations are avoided by 
using a hologram on which at least one of the interfer- 
ing beams is stored using a so-called reference beam, 
so that the same light path can be used for both the 
disturbed and the undisturbed flow field. In digital 
holographic interferometry (DHI) the resulting inter- 
ference patterns are recorded and digitised by a CCD 
camera and stored in computer memory for further 
processing. 

Using phase-stepping the phase difference can be 
determined on an interval 0 5 A 4  < 2ir for each pixel 
in the projection plane [3]. Next, phase-unwrapping 
is applied to  remove all 2ir ambi uities so that the 
continuous phase map is obtainedf41. 

1 a plane-wave holographic interferome- 
ter with two reference beams, which may be placed 
over the test section of a wind tunnel, is shown. A 
ruby pulse laser (Lumonics, HLS1, wavelength 693.4 
nm) is used to create a plane wave object beam which 
passes through the flow field and two collimated ref- 
erence beams. A flow situation is captured by storing 
the object beam on a holographic plate using one of 
the reference beams while the other one is blocked 
by a mechanical shutter. The laser provides pulses 
of either 30 ns or 0.5 ms, so that the flow-field data 
is essentially frozen. Using the two reference beams, 
two flow situations can thus be recorded producing a 
double-exposure hologram. After recording, the holo- 
graphic plate is taken out for developing and bleaching 
and then put back again in its original position. To 
minimize errors caused by misplacement of the holo- 
graphic plate in its holder after photographic process- 
ing, only a small angle (approximately 0.5 degrees) 
is applied between the two reference beams. In the 
reconstruction stage the plate is illuminated through 
the reference paths with a continuous wave HeNe laser 
(wavelength 632.8 nm) that is aligned to  the ruby 
laser. Each reference beam reconstructs the object 
beam that it recorded, so that by using both refer- 
ence paths, two object beams are reconstructed that 
will produce an interference pattern. However, be- 
cause the angle between the reference beams is only 
small, undesirable cross-reconstructions overlap the 
valid reconstructions. Because of the angle between 
the two reference beams, however, the propagation di- 
rections of the cross-reconstructions differ from that of 

In Fig. 

I 
'I 
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(a) Experiment (unreliable pixels depicted in black) (b) Computation 

Figure 3: Phase maps modulo 2?r for supersonic flow around blunt cylinder-flare model. M ,  = 2.95, (2 = 20°, pm 
= 0.70 kg/m3. interval range: X or 20.5 g/m3. 

the valid reconstructions of the object beams, making 
it possible to  remove the cross-reconstructions using 
a spatial filter (diaphragm), which is placed in the 
Fourier plane of the imaging lens system (Fig. 1) [SI. 

Thus, specklefree, planewave interferograms are 

........ ......... .. m 46% 

Figure 2: Reentry model geometry 

generated. T i t  fringes which are due to  the differ- 
ence in recording and reconstructing wavelength may 
be removed by slightly tilting mirror Ma, or alterna- 
tively, in case of a homogeneous background field, by 
subtracting a linear pattern which is caused solely by 
the wavelength difference. By translating one of the 
mirrors in one reference path (in this case M7, which 
is mounted on a piezo-electric transducer), a control- 
lable extra phasedifference is introduced in the inter- 
ferogram. In the technique used here four of these 
so-called phasestepped interferograms are generated, 
which are digitally stored and processed. From these 
four interferograms the phasedelay is calculated as a 
2-D phase map, which contains information about the 
flow-field density avera ed over the light path using 
the method of Car16 [I$ In the reconstruction stage 
the CCD-camera is focused at the symmetry plane 
of the flow, as for axisymmetric flows this has been 
shown to minimise refraction problems Thus, for 
two-dimensional and axisymmetric flow AT e ds the den- 
sity can be determined at each point in the flow. 

Several flow fields were studied this way, e.g. shock- 
wave boundary-layer interaction [SI, Mach 3 flow 

around a cone [9] and around an axisymmetric r e  
entry model a t  several angles of incidence [lo]. This 
latter flow will be discussed in the next section. 

4 REENTRY FLOW 
The high supersonic flow around a generic reentry 
body (hemispherical-nosecylinder with conical flare 
as shown in Fig. 2), at incidence has been investigated 
both using DHI and numerically. The flow around this 
model is challenging for this measurement technique, 
as the flow contains turbulent, 3-D areas and strong 
curved shocks. The experiments were performed in 
the test section of 15 x 15 cm2 (width x height) of a 
blow down wind tunnel. The tunnel is equipped with 
a symmetrical nozzle, generating a supersonic flow at 
a Mach number of 2.95 in the test section area. In the 
interferometric experiments described here the free 
stream density, p,, was 0.7 kg/m3 and the Reynolds 
number 2 xlO', based on the free stream velocity and 
the length of the model. 

In order to study only the effect of the model on 
the flow and not e.g. wind tunnel wall effects, the flow 
around the model has to  be compared to  the uudis- 
turbed flow at the same conditions (which will have 
simiiar wind tunnel wall effects), rather than to  a 'no- 
flow' situation. To achieve this the wind tunnel is 
started with the model in the field of view. With mir- 
ror Ms unblocked and M7 blocked the ruby laser is 
fired once to  record the 'model flow'. Subsequently a 
recording of the 'undisturbed flow' is made, after bav- 
ing retracted the model out of the field of view, firing 
the laser for the second time with Ms blocked and M7 
unblocked. 

The experimental D M  results are compared with 
inviscid flow calculations obtained by a 3-D Euler code 
based on finitevolume discretization [ll, 121. For this 
the 5 D  numerical results are integrated to obtain a 
2-D projection of the integrated density distribution 
to  enable a pixel-wise comparison with the interferw 
metric data. In Fig. 3 the results of both techniques 
are shown for a free stream flow at M ,  = 2.95 with 
the model at an angle of attack of a = 20". Both are 

L 



shown in the form of a phase map, where the phase 
increases in cycles from black through grey to white; 
the integrated density is constant along each line of 
constant grey-scale value. In some areas, mostly near 
shock waves, the fringes are too closely packed, for 
separate fringes to be discerned. This is due t o  high 
density gradients. These areas do not satisfy the 
Nyquist criterion, which requires a t  least two pixels 
per fringe t o  be sampled. Therefore, these areas will 
not supply any reliable information and therefore have 
to be circumvented in the phase-unwrapping process 
to obtain the continuous phase map, and thus the in- 
tegrated density field. Such areas are indicated in the 
phase map of Fig. 3a. as black regions (not to be 
confused with the black lines in the phase pattern). 

A comparison of the results shows that the vis- 
cous areas are captured very well by interferometry, 
whereas they are not by the numerical code. Flow sep- 
aration at  the leeward side occurs just downstream of 
the nose and shows up clearly in the interferometric re- 
sults as a distortion of the lines of constant integrated 
density. Downstream of the windward unreliable area, 
some influences of the shock-shock interaction show 
nD. in the exDerimental as well as the comDutationa1 
p h k e  maps.. 

In general, outside the unreliable (black) regions in 
the experimental phase map and the regions strongly 
affected by viscous effects, agreement between results 
is found t o  be very good as may be seen from Fig. 
4, where the unwrapped phase along a vertical line 
through the cylindrical part of the model (indicated in 
the small inserted figure) is plotted. The experimental 

Figure 4: Unwrapped phase along vertical line, M ,  = 
2.95, a = 20’ 

phase distribution has been shifted 2?r radians with 
respect to the numerical continuous phases, in order 
t o  make a comparison of the interesting flow regions. 
This shift is necessary, since the phase unwrapping 
in the experimental results fails a t  the shock due to 
the closely packed fringes. For the computations no 
phase unwrapping is necessary, since the phase angle 
4 is a direct result of the simulation process rather 
than the phase modulo 2n. The experimental and 
computational phase distribution agree rather well in 
the regions which are enclosed by the model and the 
shock. On the leeward side, the difference is probably 
caused by the separation shock. Thus, the methods 
are found to be complementary in some areas (strong 
discontinuities, viscous effects). 

These experiments show that digital holographic 
interferometry is well-suited for obtaining projection 
data for complicated density fields in relatively steady 
high-speed flows. However, from the projection data, 
the local density distribution may only be derived for 
two-dimensional or axisymmetric fields. As most flow 
fields, and especially turbulent ones, are of a truly 

Figure 5: Projection-imaging geometry 

threedimensional nature, to study these flows a tech- 
nique is needed which can give spatially resolved data. 

5 TOMOGRAPHY 
The purpose of optical tomography is to obtain 3- 
D measurements of a scalar quantity from a set of 
projections like those obtained in compressible flow 
interferometry. When projections are obtained from 
several viewing angles the integrals may be inverted 
to obtain the original scalar density distribution. To 
solve the problem of finding the original distribution 
(the ‘source’), the three-dimensional field is usually 
thought of as being subdivided into a set of parallel 
planes. Each plane then represents a two-dimensional 
source field. Using tomographic reconstruction a 2-D 
cross-sectional image (ropoc = slice) of a source func- 
tion, f ( z , t ) ,  is obtained from its projections, where 
here we assume that slices are taken at constant values 
of y.  These projections are described by the Radon 
transform R(t,B) [13, 141: 

R(t,0) = 
J f(z, z)6(z - t cos0 - s s i n 0 , r  - scosB + tsin0)ds 

which in the case of interferometry represents the 
modified phase of a light beam. Here 6 is the Dirac 
delta-function, t is the transverse ceordinate, B is the 
viewing angle and s is the co-ordinate along the ray 
path (see Fig. 5 ) .  By inverting this equation the re- 
fractive index distribution and hence the density in 
the investigated plane can be found. By stacking the 
reconstructed slices for all parallel planes, the three- 
dimensional density distribution is obtained. 

For continuously sampled data, R can be inverted 
directly to obtain the source function. However, for 
data sampled discretely in a limited number of views, 
the results will be contaminated by reconstruction 
artefacts. 

In general there are two strategies for reconstruct- 
ing a 3-D ima e from its projections: analytical inver- 
sion (e.g. [13fJ and iterative al ebraic methods (e.g. 
ART, SIRT, MART) 115, 16, 17f The iterative meth- 
ods are well-suited for including Q priori knowledge 
and for cases where the angle of sight is limited. 

Unsteady fluid dynamics problems require that all 
tomographic data must be obtained at a single in- 
stant in time, so all views have t o  be recorded simul- 
taneously. Also, for practical reasons, the number of 
views has to be minimised, in order t o  reduce the size 
and cost of the data acquisition system and the time 
needed to process the experimental data. Further- 
more, the range of available viewing angles is often 
restricted because of geometric constraints like the 
presence of wind tunnel walls. Therefore, algebraic 
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test field 

Figure 6 Tomographic part of interferometry set-up, which produces 9 beams t h a t  pass a test area 
a circle). On the right the illumination-regions on the holographic plate are shown. 

techniques seem to be best qualified for fluid dynam- 
iw studies and here only tbese iterative techniques 
have been considered. 

5.1 Tomographic In t e r f e romet ry  
To be able to  study three-dimensional flows a 
pulsed, phase-shifted, holographic interferometric to- 
mograpluc set-up has been developed which is based 
on the  two-reference beam interferometer of Fig. 1. 
For this, the set-up was extended to  provide simulta- 
neous multidirectional views (Fig. 6) [18]. 

After illuminating and developing the holographic 
plate, each view is imaged separately by the CCD 
camera, which is focused at the centre plane of the 
flow for all views. The phase maps that are calcu- 
lated for each viewing direction using phase-stepping 
are then used for tomographic reconstruction of the 
recorded field. 

Since each object beam has a different path length 
between lenses L1 and Ll, however, the object dis- 
tance chan es in each view, which causes a variation in 
the m a g d c a t i o n  between different projections. This 
needs to  be corrected in the data processing. Further- 
more, prior to  reconstructing the P D  field all views 
have t o  be aligned properly, so that  the correct (pro- 
jected) pixels are compared. Finally, the corrected 
projections can then be used to obtain the density field 
using tomographic reconstruction techniques. Here 
a Fourier-Bessel method, combined with a conjugate 
gradient technique is used to  obtain the reconstruc- 
tions. This technique is discussed in two papers by 
Watt (19, 201. There are two advantages t o  this ex- 
pansion when compared to  reconstructions on a square 
grid. First, since the radial and angular components 
are represented by separate (but coupled) harmonic 
expansions, it is easier to match the reconstruction 
geometry to  the sampling of the viewing geometry. 
Second, this expansion easily accommodates densities 
above and below the ambient, which is common in 
compressible flows. 

The set-up has been used to  measure the density 
fields of several underexpanded compressible free jet 
flows [MI. As an example, in Fig. 7 two iso-density 
surfaces are shown for the underexpanded jet flow 
from a straight pipe generated at a total pressure of 3 
bar. The overall shape of the jet is seen to  be round, 
which is shown clearly in Fig. 7 a. In the areas on ei- 
ther side of the compression regions, the jet is basically 
round with bulges 'sticking out' and a low-density area 

ihown iere as 

in the en t re .  These bulges represent regions of locally 
high density that connect the compression regions (see 
also Fig. 7 b.). Proceeding downstream, these bulges 
change shape resulting in a somewhat sinuous shape 
for the outer envelope. 

5.2 Double-Pulse In te r f e romet ry  for Un- 

Thus, the three-dimensional instantaneous density 
field may be determined. As the laser provides very 
short pulses, also unsteady, turbulent flow fields may 
be investigated using this technique. Furthermore, 
the Q-switched ruby laser is capable of generating 
two 30 ns pulses at a timeinterval that  is adjustable 
between 1 and 800 p. Thus, differential measure- 
ments at time scales relevant for turbulence may be 
obtained. However, to  get quantitative data for the 
phase differences from differential interferograms the 
two situations need to  be recorded by separate refer- 
ence beams, so that phase stepping can be used to  
analyse the interferograms. For this specific purpose, 
some adjustments were made t o  the set-up. To use 
separate reference beams for each pulse, switching be- 
tween paths has to  be accomplished within a microsec- 
ond. To meet this fast-switching demand the system 
is equipped with an electro-optic switch [Zl]. Both the 
double exposure and doublepulsed interferograms are 
processed using phasestepping techniques. 

The complete double-pulsed tomographic system 
can capture either the instantaneous structure of a 
density field or its evolution over a short time inter- 
val. The system is used t o  illuminate both the instan- 
taneous structure of a compressible flow and provide 
insight into the relevant time scales of the flow. Thus 
coherent density structures may be studied. To inves- 
tigate these possibilities, the oscillatory jet flow emit- 
ted from a so-called pipe-collar nozzle [22] is studied, 
providing an attractive environment to  determine the 
possibilities of the doublepulsed tomographic inter- 
ferometry technique. 

5.3 Pipe-Collar Flow 
The pipecollar flow is generated by a simple geom- 
etry consisting of a pipe with a collar a t  its a i t  so 
that the diameter of the duct is suddenly increased, 
as is shown in Fig. 8. This set-up forms a so-called 
"whistler nozzle", which is being used to  generate a 
transient, compressible flow field that has been well 

steady Flows 
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(a) Compression regions, density level: 0.48 kg/m3 with 
respect to ambient 

(b) Columns connecting compression regions. density level: 
0.32 kg/m3 with mpecl to ambient 

Figure 7 Two iswdensity surfaces, emphasizing different flow features of an  underexpanded compressiblefree-jet flow 
immediately behind the nozzle exit. Flow direction: topdown. settling chamber pressure: 3 bar, inner pipediameter 
d = 6.5 mm. volume: 20.4 x 20.4 x 20.5 mm3. 

U 
Figure 8: Pipe-collar nozzle configuration. A separate collar can be p u t  over the pipe connected to the settling 
chamber. The effective length of the collar, L,. can be adjusted by sliding the collar over the pipe. 

documented by Selerowicz et al. 1221. The abrupt step 
may induce oscillations (and thus large-scale fluctuac 
tions) at well-defined frequencies in the jet flow that 
leaves the nozzle. 

The flow generator that is used here is designed to 
produce a flow with features that are observable in 
the operating range of the tomographic double-pulsed 
system (i.e. a frequency range within lo6 - 1250 Hz). 

This configuration generates a flow field that has a 
more or less axisymmetric mean structure, so as not 
to deviate too strongly from earlier tomographic tests 
shown in Fig. 7, but also contains a well-defined, regu- 
lar unsteady density pattern to investigate the appear- 
ance of these patterns in differentid measurements. 

A high pressure line supplies a small settling cham- 
ber (inner diameter 35 mm); the chamber outlet con- 
tracts smoothly into a round tube 6.50 mm in diame- 
ter and 60 mm long. At the exit of the pipe, a collar 
with adjustable length is fitted, with a inner diameter 
of 9.9 mm. Thus, the flow leaving the pipe experi- 
ences a step-height of 1.7 mm. The settling chamber 
pressure is measured and taken as the flow stagnation 
pressure. 

As an example, here a jet flow generated at a set- 
tling chamber pressure of 1.9 bar and a collar length of 
7.2 mm is studied. This configuration results in an os- 
cillating jet flow, producing a clearly audible screech- 

ing sound. Using a Fast Fourier Analyser (Briiel and 
Kjaer Narrow Band Spectrum Analyser, Type 2031), 
the dominant frequencies in this flow are measured to 
be 6550 Hz and 13100 Hz, i.e. the base frequency is 
6550 Hz. Thus, the oscillation time is 152.67 ps. In 
Fig. 9 a reconstructed iso-density surface is shown, 
as seen from different angles. The overall shape of 
the jet is seen to be wavy. The oscillation appears 
to take place only in one plane which can be seen by 
comparing Fig. 9 a. and b. which show orthogonal 
views of the iso-density surface at 0.15 kg/m3. In Fig. 
10 two is0 surfaces are shown representing surfaces of 
constant density dfiereuce. These are obtained from 
a differential recording at  a time interval of 38 ps,  
which is about a quarter of the oscillation time. From 
this image it can be deduced that the high density re- 
gions move downstream and rotate 90 degrees about 
the center [23]. 

The images produced show clearly that the jet den- 
sity field has an instantaneous sinuous structure; that 
is that regions of constant density seem to be oscillat- 
ing in a single plane rather that in a spiral or other 
pattern f4 ,  221. However,the differential reconstruc- 
tions in icate that this sinuous pattern is rotating 
about the jet axis at the acoustic frequency of the 
jet. The combination of these images provides a per- 
spective of the dynamics of these jets that  could not 
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(a) wavy pattern (b) In-plane oscillation 

Figure 9: Two orthogonal views of a single iso-density surface at a density of 0.15 kg/m3 with respect to ambient, 
showing the flow to be oscillating in one plane. Flow direction: topdown. Volume: 17 x17 x 16.9 mm3 starting 
immediately below the collar exit. L, = 7.2 mm. ps = 1.9 bar, inner diameter pipe d = 6.5 mm, inner diameter 
collar D = 9.9 mm 

be achieved in another way. The implications of these 
aspects of the flow on the local jet dynamics is still a 
matter of discussion. 

6 CONCLUSIONS 
The experiment demonstrates the utility of interfer- 
ometric tomography for probing the instantaneous 
structure of unsteady high speed flow. A compact ge- 
ometry with a relatively small number of views using 
a single hologram is combined with circular harmonic 
reconstructions to  produce very well defined images. 

Most importantly, it is shown that the holographic 
tomographic technique can provide information which 
cannot be obtained using conventional techniques, il- 
luminating the instantaneous behaviour of unsteady 
flows. 

In summary: a novel measurement technique is pre- 
sented that enables the quantitative determination of 
the spatial density distribution in compressible flow 
fields at one instant in time or its evolution over a 
short timeinterval. In this way the method competes 
with others developed to  get increased accuracy and 
high data rates. 

Figure 10 Isc-density-difference surfaces showing struc- 
tures present in the flow. The bright regions represent a 
density difference of 0.14 kg/m3 and the darker regions 
represent a density difference of -0.14 kg/m3. Flow di- 
rection: top-down. p, = 1.9 bar, L, = 7.2 mm,  d = 6.5 
mm,  D = 9.9 mm, AT = 38 ps, volume 17 x17 x 16.88 
mm3, starting 5.06 mm from the nozzle exit. 
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1. S U M M A R Y  

The development of a high-speed, phase-locked, real- 
time, point diffraction interferometry system for quan- 
titative imaging unsteady separated flows is described. 
The system enables recording of up to 224 interfer- 
ograms of the dynamic stall flow over an oscillating 
airfoil using a drum camera at rates of up to 40 KHz 
controlled by custom designed electronic interlocking 
circuitry. Several thousand interferograms of the flow 
have been obtained using this system. A comprehen- 
sive image analysis package has been developed for 
automatic processing of this large number of images. 
The software has been specifically tuned to address the 
special characteristics of airfoil flow interferograms. 
Examples of images obtained using the standard and 
the high-speed interferometry techniques are presented 
along with a demonstration of the image processing 
routine's ability to resolve the fine details present in 
these images. 

2. I N T R O D U C T I O N  

Dynamic stall has limited the flight envelope of heli- 
copters for many years. The problem has been stnd- 
ied both in the laboratory and in flight, employing 
complex surface measurement techniques such as pres- 
sure transducers or skin friction gauges. To properly 
understand the complex physics associated with dy- 
namic stall both surface and off-surface measurements 
are needed simultaneously. Quantitative visualization 
of the flow field during compressible conditions can be 
used in such cases, but in the past this has been pos- 
sible only through carefully aligned and meticulously 
reconstructed holographic interferometry. 

L IST  OF S Y M B O L S  

pressure coefficient 
airfoil chord 
frequency of oscillation, Hz 
reduced frequency = fi U, 
image intensity 
freestream Mach number 
freestream velocity 
chordwise and vertical distance 
angle of attack 
mean angle of attack 
amplitude of oscillation 
fringe nnmber 
density 
density at atmospheric conditions 
density at reference conditions 

Mailing Address: M.S. 260-1, N A S A  Ames  Research Center, Moffett Field, C A  94035, U.S.A. 

As part of a long-range effort focused on exploring 
the physics of compressible dynamic stall, a research 
wind tunnel was developed at NASA Ames Research 
Center(ARC) which permits visual access to the full 
flow field surrounding an oscillating airfoil during com- 
pressible dynamic stall (Ref. 1). Initially, a s t r o b  
scopic schlieren technique was used for visualization 
of the stall process (Ref. 2), hut the primary research 
tool has been the real-time, self-aligning technique of 
Point Diffraction Interferometry(PDI), which has been 
carefully optimized for use in this project (Ref. 2,3). 
PDI is a robust, self-aligning interferometry technique. 
It uses conventional schlieren optical components and 
is immune to the problems that generally limit the a p  
plication of other interferometers. Using PDI, both 
global and surface flow features can he simultaneously 
documented. It has been shown in Ref. 2 that dy- 
namic stall onset occurs over a very narrow angle of 
attack range (O(0.5) deg), a t  instantaneousangles of 
attack when the airfoil pitch rate is maximum, dnr- 
ing which a large leading edge vortex forms and grows 
rapidly from a fully attached flow. Further, hysteresis 
results in cycle-twcycle variation of stall onset which 
smears the data if acquired by conventional ensemble 
averaging. Thus, it is required that the flow devel- 
opments be captured in just one pitch-up cycle which 
places extraordinary demands on the data acquisition 

Paper presented at the AGARD FDP Symposium on "Advaneed Aerodynamic Measurement Technology", 
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methods. Since the pitch rate could be as large as 4000 
deg/sec and the data is needed at a very high resolu- 
tion to document the details of dynamic stall evolu- 
tion, extremely rapid real-time imaging rates (0 20 

techniques are not applicable here. 

The recording of the rapid flow changes also requires 
freezing the flow events during data acquisition. This 
implies sampling times of less than a microsecond for 
the present study. The energy output of even the most 
powerful laboratory laser is generally Less than 200 pJ 
for repetitively pulsed conditions. Imaging at such a 
low light level restricts the choice of recording sys- 
t e m  to photographic film since even high speed videos 
presently do not have a satisfactory response at these 
low light levels. Trials showed that such system re- 
sponded randomly to individual photons of light rather 
than to light a c r w  the whole field of view. 
One of the most valuable aspects of PDI is the fact 
that interferograms can be produced in real-time on a 
continuous basis through the use of a rapidly-pulsed 
laser. Pulsing at rates of up to 40 KHz and record- 
ing with high-speed film camera produces interferw 
grama at a sufficient resolution (both in space and 
time) to analyse the rapidly developing unsteady dy- 
namic stall field. In the present experiments, this has 
been achieved through the use of a hi h speed drum 
camera combined with custom designecfeiectronic cir- 
cuitry. Interferogram sequences of dynamic stall devel- 
opment during a single oscillation cycle of the airfoil 
have been recorded at rates of up to 20 KHz. A de- 
tailed analysis of the effects of pitch rate, Mach num- 
ber, Reynolds number, amplitude of oscillation, and 
other parameters on the dynamicstall process has thus 
become possible. 
The present research has also focused on quantitative 
determination of the fluid physics of the compress- 
ible dynamic stall flow field, including the gradients of 
pressure in space and time from these interferograms. 
The development of image analysis techniques specific 
to PDI interferograms obtained here is a major effort 
in this quantitative evaluation. Instantaneous pressure 
distributions can now be obtained semi-automatically 
making practical the analysis of the thousands of in- 
terferograms that are produced in this research. 

3. D E S C R I P T I O N  O F  THE FACILITY A N D  
M E A S U R E M E N T  T E C H N I Q U E  

3.1. The Compressible Dynamic  Stal l  Facility 

The experimental studies were carried out in the Com- 
pressible Dynamic Stall Facility(CDSF) of the ARC 
Fluid Mechanics Laboratory. The CDSF is an indraft 
wind tunnel with a 10 in x 14 in test section and is 
equipped with a drive for producing a sinusoidal vari- 
ation of the airfoil angle of attack. The tunnel Mach 
number is controlled by a choked, variable-area, down- 
stream throat in the range of 0.1 < M < 0.5. The flow 
is produced by a 6MW, 240,000 CFM continuously 
running evacuation compressor. The airfoil mean an- 
gle of attack can he set to 0 < a < 15', the amplitude 
of oscillation to  2' 5 a1 < lo', and the oscillation 
frequency to 0 < f 5 100Hz. In the CDSF a %inch 

KHz)) become necessary. It is clear that holograp 63 c 

chord NACA 0012 airfoil is supported by pins between 
two 6 in diameter oDtical dass win( ws. This uniaue 

c d  a c w  to  ihe 
ion using nonin- 
kats on a &inch 
iorts, with glass 
0% chord of the 
I number effects 
number. Block- 

mounting method piovideadirect OF 
airfoil snrface permitting flow explor 
trnsive diagnostic techniques, Fig. 1 
chord airfoil mounted between meta 
inserts for optical access to the first 
airfoil are used to establish Reynol 
produced at a given freestream Mac 
age effects due to the larger airfoil are small around 
dynamic stall onset angles of attack. (The correction 
to pressures is less than 5% a t  01 = 10 deg.) Encoders 
on the drive system record the mean and instantaneous 
angles of attack. The encoder signals are processed in 
a custom built interface known as the Oscillating Air- 
foil Position Interface(OAP1) which is also used for 
conditional sampling and phase locking. 

3.2. Descript ion of the PDI Technique 

3.2.A. The Interferometry System 

As stated earlier, the experimental studies used the 
real-time technique of point diffraction interferometry. 
PDI provides detailed, instantaneous and quantitative 
flow-field-density information, from which both sur- 
face and global pressure distributions can be derived. 
The PDI optical arrangement is similar to that of a 
schlieren system, hut, as shown in Fig. 2, a laser light 
source is used with a beam expander to fill the entire 
field of view (determined by the tunnel windows) and 
a point diffractor (pin-hole) replaces the knife edge. 
The optics are aligned in the standard 2-type config- 
uration to  minimize astigmatism. Imaging optics are 
set up further downstream along the beam path for 
recording the flow. 

The technique uses one sin le paas of the laser beam 
through the test section andi depends upon the ability 
of apin-hole created in-situ in a semi-transparent plate 
to produce the reference beam. Creation of the pin- 
hole requires focusing the laser beam on the plate and 
exposing the plate emulsion to a very high level of laser 
energy with n d l o w  in the tunnel. As the photographic 
emulsion burns away, a clear spot (pin-hole) appears 
on the plate. With the flow-on, light phase shifted by 
the flow density changes signal beam) passes around 

on a continu- 
ous basis in real-time. The portion of the beam passing 
through the pin-hole becomes the reference beam due 
to the spatial filtering characteristics of the pin-hole. 
The technique has now evolved considerably and sev- 
eral hundred interferograms can be obtained in a day's 
work. 

3.2.B. Details of the High-speed Camera, Laser Con- 
trol and Recording Technique 

A Qunatronix Series 100 CW pumped Nd:YAG laser, 
capable of operating from D L to 50 KHz was used in 
the experiments. It could be externally triggered with- 
out any detectable delay at all rates. The pulse dura- 
tion and the energy output varied nonlinearly from 85 
ns and 140 pJ at 500 Hz, 420 ns and 25 fiJ at 40 KHz 
and 100 ns and 11 pJ a t  50 KHz. At the rates used for 
the high-speed interferometry experiments being re- 

this spot to produce inte L' erence fringes ' 
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is normally generated when the laser is pulsed after a 
short lapse time. In order to prevent theae pulses from 
exposing the film and for safety reasom, a solenoid ac- 
tuated laser shutter was set up in front of the laser. A 
hand switch was used to  initiate the controlled laser 
pulsing sequence, which in schematically described in 
Fig. 4. The corresponding timing sequence is shown 
in Fig. 5. After the switch was pressed, the circuitry 
was activated by an event pulse from the OAP1 corre- 
sponding to the manually preselected angle of attack 
which in turn triggered the laser safety shutter. The 
laser pulsiig circuit was then inhibited for 1 1 msec) 

enabled at the expiration of the delay and was actu- 
ally triggered from the next camera pulse, at which 
time the encoder was latched and recorded in a 512 
word firstin-first-out(FIF0) buffer. During this short 
elapsed time, the laser built up sufficient charge to 
cause the first pulse to  be a "small" giant-pulse, which 
over-exposed the first frame. This frame served to 
identify the first image on the film strip; thus, it was 
possible to accurately match the interferogram images 
m t h  the phase angle of motion and to correlate the 
values in the FIFO buffer. A frame counter, started a t  
the first laser-pulse event inhibited the laser after 200 
laser pulses. Each film strip can record a maximum 
of 224 images. Following the completion of the imag- 
ing, the shutter was closed and the laser returned to  
the constant 40 KHz external triggering. The camera 
alignment was verified by taking test sequences on a 
Polapan ASA 125 film; the data was obtained on the 
higher rewlution T-MAX 400 film. 

3.2.0. Determination of Pressure Coefficients from 
Fringe Number 

The quantitative nature of the interferogram allowed 
derivation of the pressure distribution over the airfoil 
when the flow was attached. The interferograms were 
processed in a manual mode using a specially devel- 
oped software padrage. The program read a digitized 
(256 gray level) interferogram on an IRIS Work Station 
and over-layed an airfoil using the registration markers 
on the images. The intersection of the fringes with the 
airfoil upper and lower surfaces (or the local boundary 
layer edge, when detectable) were interactively picked 
by the user. Since each fringe is a line of constant 
density, the corresponding pressure at the boundary 
layer edge could be calculated using isentropic flow re- 
lations. This pressure was then used as the surface 
pressure, under the boundary layer assumptions. The 
density along any fringe could be calculated from the 
Gladstone - Dale equation, which for the present wind 
tunnel and laser simplifies to 

until the laser shutter fully opened. 4 -  he laser was 

ported, the corresponding numbers were: 140 118 and 
65 pJ at 10 KHz and 240 ns and 17 IrJ a t  20 KHe, at 
nearly full current settings. The energy density in the 
laser light pulse at the 10 KHz rate was adequate to  
give proper exposure on ASA 100 T-MAX film; ASA 
400 film was necessary at 20 KHz. 
A variable speed Cordin drum camera (DYNAFAX 
Model 350) was wed for image recording. A rotating 
&faceted mirror in the camera reflected the incoming 
light beam onto film rotating in the same direction in 
the camera drum. Effective shutter times of 1.35 psec 
could be achieved at the 40 KHz framing rate. At 20 
KHz, this time was 2.7 psec. The camera recorded 
two rows of 16 mm images on a 35 mm film strip, with 
suceessive exposures recorded alternately in each row, 
hut displaced by 16 frames. A maximumof 224 frames 
could be recorded at any framing speed. 

The laser was triggered by TTL pulses emitted by CUB- 
tom designed and built (in-house) circuitry installed 
on the camera. An infrared (IR emtter/detector was 

in Fig. 3) to detect reflections from the mirror facets 
as they passed. The selected film was not sensitive to  
the 940nm IR wavelength. Each mirror facet detection 
produced two pulses using fast r k t i m e  1 m c )  photo 

delayed from the time of the IR detection pulse. The 
time delays were calibrated so that the mirror facet 
was aligned with the image frame at the time of each 
laser pulse. Two photo diodes were placed in the cam- 
era, one at the frame position in each film track for cal- 
ibrating the time delays, then removed for operation. 
The tuning procedure involved adjusting two delay 
times with the camera running: 2'1, the delay between 
detecting a mirror facet and emitting the first TTL 
pulse the trigger pulse to the laser and for data col- 
lection \ and 2'2, the time between the two TTL pulses 
(the time between frames). The delay times 2'1 and T2 
were adjusted to maximize the laser light detected by 
the frame photo detectors. Once tuning was properly 
completed, the photo detectors were moved from the 
field of view to permit laser light to reach the film 
plane. The short effective shutter times (of 1.35 psec 
at the maxjmnm camera speed) and the high framing 
speeds required a careful design of the electronic SYS- 
tern that included schemes for proper attenuation of 
noise. 
The lenses in the PDI imagingoptics could be adjusted 
to produce a focused image of the flow area at the film 
plane of the camera. Aligning the camera along the 
optical axis of the interferometry system required very 
accurate adjustment. 

3.2.C. Operation 

installed in the camera (out o f t  I, e hght .' path as shown 

diodes to ensure adequate signal level. T h e pulses were 

The interframe pulse delay was tuned to the desired 
rate and the actual rate of the camera was measured 
using a frequency counter. Several interferogram 8e- 
quences were then obtained at 11.56 KHz and 19.62 
KHz for varying initial phase angles. In order to m+- 
tain a consistent pulse energy level, the laser was trig- 
ered by an external pulse train at a 40 KHz rate be- 

fore the images were acquired. This was necessary 
to protect the laser crystal from the giant pulse that 

p - p7 = 0.0094216 

where E, the fringe number, is 0, fl, ;t2 ,... for the 
bright fringes and f$ ,&f,  f!,... for the dark fringes. 
Fringes from the free stream to the stagnation point 
have positive values. The corresponding C, values 
were then computed from the relation 
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In the end, the program provided an output data file 
containing the various physical variables, in a format 
suitable for plotting. Typical processing time was 
ahout 3 - 5 minutes er image. In cases where the 

user could go into the 'off-body' mode and pick fringes 
along a line parallel to  and away from the airfoil sur- 
face where the fringes are farther apart. For this pur- 
pose, an option tosuperpose two larger airfoilsover the 
imageon the screen was provided. The fringe intersec- 
tions on the larger airfoils were then suitably projected 
on to the airfoil surface. At angles of attack near the 
dynamic stall angle, the fringes near the leading edge 
region were very dense reflecting the large local density 
gradients. Further, in this region, optical noise intro- 
duced by the shadowgraph effect generally lowered the 
contrast, making it a location where the off-body mode 
needed to be invoked. 
In the present study the entropy change in the vor- 
tical flow was ignored (for lack of a better method). 
Interferograms with shocks have not been proceeaed 
for pressures because of this limitation. 

fringe density was hig g or the fringes were fuzzy, the 

3.3. Details of Image Processing 

Aside from these manual procedures, a program was 
also developed for automatic analysis of the interfer- 
ograms. A number of digital filters and image en- 
hancement procedures are available. The operator is 
required to  register the image (thus masking the air- 
foil and establishing a coordinate system), choose the 
filtering and/or enhancement methods, and mark re- 
gions of the image for special treatment. Fringe cen- 
terlines are automatically traced with processing times 
approximately one quarter that of fully-manual pro- 
cessing, and operator bias (a potential source of error 
in the tracing of fringes) is eliminated. 
Full automation of image processing requires software 
capable of addressing the special characteristics of 
these images, such as variations in lighting and con- 
trast across an image that are inherent to the tech- 
niqne, an occasional broken (or split) fringe, the high 
fringe density near the suction peak (as many as 50 
friges/mm d o n  the airfoil surface), presence of 
shocks, etc. Fnfl details of the image processing 
method, e.g. image filtering, fringe centerline detec- 
tion, fringe identification, etc., can be found in Ref. 5. 
The flow chart shown in Fig. 6 illustrates the typical 
processing procedure. The need for the spin filter, an 
intensity gradient aligned spatial filter (Ref. 7 ) ,  de- 
pends on the quality of the original image. Filtering 
and/or contrast enhancement are performed primarily 
to improve edge detection, the first stage in fringe cen- 
terliue detection, as described below. For the results 
presented here, the region around the leading edge of 
the airfoil was magnified and treated separately from 
the rest of the image. 
Fringe centerlines are located by identifying the local 
extrema in the image intensity. These extrema are 

identified within the background noise through a two- 
stage procedure which fist locates the fringe edges, 
and then fits a smooth polynomial to the data he- 
tween successive edges. The location of the extreme 
value of the approximated data is taken as the loca- 
tion of the fringe centerline. This procedure is a one 
dimensional operation performed in two passes over 
the image; rows of pixels are examined in the first paea 
and columns are examined in the second paas. 
A zero-crossing algorithm is used to identify the frin e 

mean intensity along the row or column of pixels un- 
der consideration, or the global mean intensity of the 
image. The global mean is used if the current row or 
column follows a fringe or crosses only one edge. A 
noise band around the threshold is specified to  e l i i -  
nate hysteresis crossings due to noise in the image. 
The edges are used as a gnide to locating the fringe 
centerlines. Assuming that each successive pair of 
edge points outline a single fringe, the centerline of the 
fringe will pass through the point of extreme intensity 
between these two edge points. In order to unambigu- 
ously locate this extreme, a smooth polynomial curve 
is fit to the data between pairs of edge points using 
Chebyshev approximation. The image intensity is ap- 
proximated on the interval [-1,1] as 

edges. The zero- crossing threshold level is either t f e 

1 m-1 

I ( 2 )  W C k T k ( 2 )  - ZCO 

k=O 

where the Chebyshev polynomials and the coefficients 
are given by 

Th(2) = cm(k CoB-12) 

and 

respectively, and the data ( I ( z ) )  and the Chebyshev 
pol omials (Tk(z)) are evaluated at the N zerm of 
T N P ) ,  namely 

2 j  =cos( r(i-4) ) j = 1 , 2  ,..., N .  

The coefficients are calculated for Chehyshev polyno- 
mialsof degree N, while the approximatingpolynomial 
is truncated to a polynomial of degree m < N (typi- 
cally N = 20, m = 3). This yields an accurate approx- 
imation of degree m to the data [SI. For sufficiently 
large N, as m + N the approximating polynomial re- 
produces the original data, including the noise. Due 
to the multiple inllection points in the data, approx- 
imating data spanning more than one fringe requires 
a higher order polynomial (m), which tends to  repro- 
duce the noise content. Therefore, the approximation 
procedure is confined to  a single fringe. 
This procedure was tested on simulated fringe data (a 
modulated eosine function with added Gaussian noise) 
and was found to  be accurate to  within 2 pixels for 
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the PDI optics, much of the distortion could be re- 
duced. With this solution, it was estimated that the 
true suction peak location could be displaced by less 
than 0.5% of airfoil chord towards the trailing edge. 
Support for this can be found by directly comparing 
the pressures measured using surface taps and those 
obtained with PDI as shown in Fig. 7 (Ref. 9) for 
the &inch airfoil in steady flow at M = 0.3. At n = 8 
deg, Fig. 7a, the two agree very well. At (I = 13 deg, 
Fig. 7b, there is agreement to within the one fringe 
standard uncertainty of the PDI method. The differ- 
ences seen at the laminar separation bubble location 
are due to the insufficient number pressure taps over 
the airfoil that make it impossible to record the pres- 
sures at the resolution of PDI. 

With these considerations in mind, the following are 
the estimated uncertainties in the data: 
Mach number: f0.005 
angle of attack. 0.05 degrees 
reduced frequency: 0.005 

f0.1 at M = 0.3 

""'i, es from . 5 to 40 pixels in width and to within 5 
pixe for frmges np to  240 pixels wide. 
The points located this way comprise two sets of pix- 
els, one associated with the dark frii e centerlmes and 
the other with the light fringe cen tehes .  These data 
sets form two search lists which are sorted into smaller 
groups, each tracing a single fringe. Tracing begins ar- 
bitrarily with the first point in the search list. A near- 
est neighbor search is performed with an inner and 
outer search radius. Any point within the inner search 
radius of the current point is automatically designated 
as belonging to the current fringe. Any point found be- 
tween the inner and outer search radii are assigned to 
the current fringe if certain criteria are satisfied. These 
criteria are designed to  prevent the tracing procedure 
from bridging adjacent fringes by examining the im- 
age intensity across the gap and by checking for the 
presence in the gap of data points belonging to the 
opposite fringe type. Each data point assigned to a 
fringe is removed from the search list. The search is 
then repeated relative to  each new point added to the 
fringe in the previous search. The aearch ends when 
the end of the fringe is reached or when a gap larger 
than the outer search radius is encountered. A new 
fringe is designated and the tracing procedure begins 
anew with the first point in the search list becoming 
the first point in the new fringe. The tracing is pr- 
greasively faster as data points are removed from the 
search list and placed in fringe lists. 

The inner search radius is two pixels, hence, any o n e  
pixel gaps in the data are automatically bridged. The 
outer radius varies with fringe spacing and is six pix- 
els in the outer flow regions where the fringe spacing 
is wide, and reduces to  three pixels near the leading 
edge where fringe spacing is often less than five pixels. 
Due to the small fringe spacing in this region any noise 
in the data can cause the fringe tracing algorithm to  
erroneously join fringes together. Therefore, the lead- 
ing edge is generally treated separately in the form of 
a magnified image segment. 

3.4. Experimental Uncertainties 

The uncertainty in C, depends on the fringe number 
under consideration and is 1 fringe for the flow in gen- 
eral with about 3 fringes possibly undetectable near 
the suction peak at M = 0.3. Since correction for solid 
and wake blockage was less than 5% for C, = -6.0 
a t  M = 0.3, only uncorrected PDI derived preasures 
are reported. The losses in the tunnel screens c a w  
ing a decrease in the stagnation pressure have been 
included in the computation of the reference density 
in this otherwise atmospheric flow wind tunnel. 

By far the largest uncertainty appears from the very 
strong density gradients near the airfoil leading edge 
which introduces strong refractive index gradients. 
The effect of this is to  deflect the light rays towards 
higher density regions. Hence, a dark region develops 
on the upper surface near the leading edge Ref 6) 

C, values on this account because of the strong d e  
pendence of the local density on instantaneous angle 
of attack, freestream Mach number, and reduced fre- 
quency. ALSO, it was found that by slightly realigning 

in some images. No corrections were applie 6 '  to the 

-0.5 at M = 0.3 
-0.45 at M = 0.4 

4. RESULTS A N D  DISCUSSION 

Figure 8 presents two interferograms obtained in the 
studies at M = 0.3, k = 0.05 and (I = 10 deg. Fig. 
8a shows a standard PDI interferogram, whereas that 
in Fig. 8b was obtained using the high-speed PDI 
imaging method at a filming rate of 11.56 Khz. The 
sharpness of the image in Fig. 8a indicates the quality 
of the pictures that can be obtained with PDI. The 
high-speed image in Fig. 8b is still dean even after a 
linear magnification of about 35. The fi ure shows a 
stagnation point on the lower surface an 8 as the flow 
accelerates, a laminar separation buhhle forms down- 
stream of the suction peak. The separation bubble 
can be inferred where the fringes running parallel to 
the upper surface abruptly turn normal to the surface. 
The parallel fringes represent the plateau in the preg 
sure distributions due to the presence of the bubble. In 
both figures, a slight dark bulge is noticeable near the 
airfoil leading edge, which is attributed to  the steep 
local density gradient. The global pressure maps are 
shown in Fig. 9 for the airfoil at an instantaneous angle 
of attack of 13.99 deg. The comparison also clearly il- 
lustrates the differences that can be present in the flow 
from one oscillation cycle to the next at angles near the 
dynamic stall onset angle. These differences are espe- 
cially critical when considering dynamic stall control. 
Our work has shown that dynamic stall for these test 
conditions arisea from the bursting of a laminar sep 
aration bubble, which occurs when the instantaneous 
pressure gradient exceeds a critical value and so the 
envelope of activation of a control devise for manip- 
ulating the adverse preasure gradient will change for 
each cycle. 

Figure 10 shows the effects of pin-hole size on the PDI 
images at M = 0.4. Evaluation of the pin-hole requires 
recording PDI images on polaroid film. The phot- 
graphic plate needs to be pre-developed to a level of 
darkness that results in an optical density of around 
1.0. The PDI images were found to  he generally insen- 
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sitive to the shape and size of the PDI spot in the range 
teated as long as the spot is smaller than the Airy disk 
diameter of the laser beam. Good interferograms were 
obtained with pin-holes created by images of both the 
nearly circular windows and the L-shaped optical lass 

is the many split fringes that form as seen in Fig. 10. 
These can lead to an incorrect counting of the fringes, 
causing erroneous pressure distributions to be derived 
from the automated processes. It should be noted that 
satisfactory interferograms have been obtained in these 
studies over a range of pin-hole sizes. Also, somewhat 
large pin-holes are needed as the flow Mach number 
increases due to the large density gradient and hence 
a larger deflection of the laser light near the leadmg 
edge. Images can be obtained reliably without much 
effort if a PDI plate with the right optical density is 
used for each Mach number. In eneral, it has been 
found that a dark plate (optical fensity of the O(1)) 
is needed to properly capture the finer flow details for 
the Mach numbers in the range of 0.3-0.45. Lighter 
plates worked well at lower Maeh numbers. 
Figures 11 and 12 show the results that have been ob- 
tained with the automated image processing program 
for M = 0.3 and M = 0.45 respectively. The image 
in Fig. l l a  shows the airfoil at a = 8.84 deg for M 
= 0.3 and k = 0.05. The corresponding map of the 
dark fringes is plotted in Fig. l l h .  Fig. 12a and 1% 
show, respectively, an image and its fringe map ob- 
tained at M = 0.45, k = 0.05 and (L = 10” on the 
upstroke. Under these conditions the local velocity ex- 
ceeded the sonic speed and an oblique shock formed. 
Moreover, the interaction between the shock and the 
laminar boundary ayer (Re = 9 x lo6) resulted in the 
formation of multiple shocks. An enlarged view of the 
leading edge is shown to emphasize the shocks. The 
image was magnified by three and was contrast en- 
hanced. No filtering was required. Despite the tight 
fringe spacing, and distortions due to  the shocks con- 
siderable success has been achieved in processing the 
image without manual intervention. Typical p r o c e s  
ing times were about 5 min. with complicated images 
requiring longer ties. 

5. CONCLUSIONS 

A novel high-speed, real-time, phase-locked, interfer- 
ometry system has been developed 
and applied to study oscillating airfoil compressible 
dynamic stall flow fields. The technique can generate 
very sharp images of the flow over an airfoil and can 
capture the rapid evolution of shocks in this compli- 
cated flow. A maximum of 224 interferograms per test 
condition at rates of up to 40 KHz can be recorded 
using the system. To date, several thousand images 
have been obtained at rates of up to 20 KHz. A com- 
prehensive image processing software package has also 
been developed for processing these large number of 
interferograms. The software has reduced the time 
required for this task considerably. I t  includes fea- 
tures for special treatment of each image using dig- 
ital filtering, contrast enhancement, local magnifica- 
tion for hi h fringe density regions, accurate fringe 
centerlie bietection, fringe identification, etc. Inter- 
ferograms containing multiple shocks in the flow have 
also been satisfactorily analyzed. The effects of vari- 

inserts. The most noticeable effect of a large p?n- 5 ole 

ables such as PDI plate optical density, pin-hole size, 
etc., have been investigated The technique 18 robust, 
easy to set-up and offers considerable advantages over 
other interferometric methods. It is a mal-time, self- 
aligning technique and is not affected hy extraneous 
influences such as tunnel vibrations. 
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Fig. 1. Schematic of the Compressible Dynamic 
Stall Facility. 

Fig. 2. Schematic of the Point Dftraction Interferometry 
System. 

Fig. 3. Block Diagram of Carnera/Laser Synchronization for the High-speed PDI System. 
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Enable Laser 
Firing 

Pulses from Camera 

Fig. 4. Flowchart of Events Following Handswitch 'FIRE" for the High-speed lnterferometly System. 

Handswitch 
'FIRE' 1 
Airfoil Preset 
Angle Event n 
Shutter Open !inhibit 1.lmsec inhibit 1.lmsec 

I 

Timer I I I 
Shmer Control I I I 

Output I I 

Laser Firing 40kHz ! 4psec 

Latch Position 

output n n n < 

Data n n I 
I 

I 

I n 1 

I n I 
I 

Note: Event edges am shown In proper sequence. but not properly scaled. Refer to ttm plae dumtlons shown. 

Fig. 5. Timing Sequence for the High-speed Interferometry System. 



Local Enhancement 
Global Equalization 

Spin Filter (optional) Spin Fliter (optional) 

Combine Data 

Manual Edit 

Fig. 6. Flow Chart of Fringe Analysis Procedure. 
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Fig. 7. Comparison of Pressure Tap Measurements with PDI Determined Pressure Coefficients; 
M = 0.3. k = 0. (a) a = 8.0 deg, (b) a = 13.0 deg. 
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-1.07 -1.07 

Fig. 8. Representative Interferograms of the Flow Field; M = 0.3, k = 0.05, a = 10.07 deg. 
(a) Single Exposure Camera, (b) High-speed Camera. 
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Fig. 9. Comparison of the Global Pressure Distributions at M = 0.3, k = 0.05, 
a = 13.99 deg for Different Oscillation Cycles. 



Fig. 10. Effect of Pin-Hole Size on PDI Images: M = 0.4, k = 0, a = 8 deg. 
(a) Small Pin-Hole, (b) Large Pin-Hole. 
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Fig. 11. Automated Image Processing: M = 0.3, k = 0.05, a = 8.84 deg. (a) Leading-Edge 
Region of PDI Image, (b) Map of Dark Fringes. 
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Fig. 12. Automated Image Processing; M = 0.45, k = 0.05, a = 10.0 deg. (a) Digitally Enlarged 
Region of PDI Image. (b) Map of Dark Fringes. 
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Summary 
This paper presents a new non-intrusive and flexi- 
ble measurement technique for wall-shear stresses, 
which is based on the theory of hot-films. To over- 
come the disadvantage of being limited t o  a single 
measurement position like the hot-film, the inter- 
nal electrical heating and internal temperature de- 
tection is replaced by external heating using a laser 
and external temperature measurement using quan- 
titative infrared thermography, respectively. 
In this technique the laser is generating a hot spot 
on the surface of an object. By choosing suitable 
materials for the solid object with a low thermal 
conductivity and a high emissivity of thermal radi- 
ation a geometrically small but clearly detectable 
temperature spot can be generated. After the tem- 
perature distribution in the solid has become steady, 
the laser is turned off and the temperature decay of 
the hot spot is monitored by the camera. From the 
measured surface-temperature distribution history 
the heat transfer to the fluid and the wall-shear 
stress can be derived by using a numerical proce- 
dure. 
This technique is demonstrated for a Blasius boun- 
dary layer in a wind-tunnel experiment, where an 
accuracy of about 10% has been achieved in the de- 
termination of the wall-shear stress. 

LIST OF SYMBOLS 

thermal diffusivity 
speciilc heat capacity 
wall-shear stress coefficient, & 
solid thickness 
thermal conductivity 
reference plate length 
wall-heat transfer a t  the fluid side 
net irradiated laser power 
wall-heat transfer a t  the solid side 
local Reynolds number, Re, = 
temperature 
velocity components in z and y-direction 
velocity at the boundary-layer edge 
coordinates along and normal to the plate 
thermal boundary-layer thickness 
velocity boundary-layer thickness 
reference temperature difference 

C non-dimensional y-coordinate, y I(o 

e non-dimensional temperature, 

p dynamic viscosity 
v kinematic viscosity 
E dimensionless z-coordinate, 
p density 
T~ wall-shear stress, p % 

(*) 2o 1’3 

0’ non-dimensional temperature, + 7 4  

Subscripts 

0 
e boundary-layer edge 
f fluid 
s solid 
w wall 

start of the thermal boundary layer 

1 Introduction 
In 1904 Prandtl has shown that any flow around 
a solid object can be divided into two regions: a 
thin region near the surface of the object, e.g. the 
boundary layer, where viscous effects are significant 
and the outer flow, which can be assumed to be in- 
viscid. Due to the viscosity the tangential flow ve- 
locity U increases asymptotically from zero at the 
wall to the outer-edge velocity U,. The resulting 
normal velocity gradient au/aa, at the wall causes 
wall-shear stresses. The wall-shear stress and pres- 
sure distribution along an object determine its drag 
and thus the fuel consumption in the case of flows 
around vehicles. 
Because of the importance of the wall-shear stress 
in drag reduction, a variety of measurement tech- 
niques has been developed. The floating-element 
method directly measures the force on a small plate 
inserted flush into the surface of the object. The 
wall-shear stress can also be determined by mea- 
suring the velocity gradient au/ag a t  the wall with 
the help of pressure probes, hot-wire anemometry 
or laser-Doppler anemometry. Since there is a re- 
lation between momentum- and heat exchange, the 
wall-shear stress can also be determined indirectly 
by measuring the heat transfer from a heated sur- 
face to the fluid (see e.g. Fage and Falkner [l]). 
This relation is used by hot-films, which comprise 
electrical heating and temperature measurement in 
the material of the surface of the film. The rela- 
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tion between the surface wall-heat transfer pf to 
the fluid and the wall-shear stress T~ is found by 
calibration (see e.g. Mathews and Poll [Z]). 
With certain simplifications also an analytical sim- 
ilarity relation between the wall-shear stress and 
the wall-heat transfer can be found. Using this rt+ 
lation a new type of hot-&, which is referred to 
as the integrated silicon flow sensor (Van O u d h e w  
den [3]), has been developed at the Faculty of Elec- 
trical Engineering in cooperation with the Faculty 
of Aerospace Engineering of the Delft University of 
Technology. The setup of the integrated silicon flow 
sensor is sketched in figure 1. 

I 

Figure 1: Integrated silicon flow sensor. 

The sensor consists of an electrical heating, and four 
thermocouples measuring the temperature at the 
four sides of the rectangular sensor. Due to the 
flow the symmetrical electrical heatiig system gen- 
erates an asymmetrical hot spot over the sensor. 
With the known electrical power of the heater and 
the temperature differences in two directions both 
wall-shear stress components along the sensor can 
be determined. 

Next to wall-shear stress sensors, infrared therm- 
graphy (IR-thermography) has also been introduced 
for wall-shear stress investigations. With the help 
of IT-thermography the surface temperature of an 
object can be measured using an IR-camera. As the 
wall-shear stress and the heat transfer a t  the sur- 
face are both dependent on the nature of the boun- 
dary layer (laminar, turbulent, separation) transi- 
tion and separation of the flow along a heated ob- 
ject can be detected by a sudden variation of the 
surface temperature visualized by the IR-camera. 
Figure 2 shows the temperature variation in the 
transition region on an airfoil (Boermans [4]). 
This technique is purely quaZitatiue, because as long 
as the camera can detect the small  variations of the 
surface temperature due to transition or separation, 
neither the precise value of the surface tempera- 
ture nor the precise value of the wall-shear stress 
needs to be known. Due to the rather simple ex- 
perimental setup, qualitative IR-thermography has 
been successfully applied to transition and separa- 
tion detection for subsonic and transonic (Crowder 
[5]) ,  as well as for hypersonic flows (Boerrigter and 
Charbonnier [SI). 
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Figure 2: Variation of the surface temperature due 
to flow transition. 

Motivated by the advantages of IR-thermography 
a new measurement technique has been developed, 
which is not only able to give a qualitative overview 
of the wall-shear stress distribution, but which can 
also give the local wall-shear stress quantitatively. 
As this measurement technique relies on the accu- 
rate measurement of the surface temperature, this 
technique is referred t o  as quantitative IR-therm- 
graphy. In comparison to hot-films, the electrical 
heatiig is replaced by externally irradiated energy 
of a laser and the internal surface temperature mea- 
surement is replaced by an external measurement 
performed by an IR-camera. The laser fist gen- 
erates a hot spot until steady state conditions are 
reached. The surface-temperature measurement at 
steady state conditions is used to compute the ini- 
tial temperature distribution in the solid object. 
After turning off the laser the IR-camera monitors 
the temperature decay. The measured unsteady 
surface temperature is used as boundary condition 
t o  calculate the heat transfer inside the solid ob- 
ject, which gives, through the total heat balance, 
the heat transfer from the solid to the flow pf. In 
the same way as for the integrated silicon flow sen- 
sor, the local wall-shear stress T~ along the hot spot 
can then be determined. 
Quantitative IR-thermography for the measurement 
of wall-shear stresses offers two main advantages. 
Firstly the measurement is non- intrusive, which 
means that the flow is not disturbed by the pres- 
ence of a measurement probe. Secondly the mea- 
surement point can easily be changed by traversing 
the laser beam and the IR-camera. 

2 Mathematical Formulation 
The new technique is in f i s t  instance designed t o  
measure the wall-shear stress in low-Mah-number 
flows, which implies that  the properties of the fluid 
like density, specific heat capacity and viscosity ace 
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constant and that frictional heating can be neglected. 
To simplify the development of this technique the 
investigation is also restricted to  two-dimensional 
flows as well as to  two-dimensional heat transfer in 
the fluid and in the solid. Therefore the momentum 
and the energy transport in the boundary layer can 
be described by the following set of equations 

au av 
ax ay - + -  = 0, 

1 dp aZu -_- au au 
U-+v- ax ay = Pf dx + ydy2' (2) 

(3) 
a2T aT aT aT 

- + + U - + + -  = 
a t  ax ay a y 2  

U-. 

The x-direction corresponds to  the flow direction 
and the y-direction is defined normal to  the surface. 
It is assumed that the velocity boundary layer (de- 
scribed by equation (1) and (2)) is steady and inde- 
pendent of the temperature, but the thermal boun- 
dary layer (described by equation (3)) can be un- 
steady because of the varying surface temperature. 
The relation between qf and r,, which is used in 
this investigation, is based on the thermal boun- 
dary layer equation. As the surface is only locally 
heated the equations can be simplified. In contrast 
t o  the velocity boundary layer, which starts to  grow 
at  x = 0, the thermal boundary layer starts at 
xo which is defined as the position where the wall 
temperature first differs from the ambient temper- 
ature. The velocity boundary layer and the ther- 
mal boundary layer along the laser-induced hot spot 
are sketched in figure 3. Details about how a two- 
dimensional hot spot with a small size in x-direction 
and a constant temperature in t-direction is gener- 
ated will be presented in section 3. 

Figure 3: Velocity and thermal boundary layer 
along a hot spot. 

If the hot spot is sufficiently small equation (3) can 
be further simplified. Using Taylor expansions for 
the velocity components u(x, y) and v(x, y) in the 
spot region, the boundary-layer equations give 

1 dPy2 + -- 
2p dx 

+ 3rd order terms, 

1 dr, 

1 d2r, 

1 d2p 
6p dx2 

v(x,y) = Y2 
I-1 dx 

- -- 2p dx2 (x-xo)Y2 

Y3 - -- 

+ 4th order terms. 

Hence we have to  leading order: 

Tu, 1 dr, 
u(x,y)  = -y and v(x,y)  = ---y2, (4) 

CL CL dx 

which only depends on the wall-shear stress, and is 
independent of the pressure gradient. 
Substituting approximation (4) in the thermal boun- 
dary layer equation (3) gives 

aT r, dT 1 dr, ,dT d2T 
' (5) - + - - y  y - = u 2  

at p ax p dx ay ay 
For small local heating it can be further assumed 
that the x derivatives of the velocity boundary layer 
(including dr,/dx) are much smaller than the x 
derivatives in the thermal boundary layer. Thus the 
thermal boundary layer approximately develops in 
a parallel flow with a linear velocity profile. It can 
also be shown that the unsteady term in equation 
( 5 )  can be neglected. As the temporal variation of 
the surface temperature depends on the heat trans- 
fer inside the solid and the heat capacity of the air 
fluid layer (Pfcf lGT) is much smaller than the heat 
capacity of the solid (pscsh, with h being the thick- 
ness of the solid layer), the heat transported from 
the solid to  the fluid is almost completely convected 
downstream in the fluid layer, whereas only a small 
portion is needed t o  locally heat up the fluid. The 
fluid almost immediately adjusts to  the tempera- 
ture changes on the surface of the solid, and the 
thermal boundary layer can be treated as "quasi" 
steady. Therefore the thermal boundary layer along 
the hot spot can be described by 

Although equation (6) has been derived from the 
laminar boundary layer equations, it is in principle 
also valid for turbulent boundary layers as long as 
it can be assumed that the thermal boundary layer 
still develops in a parallel flow with a linear velocity 
profile. To fulfill this assumption measurements in a 
turbulent boundary layer require much smaller hot 
spots than measurements in a laminar boundary 
layer. 
To find the similarity solution for equation (6)  (see 
e.g. Lighthill [7]), a sudden jump in the wall tem- 
perature from the ambient temperature T, for x < 
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z0 to the constant temperature Tw for 2 > 20 is 
considered. By introducing the dimensionless vari- 
ables 

c = (2  - zo)/L,  c = Y 

where L is an arbitrary length scale, equation (6) 
can be transformed into 

3 

where a prime denotes differentiation to  5. Using 
the boundary conditions O(0) = 1 and @(CO) = 0, 
the solution of this similarity equations reads 

with C = 0.5384654921. 
Differentiation of the temperature gives the simi- 
larity solution for the wall-heat transfer q f  for a 
constant wall temperature: 

Since equation (6) is a linear differential equation 
in the temperature, the solution for an arbitrary 
surface temperature distribution can be written as 
a superposition of infinitesimal stepwise wall tem- 
perature variations dO* at  {*. In this way equation 
(9) can be generalised to 

- -  
kfAT* 

where 0*, which is now a function of nondimesional 
x, is defined as Tw - T, divided by an arbitrary 
reference temperature difference AT* 
As the spot is smooth there is no jump in the wall 
temperature, which gives O*(O) = 0. Equation (10) 
relates the wall-heat transfer t o  the wall-shear stress 
for an arbitrary wall-temperature distribution. 

In contrast to  hot-films, where the heat transfer to  
the flow q f  is given by the electrical power of the 
heater (assuming perfect insulation), the net irra- 
diated energy qi,. and the heat loss into the solid 
qs are not known. Therefore qf  needs to  be de- 
termined by solving the unsteady two-dimensional 
heat-transfer equation for the solid (Poisson equa- 
tion), which reads 

It has to  be emphasized that the temperature in y- 
direction can not be assumed to  be constant, like in 
most applications of quantitative IR-thermography, 
which would simplify the determination of qf sig- 
nificantly. This will be further discussed in section 
4.1. The boundary conditions for equation (11) are 
sketched in figure 4. * i  

Figure 4: Boundary conditions for the solid. 

Except for the side of the solid facing the flow, 
where q f  is transferred, the three other sides are 
assumed to  be perfectly insulated. As the Pois- 
son equation is unsteady also initial conditions are 
needed to  describe the temperature distribution in 
the solid at an initial time. 
The required wall-heat transfer to  the fluid q f  fol- 
lows from 
with 

Q f  = q s  + Q i r ,  

, q s =  ( - k a F l w )  . 
fluid solid 

Obviously if the laser is switched off (qi,. = 0), the 
heat fluxes in the fluid qf and in the solid qs at  the 
surface are equal. 
Additional to  the heat transfer to  the flow by heat 
convection there is also a radiative heat transfer 
from the surface to  the surroundings. However, as 
the temperature of the spot remains close t o  ambi- 
ent temperature the radiative heat transfer, though 
essential for the measurement by the IR camera, is 
negligible for the determination of q f .  

3 Experimental Setup 
To determine the wall-shear stress with quantita- 
tive IR-thermography there are basically three dif- 
ferent measurement methods: 

At time t = 0 the laser is turned on and starts 
to heat up the solid, which has an initial ambi- 
ent temperature. During the heating period 
the IR-camera measures the increasing sur- 
face temperature. 

In the steady method the laser first heats up 
the solid, where after it continuously main- 
tains steady state temperature in the hot spot, 
which is measured by the IR-camera. 



3. The laser heats up the solid until the temper- 
ature inside the solid is steady. This state is 
used as initial condition for the unsteady Pois- 
son equation. Afterwards the laser is turned 
off and the IR-camera measures the tempera- 
ture decay. 

As described in section 2 the irradiated power qi,. is 
boundary condition for the Poisson equation. This 
requires not only the measurement of the total laser 
power but the determination of the power distribu- 
tion in x-direction a t  any point of time, which is 
rather difficult to  do. Therefore the third method 
has been chosen because it is independent of qi,.. 
The performance and the accuracy of the present 
measurement technique has been tested in a lami- 
nar flow along a flat plate without streamwise pres- 
sure gradient (Blasius flow). The flat plate has been 
placed vertically in a closed wind tunnel with a 
cross section of 40 cm x 40 cm. The experimental 
setup and a cross section of the measurement strip 
are sketched in figure 5 and figure 6. 

p@1 
operating mdule 

Figure 5: Experimental setup. 
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Figure 6: Cross section of the plate. 

The plate consists of a 3 cm PVC base. Along 
the centre line of the base a 1 mm polycarbon- 
ate strip is flush inserted, on which the measure- 
ments are performed. Like in any application of 
IR-thermography the emissivity of the surface of 
the monitored object needs to  be as high as possi- 
ble (Balageas [SI). Therefore the measurement strip 
has been covered with a 0.1 mm dull black plastic 
foil. As determined by a fully numerical simulation 
(see section 4.2) this combination of polycarbon- 
ate and plastic foil seems to  be a good compromise 
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to  match the requirements for the hot spot with 
respect to  size and decay time. Underneath the 
measurement strip a 5 mm air sublayer has been 
milled to  provide a nearly perfect insulation as de- 
fined in the solution of the Poisson equation. Next 
to  constant thermal properties and thickness the 
measurement strip also requires a minimum stiff- 
ness, because the strip spans the air sublayer. The 
strip is fixed to the PVC base by double-sided ad- 
hesive tape. 
The hot spot is heated by a nominally 5 W Argon 
laser (actual power < 2 W ) .  To obtain a small hot 
spot in flow direction with a rather constant span- 
wise temperature, which reduces the heat-transfer 
problem by one dimension, an oscillating mirror 
generates a laser sheet. The actual wall-shear stress 
measurement takes place in the middle of the laser 
sheet. The mirror and the IR-camera are fixed on 
a traversing system positioning the measurement 
point. 
As the laser and the IR-camera monitor the mea- 
surement strip through the wind-tunnel wall, which 
usually has a rather low transmittance for infrared 
radiation, a slit has been cut into the wall. To 
minimize the disturbances the slit has been covered 
with a 0.05 mm thin transparent foil reducing the 
thermal radiation by less than approximately 2%. 
However due to  the small thickness of the foil it is 
rather fragile. That means the foil is only able to  
resist small differences between the pressure inside 
and outside the wind tunnel. 

4 Numerical Treatment 
As described in section 2 the unsteady Poisson equa- 
tion needs to  be solved to  calculate the heat transfer 
qf to  the flow. Analytical solutions for the Pois- 
son equation exist only for rather simple boundary 
conditions; therefore the equation is solved numer- 
ically. The integration of the similarity equation 
(10) is also performed numerically. 
Next to  the required numerics for the experimental 
method also a full numerical simulation of the heat 
transfer in the fluid and the solid has been carried 
out to: 

0 give more insight in the physics of the hot 

0 optimize the choice for the material of the 

0 determine the accuracy of the similarity equa- 

0 check the data processing for the experimen- 

spot 

solid 

tion 

tal method 

4.1 Full Numerical Simulation of the 
Fluid and the Solid 

Before presenting the results of the simulation for 
a case, that  resembles a typical experimental situa- 
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tion, a brief description of the numerical procedure 
of the simulation is given. 
First the velocities in the fluid are calculated from 
the velocity boundary-layer equation (2), which is 
discretized by a second order finite difference scheme. 
As the boundary-layer equations are of parabolic 
nature they can be solved by a straightforward march- 
ing procedure, which calculates each new down- 
stream flow station by solving a tridiagonal matrix. 
The calculation of the velocity has to  be performed 
only once, because the flow field is assumed to  be 
independent of the temperature in the fluid. With 
the previously calculated velocities the temperature 
in the fluid is calculated by prescribing the wall- 
temperature at t = 0. The heat flux qf is calcu- 
lated from the temperature gradient in the fluid 
perpendicular to  the surface. The heat flux qs in 
the solid is given by equation (12). The net heat 
flux is prescribed as Neumann boundary condition 
at the side facing the flow and homogeneous Neu- 
mann boundary conditions are prescribed at the 
three other boundaries to  calculate the tempera- 
ture in the solid. The unsteady Poisson equation 
is discretized by a second-order implicit finite dif- 
ference scheme in space and in time. The result- 
ing coefficient-matrix is solved by an LU-decom- 
position. This gives an update of the tempera- 
ture at the surface, which is used as a boundary 
condition in the next iteration solving the ther- 
mal boundary-layer equation. The iteration process 
stops when the changes in the wall-temperature dis- 
tribution have become less than a small convergence 
criterion. 
The following figures show some results of a simu- 
lation for a 2 mm wide laser sheet with a power of 
1 W per m span heating up the solid at x = 0.5 m. 
The irradiated power distribution along the beam 
diameter, generating the sheet, is constant. The 
solid consists of a 1 mm polycarbonate sheet and an 
0.1 mm plastic foil. For the velocity boundary layer 
a constant outer-edge velocity of 10 m/s is pre- 
scribed. After steady-state conditions are reached 
the laser is switched off at t = t o  and the hot-spot 
temperature starts to  decay (see figure 7). 

- - - - fluid side (q) 
- wlldside(qJ 

Figure 8: qf in the fluid and in the solid in x- 
direction. 

When the laser is turned off the wall-heat transfer 
in the fluid qf (denoted as a dashed line in fig. 8) 
is equal to  the wall-heat transfer in the solid qs 
(denoted as a solid line) for t > t o .  For t = to, just 
before turning off the laser, there is a difference 
between both heat fluxes, which is precisely equal 
to  the prescribed irradiated power of the laser. 
With the help of the numerical simulation it can 
also be proven that the heat transfer cannot be as- 
sumed to  be one-dimensional for a solid with a low 
thermal conductivity like polycarbonate. This is 
done by comparing the wall-heat transfer calculated 
with the 2D Poisson equation and a 1D approxi- 
mation for a single solid layer, which is found by 
integrating the 2D Poisson equation in y-direction. 
Neglecting the y-dependence of dT/dt and d2T/dx2 
the 1D approximation reads 

Figure 9 shows the result of the comparison for dif- 
ferent thicknesses h of polycarbonate. 

1D 0 .2mm 
2D 0.2mm 
1D 0.5mm 
2 0  0.5 mm 
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Figure 9: Comparison of qf obtained with 1D and 
2D heat-transfer equation for different solid thick- 
nesses. 

Figure 7: T, - T, in the fluid and in the solid in 
y-direction at x = 0.5 m. 

i 
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As expected the difference between the 1D and the 
2D calculation of the wall-heat transfer increases 
with increasing thickness. In particular shortly af- 
ter turning off the laser, when only the upper part 
close to  the surface is cooled down the difference is 
largest. 

4.2 Accuracy of the Similarity Rela- 
tion between Wall-Heat Transfer 
and Wall-S hear Stress 

In this measurement technique the similarity equa- 
tion (10) is used to  calculate the wall-shear stress 
from the surface temperature measurement. As this 
equation is valid only for local heating, it is nec- 
essary to  check the influence of the hot spot size 
on the accuracy of the wall-shear stress. Therefore 
the wall-shear stress coefficient calculated with the 
similarity equation (lo),  which will be denoted as 
cf,,i,., is compared with the wall-shear stress given 
by the numerical solution of the velocity boundary- 
layer equation (2). It has been checked that this 
solution reproduces the well-known shear-stress law 
for the Blasius flow 

Figure 10 shows the relative error Acj = (Cf,sim. - 
Cj, theor.) /Cj , theor in [%] as a function of wSpot for 
different free-stream velocities U, ranging from 5 
m/s to  25 m/s. Here wspot is defined as the distance 
between the two x-positions having a temperature 
of 50% of the maximum hot spot temperature in 
x-direction T,,, . 
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Figure 10: Difference in the wall-shear stress co- 
efficient at x = 0.5 m for different wspot obtained 
with the boundary-layer equation and the similarity 
equation for different free stream velocities. 

The results show that the error Acf is below 1% 
for wSpot 5 1 cm. However, wSpot must not only 
match the assumption of local heating it must also 
match the capabilities of the IR-camera. As the 
spatial resolution of any camera is limited (Carlo- 
magno and de Luca [9]), there is a lower limit for 
the spot size. For the camera used in this inves- 
tigation (AGEMA 880LWB) the minimum angular 
size of the observed object is about 4 mrad, which 

corresponds t o  1 mm in our experimental setup. 
Therefore a wspot of 5-6 mm has been chosen. 
Next to  the spot size wspot also T,,, for each time 
step and the time scale of the temperature decay 
tspot, which is defined as the time interval between 
turning off the laser and the decay of 50% of the ini- 
tial steady value, are important parameters. Like 
for wSpot also for T,,, a compromise has to  be 
found. On the one hand a high temperature in- 
creases the signal-to-noise ratio of the IR-camera. 
We will see later that  signal noise is crucial in this 
measurement technique. On the other hand high 
temperatures lead to  changes in the flow properties 
like density and viscosity, which are assumed to  be 
constant in the boundary-layer equations and in the 
similarity equation. Furthermore a high tempera- 
ture affects the behaviour of the flow, such as the 
transition location. 
Not only the spatial resolution but also the time 
response of the IR-camera is limited. The AGEMA 
880LWB needs 40 ms to  measure one temperature 
distribution in the hot spot. Therefore the tem- 
perature decay can only be sampled with sufficient 
accuracy for tspot larger than 1 s. 
The three parameters wspot, tspot and Tmax are in- 
fluenced by the flow conditions, but they are even 
more influenced by the thermal properties of the 
solid, like density, specific heat capacity, thermal 
conductivity and thickness. To determine the ther- 
mal properties of the solid matching all require- 
ments the behaviour of the hot spot for different 
materials has been simulated fully numerically. 
In a preliminary experiment a 0.1 mm stainless 
steel plate with a 0.05 mm colour coating to  in- 
crease the emissivity has been used. Therefore this 
combination of solids has been simulated first. The 
experiments have shown large variations of wspot 
for-different x-positions, which are caused by devi- 
ations in the thickness of the coating (M 20%). This 
is clarified by the results of the numerical simula- 
tion shown in figure 11. 

\ 
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Figure 11: Influence of different coating thicknesses 
h on 0.1 mm stainless steel or 1 mm polycarbonate 
on the spot size wspot. 
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Therefore the coating has been replaced by a 0.1 
mm black dull plastic foil, which has nearly the 
same thermal properties as the colour coating, but 
has smaller thickness deviations (< 10%). Addi- 
tionally the stainless steel strip has been replaced 
by polycarbonate to further reduce the sensitivity 
to  the thickness tolerance of the coating. To achieve 
a sufficient stiffness of the solid, to  insert the strip 
flush into the test plate, a 1.0 mm polycarbonate 
strip has been chosen. As can be seen in figure 11 
wSpot  is nearly independent of the thickness of the 
coating. 
The influence of different solid materials on the time 
scale of the temperature decay tspot has also been 
investigated. Figure 12 shows the results. 

0.10 h [mml 0.20 
0.810"" " " I  

Figure 12: Influence of different coating thicknesses 
h for 0.1 mm stainless steel or 1 mm polycarbonate 
on the temperature decay t s p o t .  

Like wspot ,  also tspot is less sensitive to  a varying 
coating thickness for polycarbonate than for stain- 
less steel. Besides this, tspot is larger for poly- 
carbonate, which enables much more temperature 
measurements during the temperature decay. 

4.3 Numerical Procedures for the Ex- 
perimental Met hod 

In contrast to  the full numerical simul&ion, in which 
the heat flux (Neumann boundary conditions) has 
been prescribed a t  the interface between fluid and 
solid, the heat flux is not known in the real experi- 
ment. As the IR-camera measures the surface tem- 
perature the Neumann boundary conditions are re- 
placed by Dirichlet boundary conditions (prescribed 
temperature). With these boundary conditions and 
an initial condition the temperature inside the solid 
can be calculated. To evaluate this initial condition 
the surface temperature distribution a t  steady-state 
conditions before switching off the laser needs to  
be measured. For an unsteady calculation of the 
solid, in which the measured steady-state surface 
temperature distribution is prescribed at the inter- 
face fluid/solid for each time step, the temperature 
inside the solid converges to  a steady state with in- 
creasing time. Thus the final numerical procedure 
to evaluate the heat flux to  the flow q f  from the 
surface temperature measured with the IR-camera 

starts with the calculation of the initial temperature 
inside the solid using the measured steady-state 
temperature. Over the subsequent time new ex- 
perimental Dirichlet boundary conditions are pre- 
scribed for each new time step and the temperature 
inside the solid for each time step is calculated. 
With the given temperature distribution the heat 
flux to  the flow and with it the wall-shear stress can 
be determined for each time step using the similar- 
ity equation (10). 

5 Data Processing 
Many data processing steps are required to  trans- 
fer the raw temperature data, measured by the IR- 
camera, to  the temperature distributions for each 
time step, which are to  be used as boundary con- 
ditions for the Poisson equation. Since the deter- 
mination of q f  requires a surface-temperature dis- 
tribution at steady-state conditions it is essential 
to  heat up the solid sufficiently long (> 3 min) to  
achieve steady temperatures in the solid. It has 
to  be emphasized that even when surface tempera- 
ture seems to  be steady the temperature inside the 
solid might still vary. When the complete steady- 
state is reached the temperature measurement is 
started. After a few temperature distributions at 
steady-state condition have been measured the laser 
is switched off and the IR-camera measures the tem- 
perature decay of the hot spot. 
As the laser is turned off after the temperature mea- 
surement has already started the exact laser-turn- 
off-time (LTO) has to  be determined. The AGEMA 
880LWB is a single sensor camera scanning the field 
of view (frame) sequentially, which means that each 
pixel within the frame is measured at a different 
time. As long as the laser is turned on the temper- 
ature difference AT between one pixel and the same 
pixel in the previous frame is approximately zero. 
The first pixel, which has a larger AT than the 
noise-equivalent-temperature-difference (NETD) 
has been scanned just after turning off the laser. 
Since it is known when each pixel is scanned the 
LTO can be determined. 
To simplify the numerical solution of the Poisson 
equation the numerical time steps between each 
prescribed temperature boundary condition, after 
turning off the laser, are equidistant. As the time 
between the LTO and following temperature mea- 
surement is usually not equal to the time between 
two measurements (40 ms) ,  the temperature boun- 
dary conditions need t o  be interpolated from the 
measured data. The numerical time step for the 
interpolation has been taken equal to  the measure- 
ment time, which is sufficiently small to  guarantee 
accurate numerical solutions. 
As already mentioned, this measurement technique 
is very sensitive to  signal noise. This is caused 
in the first place by the scatter in the tempera- 
ture measurements, which leads to  large errors in 
the temperature derivatives and thus in the wall- 
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heat transfer q j .  In the second place the wall-shear 
stress is proportional to  the third power of q j ,  which 
amplifies the error by approximately a factor of 3. 
Therefore extensive noise-reduction procedures are 
required. For steady temperature measurements 
averaging is rather efficient. For the measurement 
during the temperature decay after turning off the 
laser two different filter techniques have been ap- 
plied. In any noise-filtering procedure a compro- 
mise has to  be found between smoothness and data  
loss. Due to the large spatial temperature gradients 
in the hot spot, filtering tends to  decrease the max- 
imum temperature T,,, of the hot spot. By using 
a least square 5-point cubic data fit in x-direction 
the high-frequency noise can be reduced without de- 
creasing T,,, more than 2%. Since the frequency 
of the noise in the temporal direction is much lower 
than in spatial direction a fast Fourier transforma- 
tion with a low-pass filter and a variable cut-off 
frequency has been applied. 
Figure 13 presents the measured T,,, at each mea- 
sured time step and the interpolated and filtered 
T,,, a t  each numerical time step. 

A measured 
- interpolated +filtered 
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Figure 13: Measured and processed maximum tem- 
perature in the hot spot Tm,, - Te. 

The corresponding temperature boundary condi- 
tions for the Poisson equation are presented in fig- 
ure 14. 

0.500 x [m] 0.505 
01 " " I '  " ' I 
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Figure 14: Wall-temperature T, - T, after turning 
off the laser for different time steps (At  = 40 ms). 

With the filtered temperature data q j  and the wall- 

shear stress rw can be determined. As the velocity 
boundary layer and therefore the wall-shear stress is 
steady, the measured r, can be averaged in time to  
reduce the remaining scatter of the measurement. 
To achieve a sufficient noise reduction, at least 30 
time steps for the temperature distribution in the 
hot spot are required for one wall-shear stress mea- 
surement. 
To demonstrate the influence of the noise-filtering 
procedure figure 15 compares the wall-temperature 
T, -T, and the resulting wall-heat transfer q j  along 
the hot spot with and without filtering the mea- 
sured data. 

Figure 15: Influence of filtering on the wall- 
temperature T, - T, and the wall-heat transfer q j  
along the hot spot. 

It has to be pointed out that  although the filter 
seems to  have no influence on T, - T, the scat- 
ter in qf is significantly reduced. As the scatter in 
q j  is amplified due t o  the relation between q j  and 
r,, there are large fluctuations in the relative error 

sured time step ( c j , e z p .  denotes the experimental 
found wall-shear stress), which are shown in figure 
16. 

A c j  = ( C j , e z p .  - Cj , theor . ) /C j , theor .  for each mea- 
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Figure 16: Influence of filtering and averaging on 
the relative error A c j  for each measured time step. 

The applied filter reduces the large scatter in Act 
by approximately a factor 5. The straight line in 
figure 16 represents a least square linear fit to  the 
filtered data. As the line is nearly horizontal it can 
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c, = 0.664 Re. 
x 0.0435 rn _ _ _ a _ _ _  

be concluded that the wall-shear stress is indeed 
constant during the measurement. 

6 Results 
The wall-shear stress coefficient has been measured 
at  three different x-positions and for various free 
stream velocities ranging from 4 mls t o  23 mls. 
The results of these measurements and the theoret- 
ical wall-shear stress calculated from the wall-shear 
stress law (14) are plotted in figure 17. 

Figure 17: Wall-shear stress measurements c j  for 
different z-positions and different free stream ve- 
locities U,. 

The deviation of cf between the measured and the 
theoretical value for a constant x-position decreases 
with increasing Re,, which means that the error in- 
creases with decreasing free-stream velocity U,. To 
clarify this figure 18 shows the relative error Acj 
between the measurement and the theoretical value 
of the wall-shear stress for different free-stream ve- 
locities. 
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Figure 18: Relative error Acf of the measurement 
for different free-stream velocities U,. 

This deviation may be caused by natural-convection 
effects along the vertical positioned measurement 
plate. As the fluid close to  the hot spot is heated 
up, the local density of the fluid decreases, causing 

that buoyancy imposes a vertical velocity compo- 
nent to  the flow. This additional flow increases the 
wall-heat transfer and thus the related wall-shear 
stress. For larger free-stream velocities this addi- 
tional heat transfer can be neglected. The relative 
error is about 10% for free-stream velocities larger 
than 10 mls. 
I t  is conspicuous that the relative error Acj in the 
measured wall-shear stress for an z-position of 0.0435 
m is about 15% lower than for the other x-positions 
This is caused by the nose of the plate. For < 0.08 
m the measurement strip is fixed to  the aluminium 
nose instead of the to  PVC base (see figure 5). As 
the mass of the oscillating mirror is not infinitely 
small, the temperature in the laser sheet is higher 
close to  the edges of the laser sheet. To fulfill the 
assumption of no heat transfer in spanwise direc- 
tion in the middle of the laser sheet the laser sheet 
is as wide as the measurement strip. 
As the heat conductivity of aluminium is about 
1000 times higher than the heat conductivity of 
PVC, a significant amount of energy is transferred 
from the edges of the laser sheet through the mea- 
surement strip and into the aluminium nose, which 
leads to  lower temperature at the edges of the laser 
sheet than in the middle. This temperature dif- 
ference leads to  a spanwise heat transfer from the 
middle of the sheet to  its edges causing a decrease 
of the heat transfer to  the flow, which corresponds 
to  a decrease in the measured wall-shear stress. 

Preliminary measurements in a turbulent boundary 
layer have been performed. The data of these mea- 
surements are presently being processed, but first 
results indicate, that  also in a turbulent boundary 
layer the wall-shear stress can be measured with the 
new method with reasonable accuracy. 

7 Conclusions 
By using quantitative IR-thermography a new flex- 
ible and non-intrusive measurement technique for 
wall-shear stresses has been developed. At this 
stage an accuracy of about 10% in the measure- 
ment of the wall-shear stress has been achieved. 
The main sources of error are due to  the external 
heating and the restricted capabilities of the avail- 
able IR-camera. 
In contrast to  the hot-film technique, in which the 
wall-heat transfer is given by the electrical power 
of the heater, in this technique the wall-heat trans- 
fer needs to  be determined from the measurement 
of the surface temperature performed by the IR- 
camera. Since this temperature measurement con- 
tains scatter, which is strongly amplified due to  
the relation between surface temperature, wall-heat 
transfer and the local wall-shear stress, the over- 
all accuracy of the wall-shear stress measurement 
depends on the applied noise-reduction methods, 
which need to  be improved. A further improvement 
of the present measurement technique can possi- 

i 
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bly be achieved, if the irradiated power distribution 
along the laser can be measured with a high accu- 
racy, while the IR-camera monitors the hot spot. 
In that case the wall-shear stress measurement can 
be performed with a steady hot spot, which would 
simplify the noise-reduction procedure significantly. 
Either for an unsteady or a steady temperature 
measurement the quality of the IR-camera is the 
most limiting factor. The first limitation is the spa- 
tial resolution, which restricts the maximum dis- 
tance between the camera and the observed object. 
Therefore more sophisticated optics are required to  
extend this technique from the laboratory environ- 
ment with a camera-object distance of less than 30 
cm to  measuring the wall-shear stress on large-scale 
objects with distances of a couple of meters. An- 
other significant limitation is the scatter of the tem- 
perature measurements, described in the beginning 
of this section. This scatter is caused by the insuffi- 
cient signal-to-noise-ratio of the IR-camera, which 
is generated by the electrical field of the motors 
moving the mirrors and prism of the scanning sys- 
tem in single-detector cameras. However, the latest 
IR-cameras with focal plane arrays, having as much 
IR-sensitive sensors as pixels in the field of view, do 
not require a scanning system. These cameras have 
a better signal-to-noise-ratio and just need 3 ms for 
one complete 2D temperature measurement. These 
advantages make better data filtering methods pos- 
sible, which can further improve the accuracy of 
the wall-shear stress measurement with quantita- 
tive IR-t hermography. 
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SUMMARY 
Three different skin friction measurement and transition deteci 
tion techniques have been developed and adapted to the spe- 
cific test conditions in the Ludwieg-Tube facilities of DLR at 
Gottingen. The latter are: short run time and thin boundary lay- 
ers for both, the hypersonic Ludwieg-Tube facility (RWG) and 
the Cryogenic Ludwieg-Tube (KRG), and low temperatures for 
the KRG, which can be operated down to 120 K to achieve high 
Reynolds numbers. 

An oil film technique has been developed and applied to mea- 
sure skin friction and transition on a flat plate in the RWG at 
M = 5. The results are in good agreement with the Van Dri- 
est I1 and the Young correlation, respectively, and results from 
velocity profile measurements for the skin friction and hot-wire 
measurements for the transition location. 

Surface mounted hot-films, directly deposited on the model sur- 
face, have been used to study shock oscillations on a laminar- 
type airfoil in the KRG down to cryogenic conditions. Further 
improvements of the deposition quality will make sensor arrays 
with about 20 sensors on an airfoil section with 150 mm chord 
available. 

It could be demonstrated that wall mounted thermocouples pro- 
vide a simple method to determine transition on airfoils in the 
KRG by detecting the difference in heat flux between laminar 
and turbulent boundary layers. The results agree well with the 
interpretation of pressure distribution and wake measurements 
as well as with the transition location given by the MSES (Drela) 
code. 

olds numbers of up to 60.10‘ on 2-D airfoils at run temperatures 
down to 120 K. More details of the design and the operation of 
the KRG are given in Ref. 1. 

The flow problems being investigated in these facilities, such 
like shocklboundary layer interactiodcontrol and laminar air- 
foils require methods to determine boundary layer transition and 
skin friction to understand the flow field or for CFD validation 
purposes. The special environment in the cryogenic facility, thin 
boundary layers, and the short run times (ca. 0.3 s for the RWG 
and up to 1 s in the KRG) require the development of new and 
adaptation of standard measurement techniques. 

An oil film method for skin friction measurements, developed 
and tested at M = 5 in the RWG, a surface hot-film technique 
for cryogenic conditions applied in the KRG, and the use of 
wall-mounted thermocouples for transition detection also in the 
KRG will be described in this paper. 

2 THE GLOBAL INTERFEROMETER SKIN 

2.1 Development of Oil Film Interferometer Techniques 
The oil film interferometer technique developed by Tanner and 
Blows, Ref. 2, overcomes many of the well known limitations 
of existing methods, since it provides non-intrusive measure- 
ments. It is based on the relationship between the.thinning of 
an oil film, placed on the test surface exposed to the flow, and 
the local surface shear T ~ .  The rate of thinning of the oil film is 
determined using optical interference created when an incident 
light beam is partially reflected at the oil and test surfaces as 
shown in Fig. 1. 

FRICTION METER 

1 INTRODUCTION 
The DLR operates two different Ludwieg-Tube facilities at 
Gottingen. The supersonichypersonic Ludwieg-Tube (RWG) 
covers a Mach number range of 3 5 M 5 7 and a unit Reynolds 
number range of 5 x 10‘ m-l  5 Re1 5 80 x 10‘ m-’. The 
facility consists of an 80-meter long tube used as pressure reser- 
voir which is separated from the nozzles and the test section 
by a quick-acting gate valve. The tunnel is started by opening 
this valve. Hypersonic flow is generated by individual nozzle 
blocks; the test section for the Mach numbers M = 3 and 4 has 
a cross section of 0.5 x 0.5 m2, while those for the high Mach 
numbers have circular cross sections of 0.5 m diameter. 
Based on the good experience with this facility, a transonic high 
Reynolds number facility, the Cryogenic Ludwieg-Tube (KRG), 
has been built with the same operating principle. Major differ- 
ences in the design are the larger storage tube with a length of 
130 m, a subsonic nozzle, the 2-D adaptive test section-with a 
cross section of 0.4 x 0.35 m2, an additional valve for Mach 
number control, and the positioning of the fast-action valve 
downstream of the test section. 

Cryogenic technology is applied to achieve chord-based Reyn- 

laserbeam \ 

0 X 

Figure 1: Oil film interferometry. L ( z )  is the oil film thick- 
ness 

This method, originally used in low-speed flow, was later modi- 
fied for 2- and 3D high-speed gradient flows and found in many 
applications, Ref. 3, 4, 5, 6 ,  7. The best known version of this 
method is the Laser Interferometer Skin Friction (LISF) tech- 
nique, Ref. 8, 3, 9, 10. The thinning of the oil film at a fixed 
point is determined by a laser beadphotodiode interferometer. 
However, the LISF technique has some deficiencies: it provides 
only point-wise data and therefore measuring shear distributions 
over large surfaces can be very costly; model vibrations, surface 
waves or particles of dust on the oil film can have a strong influ- 
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ence on the results or can lead to a total failure of the measure- 
ment. 

To overcome these deficiencies a variation of the original fringe- 
imaging technique was developed - the Global Interferometer 
Skin Friction (GISF) meter - which uses interference pattern 
to describe the thinning of the oil film, Ref. 4, 5, 11, 7, 6. The 
oil film thinning rate is determined by measuring the spacing 
between the fringes in time. The first version of the GISF meter 
was developed in Ref. 4, 12.13. Global shear stress distributions 
in 3D flows can even be obtained with this instrument during a 
single run of a short duration facility such as the Ludwig-Tube. 
The size of the test surface is limited only by the need for ad- 
equate image quality and resolution. This method requires that 
a minimum of two (better more) images of the oil film interfer- 
ence pattern in a known time interval are captured during a test 
run. It requires of cause also an optical access to the test section 
of the wind tunnel. An advantage of this method is that it ac- 
counts for wall shear variations not only in different directions 
on a model surface but, during a test run, also for (specified) 
changes in the flow conditions. 

Another method, developed later and termed Surface Imaging 
Skin Friction (SISF) meter in Ref. 7, is in principle based on the 
first GISF meter, Ref. 4, but it has additional advantages. By us- 
ing a fluorescent tracer in the oil film one can simultaneously 
determine the surface streamline directions of the flow. The 
combination of the oil thinning rate and the surface streamline 
directions allows to calculate the global shear-stress distribution 
on the test surface. 

As deficiency can be seen that the needed equipment is more 
expensive since two cameras and color filters are needed, but 
the amount of information, obtained during a single run, surely 
compensates that. 

An alternative and simpler GISF meter was described in Ref. 5, 
1 1  and termed Fringe-Imaging Skin Friction (FISF) technique. 
This version of the GISF instrument needs only one image of the 
interference pattern that is recorded after a wind tunnel run. The 
skin friction coefficient is determined by the rate of thinning of 
the oil film during the run time. The deficiencies of this method 
are that it is not designed for the application in 3D flows and 
that it ignores the changing of flow conditions during start-up 
and shut-down of the wind tunnel. The uncertainty in the skin 
friction coefficient is higher than for the GISF meters described 
above, because the fringe spacing and the development of the 
interference pattern are given with only one image after the run. 

Based on this FISF technique a new instrument was tried to 
build in Ref. 6 that includes the advantages of existing GISF 
techniques. This method can be used to provide global shear 
distributions also in 3D flows over relative large test surfaces 
with nonuniform wall temperatures. Unfortunately it has re- 
tained all drawbacks of its parent as described above. 

2.2 Model and Test Conditions 
The GISF-meter was adapted for the RWG. The models used in 
this study were three different flat plates. The flat plates were 
of equal thickness (10 mm) and width (400 mm), but they had 
different lengths (plate A = 200 mm, plate B = 300 mm and plate 
C = 500 mm). Plate C was instrumented with 10 individual ports 
to accept probes for flow-field surveys along its axis and with 3 
additional ports for measurements in the span-wise direction as 
check of the flow two-dimensionality. Additional static pressure 
taps were located at different intervals along and across the plate 
C. The test surfaces were highly reflective. The nominal free- 
stream conditions in the test section were: Mach number M = 

5, total temperature TO = 410 K, total pressure po = 21.2 bar 
and unit Reynolds number Re1 = 40 x lo6 m-'. The wall 
temperature of the models was 295 f 5 K during a run. Run- 
to-run variations in the local Mach number Me and velocity U,, 
respectively, was less than 0.5%; static temperature T, varied 
within 2%. 

2.3 Set-up of the Global Interferometer Skin Friction 
Meter 

The present version of the GISF meter is based on descriptions 
in Ref. 4, 12, 13. Two variants of the instrument were imple- 
mented, Fig. 2. In the first the beam from a 2 mW, 633 nm 
wavelength He-Ne laser is widened by the lenses and sent with 
a mirror to the test surface with the thin oil film. The thin film in- 
terference pattern is recorded via a mirror and a lens by a CCD 
Camera. In the second variant of the set-up the interference 
pattern is produced by illuminating the oil film directly with- 
out mirrors. Because of the very short test times in the facility, 
the images were recorded during a run by a SONY VO-96OOP 
video recorder and digitized thereafter by a full frame video cap- 
ture card Hauppauge Win/Motion 60 and stored on a PC's hard 
disk at up to 30 frames per second. 'I)lpically, 4 to 5 high qual- 
ity images were captured 40 ms apart at an image resolution of 
768 x 576 pixels. Fig. 3 shows, for example, such a sequence 
of the fringe-pattern images on a flat plate. 

HeNe Laser Lenses Mirror Lens CCD Camera 

I 
PC 

Flow- Video recorder 

Figure 2: Schematic of the GISF instrument set-up 

The oil film thickness is determined directly from the fringe pat- 
tern. The intensity distributions along the stream-wise direction 
are filtered and the peaks detected. The spacing of intensity 
maximums or minimums (fringe spacing) can be determined. If 
the incident laser beam is nearly perpendicular to the surface, 
the fringe spacing corresponds to a change in oil film thick- 
ness of X/2, with X being the wavelength of the incident laser 
light. The skin friction coefficient was calculated by the inte- 
gral method, described in Ref. 13. The general equation for 2D 
flows can be expressed for x = x o  as follow: 

2" 

Tw = -- 2pv J L ( x 0 ) d x  
L 2 ( x o )  d t  

0 

where x o  is the position where the skin friction is to be deter- 
mined, T~ is the skin friction, p and v are the oil density and oil 
kinematic viscosity, respectively, L ( x )  is the film thickness (see 
Fig. l), and t is the time. Further information on this method 
may be obtained from Ref. 13. 
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eorrespnding ’incompressible’ profile. A least-squares cum 
fit of the wall-wake law to the velocity profile data may then 
be paformed exhactiog U, (or Cf) and d as parameters of the 
curve fit. However, for bypasonic boundary layers it is very 
important to include in this procedun the visews sublayer wn- 
ditions. We have, therefore, used for extracting the skin friction 
data (Cf,,t) the combined wall-wake law with the Van Driest 
mixing-length damping function for the v i m s  sublayer, ex- 
pressed in Ref. 14 as: 

Here, the ’law of the wall’ profile U$ is dew by 

160 1 70 180 
x mm 

Figure 3: Interferograms of the oil films on a flat plate 

The oils used in the present study were W a c h  silicon oils 
AK-IO and AK-0.65 and Shell mineral oil S.5585 with corm 
sponding nominal viscosities of 10 mm2/s, 0.65 mma/s. and 
5.4 mma/s at 25°C. The silicon oil AK-IO was used in most 
of the present experiments. The oil film was applied on the test 
surface along a line either perpendicular to the free-seeam di- 
rection or diagonal to i t  The latter. suggested in Ref. 5. ll. is 
for shm-time facilities very favorable since a larger area of the 
test surface can be scanned during a IUII. 

24 VelOdtyRotllea 
For comparison wth the GISF-meter results velocity profiles 
were taken in 5 lacations along plate C (2 = 266. 296, 316, 
336 and 356 mm) to determine the slun friction coeffinents 
using an alternate method. The pitot surveys in the bound- 
ary layer and the free-stream needed here were measund by 
a miniature pmbe in conjunction with an ENDEVCO Model 
8514-20 or KULITE Model XTC-IWM-3.5BAR VG pressure 
transducer, located directly at the back of the probe. The 
rated transducer accuracy is quoted by the manufachm to be 
of the order of 10.3% full d e  for the ENDEVCO trans- 
ducer (f0.003 x 138000 Pa) and 10.5% full d e  for the 
KULITE transducer (f0.005 x 350MlO Pa). The correspond- 
ing static pressures were measured at the wall tbmugh orifices, 
0.3 mm in diameter, which were wnnected with short-length 
tnbing (150 nun) to a 32-port PSI (‘PRESSURE SYSTEMS 
INC.’) pnssure transducer module with a measurement range 
of f15 psi ( f103400 Pa) and a rated accuraq of 10.1% full 
scale (za M O O  Pa) or better. 

Skin friction data may be obtatned from measured mesll veloc- 
ity profiles affcr transformation of the velocity profile data to the 

+ +  P=Ky+(l-e-’  ‘ A  ), A+=25.53; 

n is the wake parameter, uscd for fining as a free parameter; 
K =0.41 andtheColes’waltefunctionisdefinedbyw(y/d) = 
1 - m(.tl/Q 

2.5 Skin Frictlon Dishibotlon 011 Wt P h t a  
The results of the skin friction measurements on flaf plate mod- 
els used for validation of the GISF meter in the RWG are shown 
in Figurw 4 and 5. The skin friction values for Plate C (la& 
500 nun), extracted from the GISP measunmeats (open sym- 
bols) with merent oil vimsities used in the tests, show an ad- 
equate distribution and good agreement with the data obtained 
from the velocity profile measuremmts (black symbols), Fig. 4. 
Moreover, the skin friction levels at z > 200mm agree with the 
well-known Van Driest II carelation for the W e n t  boundary 
layer. At 2 5 100 mm the skin friction distribution shows a 
uansitional boundary layer and a developing turbulent flow at 
higher 2-values. 

I ma 

Figure 4 Cf-distributions on Plate C measured by the 
GISF meter in the RWG 

The data measund on the shorter Plates A (length 200 nun) and 
B (length 300 nun) show qualilatively similar distributions,cf: 
Pig. 5. The m e  for the laminar boundary layer carespondp 
to the empirical Young correlation, Ref. 15. Very remarkable is 
the stmng influence of the plate leqfh on boundary layer uan- 
sitiou The lengthening of the plate leads in the present tests 
to early transition with the corresponding value of the transition 
Reynolds number essentially decreasing, Fig. 6. 

The credibility of the pment data, measured by the GISF insuu- 
ment, is also confirmed by a comparison with earliu hot-wire 
transition measurements on Plate B, Ref. 16. The geoeral re- 
sult, viz ,  the dependence on the length of the flat plate, which is 
somewbat surprising, can be explained by the existing relation 
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way one obtains a softer layer in the lower regions, correspond- 
ing to the soft Parylene C. and a stable undergmund at the top of 
this layer where the hot-films and leads can be deposited. 'Ihe 
nickel hot-film with a final thickmss of 0.2 p are sputtered 
onto this silicon dioxide layer. Finally, ulc copper leads with a 
thickness of 0.5 pm are sputtered onto the surface overlapping 
the hot-film which d t s  in a g d  electrical contact. The 
layout of the leads and sensors is achieved by using a photo- 
lithography technique. 

Figure 7: Layer system of a 'cryo-hot-film' 

....~ , -1 

Figure 5: Cf-distributions on the flat plates A, E, and C 
measured by GlSF meter in RWG 

1w 200 3w 4w m BW 
Length of fhe plat., nul 

Figure 6 Dependence of boundary layer transition on a 
flat plate on model dimensions 

between the model dimensions and the level of model vibration 
during a tun. The suppon of the plates was such that the longer 
plates exhihit stronger vibrations, partly provokes hy the start- 
up process of the impulse-type Ludwieg-Tube facility. It is very 
wnceivahle, that high model vibrations can lead to early transi- 
tion of the boundary layer. Scheduled vibration measurements 
on these flat plates promise to confirm a quantitative dependence 
of the transition Reynolds number, Rec. 

3 SURFACE HOT-FILMS FOR CRYOGEMC 

3.1 

Commercially available surface mounted hot-films, as they are 
often used in conventional wind tunnels and free-llight tests to 
measure wall shear stress and determine transition location, are 
not very well suited for tests in the KRG. Because of the high 
Reynolds numbus, surface roughness is very critical so that 
most often the roughness of the hot-film itself is too high. Also 
the gluing process may cause prohlems in terms of surface qual- 
ity and reliability of the sensors at low temperatures. FoUowing 
an approach of Johnson et al. Ref. 17. a 'cryo-hot-film' sen- 
sor without these shortcomings can be manufactured hy directly 
coating a system of different layers on the surface of the steel 
model. 

The design of a hot-film sensor which can be operated at cryo- 
genic conditions is shown in Fig. 7. First a "Parylene C' layer, 
consisting of a soft plastic material, is coated on the model SUI- 

face in a Chemical Vapor Deposition pmcess (CVD). The P q -  
lene C layer with a thickness of about 7 pm is used to pro- 
vide t h d  and electrical insulation. It also compensates dif- 
ferences in thermal expansion between the model and the next 
layer made of silicon dioxide. The latter, 1 pm thick layer 
consists of a special silicon organic wmpound Using differ- 
ent amounts of oxygen during the CVD pmess, a graded layer 
is achieved where the lower regions have an organic fraction 
whereas the uppa region consists of pure silicon dioxide. This 

TEMpERlTuREs 
Design of Hot-Films Manufactured by Dired 
Deposition 

32 First Tests with Directly Deposited Hot-Films 
A hot-film system as described above was deposited on a cylin- 
drical pi% of stainless steel as shown in Fig. 8. Aftex con- 
finning the mechanical stability of the sensors during tests in a 
cooled box at tempmtum down to 100 K. the test sample was 
installed in the KRG with the surface holding the sensors flush 
mounted with the sidewall of the test section. 

Flow - 
Hot-Film '\ 
Glued Conti 

copper Laad 

Figure 8: Hot-fllm array on a steel insert to be mounted in 
the sidewall of the KRG test section 

The hot-films were wnnected to DlSA 55M10 anemometers. 
The two sensors which were positioned in line with the flow 
direction wereused to measure the convective velocity of turbu- 
lent structures in the sidewall boundary layer. This velocity was 
determined to be 64% of the undisturbed velocity in the cen- 
ter of the m section. This agnes well with measurements of 
Kreplin (Ref, 18) who obtained a velocity ratio of 62%. although 
his measurements were perform& at much lower Reynolds 
numbers with hot-hlms at the sidewall of an oil-channel. Based 
on centerline velocity and channel width, the Reynolds num- 
ber was 7700, whereas for the boundary layer at the sidewall of 
the KRG it was 104 x lo5 based on  nu^ length and free stream 
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Reynolds numb%, tmSihOn either in the shock region or up 
stream of the titsf sensing element but never in between. Never- 
theless, these sensors functioned up to chord Reynolds numbers 
of 30 x IO'. The hot-film system did not show any damage aftex 
more than LOO test runs with temperanms down to 100 K. 
Buffet: Although problems existed in discovering transittonal 
signals due to spatial resolution, it was possible to identify an 
oscillating lambda-shock at Met conditions verifying the ca- 
pability of measuring skin mction as intended. Fig. l l  shows a 
pnnciple sketch of the situation encountex& A shock is p e n t  
on the upper surface of the airfoil which separa& the laminar 
boundary layer f o m g  a separation bubble with turbulent re- 
attachment. 

velocity. Moreover, the power spxtnnn of the hot-film signal 
showed the typical shape found in turbulent boundary layers, 
Fig. 9. Therefore it was concluded, that the hot-film signal re- 
ally is a presentation of the turbulent flow and not determined 
hy electronic noise. 

a 

Flgure 9 Power spectrum of a hot-film signal obtained at 
M = 0.76 and Re = 50 x 10' 

Furthermore. o p t i o n  in a frequency range of up to 250 !dh 
was verified during tests at Mach numbers up to M = 0.8. This 
high frequency response is due to a volume to surface ratio of 
the hot-film which is similar to the one of a hot-wire. 

3 3  Hot-Film Meesuremente on the Airtoil LVZF 
For validahon measurements the laminar-type airfoil LVZF was 
chosen; the airfoil model was coated with fiftem hot-film sen- 
sors on its upper surface, Fig. 10. The hot-films were located in 
a s t a g g e d  pattern to p e n t  the thermal wake of the sensors 
positioned upstream to disturb the measuremmt by a sensor lc- 
cated downstream. The supply lines, brought onto the surface 
as described above, lead to a flange that was flush mounted with 
the KRG's sidewall. At this position thin insulated wires were 
connected to the leads with an adhesive containing over 90% 
silver. The wires were connected to anemometers outside the 
test section as shown in Fig. 10. Due to surface contaminaUon, 
it was not possible to achieve the same good deposition qual- 
ity on the airfoil model as was obtzined for the test specimen 
described above, resulting m some defect hot-films. Only the 
sensors four to nine positioned between 25% and 55% of the 
chord functioned properly. 

%mition: Unfmnately, mtennittent transitional signals 
could not be idenhfied with the few hot-films left. We believe 
that this is mainly due to the transition point movemen& trig- 
gered by the pressure distribution, which placed, dependent on 

I 0.25 I 0.k I 0:48 I xlc ' 
0.31 0.43 0.55 

Figure 11 : Posnion of the oscillating lambda-shock on the 
upper surface of the LV2F-model 
(Re = 6.5 x lo', M = 0.72, Q = 3.0') 

Considering Fig. 12 which shows the altemating part of three 
hot-film voltages. one. observes that the forward shock moves 
back and forth over the hot-film located at z / c  = 0.43 (lower 
plot). When the forward shock is downstream of the sensor a 
laminar attached flow is shown by the sensor signal. Moving 
upstream. the signal indicates the separated flow of the separa- 
tion bubble beneath the lambda-shock with a lower skin fric- 
tion. The hot-film at z /c  = 0.55 (upper diagram) shows the 
rear shock oscillating across tbis position and one can detect the 
high-voltage signals of reattached turbulent flow and again the 
low signals due to the separation bubble. Finally, the sensor 
at z / c  = 0.49 shows all three phenomena: the attached lami- 
nar flow (e.g.: 0.821 < t < 0.823), the mattached turbulent 
boundary layer (e.g.: 0.839 < t < 0.841) and the separation 
bubble (e.g.: 0.824 < t < 0.827). 

The oscillation frequencies and phase. relations were derived 
from the signals. The frequencies showed gwd agreement 
Hnth measurements carried out on a CASTl airfoil model by 
Stanewsky and Basler, Ref. 19. For the test case described 
above, the oscillation freqnency was measured to 138 Hz. 

Figure 10: Hot-film arrangement on the upper sudace of the laminar-lype airfoil LVZF 



23-6 

e M  
0.0 

-1.5 

e M  
0.0 

-1.5 
1.5 I I 

.M 
0.0 

-1.6 

0.m 0.82 0.84 0.80 I IS] 0.80 

Figure 1 2  AC-parts of hot-film signals measured at the 
conditions shown in Fig. 11 

Summarizing it can be concluded that the hot-film system as 
intended by the design is able to measure skin friction at cryo- 
genic conditions. Especially msitlon measunments at high 
Reynolds numbers on an airfoil. for instance, are not disturbed 
since the roughness height of the sensors is within the viscous 
suhlayer of the boundary layer. Although it was not possible to 
find transitional signals in the present test due to poor spatial 
resolution, one was able to distinguish between a laminar and a 
turbulent boundary layer in the case of an unsteady transitional 
shock boundary layer interaction. 

4 TRANSITION DETECTION BY WALL MOUNTED 
TEERMocoupLEs 

4.1 Flow Condibioas in the KRG 
Another convenient technique for boundary layer transition de- 
tection is the infrared imaging technique, exploiting the differ- 
ence in heat flux between laminar and turbulent boundary lay- 
ers. However, infrared cameras are currently not available for 
the very low temperatures in cryogenic facilities. Because of 
the adaptation mechanism of the flexible wall in the test section 
of the KRG, the view on the model is also very restricted. It 
was therefore investigated. whether the heat flux can be mea- 
sured by more conventional means, such as thermocouples em- 
bedded in the model wall, during the short run time of the KRG. 
Thermocouples have been used before for transition detection 
in the cryogenic wind tunnel R of ONERA at Toulouse. France 
(Ref. 20,21), but here the run time is much longer compand to 
the KRG (bchveen 30 sand 120 s). 

As can be shown from one-dimensional unsteady gas dynam- 
ics, stagnation pressure and stagnation temperature drop below 
the pretest charge values during the start-up of the flow in a 
Ludwieg-nbe, providing a very repeatable temperature differ- 
ence between the model structure and the flow. As long as vis- 
cous effects can be neglected. the amount of pressure and tem- 
perature drop is determined only by the test &on Mach num- 
ber and the nozzle contraction ratio. 

Fig. 13 shows the ratio of total temperature TO to charge tem- 
perature T. for a contraction ratio of 3.6. which applies to the 
KRG. At M = 0.3 the temperature drops by about 3.0% and at 
M = 0.7 by about 5.3%, yielding absolute temperature differ- 
ences of 8.5 K and 15 K. respectively, between model and flow 
at the begin of the nm at a charge temperature of T. = 283 K. 
For critical cases, the model temperature can also be adjusted 

0.90 
0.0 0.2 0.4 0.6 0.8 1.0 

M 1-1 
Figure 13: Total temperature drop of the KRG as function 

of the test section Mach number 

before the run to the total flow temperature TO, but this is not 
part of the standard test procedure of the KRG. 

With this temperanrre difference between model and flow, the 
different heat fluxes in laminar and turbulent boundary layers 
result in different temporal temperature gradients in the model 
wall. For the short nm time of the KRG, thcsc temperature gra- 
dients are measurable only very close to the surface. 

4.2 First Tests with a Thin-Skin Model 
First test have been carried out with three thermocouples 
mounted 0.5 mm underneath the surface of a 2-D airfoil model 
with a wall thickness of 3mm. as sketched in Fig. 14. The model 
with a chord length of 150 mm was manufactured by DASA'. 
It was also equipped with a larger number of thermocouples at 
the inside of the wall, designed for optimal response in the T2 
wind tunnel of ONERA. where the model was investigated as 
well. These sensors did not show any response within the short 
test time of the KRG. However, the signals of the three sensors 
mounted close to the surface could be evaluated, see Fig. 15. 

Figure 1 4  Installation of thermocouples parallel to model 
surface 

The temperature traces for the three sensors located at different 
chord-wise positions as indicated in the figure are plotted versus 
test time for three different Reynolds numbers. For comparison, 
the total temperature trace measured in the flow is shown below. 
Transition was tripped at 48% chord, just downstream of the 
third sensor. The tunnel is started at t % 0.25 s, where the total 
temperature drop begins. At t i~ 1.08, the shutdown of the flow 
is visible. 

For the lowest Reynolds number case, all three thmocouples 
show very small gradients. With increasing Reynolds num- 
ber. larger temperature grarllents are measured. starting with the 
most downstream sensor at Z / C  = 0.475, whereas for the high 
Reynolds n u m k  case all sensors show larger heat flux. 
If the temperature gradients are computed and plotted YQSUS 

Reynolds number, the forward movement of the transition point 
from Z / C  > 0.475 at Re = 4.6 10' to z / c  < 0.125 at Re = 
11.8 . 10' can be determined, as shown in Fig. 16. Also plotted 
are the corresponding curves for lift and drag coefficient CL and 
C D .  and it can be seen very clearly, that the increase in drag 

' - k A a o . p r c . A i r h u . B - . ~ y  
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Figure 15: Temperature traces of wall-mounted thermo- 
couples and total temperature probe for differ- 
ent Reynolds numbers 

between Re = 8.10' and Re = 10.106 is aresult of the forward 
movement of the transition point in this Reynolds number range. 

0.400 l&qi M = 0.77 
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TS: 48148% - 
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0.60 
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Figure 16: Transition point movement determined by heat 
flux measurements 

4.3 Experiments with a Fully Instrumented Solid Model 
Encouraged by these results, another airfoil model with a chord 
of 180 mm was equipped with a fully instrumented thermocou- 
ple section with 13 sensors on the upper and lower side. A 
slightly different installation was chosen, as shown in Fig. 17. 

This method was found to be easier to manufacture for models 
with very thick walls, as it was the case here with a nearly solid 
cross section. With this laminar type airfoil, drag measurements 
showed a development of a so-called laminar 'drag bucket' dur- 
ing first wind tunnel tests. Hereby the results from pressure dis- 
tribution and wake measurements could be supplemented by the 
information from the thermocouple measurements. 

Thermocouple ' Ijl I 

Figure 17: Installation of thermocouples normal to model 
surface 

Figure 18 shows a measured pressure distribution from this 
laminar-type airfoil at M = 0.62 and Re = 5.0 x 10'. On 
both sides, at x/c z 0.56 on the lower and at x/c z 0.52 on 
the upper airfoil side, the pressure distribution shows the signa- 
ture of a laminar separation bubble. Here the laminar boundary 
layer separates, undergoes transition and re-attaches as a tur- 
bulent boundary layer. This transition can be clearly identified 
also in the thermocouple signals, where the temperature gradi- 
ent jumps from very small values to about aT/dt % -1.5 K/s. 
This particular pressure distribution with separation bubbles was 
only selected for a good comparison; these bubbles are not nec- 
essary, though, to detect the transition with thermocouples. 

9' 

upp. side 
w low. side 

-2.0 6 
0.0 0.2 0.4 0.6 0.8 1.0 

X k  [-I 

Figure 18: Pressure distribution and temperature gradi- 
ents on a laminar-type airfoil 

Figure 19a presents the measured C L / C D  polar at M = 0.3, 
Re = 6.0 x 10' ahd free transition together with results from 
the MSES (Drela, cf: Ref. 22) code, an Euler solver coupled with 
a boundary layer method. Transition is taken into account by an 
en method and the n-factor was chosen to be n = 9, given by 
Drela as being representative for free-flight conditions. While, 
as usual, the drag level is somewhat lower in the computational 
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Figure 19: Comparison of experimental and numerical results for drag and transition location 

results, the overall shape of the two curves shows good agree- 
ment. Both exhibit the laminar ‘drag bucket’, a region of mini- 
mal drag over a certain CL range. It begins at about the same CL 
value for both curves, while it extends to somewhat higher lift 
in the numerical result compared to the experimental values. 

In Fig 19b the corresponding transition locations, deduced from 
the increase in heat transfer measured with the thermocouples 
and given by the en stability method in the MSES results, are 
shown. The overall agreement between experimental and nu- 
merical results is again very good, if the somewhat limited spa- 
tial resolution given by a chord-wise spacing of the sensors of 
Ax/c = 0.05 is considered. Since the most upstream sensor 
is located at x / c  = 0.15, transition positions further upstream 
could not be determined and are plotted here at xtr = 0 

Beginning at low CL values, the boundary layer on the upper 
side stays laminar up to about 60% chord, while, because of 
the suction peak developing at these negative angles of attack, 
the lower side shows fully turbulent flow. With increasing lift, 
the transition moves only very gradually upstream on the upper 
side, while, for a certain CL value, a sudden downstream move- 
ment on the lower side is observed. Here, where on both sides 
the boundary stays laminar up to about 50% to 60% chord, the 
laminar drag bucket begins, c$ Fig 19a. 

With further increasing lift the transition point stays at about 
60% on the lower side. On the upper side it starts an upstream 
movement where in the drag polar the upper end of the laminar 
bucket is reached. In agreement with the difference between ex- 
periment and numerical results there, the upstream movement 
for the numerical curve is delayed to somewhat higher CL val- 
ues. 

With this model, test measurements were carried out in the 
Mach number range of 0.3 5 M 5 0.72 at Reynolds num- 
bers up to Re = 15 x lo6. Transition location could always be 
deduced from the thermocouple signals, when it was constant 
across the span at least in the region of the thermocouple sec- 
tion. Some ambiguous results were attributed to the occurrence 
of turbulent wedges, originating from local disturbances off the 
thermocouple section and then running into it from the side. In 
these cases, a 2-D method, like the infrared technique, clearly 
has some advantages. 

. 

5 CONCLUSION AND FUTURE WORK 
The applicability of the GISF meter to short-duration facilities 
like the RWG could be demonstrated with good results. A fur- 
ther validation in the RWG in two- and three-dimensional inter- 
acting flows is planned. The flow phenomena to be considered 
include the interaction of 2D incident shocks and 3D crossing 
shock-waves with the turbulent boundary layer. The influence 
of model vibrations on laminar-turbulent transition will also be 
further investigated. 

The first tests with directly deposited surface hot-films at cryo- 
genic conditions have been successful in general, but the relia- 
bility of the sensors has to be improved by enhancing and opti- 
mizing the various deposition steps. The layer system will also 
be slightly modified: The thickness of the Parylene C layer will 
be increased to 15 pm, if possible even to 30 pm. This should 
result in a better thermal insulation with respect to the metallic 
model surface and, moreover, it will decrease the electric capac- 
ity of the copper leads which was, in the past, hard to compen- 
sate by the anemometers used. The number of sensors will also 
be increased in order to obtain a better chord-wise resolution, 
while the width of the sensor field in span-wise direction will 
be decreased. With these improvements, major attention will 
be paid again in future tests to transition detection on the LV2F 
airfoil. 

Measuring the heat flux by wall-mounted thermocouples pro- 
vides a simple technique for transition detection at conditions 
where infrared imaging can not be applied. Because of the 
point-wise measuring principle, spatial resolution is limited and 
covering larger areas on the model requires a great number of 
sensors. If special attention is paid to an installation very close 
to the surface and a good thermal contact to the model, test times 
of a few tenths of a second are fully sufficient, allowing an appli- 
cation of this technique in Ludwieg-Tube wind tunnels. An eval- 
uation of at cryogenic conditions is planned for next year with 
a new airfoil model suitable for cryogenic testing and equipped 
with one chord- and one span-wise thermocouple section. 
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1. SUMMARY 

Steady and unsteady surface measurement techniques 
for subsonic and transonic flows are surveyed 
emphasizing the capabilities, restrictions and 
applications of these techniques in experimental 
aerodynamics. The present paper investigates 
comparatively the status and capabilities of a number of 
surface measurement techniques (Liquid Crystals, Hot- 
Film-Arrays, Piezofoil-Arrays,) which are necessary for 
the understanding of distributed flow phenomena. 
Based on exemplary results some of the main features 
of the measurement techniques are discussed. Emphasis 
is on recent improvements to obtain higher temporal 
and spatial resolution. This concerns e.g. the 
employment of pyroelectrical capabilities for higher 
signal-to-noise ratios in piezofoil array measurements, 
or the development of a standard calibration method for 
multisensor hot-film arrays with small streamwise 
sensor spacing. 

2. NOMENCLATURE 

calibration constants 
electrical capacity 
material constants of piezofoil 
frequency 
effective length of a hot-film 
non-dimensional sensor length 
Number of sensors operated upstream 
pressure 
molecular Prandtl number 
total heat loss, el. polarization 
heat flux 
electrical resistance 
Reynolds number 
spacing of the sensors 
temperature 
voltage 
velocity components 
friction velocity 
coordinates 
wall shear stress 
angle of attack 
boundary layer thickness 
density 
thermal conductivity, wavelength 
viscosity 
viscous length scale 
kinematic viscosity 

3. INTRODUCTION 

The analysis of the efficiency and capability of an 
airfoil design requires a sufficient and reliable 
experimental data base. Such data base can be provided 
e.g. by surface measurements investigating local and 
distributed wall flow phenomena, such as laminar- 
turbulent transition, shock-boundary layer interference 
and shock or pressure induced separation. Thus, surface 
measurement techniques should be capable of both, 
high spatial and temporal resolution, delivering data for 
the understanding and control of relevant phenomena in 
the flow regime investigated. Furthermore, in the scope 
of hybrid laminar flow or adaptive wings for future 
transport aircraft, reliable measurement techniques are 
needed for the monitoring of wall bounded shear flows 
in order to verify the capabilities of a new wing design 
and/or to control the flow during service. 

In general, surface measurement techniques can be 
subdivided into steady and unsteady as well as plane 
and quasi-plane (traversable or array) techniques. 
According to this, Table 1 presents a survey of some of 
the currently used measurement techniques in airfoil 
experiments. The comparative survey presented in this 
paper is based on a number of experiments in low and 
high speed flows as well as in wind tunnel and in-flight 
tests. Emphasis is on the reliability and suitability of 
surface measurement techniques for experiments in the 
subsonic and transonic flow environment. 

Plane 
Techniques 
- 

Quasi- 

Techniques 
plane 

Steady Surface 
Measurement 
Techniques 

Liquid 
crystals 
Infrared Im. 
Pressure 
Sens. Paint 
Array 
Techniques 
traversed 
Prest. Tube 
Oilfilm-In- 
terferometry 

Unsteady 
Surface 
Measurement 
Techniques 

Liquid 
crystals 
(f<lOHz) 
Infrared 
(f< 10Hz) 
Array 
Techniques 
such as: 
Piezofoils 
Hot-Films 

Table 1: Some of the curredy  used surface 
measurement techniques 

Paper presented at the AGARD FDP Symposium on “Advanced Aerodynamic Measurement Technology”, 
held in Seattle, United States, 22-25 September 1997, and published in CP-601. 
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4. SURFACE MEASUREMENT TECHNIQUES 

4.1 Liquid Crystals 
The development of liquid crystal foils has allowed a 
new method of visualizing wall flows, especially under 
flight test conditions (Gall & Holmes, 1986, Kasagi et 
al., 1989). The foils are made out of encapsulated liquid 
crystals visualizing the local surface temperature (-30°C 
< Ts < 1 I5OC) by changing the color. Therefore, the 
liquid crystal foil can be used to determine flow 
phenomena which are associated with significant 
changes of the local heat flux rate and thus of the 
surface temperature. Such phenomena can be laminar- 
turbulent transition, flow separation or shock wave/ 
boundary layer interference. In advantage to infrared 
cameras the images of liquid crystals can be recorded 
by consumer CCD-video-cameras. Figure 1 shows a 
schematic test setup of an on-line video system for the 
chromatic interpretation of liquid crystal images. The 
images of liquid crystals can be interpreted directly by 
the experimenter watching the event or indirectly by 
photography or video recording. The recorded video 
images can be evaluated by means of digital image 
processing. 

Model 

Personal computer 

Color analysis 

I 
I 

Figure I :  On-line video system for the chromatic 
interpretation of liquid crystal images 

This image processing can be done in the HSL-space, 
regarding hue, saturation and lightness. A calibration of 
liquid crystals can be performed by installing 
thermocouples on the test structure and applying liquid 
crystals directly above the thermocouples. A result of a 
liquid crystal calibration is shown in  Figure 2. Here, the 
hue value is plotted as a function of the foil temperature 
obtained from two different measurement series. As can 
be seen from the figure, the resulting calibration 
function is reproducible and has a usable range of about 
2.8 K. The measurement accuracy is about +/- 7% full 
scale. If the viewing angle is changed, the resulting 

color analysis changes considerably (Hoang et al., 
1995, Haselbach et al, 1996). Thus for quantitative 
measurements at least the viewing angles must be kept 
invariable during calibration and experiment. 
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Figure 2: a )  Calibration of liquid crystal foil for two 
different lighting intensities 

The spatial resolution of liquid crystals is given by the 
size of the encapsulated liquid crystal balls, which are 
of the order of 10 - 50 pm. However, in most cases the 
restrictive spatial resolution will be given by the video 
camera system used for the experiments. The temporal 
resolution capabilities of liquid crystals are dominated 
by the underlying substrate material, which usually - 
because of the spatial resolution requirements - is of 
low thermal conductivity. Thus, only a low temporal 
resolution (fc<lOHz) can be obtained. 

4.2 Piezofoil-Arrays 
Piezoelectric sensors and sensor arrays have been 
successfully employed for measurements of unsteady 
surface force fluctuations for several years now 
(Nitsche & Szodruch, 1993, Ewald et al., 1993, Suttan 
et al., 1995, Swoboda & Nitsche, 1996, Carraway, 
1989). A piezofoil consists of a thin PVDF 
(Polyvinylidenfluorid) film, metallized on both sides. 
The foil is very thin (9pm<hclOOpm) and flexible, so it 
can be fixed to almost arbitrary surfaces without 
influencing the flow. By partially etching one side of 
the metallic coating, it is possible to create sensor 
arrays which are customized to a given measurement 
case. A schematic sketch of a piezofoil sensor is shown 
in Figure 3.a.). Figure 3.b.) shows the layout of a 142- 
sensor array for flat plate experiments aimed on the 
evolution of an artificially excited wave train in a 
transitional boundary layer. The spatial resolution of 
this array was 10 x I O  mm2 inside a wedge of 12" 
downstream from the harmonic point source and 20 x 
20 mm2 in a rectangular shape for control purposes. 
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Piezoelectricel WDF-Foil 
a.) 

Upper Coating of Foil 
Lower Coating of Sensor 

-Active Sensor Area 

. I.._", ....... 

Mountlng Adheslve (nonconductive) 

b.1 

Flat Plate . .  . . . . . . .  .... ................... .............. ........................ ........................ ............................. . . . . . . . . .  . . . .  
Plezofoll array wlth 

142 sensors 

Suction/Blowing Slot Harmonic Point Source 
(x = 200 mm) (x = 290 mm) 

Figure 3: a.) Schematic sketch of a piezofoil sensor, b.) 
Layout of 142-sensor array for  transition experiments 

The piezofoil material distinguishes itself by the 
existence of piezoelectric as well as pyroelectric 
properties. A single piezofoil sensor can be considered 
as a plate capacitor with a very low capacity and mass. 
Assuming a mechanically and electrically unloaded 
sensor and an adiabatic or isothermal change of state, 
the change in electrical polarization of a sensor element 
can be described as 

with Ap: pressure fluctuation 
A: sensor area. ; d31: piezoel. constant 

When assuming a temperature change while electrical 
field strength and mechanical tension are constant, the 
change in electrical polarization results as follows: 

with AT: temperature fluctuation. 
d, : pyroel. constant 

The sensor signals can be amplified by means of 
simple charge amplifiers. Thus, its possible frequency 
range is only limited by the lower limiting frequency of 
the employed charge amplifiers (typically 1.6 to 160 
Hz) and its own resonance frequency (up to IO9 Hz). 

Since the pyroelectric constant d, is about six orders of 
magnitude higher than the piezoelectric constant dJ3 

(normal to the sensor surface), a temperature gradient 
between sensor and fluid can be employed to obtain 
higher signal amplitudes and thus, signal-to-noise ratios 
(Sturzebecher et al., 1997). This is especially important 
for the minimization of sensor size and spacing in array 
measurement techniques. An example of the 
improvements regarding absolute signal strength and 
SNR is given in Figure 4. Figure 43.)  shows the 
distribution of RMS-values over a flat plate equipped 
with a multisensor piezofoil array. Transition position, 
marked by the sharp increase in RMS-values, can be 
derived from both test cases, but SNR with heating 
(AT=lOK) is about 50 times higher than without. A 
higher SNR not only allows for better determination of 
time averaged values, but also for detailed signal 
analysis in the temporal or frequency domain (Fig. 4.b). 

In both cases, the artificially induced frequency of 200 
Hz, which corresponds to the Tollmien-Schlichting 
instability frequency of this experiment, is marked by a 
peak in the frequency spectra. From the time trace 
without heating, it is visible that the signals from the 
sensor operating in the piezoelectric way are 
influenced by external disturbances like noise and 
vibration of the test setup. With the sensor operated in 
the pyroelectric way, the TS-waves caused by the 
suctionhlowing slot are more clearly visible. Since 
pressure fluctuations (,,piezo") as well as temperature 
or shear stress fluctuations (,,pyre") are both correlated 
with near wall velocity fluctuations U' i n  a boundary 
layer, the use of the pyroelectric properties is a good 
means to perform qualitative measurements of surface 
force fluctuations, especially in transition experiments. 
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Figure 4: a . )  Comparison of RMS-values and b.) Time 
tracesflrequency spectra for  transition measurements 
with and without sensor heating 
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The number of sensors on a piezofoil array is mainly 
limited by the capabilities of the employed 
measurement system. Spatial resolution is only limited 
by sensor size and the requirement of contacting each 
sensor to the measurement system with conducting 
wires. Arrays made from conventional sensors (as 
described in Figure 3) were built up to now with sensor 
sizes down to 2 x 0.9 mmz and sensor spacing of 
2.5mm. The minimization in terms of sensor size is 
limited by the necessity of achieving a good signal-to- 
noise ratio, in terms of sensor spacing the limiting 
factor is the distance of the conducting wires from the 
sensors as well as among themselves to avoid 
overspeaking. As described above, the SNR can be 
increased considerably by heating the sensors. This 
heating is limited by the destabilizing effect which wall 
heating has on boundary layers (Mack, 1986). Since 
even a very small temperature gradient (AT-2K) 
between sensor and flow is sufficient to obtain a SNR 
increase of about 10, this effect can be neglected. 

As described above, the frequency range of piezofoil 
sensors themselves is nearly unlimited. Thus, the 
limitations in temporal resolution are only set by the 
capabilities of the measurement system. The lower 
limiting frequency fCA of the charge amplifiers may be 
chosen by different settings of RG and CG to avoid 
influences of low frequency disturbations in the 
measured signal. The upper limiting frequency is given 
by the maximum sampling frequency fs of the employed 
AD-converters. According to the Shannon theorem, the 
frequency range is limited by fSha = Yz fs. To fulfill this 
boundary condition, a lowpass filter should be 
employed, but due to the temporal and spatial 
discretization (sampling rate, sensor size), the sensor 
signals show decreasing amplitudes with increasing 
signal frequency, dampening higher frequencies below 
the immanent noise level of the measurement system. 
Figure 5 shows a simulation of the frequency response 
of different piezofoil sensors (circle with 03.5 mm, 
strip 5 x 2 mmz and strip 10 x 1 mmz, equal area) as a 
function of signal frequency and streamwise sensor 
length. 
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0 5000 10000 15000 20000 
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Figure 5: Simulation of frequency response for sensors 
with different streamwise length 

It can be seen that a larger length in streamwise 
direction leads to an earlier decrease in output 
amplitude, caused by the integration of signal 
fluctuations over the sensor's streamwise length. 

4.3 Surface Hot-Films 
The surface hot-film technique is based on the analogy 
between local skin friction and heat transfer. The 
electrical heat loss of a thin electrically heated element 
is correlated to the local wall shear stress by means of 
calibration. In experimental aerodynamics the surface 
hot films rank among the most successful standard 
measuring techniques (Kreplin & Hohler, 1992, 
Gartenberg et al., 1995). However, since the calibration 
of surface hot-films depends on a multitude of flow 
parameters, surface hot films are widely used for 
detecting qualitatively unsteady flow phenomena like 
transition, separation or shock wave oscillation. 
Especially in laminar flow research, surface hot-film 
arrays with high temporal and spatial resolution are 
used. Figure 6 shows the typical layout of a single hot- 
film sensor and hot-,film arrays. 

Single Hot-Film 

Leads I 

d r i e r  Foil 

Hot-Film Array 

in-Line Staggered 

Figure 6: Single hot-film and hot-film arrays 

4.3.1 Single Hot-Films 
The local heat transfer from a hot-film to a fluid in 
motion can be related to the local skin friction. For 
laminar and turbulent boundary layers theoretical 
analyses have been given by Fage & Falkner (1931) 
and Ludwieg (1949) respectively. From similarity 
considerations Liepmann and Skinner ( 1954) derived 
the following relation between the total heat transfer of 
a hot-film and the wall shear stress: 

(3) 

This can be written in terms of the heating voltage U 
and the resistance R of the heated element: 
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-= U 2  A + B . z ,  x . 
RAT 

(4) 

A and B are constants which are obtained from 
calibration. This relation is valid for both, laminar and 
turbulent flow, as long as Leff+<64.Pr. For practical 
applications, hot film calibration often is performed 
according to equation (5). Here, the left-hand side of 
eq. (4) is represented by the total heat loss of the sensor 
Q and the constant A is represented by the total heat 
loss of the sensor in case of free convection Q,. Thus, 
equation (4) can be written as follows: 

The temporal capabilities of surface hot films can be 
described according to Bellhouse & Schultz (1968) in 
terms of a theoretical cut-off frequency fc as follows: 

According to eq. 3 and the investigations of Gartenberg 
et al. (1994) the cut-off frequency of the hot-film 
increases with increasing wall shear stress and high 
thermal conductivity and diffusivity of the wall 
material. 

4.3.2 Hot-Film Arrays 
The calibration of in-line hot-film arrays becomes 
essential if the skin friction distribution is to be 
investigated. In this case, the temperature wake induced 
by a surface hot-film as well as the structural coupling 
of the sensors becomes increasingly important, see 
Haselbach & Nitsche (1996). Due to the thermal 
interference of the sensors, conventional single sensor 
calibration cannot be applied automatically for such 
multisensor arrays. As an example for the thermal 
interference, Figure 7 shows results from temperature 
measurements in the flow field above a four-sensor in- 
line hot-film array. Considering the last downstream 
sensor, it is obvious that the increase in near-wall 
temperature in front of this sensor will result in a 
decrease in convective heat loss and hence will lead to 
a shifted calibration relative to the number of sensors 
operated upstream. 

From Figure 8, showing the calibration of the last 
downstream sensor for the same test case, it can be seen 
that the measurement error in terms of wall shear stress 
T, rises with increasing number of sensors operated 
upstream of the sensor considered and can reach up to 
 AT^ = 47 9% i n  case of all upstream sensors being 
operated. 
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Figure 7: Measured jlow temperature distribution 
above a surface hot-film array(Re=2'I 6) 
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Figure 8: Hot-jilm array calibration for different 
number of sensors operated upstream of the sensor 
considered 

5. EXEMPLARY RESULTS 

5.1 Liquid Crystals 
As an example for the spatial resolution capabilities of 
liquid crystal foils, Figure 9 shows a turbulent streak in 
a laminar boundary layer downstream of a disturbance 
source (harmonic point source). Two turbulent streaks 
with a distance of 5 mm are clearly visible. This 
example shows the excellent abilities of the liquid 
crystal foil technique in determining even small flow 
disturbances in boundary layers. 
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Figure 9: Detail of the turbulent area downstream of a 
disturbance source (windtunnel test, Re=3105) 
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As an example for the applicability of heated liquid 
crystals for in-flight investigations some results of a 
laminar wing glove experiment concerning the laminar- 
turbulent transition are presented in  Figure 10. A wing 
glove was fixed to the right wing of a glider close to the 
fuselage, with the liquid crystal foil (0.4x1.2m) 
integrated into the glove. The heating of the liquid 
crystals was realized by means of an underlying thin 
layer of uni-directional carbon-fiber. 

.... ”. 

For the flight tests, the airspeed of the glider was varied 
from 90 k d h  up to 170 k d h ,  i.e a maximum 
Reynolds number Re=3.7.106. 

The images were recorded by means of a video camera. 
The resulting images of the visualization for various air 
speeds are depicted in Figure 10. Transition is clearly 
indicated by the white line in the image, moving 
downstream with increasing speed and accordingly 
decreasing angle of attack. The corresponding results of 
the digital image processing are shown on the right 
hand side of the figure. Here, the resulting color 
function is plotted as a function of the chordlength for 
the chordwise centerline of the foil. The strong decrease 
in the color value in the transition region is clearly 
visible. 

As another example, in  this case for high speed tlows, 
Figure 11 shows a result of the visualization of 
transition due to crossflow on a swept laminar wing 
((p=45”) at a Mach number M,=0.7 derived from a 
transonic wind tunnel experiment. Regarding the 
streaky transition with a average distance of the streaks 
s=4.2mm = 6.6, the good spatial resolution capabilities 
of liquid crystals are again clearly visible. 

110 kmlh Fl,l 1Io;m; , , di 
Transition 

0.5 

“W””--- 
0.0 

0.5 

0.0 

I I I 

130 kmlh 

I 
n 

h 

Figure IO: Visualization of the transition on a laminar wing in flight test (left column: video images, right 
column: resulting color value), a.) IOOkdh, b.) I IOkdh, c.) 130kdh and d.) 150 k d h  
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Figure 11: Visualization of the transition due to 
crossflow on a swept laminar wing (M=O.7) by means 
of liquid crystals for a = - 2 O  (windtunnel test) 

5.2 Piezofoil Arrays 
For the measurements with multisensor piezofoil arrays, 
a modular digital multichannel system which allows for 
simultaneous measurement of up to 192 sensor signals 
with a sampling frequency of 20 kHz per channel is 
employed. As a first example, results from experiments 
concerning the detection of transition location in flight 
tests are presented in  Figure 12. A laminar wing glove 
equipped with a 48-sensor piezofoil array was mounted 
on a motorglider. Transition location is marked by the 
peak in the distribution of RMS-values. Time traces 
show very small signal fluctuations in the laminar 
region, a strong increase of low as well as high 
frequency waves in the transition region and finally, 
decreasing amplitudes in fully turbulent flow. 
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Figure 12: Typical time traces and RMS-value 
distribution over a laminar wing glove (flight test) 

As a further example, Figure 13 shows the evolution of 
a wave train emanating from a suction/blowing slot 
during a transition experiment with the 142-sensor array 

depicted in Figure. 3. Excitation frequency in this case 
was close to the maximum T-S frequency (fTs = 200 
Hz). At first, the disturbance shows a 2-D excitation up 
to a x-position of 350 mm. Further downstream, 3-D 
effects develop and lead to a strong nonlinear increase 
in wave amplitude. 

x-position [mml 

Figure 13: Evolution of a wave train excited by a 
suctiodblowing slot (windtunnel test) 

The sensor array which was used for recent flight tests, 
also concerning the development of instabilities in a 
transitional boundary layer, consisted of 192 sensors 
with a streamwise spacing of 6 mm (=bS/3)  and a 
spanwise spacing of 11 mm. This high resolution allows 
for monitoring the downstream travelling and evolution 
of a wave train (fE = 900 Hz), in this case emanating 
from a harmonic point source at dc=0.27. The 
characteristically curved patterns of lines of equal 
signal amplitude due to this kind of excitation are 
clearly visible in  Figure 14. Here, the development of 
3-D instability modes is also obvious from the spanwise 
distribution of signal amplitude downstream from an 
dc-position of 44 % of the chord length. 

30 35 40 45 
xlc-position [XI 

.2 mV) 
0 mV 

Figure 14: Snapshot of signal amplitudes downstream 
from a harmonic point source (flight test) 

Since the signal amplitude at the point of neutral 
stability, which is necessary for the determination of n- 
factors according' to the eN-method, is not known from 
these experiments, relative n-factors 
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lo: 

with A, :sensor amplitude 
Amin: min. Sensor amplitude 

--t 15.58 Nlm2 
+ 36.13 N/m2 t + 57.92 Nlm2 

were calculated from the sensor signals for different 
excitation frequencies and are shown in Figure 15. 
Waves with frequencies close to the natural instability 
frequency (in this case fTs=l 100 Hz) show an increase 
in signal strength immediately downstream from the 
point source, while lower frequencies are initially 
dampened and show the increase further downstream, 
according to the linear stability theory. The measured 
nR,I,-factors of about 5 show the high amplitude ratio 
which can be achieved with the improved piezofoil 
measurement technique. 
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Figure 1.5: Calculation of nR,,.-factors for different 
excitation frequencies (fight test) 

5.3 Surface Hot-Film Arrays 
To investigate the measurement errors of in-line hot- 
film arrays in detail, experimental and numerical 
investigations concerning the heat balance and 
calibration of surface hot-film arrays for incompressible 
and compressible flows, covering a wide range of wall 
shear stresses (2,=0.2 N/m2 -80 N/m2) were conducted 
(Bose et al., 1997, Haselbach & Nitsche, 1996). Here, a 
shear stress balance (Vakili, 1992) was used as 
calibration reference. The results obtained from these 
investigations show that the possible measurement error 
in terms of AT,/T, increases asymptotically with the 
number of sensors operated upstream of the sensor 
considered. On the other hand, the measurement error 
decreases asymptotically with increased spacing of the 
sensors, see Figure 16. 

The effect of the thermal conductivity of the substrate 
(wall)' material on the thermal interference is depicted 
in Figure 17. Here, experimental and numerical results 
are compared in  terms of the relative heat loss due to 
thermal interference. It can be seen from the figure that 
the effect of thermal interference is decreased by a wall 
material of high thermal conductivity 
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Figure 16: Effect of thermal integerence on the 
calibration of a hot-film sensor out of an in-line hot- 
f i lm  array a.) number of sensors operated upstream, b.) 
spacing of sensors 
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Figure 17: Influence of thermal integer 
different wall materials 
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As a result concerning the calibration of in-line hot-film 
arrays, it can be shown that the change of the relative 
heat loss of a hot-film sensor due to an upstream 
operated sensor is - in case of turbulent flow - a 
function of the wall shear stress itself. Thus. a standard 
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t 
calibration procedure can be derived, estimating the 
influence of the thermal interaction in a wide range of 
wall shear stress by only a few measurement points. 
This standard calibration procedure is based on 
similarity parameters, predominately on the viscous 
length of the hot-film (Figure 18). 

Flow 0 Hot film not activated - Hot film activated 
P Hot film considered 

- 
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1 .O 
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' " ' I ' " ' I " " I " ' '  
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Figure 18: Standard calibration procedure for in-line 
hot-film arrays (turbulent compressible f low, dp/a!x=O) 

As shown by Haselbach (1997) this standard calibration 
for in-line hot-film arrays can be written as follows 

and - in turn - can be used to derive a minimum 
distance for the streamwise spacing of hot-film sensors. 
Furthermore, taking into account the effect of the 
thermal conductivity of the wall: 

(9) 

it is possible to derive design rules for the layout of in- 
line hot-film arrays which are suitable for different wall 
shear stress regimes and wall materials. 

6. CONCLUSIONS 

The paper investigates the capabilities of three currently 
used surface measurement techniques. The survey is 
based on experimental and partly numerical results on 
liquid crystals, piezofoil and surface hot-film arrays. 
The recent improvements described in this paper are 
aimed to fulfill the need for qualitative and quantitative 
surface forces measurement techniques for in-flight 

investigations, which are indispensable for the 
verification and application of new techniques for skin 
friction drag reduction on modern transport aircraft. 

The liquid crystal foil technique proved to be a simple 
means to obtain insight in  the wall flow field for a wide 
range of flow velocities, from the low subsonic up to 
the transonic region. Besides the ability to observe 
large flow areas, it also offers a high spatial resolution 
for quasistatic flow phenomena like streaky transition 
due to crossflow instabilities. 

The applicability of multisensor piezofoil arrays for the 
qualitative measurement of surface force fluctuations 
was considerably improved by using the inherent 
pyroelectrical capabilities to obtain a higher signal-to- 
noise ratio along with a decreased sensitivity to external 
disturbance sources like noise or vibrations. It enables 
measurements with high spatial as well as temporal 
resolutions by reducing the necessary sensor size and 
thus, sensor spacing. Recent experiments showed the 
ability of the improved piezofoil technique to measure 
the development of disturbance waves in transitional 
boundary layers. 

Investigations of the behavior of surface hot-film 
sensors in densely packed hot-film arrays led to the 
development of a standard calibration method. This 
enables experimenters to take into account the 
influences of sensor spacing on the resulting total wall 
shear stress. Thus, in-line surface hot-film arrays 
become also applicable for quantitative wall shear 
stress measurements. 
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APPLICATION OF OIL FILM INTERFEROMETRY 
SKIN-FRICTION TO LARGE WIND TUNNELS 

David M. Driver 
NASA Ames Research Center; ME 229-1, Moffett Field, California 94035-1000 USA 

Summary 
The oil film interferometry skin-friction technique is 
described and applied to flows in some of the NASA 
Ames large wind tunnel facilities. Various schemes for 
applying the technique are discussed. Results are shown 
for tests in several wind tunnels which illustrate the oil 
film’s ability to measure a variety of flow features such as 
shock waves, separation, and 3D flow. 
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Subscripts 

f 

, ref 
run 

0 

X 

Z 

00 

airfoil chord 
skin friction coefficient 
oil thickness 
Mach number 
index of refraction 
dynamic pressure 
free stream Reynolds number based on 
airfoil chord 
time 
axial coordinate from the oil leading 
edge 
light wavelength 
density 
incidence angle 
refraction angle 
skin friction 
distance along model surface from oil 
leading edge 
absolute viscosity of oil 
kinematic viscosity of oil 

fringe 
oil 
reference condition 
duration of run 
x direction 
z direction 
free stream condition 

Introduction 
The oil film interferometric technique has been used to 
measure skin friction for the last 20 years in one form or 
another13. However, it was not until 1993 that the tech- 
nique gained wide scale acceptance when Monson and 
Matee? modified the technique to use standard room 
lighting (to visualize the oil interferometric pattern) and a 
simplified form of the oil-flow equation that only depends 
on the end state of the oil. This simplified form of the tech- 
nique allows anyone to make skin-friction measurements 
with a minimum of equipment ($500)  and set up time (20 
minutes). As a result of this improvement to the technique, 
the number of people working in the field of oil-flow 
interferometry has e ~ p l o d e d ~ * ~ * ~ ~ ’ , ~  and the applications 
have gone from small scale wind tunnel models to large 
scale wind tunnel models, vehicles in flight, and automo- 
tive aerodynamics. 

This paper describes some recent experience using the 
technique in the production wind tunnels at NASA Ames. 
Included in the paper are examples of skin-friction mea- 
surements on various models in the 12’pressurized wind 
tunnel, the 40’x80’ wind tunnel, and on a helicopter blade 
in the 80’x120’ wind tunnel. 

Measurement Technique 
The oil film technique works on the principal that oil on a 
surface, when subjected to shear, will thin at a rate related 
to the magnitude of the shear. The measurement involves 
measuring the oil-thickness distribution, logging the his- 
tory of tunnel run conditions, and knowing the properties 
of the oil. 

. 

Thickness distributions are determined from the interfer- 
ence patterns which are produced in the thin oil film due to 
interference between reflected light from the model sur- 
face and the reflected light from the air-oil interface (see 
fig. 1). An example of a typical oil film and the associated 
interference patterns is shown in figure 2, in  which 40 or 
more oil film patches are seen on a wing. The dark streaks 
seen in each of the oil film patches (referred to as fringes) 

Paper presented at the AGARD FDP Symposium on “Advanced Aerodynamic Measurement Technology”, 
held in Seattle, United States, 22-25 September 1997, and published in CP-601. 
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are contours of constant oil thickness and can be related to 
the depth of the oil, h. The spacing between the fringes is 
proportional to the skin-friction as seen in  the equation 
derived by Monson and Matee?. 

The first grouping on the right hand side of the equation is 
the reciprocal of the oil’s slope and the integral contains 
the oil’s viscosity and the integrated tunnel dynamic pres- 
sure. This equation is derived from a 1 -D hydraulic oil 
flow theory and the derivation is shown in Appendix A for 
the purpose of highlighting the assumptions that go into 
the equation. 

The shear measured by this equation is the component of 
shear that is perpendicular to the oil’s leading edge. The 
shear parallel to the oil’s leading edge does not influence 
the oil’s height distribution in the normal direction. 

Procedure 

The first step is to prepare the test surface so that it is opti- 
cally smooth and partially reflective. The easiest approach 
is to apply thin sheets of MonoKote9 (Mylar with black 
pigment and adhesive backing) to the test surface, the self 
adhesive back makes it easy to apply and strongly adhered 
to the surface. The combination of Mylar (index of refrac- 
tion 1.67) and black pigment embedded in the Mylar pro- 
vides a partially reflective surface which reflects light with 
about the same intensity as does the air-oil interface. The 
interference is a result of the reflected light from the test 
surface (Mylar) interfering with the light from the air-oil 
interface (see fig. 1). Test surfaces that are made from pol- 
ished acrylic or polished stainless steel provide good opti- 
cal interference without the use of Mylar (polished 
surfaces need to be 2 micro-inch or better polish). 

The second step is to apply small oil patches (line seg- 
ments, drops, smudges, etc.) to a series of locations on the 
model surface. Dow Coming provides silicone oil” in vis- 
cosities of 5, IO, 50, 100,200, 500, 1000, 5000, 10000, 
3oo00, and IOOOOO centistokes. The choice of viscosity is 
based on tunnel run time, dynamic pressure, and desired 
displacement between adjacent interference patterns (or 
commonly called fringes). The oil patches should be 
spaced far enough apart so that one oil flow patch does not 
significantly run into another patch. The leading edge 
(upstream side) of the oil flow needs to be uncontaminated 
by other oil flows. 

The third step is to pass air over the model (run the tunnel, 
fly the airplane, spin up the rotor, drive the car), and record 
the history of the dynamic pressure and model tempera- 

tures during the run. The oil’s viscosity is a function of oil 
temperature. 

The fourth step is to record the oil-flow patterns after the 
tunnel run. The oil flow pattern is “frozen” and does not 
spread any more in the absence of shear (gravity is negligi- 
ble on a thin film which is only microns thick). The oil 
should be illuminated with as nearly a monochromatic 
light source as possible and photographed with fiducial 
marks or rulers in place. Measuring of the fringes can be 
done on a digitized image using various software packages 
(Photoshop (by Adobe) or software developed by Zilliac’) 
or it can be done with vernier calipers directly using the 
print or the test model itself. 

Details of Lighting 

The oil should be illuminated with as nearly a monochro- 
matic light source as possible -- actually the light source 
does not have to be monochrome, but the notch filter in 
front of the camera or observer should be fairly narrow. 
The light source needs to be spatially coherent over a few 
microns (which eliminates tungsten bulbs), standard gas 
filled bulbs usually have these characteristics. Light 
sources such as fluorescent bulbs, black lights, or other 
forms of Mercury discharge tubes provide very coherent 
light with a strong emission at specific wavelengths 
( k 5 4 6  nm) easily isolated with notch filters. Xenon 
flashes from standard studio flashes provide good coherent 
light sources (but needs to be filtered). Another excellent 
light source is low pressure sodium bulbs, which emit at a 
single wavelength, (actually closely spaced doublet), 
k589nm and k589.6nm. making filters unnecessary. 

Many light source configurations have been used, ranging 
from light boxes to elaborate reflective umbrellas which 
surround the model (see figures 3,4,5 and 6). The basic 
requirement is that light from the light source needs to 
specularly reflect from the model’s surface directly into 
camera. The bigger (more expansive) the light source, the 
bigger is the area of the model which will specularly 
reflect light from the source to the observer. With small 
portable light sources, like a light box (fig 3), it is possible 
to illuminate small regions of the model and subsequently 
reposition the light box to obtain other regions of the 
model. The region which reflects light into the camera is 
shown in figure 3 as a rectangular patch on the model. 
This works quite well for minimizing the setup time and 
effort. In other setups, large ( 1  m by 2m) versions of a light 
box (fig. 4) have been built in which large translucent 
sheets were back lit with a small viewing hole through the 
center for the camera -- this is done in an effort to try and 
illuminate the entire model. Besides this setup being 
unwieldy, there is a spot on the image (in the middle) 
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where there camera lens reflection is seen (camera lens 
doesn’t reflect light and produces a dark spot. On other 
occasions I have set up large white reflective screens 
which surround the model (something like a tent or 
umbrella), lights are used to front light the reflective 
screen, and a small cutout hole in the center of the reflec- 
tive screen is used to view the model (see fig. 5) .  This 
technique works well, but is a little unwieldy. Most 
recently, I have been using the entire wind tunnel top and 
side walls as a reflector (with windows painted white), 
with the camera positioned in one of the overhead win- 
dows (small non-painted) viewing hole (see figure 6). An 
example of an image taken while looking through a win- 
dow with tunnel walls painted white is shown in figure 7. 
The black spot in the image is due to the lack of light from 
the reflection of the camera lens. The hole is usually a 
smaller percentage of the total area for bigger models, this 
model is 300mm in span and the hole is 50mm square. 
Getting permission to paint windows is difficult, but other- 
wise this works great and offers the possibility of obtain- 
ing pictures during the run as opposed to after the run. 
This improves tunnel run productivity. 

Uncertainty 

Most of the sources of error are easily controlled. Viscos- 
ity is a function of temperature with viscosity varying 
approximately 1 % per degree Fahrenheit. The fringe spac- 
ing is easily measured to +/- 5% accuracy with accuracy 
being primarily a function of fringe visibility (digital reso- 
~ut ion)~.  

Non-constant run conditions are probably the biggest 
unknown source of error, with tunnel start-up and shut- 
down transients producing flow conditions which are dif- 
ferent than the test condition. The major assumption used 
in the development of the oil flow equations is that the Cf 
is constant for all time; this is less restrictive than requir- 
ing that the shear itself (‘5) is constant. However, it may not 
be so good to assume that the Cf is constant with time, 
especially when shock waves, separation, and transition 
are changing with changing tunnel conditions (such as 
Reynolds and Mach number). It is especially important to 
minimize the duration of the start-up and shutdown peri- 
ods relative to the time spent on condition since the oils 
thinning is a function of the entire run. Figure 8 shows 
the time history of velocity for each of the tunnels in 
which tests were conducted. The figure shows that some 
tunnels are able to obtain steady conditions sooner than 
others. 

A conservative estimate of skin-friction uncertainty is to 
say that the uncertainty is proportional to the ratio of time 
spent in start-up/shutdown relative to the total run 

time.This uncertainty would go away if it were possible to 
take two pictures separated in time during the tunnel run. 
However, insitu photographs are usually not feasible. 

It is beneficial to hold the model at fixed pitch during the 
entire run. It is worth noting that the oil-flow technique 
does not allow for multiple conditions to be tested during 
the course of a run. For example multiple angle of attacks 
are not possible (without taking a series of pictures during 
the run). 

Another source of error is due to the assumption that the 
oil is infinitely thick at the beginning of the run. This 
source of error is investigated in Appendix B and is deter- 
mined to be small. 

Sample Results 
Several results are shown for models in various NASA 
Ames wind tunnels. 

40x80 Tunnel 

The first test was performed in the Ames 40x80 wind tun- 
nel on the horizontal stabilizer of a commercial transport 
type wind tunnel model. In this case hydraulic lifts were 
wheeled into the test section and used to reach the model 
which was 6m high. Mylar and 2000 cs oil was applied to 
the tail upper surface. The tail section was chosen so as to 
stay away from the wing portion of the model where 
acoustic tests were in progress. The tunnel was run at 
Mach 0.275 and atmospheric pressure for a period of 20 
minutes. Figure 9 shows the resulting fringe pattern. The 
Cfdistribution is shown in figure IO. A steady decline in 
Cf is seen with no abypt increases in Cf which would be 
indicative of transition from laminar to turbulence. The 
upper surface is the pressure (windward) side of the hori- 
zontal stabilizer (since tail is pitched at a negative angle of 
attack). Consequently, the surface experiences a favorable 
pressure gradient and the Reynolds number was low 
(Re,=1.4 million), and it seems likely that the flow over 
this surface was laminar from leading to trailing edge. 

12 Foot Pressurized Tunnel 

A second test was performed in the Ames 12’ pressurized 
wind tunnel on the wing and flaps of a commercial trans- 
port type model in a landing configuration. Mylar and 
2000 cs oil was applied to the model in a hurry (20 min- 
utes) so as to minimize the impact on an already busy run 
schedule. The tunnel was run at 3 atmospheres pressure 
(Re=4million/ft) and Mach 0.25. Pictures were taken with 
a light box and 35mm camera as the model was being dis- 
assembled and crated. The resulting oil-flows showed that 
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the flow was attached almost everywhere with healthy lev- 
els of skin-friction (CpO.001). except in the vicinity of the 
winglet (see figure 1 1 )  which showed signs of a laminar 
leading edge vortex followed by reattachment and transi- 
tion to turbulence downstream of the vortex (see figure 12 
for a close-up view). Figure 13 shows the axial component 
of skin-friction for the winglet. All measurements are 
lumped onto one plot without regard to the spanwise loca- 
tion. The dashed line is a hand faired curve through the 
data to aide in viewing. 

. 

Rotor in Hover in the NASA Ames 80x120 wind tunnel 

A third test was performed on a helicopter rotor blade dur- 
ing hover tests in the 80’~120’wind tunnel (tunnel fans 
om. Hydraulic lifts were positioned into place and were 
used to gain access to the model (10 meters high). Mylar 
and oil were applied to the model. Because of differing 
aerodynamic forces, oil of 500 cs was used near the root 
while loo00 cs was used at the tip, with lo00 and 2000 cs 
oil being used at the intermediate stations. The rotor was 
spun up to a tip speed of Mach=0.56 and held on condition 
for 15 minutes. Pictures were obtained using a semi-circu- 
lar (tent) reflective structure over the blade with a hole in 
the center of the reflector through which a digital camera 
viewed the blade (setup shown in figure 5) .  A pair of 
strobe lights were used to illuminate the reflector while the 
camera was fitted with a notch filter. 

Figure 14 shows the resulting fringe patterns. Oil had been 
applied in patches with each patch having wetted edges 
parallel to the blade leading edge and parallel to the chord- 
wise direction. Fringes forming parallel to the leading 
edge of the rotor blade are spaced proportional to the 
chordwise component of shear, while fringes forming par- 
allel to the chordwise direction are spaced proportional to 
the radial component of shear. The cenbifugal force 
affects the oil’s motion in the radial direction and thus pro- 
duces some uncertainty in the radial component of shear. 
The oil flow in the streamwise direction is unaffected by 
radial forces so these introduce no additional uncertainties 
in the chordwise component of shear. Figure 15 shows the 
skin friction distribution at the 83% span location. It is evi- 
dent from the rapid increase in C, at 45% chord that the 
flow has transitioned from laminar to turbulence. 

Discussion 
Measurements of skin-friction in the big tunnels is rela- 
tively low productivity and is consequently sparsely used 
to date. This is due to the fact that for each new run condi- 
tion the tunnel must be shut down, new oil applied, tunnel 
restarted and run (20 minutes or so) then shut-down and 
shot photographs. While each measurement cycle can be 

performed in  as little as 2 hours, this is a relatively high 
price to pay compared to force and pressure measurements 
which can be obtained in less than a minute for each con- 
dition. The technique is more commonly used in the 
research environment. However, the payoff is high when 
one is trying to determine transition strip effectiveness or 
health of the boundary layer in the vicinity of shocks and 
the trailing edge. Sometimes Cfmeasurements are the only 
convenient way to diagnose anomalies in test data result- 
ing from reverse Reynolds number effects. 

The oil film interferometry technique is a definite candi- 
date for replacing sublimation techniques in  the determi- 
nation of transition location. Not only is the information 
more quantitative in the case of oil flow, but it is also envi- 
ronmentally cleaner. 

Tests which are deemed to be Computational Fluid 
Dynamic (CFD) test cases should without a doubt use the 
technique to obtain skin friction for the validation of CFD 
codes. Skin friction data obtained using this technique can 
already be credited with uncovering one bug in a CFD pro- 
duction code. 

Not only is it possible to obtain the chordwise component 
of skin-friction, it is also possible to determine the shear 
direction as well. This is described in more detail in 
Appendix C. 

Skin friction measurements are becoming increasingly 
popular, since improvements made to the technique by 
Monson and Matee?. The number of people using oil film 
interferomehry has increased an order of magnitude over 
the number of people using the original laser based sys- 
tem. No insitu calibrations are needed to obtain highly 
accurate measurements (better than 10%) and setup is 
minimal. 

i 

1 

Conclusions 
This paper shows results from the first application of this 
technique to the NASA Ames 40x80’ and 80’x120’ wind 
tunnels, and the 12’ pressurized tunnel. 

While it is possible to obtain skin friction measurements at 
hundreds of discrete locations on the model in each run, 
the productivity is relatively low (relative to force and bal- 
ance measurements). The average time to obtain one set of 
measurements at one condition is 2 hours. Productivity 
will need to be increased. One way to do this is to obtain 
pictures sequentially during the run and take the difference 
in oil height between adjacent pictures. By so doing one 
can envision obtaining 4 or so conditions during each run 
before needing to replenish the oil on the model. 
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Oil film interferometry has been shown to produce good 
quantitative measurements of skin friction in and around 
flows with separation, shock waves, and transition. Meth- 
ods for obtaining flow direction from the interferometric 
patterns are also described in the appendix. 

Using numerical solutions, the oil film’s measurements 
accuracy has been shown to be relatively insensitive to the 
initial application of oil. Also, the numerical solutions 
were used to show that oil flow in the vicinity of shock 
waves can produce accurate C, distributions ahead and 
behind the shock. 
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Appendix A: Oil-Flow Equation Derivation 
This section provides the derivation of the final equation 

offered by Monson and Matee?. Starting with the differ- 
ential form of the oil flow equation 

where h is the thickness of the oil, p, is the oil’s viscosity, 
and T is the shear stress. This equation can be integrated 
using separation of variables to obtain the usual form of 
the equation T=(p,,x)/(h t). An intermediate form of the 
equation which results from integrating’with respect to x is 

where x is the distance downstream of the leading edge of 
the oil and h is the thickness of the oil at location x. If the 
left hand side is multiplied by q/q we obtain 

then integrating with respect to time, we obtain 

Assuming Cf is constant during the run we can rearrange 
and integrate to get 

f h 

A4) (C /x ) . I ( “ )d t  = ($1 
n hi 

P O  

The lower limit on (Ih) is assumed to be small as the ini- 
tial thickness hi is large and approximated to be infinity to 
simplify the analysis. This is routinely done by the propo- 
nents of the oil flow method. Upon rearranging, the above 
equation becomes, 

r 

A5) C, = (;)/I:. dt 
0 

I 
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This is the equation presented in Monson and Mateer3. It is 
worth noting that one of the main assumptions is that the 
starting thickness of the oil is infinite. While it is not infi- 
nite, it is large (on the order of 100 A), making this a rea- 
sonable assumption. However, the possibility exists for 
taking a pair of pictures spaced in time and computing the 
Cf using the difference in thickness between the two times, 
thus making it feasible to get Cf measurements at different 
run conditions during the same run. 

I 

Appendix B Numerical Solution of Thin Film 
Equation 
Starting with the differential form of the thin film equa- 
tion, dh/dt = - (Inp) d (zh2) / dx, it is possible to integrate 
with respect to time to obtain 

next we central difference about the mid-point of 3 and 
xi-I to obtain. 

I 
2 2 t + - , d f  (zh ) i - ( T h  ) i - 1  

2 

Following Naughton and Brown' we approximate 
(h2)'+d'2 by h'h'+d' and substitute into the above equation 
to obtain 

( h ; + d f + h ! + d t )  1 - 1  ( h i +  h;J 

Rearranging we obtain 

This equation is marched forward in time starting with an 
initial distribution of h, which is large. For example I 0 0  
times larger than the final thickness of the oil. 

One of the worries about the technique is the assumption 
that the oil is infinitely thick at the beginning of the run, 
which it is not. Furthermore, the surface downstream of 
the original spot of oil is often not wetted by oil until some 
time later in  the run. How does this condition effect the' 
final answer for skin-friction? The solution was started 
with a thick blob of oil at the upstream position in the 
domain and at time zero shear is imposed on the oil. Fig- 
ure B 1 shows the thickness distribution of the oil film for 
various times during the run along with the thickness dis- 

tribution as from the Monson-Mateer equation A5. The 
simulation shows that the oil film thickness distribution 
from the blob of oil follows very nearly the identical solu- 
tion from equation A5. The difference between these two 
solutions (normalized by the local oil thickness) is shown 
in figure B2. The error diminishes with time and is 
roughly proportional to the ratio of the oil thickness and 
the initial oil thickness. 

A second calculation was performed on a oil film with 
varying shear. The shear was made to be 5 times higher 
over the initial 25% of the domain than it is over the 
remaining 75%. The resulting height distribution is shown 
in figure B3. After time T=l .O the oil film height distribu- 
tion is seen to display two distinct regions with different 
slope. The upstream region has a slope which is predicted 
by equation A5 and the downstream region has a slope of 
5 times the upstream level. This implies that the Cf is a 
function of the'local slope and that the oil is not influenced 
by what is flowing into it from upstream. 

Appendix C Shock Waves and 3D Flow 

Flows are usually 3D and the oil flow interferometry is 
capable of detecting cross flow. By placing a rectangular 
patch of oil on the surface, the windward sides of the patch 
will develop leading edges (two sides). These leading 
edges of the oil can produce two component measure- 
ments of the shear, which can be combined to produce the 
resultant shear component and angle (see figs. C1 and C2). 
The locus of comer points in the oil flow point in the 
direction of the shear as indicated by the arrows in the fig- 
ure. Experience has shown that kinks of any angle (obtuse 
or acute) will produce a locus of points that point in the 
direction of the shear. This is because the 2D oil flow 
equations are very hyperbolic in nature and have charac- 
teristic lines that are oriented parallel to the shear lines. 
Consequently, oil does not move across surface shear lines 
(streamlines within the oil) and blemishes in the oil (wakes 
from protuberances) travel in the streamwise direction and 
do not diffuse in the lateral direction (see fig. C3). 

Shock waves produce an abrupt change in the fringe spac- 
ing as can be seen in figure C2. Ahead of the shock the oil 
behaves predictably (by equation A5) with no knowledge 
that there is a shock downstream. After the shock the oil 
flows more slowly as a result of lower shear. Numerical 
simulations have shown that the shear in the downstream 
region can be approximated using the slope of the oil 
locally as the input to equation AS replacing x f i  in that 
equation by dx/dh. Figure C2 also shows how easy it is to 
determine the shock location using the oil-flow interfer- 
ometry. 
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Figure 3. Light box illummation. 
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Figure 4. Translucent plastic scrm with back lighting. 
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Figure 5. Diffuse renectca with h t  lighting. 
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VISUALIZATION AND MEASUREMENT OF SURFACE S H E A R  STRESS 
VECTOR DISTRIBUTIONS USING LIQUID CRYSTAL COATINGS 

SUMMARY 

Daniel C. Reda and Michael C. Wilder 

Fluid Mechanics Laboratory (MS:260-1) 
NASA-Ames Research Center 

Moffett Field, CA 94035-1000, USA 

When a shear-sensitive liquid crystal coating is 
illuminated from the normal direction by white light and 
observed from an oblique above-plane view angle, its 
color-change response to shear depends on both shear 
stress vector magnitude and the direction of the applied 
shear vector relative to the observer’s in-plane line of 
sight. At any point, the maximum color change is always 
seen or measured when the local shear vector is aligned 
with, and directed away from, the observer, the magnitude 
of the color change at this vectorlobserver aligned 
orientation scales directly with shear stress magnitude. 
Conversely, any point exposed to a shear vector with a 
component directed toward the observer exhibits a non- 
color-change response, always characterized by a rusty red 
or brown color, independent of both shear magnitude and 
direction. Based on this knowledge, full-surface shear 
stress vector visualization and measurement 
methodologies were formulated and successfully 
demonstrated. The present paper reviews the observations 
and measurements that led to the development of these 
methodologies and applications of both are discussed. 

C 
D 
GSP 
H 
HSI 
L 
LCC 
M 

RGB 
X 

Ax 
Y 

camera 
jet exit diameter 
geometric stagnation point 
hue 
hue, saturation, intensity 
light; or jet tube length 
liquid crystal coating 
Mach number at jet exit centerline or in tunnel 
freestream 
ambient pressure 
stagnation pressure at jet exit centerline 
freestream unit Reynolds number for tunnel flow; 
or Reynolds number at jet exit centerline based 
on D 
red, green, blue 
axial coordinate on test surface; origin at jet exit 
for tangential jet and at disc center for impinging 
jet 
spacing between two X locations 
transverse coordinate on test surface; zero at X 
axis 

CL 

P 

ID dominant wavelength 
? 

T / T ~  

9 

above-plane angle, measured positive upward 
from zero in plane of test surface 
relative in-plane view angle between shear vector 
and observer’s in-plane line of sight 

magnitude of surface shear stress vector 
relative surface shear stress magnitude 
circumferential angle in plane of test surface, 
measured positive counter-clockwise from origin 
on negative X axis 
orientation of surface shear stress vector directed 
away from observer with an in-plane line of sight 

9 7  

at 9 = 9, 

Subscripts 

C camera 
J jet 
L light 
P probe 
r reference value 

1. INTRODUCTION 

The objective of this continuing research is to develop an 
image-based instrumentation system for the areal 
visualization and measurement of the instantaneous shear 
stress vector distribution acting on any aerodynamic 
configuration. In fundamental experiments, full-surface 
measurements of both the magnitudes and the directions of 
such skin-friction forces would provide modelers with 
detailed data sets for code-validation purposes, ultimately 
leading to more advanced design tools. Further, the 
application of such a visualization and measurement 
capability to the prototype testing of advanced 
aerodynamic configurations would greatly increase the 
productivity of ground-based facilities. 

The approach has been to systematically explore the 
color-change responses of shear-sensitive, temperature- 
insensitive, liquid crystal coatings (LCC) to applied shear 
stresses of known magnitudes and known directions 
relative to the observer. 

Paper presented at the AGARD FDP Symposium on “Advanced Aerodynamic Measurement Technology”, 
held in Seattle, United States, 22-25 September 1997, and published in CP-601. 
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The liquid crystal phase of matter is a weakly ordered, 
viscous, fluidllke state that exists between the nonuniform 
liquid phase and the ordered solid phase of certain organic 
compounds. Liquid crystals can exhibit optical properties 
that are characteristic of solid, crystalline materials. If a 
thin film of liquid crystals is applied to a solid surface and 
the molecules within the coating are aligned by frictional 
forces into the required planar state, than this molecular 
structure selectively scatters incident white light as a 
three-dimensional spectrum or color space. 

It has been known for some time that changes in applied 
shear stress magnitude cause the liquid crystal molecular 
structure to change, reorienting the scattered light 
spectrum in space. A fmed observer thus sees color change 
in response to the altered shearing force. Such color 
changes are continuous and reversible, with time response 
on the order of milliseconds. 

Recent research conducted at NASA Ames has shown that 
LCC color-change response to shear depends on both shear 
stress magnitude and the direction of the applied shear 
vector relative to the observer's in-plane line of sight'. 
Under normal white light illumination and for oblique 
above-plane observation, color video images of a LCC 
subjected to surface shear stress vectors of known direction 
showed that any point exposed to a shear vector with a 
component directed away from the observer exhibited a 
color-change response. This response was characterized 
by a shift from the no-shear orange color toward the blue 
end of the visible spectrum, with the extent of the color 
change being a function of both shear magnitude and shear 
direction relative to the observer (Fig. l a  on page 26-9). 
Conversely, any point exposed to a shear vector with a 
component directed toward the observer exhibited a non- 
color-change response, always characterized by a rusty-red 
or brown color, independent of both shear magnitude and 
direction (Fig. 1 b). 

In addition, these LCC color-change responses were 
quantified by subjecting a planar coating to a wall-jet shear 
flow; scattered-light spectra were measured at a point on 
the wall-jet centerline using a fiber-optic probe and a 
spectrophotometer' (Fig. 2). At any fixed shear stress 
magnitude, the maximum color change was always 
measured when the shear vector was aligned with and 
directed away from the observer, changes in the relative 
in-plane view angle to either side of this vector/observer 
aligned orientation resulted in symmetric Gaussian 
reductions in measured color change (Fig. 3). For this 
vector/observer aligned orientation, color change was 
found to continually increase with increasing relative 
shear stress magnitude over an eightfold range (Fig. 4). 
Based on these observations and point-measurement 
results, full-surface shear stress vector visualization' and 
measurement' methodologies were formulated and 
successfully demonstrated. These two methods are 
discussed, in sequence, in the following two sections. 

VIS- 

To capitalize on these unique shear-direction-indicating 
capabilities of liquid crystal coatings, two opposing-view, 
synchronized, color video cameras need to be deployed: 
one with an oblique, downstream-facing view of the test 
surface and the other with an oblique, upstream-facing 
view. Present understanding dictates that the test surface 
be planarlike, i.e., no regions of extreme curvature, and 
that it be uniformly illuminated from above. Figure 5 
shows a schematic of the experimental arrangement 
utilized to demonstrate this new technique. 

A generic commercial-transport model with a tip-to-tip 
wing span of 67 in. was positioned on the centerline of the 
Boeing 8 x 12 A. transonic wind tunnel. The model had a 
cylindrical 8-in. diameter centerbody with boundary-layer 
trips positioned near the nose; the wings were 12-in. root 
chord and were swept back at a 35-degree angle. No trips 
were present on the inboard two-thirds span of the test 
wing. 

The test surface was the upper surface of the starboard 
wing. The inboard portion of this wing was positioned 
directly below one of the off-centerline window ports and 
could thus be uniformly illuminated by a white light (L) 
from above. Two synchronized, opposing-view color 
video cameras (C) were deployed. The downstream-facing 
camera was a miniature device positioned within a vent 
slot in the tunnel ceiling; this placement yielded an 
optimum 30-deg above-plane view angle of the wing upper 
surface at zero degrees angle of attack. The upstream- 
facing camera was positioned outside the test section, 
within the surrounding plenum chamber, and viewed the 
test surface through a window at a 43-deg above-plane 
viewing angle when the model was at 0-deg angle of 
attack. 

In this arrangement, transition to turbulence on the wing 
upper surface, characterized by an abrupt increase in surface 
shear stress magnitude in the principal flow direction, was 
made visible by the LCC color-change response recorded 
with the downstream-facing camera. Conversely, regions 
of reverse flow enveloped by upstream-directed shear 
vectors were made visible by the LCC color-change 
response recorded with the upstream-facing camera. 
Regions of the coated test surface exposed to shear vectors 
directed toward either camera yielded no color-change 
response, appearing as either dark or reddish-brown zones, 
depending on the absolute light levels reachmg the 
camera. Any regions of extreme transverse flow, 
enveloped by shear vectors directed either inboard or 
outboard and approximately perpendicular to the principal 
flow direction, would have appeared (if present) as a yellow 
color-change response simultaneously to both cameras'. 
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Figure 6 (page 26-9) illustrates the transition-front 
visualization capability of the LCC technique. Here, 
regions of low shear magnitude were delineated by a red or 
yellow color, whereas regions of high shear magnitude 
appeared as green or blue. Several important features of 
the surface shear field were made visible by these LCC 
color-change responses. Transition at 0-deg angle of 
attack, for M = 0.4 and Re = 2.5 x 106/fi., was seen to 
occur along a swept line ranging from -25% of chord 
inboard to -75% of chord outboard with turbulent wedges 
interspersed. This chordwise transition front moved 
forward with increasing angle of attack consistent with a 
dependence on the adverse-pressure-gradient onset 
location for this airfoil section. The discrete turbulent 
wedges originating from the wing leading-edge region 
were a result of isolated roughness elements caused by 
freestream contaminants impacting the surface. 

Figure 7a (page 26-9) shows synchronized LCC color- 
change responses as recorded by opposing-view cameras 
for CL = 8 deg at M = 0.4 and Re = 2.5 x 106/fi. Under these 
test conditions, a leading-edge separation occurred 
outboard on the wing upper surface, as indicated by the red 
zone in the downstream-facing view and the corresponding 
yellow zone in the upstream-facing view. High-shear 
(turbulent) attached flow existed everywhere else on the 
wing upper surface, as indicated by the blue color in the 
downstream-facing view and no color-change response in 
the upstream-facing view. 

Figure 7b shows synchronized LCC color-change 
responses as recorded by opposing-view cameras for CL = 5 
deg at M = 0.8 and Re = 3.4 x 1O6/A. Under these test 
conditions, a normal shock waveflaminar boundary-layer 
interaction occurred slightly downstream of the wing 
leading edge. Here, the yellow zone along the wing 
leading edge, recorded by the downstream-facing camera, 
indicated a low-shear (laminar) region upstream of the 
interaction. A narrow band of reverse flow formed beneath 
the interaction region, oriented approximately parallel to 
the leading edge; this region was indicated by the reddish- 
brown band in the downstream-facing view and, 
simultaneously, by the yellow band in the upstream-facing 
view. This reverse-flow region was breached by numerous 
turbulent wedges seen emanating from aforementioned 
roughness elements along the leading edge; passage of 
these locally attached turbulent wedges through the 
interaction region are best illustrated by the dark breaks in 
the yellow band recorded by the upstream-facing camera. 
High-shear (turbulent) attached flow existed everywhere 
downstream of the reverse-flow region, as indicated by the 
extensive blue zone in the downstream-facing view, and 
corroborated by the absence of color change downstream 
of the yellow band in the upstream-facing view. 

For full-surface shear stress vector measurements, a three- 
chip red-green-blue (RGB) color video camera, a frame 
grabber, and a supporting computer are utilized. The 
coated surface is illuminated from the normal direction (a, 
= 90 deg), and the camera is positioned at a constant 
above-plane view angle of aC - 30 deg. Figure 8 
summarizes the four-step procedure while Fig. 9 serves to 
illustrate the geometry referred to in the description of the 
metho dolo gy . 

In step 1, a single calibration curve of color (hue) vs shear 
magnitude is obtained for the specific arrangement wherein 
the calibration shear vector is aligned with, and directed 
away from, the camera. Conventional point-measurement 
techniques for shear magnitude can be employed for this 
purpose4. In step 2, full-surface images of the LCC color- 
change response to an unknown shear field are recorded 
from multiple in-plane view angles (here, I)c,-I)c,) 
encompassing the vector directions to be measured. In 
step 3, for each physical point on the test surface, a 
Gaussian curve is fit to the hue vs in-plane view angle data. 
The in-plane view angle corresponding to the maximum of 
the curvefit determines the vector orientation (I),). In step 
4, the hue value corresponding to the vector orientation is 
used along with the calibration curve of step 1 to define the 
vector magnitude (7) .  Steps 3 and 4 are repeated for all 
surface points to determine the complete shear vector field. 

This methodology was first applied to measure the shear 
stress vector distribution on a planar surface beneath an 
axisymmetric, turbulent, wall-jet flow’. A schematic of 
the experimental arrangement is shown in Fig. 9. 
Reference 3 provides a detailed description of the apparatus 
and test procedures, along with a discussion of 
measurement resolution and uncertainty issues. Results are 
summarized below. 

Figure 10 (page 26-9) shows two representations of the 
wall-jet-induced shear stress vector distribution as 
measured by the LCC technique. This data set was 
generated by analyzing seven low-pass-filtered hue 
images, and it contains approximately 10’ measured vector 
values. 

Both images shown in Fig. 10 use false color levels to 
represent the shear stress magnitude distribution. Vector 
orientations are illustrated by streaklines in Fig. 10a and 
by vector profiles in Fig. lob. These streaklines, drawn 
tangent to the local shear stress vector at every point 
along their trajectories, were generated from the vector 
data set using a flow analysis software toolkit widely 
employed in computational fluid dynamic applications. 
The vector profiles are dmwn every 1.23D (every 40th 
profile) starting at the axial location of X/D = 5. For 
clarity, only every fourth vector is shown in each profile. 
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As can be seen, maximum shear stress magnitudes occurred 
along the jet centerline, decreasing laterally toward the 
outer edges of the shear field. 

Quantitative comparisons with point measurements taken 
across the jet at a single axial station (X/D = 9) are shown 
in Fig. 1 1. The point measurements of magnitude were 
made using the FISF or oil-drop method4. Vector 
directions across this axial station were determined by 
measuring the tangent angle of the streaklines generated in 
a separate oil-flow visualization experiment. These 
comparisons show good overall agreement between the 
LCC measurements and the point measurements across the 
entire shear field. Note that the vector directions across 
the core region of the shear field all fell between +I 0 deg 
and that the LCC technique measured these directions to 
within 1-2 deg even though no hue images were recorded 
between $, = 0 and f10 deg. This is a clear indication of 
the robustness of the variation of hue vs $ and the 
Gaussian curvefitting procedure used in the LCC 
methodology. 

This methodology was most recently applied to measure 
the shear stress vector distribution on a planar surface 
beneath an inclined, axisymmetric, turbulent impinging 
jet'. Figure 12 shows a schematic of the experimental 
arrangement. Based on experience gained during this 
experiment, it is now recommended that the order of the 
four steps outlined in Fig. 8 be rearranged to the sequence: 
step 2, step 3, step 1, step 4. 

Starting with step 2, a twenty-frame-average RGB image of 
the complete test surface was recorded from each of fifteen 
$, orientations over the arc Oo1$,11800. Due to the widely 
varying RGB intensities experienced within each such 
color image, all $c images were recorded at two or more 
exposure settings then mathematically combined to form a 
single, composite image wherein each pixel was correctly 
exposed. All such composite images were low-pass 
filtered using a 5x5 pixel mask and converted from RGB to 
an HSI color space. 

Taking advantage of the symmetry of the flow field, the 
time-averaged, filtered hue images for O"<$,<180° were 
mirror-imaged across the plane of symmetry (the X axis) to 
form a complete 0"<$c<3600 image set. These hue images 
were then subjected to the image processing and data 
analysis procedure (step 3) to convert them to an unscaled 
answer set comprised of a vector-aligned hue value 
(proportional to shear magnitude) and a vector orientation 
at every grid point location on the test surface. 

The calibration points required for the final scaling from 
vector-aligned hue values to shear magnitudes should be 
acquired& steps 2 and 3 of Fig. 8 have been completed, 
i.e., after the magnitudes and locations of the maximum 
and minimum vector-aligned hue values are known. The 

advantage would be the definition of a calibration curve 
that spans the full range of vector-aligned hue values 
encountered in the final unscaled answer set. 

In the impinging-jet experiment, the oil-drop 
interferometry technique4 was applied at select locations 
along the X axis (chosen from a single I # I ~  = 0" image) to 
measure shear magnitudes for calibration purposes. These 
point measurements were obtained before the complete set 
of LCC images was acquired and analyzed, consistent with 
the sequence originally outlined by Fig. 8. In the final 
analysis of the complete image set, vector-aligned hue 
values slightly above the maximum of the existing 
calibration curve were encountered at a small number of 
surface grid points along, and just to either side of, the X 
axis. Since additional oil-drop interferometry experiments 
could not be conducted at that time, these slightly out-of- 
range hue values were equated to the highest shear stress 
magnitude in the existing'calibration data set. A few 
localized shear magnitude peaks in the final answer set 
were thus cut off. Further, based on earlier thresholding 
arguments', vector-aligned hue values below the lowest 
non-zero calibration point were dropped from the analysis. 
Conversion from vector-aligned hue values to shear 
magnitudes (step 4) was then carried out and the resulting 
continuous surface shear stress vector distribution is 
shown in Fig. 13 (page 26-9). 

This measured data set contains approximately 2x10' non- 
zero vectors, one at every point on a surface grid whose 
resolution is lOOxl00 points per square inch. False color 
levels are used to represent shear stress magnitudes. Black 
regions represent the absence of a vector value due either 
to thresholding at the lowest non-zero calibration point or 
to the failure to attain an acceptable Gaussian curve fit to 
the H vs $ data set at a particular surface grid point. Vector 
orientations are illustrated by the vector cross-cut profiles 
drawn every IAXI/D = 1 starting at the Y axis; for clarity, 
only every fifth vector is shown in each profile. 

A local minimum in shear magnitude was seen to occur in 
the immediate vicinity of the geometric stagnation point 
(GSP). Shear magnitude increased rapidly in all directions 
emanating from the stagnation zone as the inclined-jet 
flow turned to align itself with the plate surface, then 
accelerate outwards. Peak shear stresses were measured in 
all radial directions within 2D of the GSP. 

Figure 14 shows the shear magnitude distribution on the X 
axis, along with the oil-drop data used for calibration 
purposes. A shear minimum occurred just to the negative X 
side of the GSP. Due to thresholding applied in the LCC 
method, and/or possibly to the unsteadiness observed in 
this region, a time-averaged value of zero shear magnitude 
at the stagnation point was not measured. 

Figure 15 shows continuous measurements from the LCC 
method versus point measurements from the oil-drop 
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method as acquired on a transverse cross-cut at X/D = 2. 
None of the oil-drop data shown here were used to generate 
the H vs T calibration curve. Once again, very good 
overall agreement was noted between shear vector 
magnitudes and shear vector orientations measured by 
these two methodologies. These results provided the first 
demonstration of the capability of the LCC method to 
reliably measure continuous shear stress vector 
distributions on planar surfaces wherein shear vectors of 
all possible orientations are present. 
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Fig. 2 Schematic of experimental arrangement for 
spectrophotometer measurements of tangential jet. 
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Fig. 3 Dominant wavelength vs. relative in-plane 
view angle between observer and shear vector, 
with relative shear magnitude as the parameter. 
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Fig. 4 Dominant wavelength vs. relative shear 
magnitude for relative in-plane view angles of 
0’ and 180’. 

Fig. 5 Schematic of experimental arrangement for 
shear-vector visualizations in Boeing Transonic Wind 
Tunnel. 
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0 For camera above -plane angle ac fixed, calibrate 
color-measurement system for camera and vector 
aligned, flow away from camera (QC = or) 
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@ For each surface point. curve fit hue vs. $with a 
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liquid crystal coating response to shear lrom multiple 
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Fig. 8 Full-surface shear stress vector measurement methodology. 
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Fig. 9 Schematic of experimental arrangement for measurement 
of shear vector distribution beneath tangential jet. 
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Fig. 1 1  Cross-stream profiles of shear vector field beneath 
tangential jet at X/D = 9: (a) magnitudes vs. oil-drop data; 
(b) orientations vs. oil-flow data. 



26-8 

P, = 1 atm 

13'D / M30.66 / / ' Re=1.36x1@ 

aJ = 57" 

Fig. 12 Schematic of experimental arrangement for 
measurement of shear vector distribution beneath 
inclined, impinging jet. 
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Fig. 14 Shear magnitude distribution along X axis for 
inclined, impinging jet. 
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Fig. 15 Cross-stream profiles of shear vector field beneath 
inclined, impinging jet at X/D = 2: (a) magnitudes vs. oil- 
drop data; (b) orientations vs. oil-drop and oil-flow data. 
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Fig. t Color-change response of liquid crystal Coating 
to tangential jet flow, ,lL 

from observer, (b)flow toward Observer. 
WO, , tc  ~ 35': (a) flow away 

I 
Fig. 6 Transition-front visualizations recorded by 
downstream-facing camera at M = 0.4 and 
Re = 2.5 x to'jlt. 

Fig. 7 Color-change responses as recorded by opposmg- 
view cameras: (a) leading edge separation, 61 = 8.. M = 0.4, 
Re = 2.5 x l0'jlt; (b) normal-shock/boundary-lsyer tnterac- 
tion, = 5'. kl = 0.8, Re = 3.4 x lO'/ft. 
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Fig. 10 Measured surface shear stress VeCtOr field 
beneath tangential jet where color contours show 
vector magnitudes: (a) vector orientations shown by 
streaklines originating from X p  = 5 and 10; (b) vector 
cross-stream profiles sta*ing at X p  = 5, every 
AX/O i 1.23. 

L 
Fig. 13 Measured surface shear stress vector fiild 
beneath inclined. impinging jet  color contours show 
vector magnitudes and vector c m - c u t  profiles every 
U D  ~ t show veclor orientations. 
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SUMMARY 

The preseni paper single oui ihe advantages connected wiih 
ihe use of the liquid crysial iechnique for ihe visualizaiion 
of the surface flaw phenomena during wind mnel iests; 
they appear significant, and can be swnmarized in  
reversibility, rapid iime response, non-toxicity and low 
cost The more significant benefiis are that differeni types 
of analysis (boundary layer iransiiion, separation and 
reaiiachment, shock wave position) can be performed wiih 
a single technique, and ihat ihe reversibility of ihe process 
gives the possibility io analyze several conditions in a 
single run of ihe wind mnel .  Therefore, ihe iechnique is 
characierized by low cosi and time requirements. In any 
case, it is imporiani io noie ihai several effects can affect 
the images and ihis imply a degree of uncertainfy in the 
interpretation of the results. Ii is therefore necessary i o  
acquire a high conjidence level in ihe technique in order to 
assure a good degree of repeaiability and accuracy in the 
analysis of ihe results. Mainly, the use of the technique i s  
related io ihe visualization of the main fiaiure of the 
surfaceflow. In  ihis regard several examples showing the 
deiermination of ihe boundary layer iransiiion. separation 
lines and ihe shock wave position on the surface, me 
presenied. To enhance ihe knowledge on ihe boundary 
layer conditions a quuniiiative use of this iechnique will be 
apowerful tool. Several aiiempis io have a quaniificaiion 
of ihe response of the liquid crystals were cam’ed oui and 
are discussed in ihe paper. Neveriheless, ii is necessary io  
siress ihai, ai the preseni siaie of ihe research, ihe 
technique is probably non precise enough for an absoluie 
deiermination of the local shear siress, and ihe indicaied 
procedure seems applicable only for comparative iesis. 

1 .  INTRODUCTION 

Several techniques are presently available for surface flow 
visualizations, starting from the classical well-established 
methods, such as oil film, up to the more recent 
approaches, such as infrared thermography (see, e.g.. Ref. 
1). Recently, the use of the Liquid Crystal Coating (LCC) 
technique for surface flow visualization has significantly 
increased. The advantages of shear sensitive liquid crystal 
materials for surface flow Visualization are significant (see, 
e.g., Refs. 2-6); they can be summarized in reversibility, 
rapid time response, non-toxicity and low cost. 
Furthermore, they may now he used in conjunction with 

color analysis for quantitative measurements. of surface 
temperature and heat transfer (see, e.g., Refs. 7-10) when a 
temperature sensitive LCC is used, or of the surface shear 
stress vector distribution (see, e.g.. Refs. 11-17) when a 
temperature insensitive LCC is used. 

In a co-operation between the Department of Aerospace 
Engineering of the University of Pisa Otaly) and the 
Aerotek, a division of the Council for Scientific and 
Industrial Research (CSIR), in South Africa, the 
capabilities of this technique were investigated by means 
of experiments on several configurations. carried out in the 
Medium Speed Wind Tunnel (MSWT) and in the High Speed 
Wind b e l  (HSWT), at the Aerotek facilities. 

The bases of the specific technique used in the Aerotek 
Laboratories was preliminary described in Ref. 18. The 
research singled out the advantages connected with the use 
of the liquid crystal technique for the visualization of the 
surface flow phenomena during wind tunnel tests. The more 
significant benefits are that different types of analysis 
(boundary layer transition, separation and reattachment. 
shock wave position) can be performed with a single 
technique, and that the reversibility of the process gives 
the possibility to analyze several conditions in a single 
mn of the wind tunnel. Therefore, the technique is 
characterized by low cost and time requirements. 

Mainly, the use of the technique is related to the 
visualization of the main feature of the surface flow. In this 
regard, several examples showing the determination of the 
boundary layer transition, separation lines and the shock 
wave position on the surface. are presented in the present 
paper; they indicate that the liquid crystal paint technique 
can be considered a well established tool for flow 
visualizations. 

To enhance the knowledge on the boundary layer 
conditions, particularly for the study of friction drag, a 
quantitative use of this technique will be a powerful tool. 
Several attempts to have a quantification of the response of 
the liquid crystals have been carried out. In order to have a 
quantification of the response of the liquid crystals, a 
method of analysis of the image, suggested by the relation 
between the wave length of the reflected color and the local 
shear stress, is proposed in the paper. This methodology is 
based on the acquisition of the three hasic RBG channels, 
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21-2 

coupled with a calibration of the image on white. By means 
of these data. it is possible to determine the wave length of 
the reflected color and, therefore, an indication of the shear 
stress. 

2 .  BASIC PRINCIPLES 

A complete background on the basic physical aspects of 
the liquid crystal materials can he found in Ref. 19. A liquid 
crystal is defmed a substance that share some of the 
properties of both liquids and crystals. Mechanically, 
these substances resemble liquids, with viscosity ranging 
from m y  glue to sold glass. Optically, they exhibit 
many of the properties of the crystals. scattering light io 
symmetrical patterns and reflecting different colors 
depending on the view direction. In particular. in a 
cholesteric liquid crystal the spatial distributions of 
molecules is liquid like, the molecules are chiral and, 
therefore, a macroscopic twist is associated with the 
molecular orientation. Chirality and twst produce a helical 
structure whose pitch is typically a few wavelengths of 
visible light. Selective reflection oecurs, producing a 
displacement of the reflected color from the red to the blue 
increasing the temperature (temperature sensitive liquid 
crystal) andlor the shear stress (shear stress sensitive liquid 
crystal). 

The mechanism of modification of the reflected color, 
based on the modification of helical structure of the liquid 
crystal. suggests a linearly dependence between the shear 
stress and the dominant wavelength of the reflected light 
(for temperature non-sensitive liquid crystal). Indeed, a 
linear relationship between the reflected light wavelength 
and the applied shear, at least at values of the shear stress 
typical of wind tunnel tests. has been observed, for 
instance, Klein and Margozzi (Ref. 11) and Parmar (Ref. 
13). found that the selective reflection wavelength decrease 
linearly with an increase in the shear stress. 

In any case, it must he stressed that the intensity of the 
color in a given condition (temperature andor shear stress) 
is dependent on several other factors, including the 
previous history of heating and cooling within the liquid 
crystal material and the surface on which it is deposited. In 
particular, for the industrial application, the modification 
of the crystal liquid response with time, during a wind 
tunnel run, appear to represent an important problem to 
solve to obtain a really accurate quantitative analysis. 

3 .  EXPERIMENTAL SET-Up 

3 . 1  The Wind-Tunnels 
The te5ts were performed at the CSIR facilities. The M S W  
is a closed circuit, variable density, transonic wind-tunnel, 
with longitudinally slotted walls for a total porosity of 
5%. Its operational speed ranges from M=0.25 to Ms1.5 
with stagnation pressure varying from 20 kPa to 250 kPa. 
The test section has a 1.5m x 1.5m square cross section and 
is 4.5m in length. The HSWT is a trisonic. open circuit 
blow-down type tunnel. Its operational speed ranges from 
M d . 4  to M 4 . 5  (set through an automatically controlled 
flexible nozzle) with stagnation pressure varying from 70 
kPa to 1200 kPa. The test section has a 0.45m x 0.45m 

square cross section. The run time varies between 10 and M) 

seconds depending on the Mach number and stagnation 
pressure chosen. 

3.2 Model preparation 
For a higher resolution of the visualization, a dark 
(preferably black) surface is necessary, thus avoiding 
undesired reflected light. The light reflecting properties of 
the liquid crystal are determined by the arrangement of their 
molecules and any modification of this structure reduces the 
sensitive of such a properties. These modifications could 
arise for several reasons, mainly related to pollution from 
solvents or organic material on the test surface or in the 
coating. For these reasons the surface preparation is a 
critical aspect of this visualization technique. During the 
tests, considerable problems related to the model base 
painting were found. Usually, stoveenameled paints or flat 
black paint are recommended. However. with these 
painting techniques several problems were encountered 
during the test. It was found that the liquid crystal had 
insufficient adherence to the surface, greatly reducing the 
visualization time during a test. With a model painting 
technique consisting of a heat treated hi-component paint, 
15 minutes of visualization time was available at a Mach 
number of 0.4. This aspect can be improved by black 
anodizing the model, which, obviously, must then be 
manufactured from alluminium alloys. This preparation 
technique produces a model surface that is free from any 
organic residual. and represented a notable improvement in  
the visualization technique in the " T a t  a significantly 
higher Mach number. 

3.3 Application of the liquid crystal coating 
In the literature several techniques are. described, depending 
on the specific problem and on the desired thickness of the 
liquid crystal (see, e.g., Ref. 5). Different types of liquid 
crystals and several hquid crystallsolvent ratios were 
analyzed. whit different methods of application. The 
teehnique applied during these tests was as follows. The 
liquid crystal Werck TI-511. 10 ml per m2 of surface to be 
"painted") is mixed with a high grade (>99.5%) solvent 
( l , l , Z  tricholotrifluoroethane), in a 1 to 5 volumetric 
ratio. The solution IS then sprayed onto the model surface 
to be analyzed (thoroughly cleaned with the same solvent), 
by means of an arr-brush supplied by a pressure slightly 
higher than the atmospheric (1.2-1.5 bar). The solvent 
evaporates leaving a thin f h  of liquid crystal coating, 
with a thickness of approximately 5 )cm. It must be noted 
that the recommended optimal thickness is approximately 
4-6 pm. while larger thickness (10 pm or more) cause the 
creeping of the liquid crystal as a result of the 
aerodynamics loads. with a modification in the typology 
of the colors changes; a typical oil flow visualization is 
then obtained. 

3 . 4  Lighting and viewing of the model 
Several lighting techniques and viewing points 
combinations were investigated. An important fature for 
the intensity of the reflected colors is that related to the 
lighting. General specifications for the lighting are not 
available, and the optimum lighting technique must he 
investigated for the specific test. Usually, a good 
illurnnation is achieved by aligning the light source with 



21-3 

the view point (for greater detail see again Ref. 5 ) .  
Furthermore, a diffused light source seems preferable to a 
concentrated one. A suitable viewing point is that 
perpendicular to the coated surface to be analyzed; this 
requirement could represent a significant problem in those 
areas characterized by large curvature, as, for example, the 
leading edge of a wing. In this case, a single viewing point 
is normally not sufficient, and different viewing points, 
each one dedicated to a specific zone, are necessary. The 
layouts described in Fig. 1 were used for the tests. 

video camera 
transparent 
windows 

wall 

a) MSWT - rearview (not toscale) 

unnel wall black background 
J covering window 

V,,,,II - 

transparent 
window (500 W) 

videocamera U 

b) HSWT -top view (not to scale) 

Fig. 1 - Layout of lighting and viewing 

4 .  LIQUID CRYSTAL OR FOR SURFACE FLOW 
VISUALIZATIONS 

4 . 1  The image analysis 
The images of the model surface, aquued by means of a 
video camera, were mrded on a video tape and 
subsequently t r ans fed  to an image processor. By means 
of the image processor it was possible to achieve a good 
definition of the lines at which the changes in the colors 

occurred, allowing the transition and separation lines, for 
each of the analyzed configurations, to be identified. 

In particular, a typical application of the image processing 
is the conversion from a colored image analysis to a gray- 
level analysis. The advantage of this conversion is a 
dearer and immediate idea of the boundaries that separate 
the areas of significant surface stress changes. It is 
important to note that this conversion is not unique, as i t  
passes from a three parameter definition to a one parmeter 
definition. Furthermore, the conversion is "guiW by the 
operator. As the white corresponds to the lower limit of 
the liquid crystal response (the rad) and the black to the 
highs limit (the violet). Fig. 2. it follows that darker is  
the zone and higher is the stress level. Furthermore. the 
conversion 

Red - Green -Violet 
WHITE BLACK 

I I 

255 0 

0 1 

Fig. 2 - The colors/gray-level corraspondenca 

redurn the quantitative information, for each pixel into 
which the surface is subdivided by the video camera 
resolution, to only one parameter (the gray level). It i s  
therefore easy to manage this value mathematically by 
means of isolines, sections, etc. With a 8 bit gray-level 
resolution, the value 0 corresponds to black and the value 
255 to white and it is therefore useful to define a non- 
dimensional parameter as: 

5 = (255 - value) I 255 

Given the above definition, the parameter c ranges from 0 
(stress level lower than the minimum observable by the 
specific Liquid crystal] to 1 (stress level higher than the 
maximum observable by the specific liquid crystal) (see 
again fig. 2). 

Obviously, the information given by the parameter c can 
not be taken as absolute, but only a qualitative analysis 
can be performed. The "true" information is not the 
numerical value itself, but the zone in which a change 
OCCUTS, that indicates a change in the local tangential 
stress, and. therefore, a modification in the boundary layer 
condition. There are two reasons why this parameter can 
only be considered to be a qualitative one. The first is that 
the specific color reflected by the liquid crystal does not 
depend merely on the tangential stress, but on many other 
factors, as well the view direction with respect to the 
specific zone of the surface, the tight, the thickness of the 
hquid crystal. For instance, during the tests it was observed 
that the lines at which the changes in colors occurred, for 
identical flow conditions. remained exactly the same. but 
the colors reflected were different. The other reason is that 
a unique correspondence between a color scale and a gray 
level scale cannot be drawn, bearing in mind that the gray 



scale can be described with one parameter, while the color 
scale needs a minimum of three parameters to uniquely 
describe a color. 

Some example of the present procedure will be show in the 
following section. 

4.2Example.q of results i n  transonic flow 
The configuration, tested in the HSWT, is a hemisphere- 
cylinder body at a Mach number of 0.9 and an angle of 
attack of On. The results, in terms of the parameter [ along 
the longitudinal axis, are shown in Fig. 3. 

0.8 

0.6 

U 0.4 

0.2 

0 
0 1 2 3 4 5 

x I nose radius 
Fig. 3 - hemispherecylinder body - M d . 9  - do 

The parameter 5 along the body axis. 

It is possible to single out, along the flow direction. a first 
zone (A) with a certain local stress level, followed by a 
zone (€3) with a lower stress level, than a zone (C) 
characterized by a significantly increase in the shear stress 
and, finally, a zone @) with a shear stress that decreases to 
a value higher than that present in zone A. In this case, by 
means of the liquid crystal visualization, it is possible to 
identify an initial laminar zone in the boundary layer, 
followed by a separation bubble (in which the shear stress 
decreases to very low values), followed hy a turbulent 
reattachment (the shear stress increases to higher values 
than in the laminar zone) and, finally. a decrease in the 
shear stress. probably due to a sudden increase in the 
boundary layer thickness, corresponding to the shock 
wave position. This behavior is confirmed by the 
Schlieren visualizauon of the phenomenon (supenmposed, 
in Fig. 4, to the gray-level liquid crystal image). 

..., 

Fig. 4 - Superimposition of the Schlieren and liquid 
crystal painting photographs 

r 

From a comparison of Figs. 3 and 4, it is possible to state 
that the shock wave position can be identified by the liquid 
crystal technique. By this example, It is singled out that 
the interpretation of the liquid crystal visualization (as 
well as all other visualization techniques) is not always 
immediate, and a coupling with other experimental 
techniques or CFD is usually helpful. 

4 . 3  Examples of results i n  transonic flow 
4.3.1 Isokzted forward swept wing 
A first configuration tested in the M W  is a 25' forward 
swept wmg, tested at a Mach numbers of 0. For a complete 
definition of the configuration see Ref. 7. Fig. 5 shows the 
upper surface patterns (obtained by means of the gray 
correspondence defined in Fig. 25. for angles of attack of 0" 
and 8" and a Reynolds number (referred to the mean 
aerodynamic chord) of 2 . 8 ~ 1 0 ~  (the image is not complete 

I 

a) ceo" 

b) do 

Fig. 5 - Gray level surface representation for a 25" 
forward swept wing. Mach=0.3. Reynolds 2 . 8 ~ 1 0 ~  

in the chordwise direction). It must he pointed out that the 
leading edge area (approximately 15% of the chord) was 
not coated, as th is  area was not considered for the purpose 
of the analysis (the boundary layer, in the tested 
conditions, is certainly laminar in that area). In any case, 
it should be noted that, were the analysis of that zone be 
required, a different viewing direction should be used. By 
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from Fig. 7, ! shows the parameter 5 along three 
different spanwise stations. By analyzing this figure it is  
possible to determine the transition line, corresponding to  
the maximum gradient. Furthermore, a precise quantitative 
definition of the region of transition is obtainable by 
analyzing the chordwise variation the parameter 6. It can 
be seen that the transition occurs nearer to the leading edge 
in the region of the wing tip, and that it moves forward as 
the angle of attack is increased to 8". 

As an example, the transition lines from laminar to 
turbulent boundary layer. at different angles of attack, are 
shown in Fig. 8 ,  obtained by analyzing figures similar to 
Fig. 6. 

analyzing Fig. 5 it is evident that the method used is 
to indicate the position of the boundary layer transition 
line, and, consequently, its shifting caused by the change 
in the angle of attack. 

I 
Fig. 6 -Isolines of the parameter 5. 

Machd.3. Re=2.8x10s. do 
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Fig. 7 -The parameter 5 along different spanwise 

More detailed information can be obtained by analyzing 
the isolines of the parameter 5, shown, as an example, in  
Fig. 6 for u=Oo, and the same behavior is also apparent 

stations. Condnions as in Fig. 5. 

Fig. 6 -Transition lines for a 25" folward swep! wing. 
Machd.3, Reynolds 2 . 8 ~ 1 0 ~  

At the considered angles of attack, the transition line is  
practically straight along the span. except than in a small 
wne close to the wing tip, characterized by a significant 
upstream displacement of the transition line. This 
displacement. present at all the angles of attack, seems t o  
be related to the turbulence produced by the tip vortex, 
which originates along the tip in a position between 0.3 to 
0.5 chords downstream of the l e a h g  edge (Ref. 21). At 
low angles of attack the transition occurs at almost 
constant x/c and, therefore, it occurs at the mot at a larger 
distance downstream of the leading edge. Increasing the 
angle of attack, as expected, transition moves up-stream. 

It is interesting to note that this displacement is higher at 
the root than at the tip; indeed, at the root transition 
moves from about d c d . 6 3  at to about d c d . 4 1  at 

while close to the tip (y/(b/2)=0.9) the transition 
moves from about d c d . 6 7  at a=OO to about xlc=0.58 at 
cc=B'. As a consequence, at 4' the transition occurs at a 
practically constant distance t h m  the leading edge. This 
behavior is probably related to the appearance of a cross 
flow, in the inbard direction for a forward swept wing, 
which provokes an instabihty of the traveling waves; on 
the contrary, at u=Oo, the cross flow is practically absent 
for the present wing, and the streamwise instability of the 
Tollmien-Schlichting waves IS probably the cause of 
transition (see, e.g.. Refs. 22-24). 
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Fig. 9 -Effect of the Reynolds number on transition lines 

Fig. 9 shows the effect of the Reynolds numkr on the 
transition tine, at a== for number. As expected, an u p  
stream displacement is present when Reynolds number 
increases, and the characteristics of transition lines at 
about constant x/c is maintained. 

for a 25"forward swept wing. Macha.3, do 

b) average on 4 frames 
Fig. 10 - 25O forward swept wing. 

Mach=0.3, Reynolds 2.8x106, ado' 
The analysis at higher angles of attack, characterized by 
large zone of separated flow, is reported in Fig. IO. 
showing the upper surface at an angle of attack of ZOO. It is  

w 

interesting to note that, for this high angles of attack 
condition, the flow is unsteady: therefore, the images are 
not particularly well defined. This problem can be 
overcome by means of an averaging procedure performed 
on several images acquired in the same flow condition. The 
result of this procedure is shown in Fig. lob. in which the 
contours are better deiined. By analyzing Fig. IO and 11 
(showing the chordwise behavior of the parameter 5 for 
different spanwise stations) it is apparent that it is  
possible to identify the zones of separated flow, present at 
the trailing edge of the inner region of the wing. The 
correct evaluation of such a zone was confumed by a 
comparison with pressure measurements performed on the 
same wing (see Ref. 25). 

~ ..... _ _ _  

0 0.2 0.4 0.6 0.8 1 
XlC 

Fig. 11 - The parameter t, along different spanwise 
stations. Conditions as in Fig. 0. 

4.3 .2  Efict of a canard suface 
An other example of application of the LCC is the study of 
the effects of a lifting canard surface on the same wing 
previously analyzed, a deeper analysis is reported in Refs. 
26, 27. The geometric configuration is defined in Fig. 12. 

reflection 
plane x/c=0.3 x/c = 0.3 

L=2.26 cmem 1 y=2,50 
I 

ARw=5.7 A R , = 4  

I aW=0.4 ' = = I  bc=0.47 bw 
Aw=-25" Ac=o  

I NACA0012 Wmg Sections 

Fig. 12 - Definition of the canard configuration 
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In the following discussion, for clarity, only the transition 
lines determined from the gradient of the parameter 5 ,  as 
reported in Fig. 7, will be reported. 

The presence of a lifting canard produces significant down- 
wash in the inboard zone and up-wash in the outboard zone 
of the wing. For the specific configuration this results in a 
reduction of the wing lift at a given angle of attack, while 
the slope of the CL-a curve remains approximately the 
same (see REF. 28). 

Fig. 13 shows the transition lines for the configurations 
with and without canard, for the condition of no global lift 
acting on the wing, CL=O. As can be seen, the behavior of 
the two cases is completely different. In the canard 
configuration the transition is anticipated along all the 
span, and three different zones can be identified: an inner 
zone, a middle zone and an outer zone. 

Canard on 

1 Canard off 

................................................ 
t 
j.. 

X/C 

0.2 

0.4 

0.6 

O'* I/' 0.1 O'* 

Fig. 13 - Canard effect on the transition lines; CL=O 

The middle zone has an extension of about ten per cent of 
the semi-span, and is characterized by a completely 
turbulent boundary layer. This zone is interacting directly 
with the canard tip vortex, which produces, in this zone, a 
"free-stream" characterized by a very high turbulence level. 
To analyze the inner and outer zones it is necessary to take 
into account that, as can be seen from Fig. 14 (derived, 
with the following Fig. 16, from the results presented in  
Ref. 28), in the configuration with the lifting canard the 
spanwise lift distribution on the wing is strongly 
modified. Indeed, in the canard configuration the spanwise 
pressure gradients and the cross flow become more 
important, and probably lead to a cross-flow instability. 
The appearance of this type of instability, enhanced by the 
higher amplitude of the perturbation caused by the 
turbulent flow in the middle zone, causes the flow 
transition in the boundary layer to occur sooner, both in 

the inner and in the outer zones. Moreover, in the outer 
zone the higher local angles of attack (see again Fig. 14) 

0.04 

0.02 

0 

-0.02 

-0.04 ..... 

-0.06 
0 0.2 0.4 0.6 0.8 1 

Y 1 ( b m  

Fig. 14 - Spanwise lift coefficients; CL=O 

enhance the fore transition displacement, while in the 
inner zone the interaction with the canard wake increases 
the turbulence level of the stream flowing over the wing, 
with a consequent upstream displacement of the transition. 
As a conclusion, the transition is displaced upstream over 
the entire wing span. 

I 
1 ................................................. 

j Canardon 

I ! / Canardoff 

Fig. 15 - Transition lines; C~=0.58 

Fig. 15 shows the transition lines for the configurations 
with and without canard, at a wing lift coefficient C~=0.58, 
corresponding to an angle of attack of about 8" for the 
isolated wing and about 9.5" for the canard configuration. 
Qualitatively, the effect of the canard remains that 
described previously for the CL=O case. The transition is 
again characterized by three different zones. As previously, 
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in the middle zone the flow is completely turbulent; an 
inboard displacement of this zone is observed, consequent 
to the inner displacement of the canard tip vortex when the 
angle of attack increases. The spanwise extension of this 
zone remains practically the same, but it is not possible to 
assume this as a general trend. In fact, two different effects 
on the extension of this zone can be expected when the 
angle of attack increases: the increase in the dimension of 
the canard tip vortex, tends to broaden it, while the higher 
distance between the canard tip vortex and the wing surface 
has a narrowing effect. In the specific case a cancellation 
between these two opposite effects probably occurs. 
In the inner zone the transition moves upstream, even 
though, in the analyzed condition, the local angles of 
attack in this zone are significantly lower than for the 
isolated wing, as can be seen by analyzing the spanwise 
lift distributions shown in Fig. 16. 

0.4 

0.2 

..... 

I Y  
. . .... . . ..... . ...... ...... . . ...... . . ...... . . . 

0 0.2 0.4 0.6 0.8 1 

Fig. 16 - Spanwise lift coefficients; C~=0.58 
Y 1 ( b m  

This is probably related to the perturbation incoming from 
the canard wake and from the turbulent middle zone, and 
also to the high spanwise pressure gradient and important 
cross flow, directed in the inboard direction, 

In the outer zone the transition occurs more upstream with 
respect to the isolated wing condition, probably because of 
the significantly higher local angles of attack (see again 
Fig. 16). In any case, it is possible to observe that the 
transition occurs slightly more upstream than in the inner 
zone, and this can be a confirmation of the importance of 
the cross-flow type instability in the inner zone of the 
wing. This type of instability becomes particularly 
significant in the canard configuration, leading to a 
remarkable upstream displacement of the boundary layer 
transition. 

5 .  LIQUID CRYSTAL FOR THE MEASUREMENT 
OF SURFACE SHEAR STRESS 

The measurements of surface shear stress in wind tunnel 
testing would provide significant information for the 
aerodynamic design. Conventional methods of 
measurements such as hot films or Preston tubes are either 
difficult to interpret and, in any case, provide only local 
measurements of the shear stress. 

Several attempts to have a quantification of the response of 
the liquid crystals has been carried out. The first work was 
developed by Klein and Margozzi, Ref. 1 1 .  Successively, 
Bonnett et al. developed a technique based on the use of a 
rotational disk, Ref. 12; further research in this area has 
recently led to the development of apparatus and 
methodologies for calibration of shear sensitive LCC (see, 
e.g. Refs. 14-17). 

The calibration procedures involved in the proposed 
methodologies seem really effective, and probably their 
efficiency will be largely increased with the improvements 
in the technology fields of video camera and datdimage 
analysis. In any case, at least at the present state of the art, 
they seems too complex for an efficient use in industrial 
application of wind tunnel experiments. Bonnet, for 
instance, indicate that the method developed in Ref. 12 i s  
only suitable for approximate measurement of shear stress. 

As previously indicated in $2, a linear relationship 
between the reflected light wavelength and the applied 
shear stress has been observed, at least at values of the 
shear stress typical of wind tunnel tests. Therefore, 
following Ref. 11, it is possible to assume: 

2, = K, h - K, (2) 
where ‘5, is the tangential stress, h the wavelength of 
maximum scattering and K, and K, constant values, to be 
determined by a calibration procedure. 

i 

The dominant wavelength of maximum scattering in a 
given point and test condition, can be obtained starting 
from the standard chromatic coordinates (X, Y), as 
indicated in Refs. 2 and 14, using well stated methods, by 
extrapolation from the white light through the measured 
chromaticity coordinates. 

In the present application the image is acquired by means 
of the three channels RGB, then converted into the 
standard chromatic coordinates, X, Y (see, e.g., Ref. 29). 

Y f 
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- 

0.4 - 
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Fig. 17 - the chromaticity diagram (indicative) 
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By means of the calibration of the video camera on the 
white and the values X and Y, it is possible to determine 
the dominant wavelength from the chromaticity diagram, 
as indicated in Fig. 17. By means of he described 
procedure, it is possible to have a representation of the 
surface visualization in terms of dominant wavelength, as 
shown, for instance in Fig. 18, showing the dominant 
wavelength at different spanwise stations, for the forward 
swept wing previously analyzed; it is the corresponding to 
Fig. 7a (it is necessary to take into account that an increase 
in the tangential stress produces a decrease in the dominant 
wavelength). 

550Li I 0.2 I 

I i 0.4 1 I 

I 0.6 I I I I 0.8 I I I i  1 

x / c  
Fig. 18 - The dominant wavelength h along different 

spanwise stations for a 25” forward swept wing. 
Conditions as in Fig. 5, GOO 

This procedure appears more accurate of the conversion to 
gray-level, because the passage from a three parameter 
representation to a one parameter representation is not 
guided by the operator, and the information is directly the 
dominant wavelength h. However, it is necessary to 
observe that the procedure is not free from problems, 
mainly related to the numerical representation of the 
involved quantity, and to the small differences in h 
involved in several problems. 

Eq. 2 suggests (Ref. 13) that in order to obtain quantitative 
information on the flow parameters over a test surface, 
three reflection spectra are required: one from a white 
surface and the other two from the liquid crystal surface 
with and without shear stress, respectively. In this case it 
is possible to obtain, in a given point A, the dominant 
wavelength h for two different values of T, (zero and T,,,) 
and it is possible to obtain: 

AT = T,, = K,, (1, - hkm) (3) 

The quantitative problem, in any case, is not yet solved: in 
fact a calibration procedure is necessary, in order to settle 
the values of the sensitivity K,; this usually represent a 
difficult task. Furthermore, it is necessary to take into 
account that K,, and K, are dependent on both the position 
and time (depending on the local liquid crystal thickness, 
view angle, etc.), as previously singled out. In effect, Eq. 2 
must be written, also for steady flow: 

where P identifies the surface point and t the time. 

Therefore, it seems that Eq. 3 could be applied only for 
very short run time, for which not significant dependence 
on time are introduced. 

An example of a partial application of the above procedure 
(without the calibration) has been shown in Fig. 18. By 
comparing with the corresponding Fig. 7a, where the 
parameter { was shown, we can observe that the transition 
from laminar to turbulent flow is indicate in same 
positions. But from Fig. 18 it is possible to have also 
some “quantitative” indications. By assuming that the 
different behavior for different points and time, singled out 
in Eq. 2’, is not significant (for time this is reasonable, 
because the analyzed image was acquired immediately after 
the wind tunnel start), the dominant wavelength is directly 
related to the shear stress. Therefore, it is probable that the 
shear stress assume values that at the root are higher than 
at the tip. Naturally, without a specific calibration, it is  
not possible to have the value of the shear stress, neither 
in terms of difference between two different points. 

From a practical point of view, in industrial applications 
the o identification of the behavior of the liquid crystal by 
means of preliminary specific calibration appears quite 
complex. Therefore, at the present state of the research, 
the technique is probably non precise enough for an 
absolute determination of the local shear stress, and the 
indicated procedure seems applicable, in industrial 
applications, only. for comparative tests. 

6 .  CONCLUSION 

The present research singled out the advantages connected 
with the use of the liquid crystal technique for the 
visualization of the surface flow phenomena during wind 
tunnel tests. The benefits are that different types of 
analysis (boundary layer transition, separation and 
reattachment, shock wave position) can be performed with 
.a single technique, which is characterized by low cost and 
time requirements (the last feature is essentially related to 
the reversibility of the liquid crystal coat response). The 
disadvantages are mainly connected with the important 
dependence of the response on the lighting sources and 
viewing point (in particular, for a complete analysis of the 
entire surface several viewing directions could be 
necessary) and on the method of application of the liquid 
crystals. 

The various factors mentioned above imply a degree of 
uncertainty in the interpretation of the results. It is  
therefore necessary to acquire a high confidence level in 
the technique in order to assure a good degree of 
repeatability and accuracy in the analysis of the results. To 
avoid the possibility of misinterpretations in the analysis 
of the results, the coupling with other experimental 
techniques (visualization or CFD), together with a 
preliminary knowledge of the expected flow behavior, 
may be extremely useful. 

To enhance the knowledge on the boundary layer 
conditions a quantitative use of this technique will be a 
powerful tool. Several attempts to have a quantification of 
the response of the liquid crystals were carried out. The 
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calibration procedures involved in the proposed 
methodologies seem really effective, and probably their 
efficiency will be largely increased with the improvements 
in the technology fields of video camera and datdimage 
analysis. In any case, at least at the present state of the art, 
they seems too complex for efficient use in industrial 
application of wind tunnel experiments, and it is probably 
non precise enough for an absolute determination of the 
local shear stress, while it seems really effective for 
comparative tests. The present activity is under 
development at the CSIR Laboratories, and more detailed 
results will be presented in the future. 
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Applications of Temperature and Pressure Sensitive Paints . 
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Summary 
Luminescent molecular probes imbedded in a polymer binder 
form a temperature or pressure paint. On excitation by light 
of the proper wavelength, the luminescence, which is 
quenched either thermally or by oxygen, is detected by a 
camera or photodetector. From the detected luminescent 
intensity, temperature and pressure can be determined. The 
basic photophysics, calibration, accuracy and time response 
of a luminescent paints is described followed by applications 
in low speed, transonic, supersonic and cryogenic wind 
tunnels and in rotating machinery. 

Introduction 
The use of luminescent molecular probes for measuring 
surface temperature and pressure on wind tunnel models 
and flight vehicles offers the promise of enhanced spatial 
resolution and lower costs compared to traditional 
techniques. These new sensors are called temperature- 
sensitive paint (TSP) and pressure-sensitive paint (PSP). 
Traditionally, arrays of thermocouples and pressure taps 
have been used to obtain surface temperature and pressure 
distributions. These techniques can be very labor-intensive 
and modellflight vehicle preparation costs are high when 
detailed maps of temperature and pressure are’ desired. 
Further, the spatial resolution is limited by the number of 
instrumentation locations chosen. By comparison, the TSP 
and PSP techniques provide a way to obtain simple, 
inexpensive, full-field measurements of temperature and 
pressure with much higher spatial resolution. Both TSP 
and PSP incorporate luminescent molecules in a paint 
which can be applied to any aerodynamic model surface. 
Figure 1 shows a schematic of a paint layer incorporating a 
luminescent molecule. 
The paint layer is composed of luminescent molecules and a 
polymer binder material. The resulting ‘paint’ can be 
applied to a surface using a brush or sprayer. As the paint 
dries, the solvent evaporates and leaves behind a polymer 
matrix with luminescent molecules embedded in it. Light 
of the proper wavelength to excite the luminescent 
molecules in the paint is directed at the model and 
luminescent light of a longer wavelength is emitted by the 
molecules. Figure 2 shows the spectra for a typical 
luminescent ruthenium molecule. Using the proper filters, 
the excitation light and luminescent emission light can be 
separated and the intensity of the luminescent light can be 
determined using a photodetector. Through the photo- 

physical processes known as thermal- and oxygen- 
quenching, the luminescent intensity of the paint emission 
is related to temperature or pressure. Hence, from the 
detected luminescent intensity, temperature and pressure 
can be determined. 
The polymer binder is an important ingredient of a 
luminescent paint used to adhere the paint to the surface of 
interest. In some cases, the polymer matrix is a passive 
anchor. In other cases, however, the polymer may affect 
significantly the photophysical behavior of the paint 
through a complicated interaction between the luminescent 
molecules and the macro-molecules of the polymer. A good 
polymer binder should be robust enough to sustain skin 
friction and other forces on the surface of an aerodynamic 
model. Also, it must be easy to apply and repair to the 
surface in a smooth, thin film. For TSPs, many 
commercially available resins and epoxies can be chosen 
serve as polymer binders if they are not oxygen permeable 
and do not degrade the activity of the luminophore 
molecules. In contrast, a good polymer binder for a PSP 
must have high oxygen permeability besides being robust 
and easy to apply. 
Two recent papers ( Liu et a1 1997 )and ( Gouterman 1997 ) 
provide excellent reviews of the foundations and history of 
TSP and PSP and contain extensive reference lists. 

Measurement Systems 
The measurement systems are the same for both TSPs and 
PSPs. The essential elements of the systems include 
illumination sources, optical filters, photodetectors and data 
acquisitiodprocessing units. This section provides a brief 
description of two measurement systems: the CCD camera 
system and the laser scanning system. Intensity based 
measurements are considered first and then lifetime and 
multi-luminophore systems. 

CCD Camera System 
The CCD camera system for luminescent paints is the most 
commonly used in aerodynamic testing. A schematic of 
this system is shown in Figure 3. The luminescent paint 
(TSP or PSP) is coated on the surface of the model. The 
paint is excited to luminesce by the illumination source, 
such as a lamp or a laser. The luminescent intensity image 
is filtered optically to eliminate the illuminating light and 
then captured by a CCD camera and transferred to a 
computer with a frame grabber board for image processing. 

Paper presented at the AGARD FDP Symposium on “Advanced Aerodynamic Measurement Technology”, 
held in Seattle, United States, 22-25 September 1997, and published in CP-601. 
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Both wind-on image (at temperature and pressure to be 
determined) and wind-off image (at a known constant 
temperature and pressure) are obtained. The ratio between 
.the wind-on and wind-off images is taken after the dark 
current level image is subtracted from both images, yielding 
a relative luminescent intensity image. Using the 
calibration relations, the surface temperature and pressure 
distributions can be computed from the relative luminescent 
intensity image. 
Selection of the appropriate illumination sources depends 
on the absorption spectrum of the paint and the optical 
access of the facility. The source must provide a large 
number of photons in the wavelength band of absorption. 
A variety of illumination sources are available. Lasers with 
fiber-optic delivery systems have been used in wind tunnel 
tests (Morris et al. 1993b, Crites 1993, Bukov et al.. 1992, 
Engler et al. 1995). Other light sources reported in 
literature include a xenon arc light with a blue filter 
(McLachlan et al. 1993a), incandescent tungstedhalogen 
lamps (Dowgwillo et al. 1994) and fluorescent UV lamps 
(Liu et al. 1995a, 1995b). Moms et al. (1993a) and Crites 
(1993) discussed the characteristics of some illumination 
sources. For imaging the surface, scientific grade cooled 
CCD digital cameras can provide high intensity resolution 
(12 and 16 bits) and high spatial resolution (up to 2048 x 
2048 pixels). Since the scientific grade CCD camera 
exhibits good linearity and high signal-to-noise ratio 
(SNR), it is particularly suitable to quantitative luminescent 
intensity measurements. 
A necessary step in data processing is taking the ratio 
between the wind-on luminescence image and the wind-off 
reference image at a known reference temperature and 
pressure. The image ratio process can eliminate the effects 
of spatial non-uniformity in illumination light, coating 
thickness, and luminophore concentration. However, since 
aerodynamic forces may cause model motion and 
deformation in high-speed wind tunnel tests, the wind-on 
image may not align with the wind-off image. The ratio 
between the non-aligned images leads to considerable errors 
in calculating temperature and pressure using the 
calibration relations. Also, some distinct flow 
characteristics, such as shocks, transition and separation 
locations, could be smeared. In order to correct this non- 
alignment, an image registration method was suggested by 
Bell and McLachlan (1993) and Donovan et al. (1993). 

Laser Scanning System 
A laser scanning system for TSPs and PSPs is shown in 
Figure 4. A low power laser is focused to a small point and 
scanned over the surface of the model using computer 
controlled mirrors The laser illumination excites the paint 
on the model and luminescence is detected by a low noise 
photodetector (e.g. a PMT). The photodetector signal is 
digitized with a high resolution AID converter and 
processed to obtain temperature and pressure. The mirror 

is synchronized to the data acquisition so that the position 
of the laser spot on the model is accurately known. 

Compared with the CCD camera system, it take longer 
to obtain full-surface temperature and pressure distributions 
using the laser scanning system. However, this system has 
some advantages. (Hamner et a1 1994) 
(i) Luminescence is detected by a low noise photodetector. 

Before the analog output from the PMT is digitized, 
filtering and other SNR enhancement techniques are 
available to improve the measurement resolution. The 
signal is then digitized with a high resolution (12 to 24 
bit) AID converter. Additional noise reduction can be 
accomplished by using a lock-in amplifier if the laser 
intensity is modulated. 

measurement in a facility where optical access is very 
limited and the CCD camera system is difficult to use. 

(iii) The system provides uniform illumination over the 
surface by scanning a single light spot. 

(iv) The system can be easily adapted for measurement of 
luminescent lifetime or phase shift if a pulsed laser or 
modulated laser is used. 

(ii) The laser scanning system can be used for 

Lifetime-based detection systems 
A promising method for making temperature and pressure 
measurements is to determin the luminescent lifetime of the 
paint rather than the luminescent intensity. Compared with 
the intensity-based method, the greatest advantage of this 
method is that the lifetime-temperature or -pressure 
relation is not dependent on illumination intensity. 
Therefore, the calibration relation is intrinsic for a 
particular paint and the image ratio process is not required. 
Also, the lifetime measurement is insensitive to 
luminophore concentration, paint thickness, 
photodegradation, tubid paint surface and dirty optical 
surfaces. The temperature and pressure can be directly 
obtained from the measured lifetime. The lifetime 
measurement technique in photochemistry is well- 
developed (Szmacinski and Lakowicz 1995, Papkovsky 
1995). The basic configuration of this system is similar to 
either the CCD camera or the laser scanning system, except 
a pulsed excitation light is used. After each pulse, the 
luminescence decay is detected and acquired by a computer. 
Then, temperature or pressure is obtained by using the 
calibration relation. Using a lifetime detection system, 
Davies et al. (1995) measured the pressure distributions on 
a cylinder in subsonic flow and on a wedge at Mach 2. 
Comparison with data obtained by conventional pressure 
taps was favorable. 
A frequency-domain method detects the phase angle 
between the luminescence emission and harmonically 
modulated excitation light. If the modulation frequency is 
fixed, the phase angle is a function of the lifetime and 
hence is dependent on temperature and pressure. The 
phase angle can be measured using a lock-in amplifier. 
Campbell et al. (1994) gave a calibration between phase 
angle and temperature for Ru(bpy)-Shellac paint at 100 
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kHz modulation frequency. A simple phase detection 
system using blue LED excitation was used to measure 
surface temperature on an electrically heated steel foil on 
which a round air jet impinged (Campbell et al. 1994). 
Torgerson et al. (1996) measured the pressure distribution 
in a low-speed impinging jet using a laser scanning system 
with an optical modulator. 

Multi-Luminophore System 
Use of the normal CCD camera or laser scanning system 
requires a ratio between the wind-on and wind-off 
luminescent images. This image ratio method inevitably 
causes inaccuracy in determining temperature and pressure 
because the image registration is never perfect. A two- 
color luminophore paint would eliminate the need for a 
wind-off reference image. Two-color luminescent TSP is 
made by combining a temperature-sensitive luminophore 
with a temperature-insensitive reference luminophore. 
Similarly, two-color luminescent PSP consists of a pressure- 
sensitive luminophore with a pressure-insensitive reference 
luminophore. The probe luminophore and reference 
luminophore can be excited by the same illumination. 
However, there is ideally no overlap between the emission 
spectra of the probe luminophore and reference 
luminophore such that two color luminescent images can be 
completely separated by optical filters. The ratio between 
these two color images can eliminate effects of spatial non- 
uniformity in illumination, paint thickness and 
luminophore concentration. Besides the aforementioned 
combinations, a temperature sensitive luminophore which 
is not quenched by oxygen can be combined with a oxygen 
sensitive luminophore. This dual luminophore 
temperature/pressure paint can be used for temperature 
correction in PSP measurement. Furthermore, a multi- 
color PSP can be developed to correct simultaneously the 
effects of both temperature variation and non-uniformities 
in lighting, paint thickness and concentration. 
Some preliminary experiments indeed indicate that a two- 
color PSP can correct variations in illumination (Oglesby et 
al. 1995, Harris and Gouterman 1995). Three pressure 
sensitive paints with internal temperature sensitive 
luminophore have also been tested by Oglesby et al. (1996). 
Their results show that the dual luminophore paint enables 
point-by-point correction of temperature effects of PSP 
measurement. Only recently, a two-color PSP was used to 
measure pressure distribution in a low speed impinging jet 
(Torgerson et al. 1996). 

Temperature Sensitive Paints 
This section will describe the photophysics, calibration, 
accuracy, time response of temperature sensitive paint. 

Photophysics 
For a TSP, it is assumed that the paint layer is not oxygen- 
permeable so that [O,] = 0. Hence, the quantum yield is 
simply given by 

The deactivation term kD may be decomposed into a 
temperature-independent part k~ and a temperature- 
dependent part kl that is related to thermally activated 
intersystem crossing (i.e. kD = kO + k,). The rate k, can be 
assumed to have an Arrhenius form (Bennett and McCartin 
1966, Schanze et al. (1997) 

where C is a constant, E is the Arrhenius activation energy, 
R is the universal gas constant and T is the thermodynamic 
temperature (in Kelvin). 
The relation (1) can be approximately written in the simple 
Arrhenius form 

k, = C exp(-ElRT) (2) 

(3) 

"'heoretically speaking, the Ghenius plot of In[I(T)/I(Td)] 
versus l/T gives a straight line of slope ER. Tests indicate 
that the simple Arrhenius relation does fit experimental 
data over a certain temperature range. However, for some 
paints, the data may not fully obey the simple Arrhenius 
relation over a wider range of temperature. As an 
alternative, the relation between the luminescence intensity 
and temperature can be expressed in a functional form 

(4) -- - F(T/TXf) 
I(T,f) 

The empirical expression F o n d )  could be a polynomial, 
exponential or other functions to fit the experimental data 
over a certain temperature range. Both (3) and (4) are 
operational forms of the calibration relation for a TSP used 
for data reduction in practical applications. 

TSP Calibration 
In order to quantitatively measure temperature with the TSP 
coatings, a calibration relating luminescent intensity or 
lifetime to temperature is needed. A calibration rig consists of a 
temperature controlled sample and appropriate illumination 
source and luminescent detector. 
Typical temperature dependencies of luminescent intensity 
are shown in Figure 5 for some TSPs. Several TSPs have 
high temperature sensitivity in cryogenic temperature 
range. Others can be used in a temperature range from -20 
to 105 OC. Figure 6 gives a lifetime calibration of two 
TSP's. 
Accuracy 
The accuracy of the temperature measurement has been 
shown to depend primarily on calibration accuracy, but is 
in the range of 1 degree. ( see Liu et al. 1995c for a 
detailed analysis) 
Time Response 
There are two characteristic time scales that are related to 
the time response of the paint. One is the luminescent 
lifetime which represents an intrinsic physical limit for the 
achievable temporal resolution of the paint. Luminescent 
paint usually has a lifetime ranging from lo-'' seconds to 
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milliseconds. Another is the time scale of the thermal 
diffusion in the TSP layer. In a forced convection- 
dominated case, the thermal diffusion time can be 
expressed by 7 = pc! 1 h , where. p is the density, c is the 
specific heat, ! is the paint thickness and h is the 
convection heat transfer coefficient. In general, the 
diffusion time is much larger than the lifetimes of most 
luminescent paints. Therefore, the time response of the 
luminescent paint is mainly limited by the diffusion 
processes for both TSP and PSP measurements. 
Figure 7 shows a the temperature response of the TSP paint 
subjected to the pulsed laser heating.( Liu et al.,1995c). The 
surface temperature increases rapidly after the pulsed laser 
beam is turned on and then gradually decays due to natural 
convection. By fitting the experimental data with the 
asymptotic solutions, it is found that 71 = 0.25 ms and z2 = 
25 ms. 
Transition Detection 
TSP has also been utilized as an approach to flow transition 
detection ( Campbell 1994, McLachlan et al. 1993b). Since 
convective heat transfer is much higher in turbulent flow 
than in laminar flow, TSP can visualize the surface 
temperature difference between turbulent and laminar 
regions. In low speed wind tunnel tests, the model is 
typically heated or cooled to enhance temperature variation 
across the transition line. Using EulTA-dope paint, 
Campbell et al. (1992, 1993) visualized transition patterns 
on a symmetric NACA 654-021 airfoil in a low-speed wind 
tunnel. (Figure 8 ). Recently, a cryogenic TSP syst.em have 
been developed at Purdue, the University of Florida NASA 
Langley and NAL Japan. Several TSP formulations have 
been successfully used to detect transition on airfoils in a 
O.lm transonic cryogenic wind tunnel at the National 
Aerospace Laboratory (NAL) in Japan (Figure 9 from Asai 
et al. 1997) and a 0.3m cryogenic wind tunnel at NASA- 
Langley (Figure 10 from Popernack et al.). 
Quantitative Heat Transfer 
Global surface heat transfer mapping on a waverider model 
in Mach 10 flow has been obtained using EuTTA-dope 
paint (Liu et al. 1994b, 1995b). 
A thin Mylar insulating layer covered the windward side of 
the model, and EuTTA-dope paint was applied on the 
insulating layer. The temporal evolution of surface 
temperature distributions was obtained and then heat flux 
was calculated using a simple heat transfer model. Figure 
11 shows a representative map of heat flux on the windward 
side of the waverider. The bright and dark regions 
correspond to high and low heat transfer, respectively. The 
low heat transfer region near the leading edge corresponds 
to laminar flow. Transition from laminar to turbulent flow 
can be easily identified by an abrupt change from low to 
high heat transfer. Figure 12 shows a typical heat transfer 
history. The TSP measurement is in good agreement with 
data obtained by thermocouples. 

Pressure Sensitive Paints 
This section will describe the photophysics, calibration, 
accuracy, time response of pressure sensitive paint. 
Photophysics 
PSP operation is based on the principle that certain 
fluorescent molecules are quenched by the presence of 
oxygen. In the molecules of interest, oxygen interacts with 
the excited molecules and the excess energy is transferred 
to the oxygen in a collisional process, with no photons 
being emitted. This process, known as oxygen quenching, 
is the basis for the pressure sensitive paint method. 
According to Henry's law, oxygen concentration is 
proportional to the partial pressure of oxygen, which is 
proportional to static pressure. The result is that if there is a 
locally high pressure area, the fluorescent molecules will be 
quenchedbyoxygen. 
The quenching process is governed by the Stern Volmer 
equation which can be written as a ratio of intensities in 
order to remove the effects of concentration, thickness and 
illumination variations. 

dFf = fluorescence intensity at reference condition 
Prer = pressure at reference condition 
A(T),B(T) = Stem Volmer constants 

The result is that an increasing pressure causes the intensity 
of the paint to decrease. In using equation 5, an intensity 
map must be acquired at a reference condition, typically a 
flow off or slow rotation where the pressure is a known 
constant across the surface. 
In this version of the Stern Volmer equation, the constants 
A and B are written as functions of temperature. 

A(T) = al [ 1 + &( )] , 
B(T) = b , [ l + & ( y ) ]  

En, = non-radiative activation energy 
E, = polymer activation energy 

R = interaction distance 
al,bl =constants 

The temperature dependence of A is due to the thermal 
quenching as in TSP. The temperature dependence of B is 
due to the temperature dependence of diffusivity of the 
polymer binder.( Torgerson 1997 , Schanze et al.) 
Calibration 
Figure 13 shows Stem Volmer curves for various paints at 
room temperature. A calibration of Ru(ph2-phen) in GE 
RTV 118 at several temperatures is given in Figure 14 and 
for PtTFPP in polystrene in Figure 15. 
Accuracy 
To estimate the uncertainty of the PSP measurement with a 
scientific-grade CCD camera system, Moms et al. (1993a) 
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conducted a series of calibration experiments focused on a 
proprietary PSP paint sample in a pressure vessel which 
controlled both the temperature and pressure. After 
averaging a 32 sequential images to improve the SNR, they 
found that the minimum pressure resolution near 
atmospheric pressure (13 to 16 psia) is about f 0.05 psid for 
their system. Note that the above uncertainty estimates do 
not contain the contributions from some major error sources 
such as the temperature effects and model displacement. 
The uncertainty of PSP measurements depends strongly on 
a systematic error source associated with the temperature 
dependence of the paint. An analysis by Sajben (1993) 
indicates that the temperature uncertainty dominates the 
PSP measurement errors. Another major error source is 
model motion between the wind on and wind off images. To 
date, it has been necessary to perform an in-situ calibration 
of the PSP using standard pressure taps on the model in 
order to obtain reasonable accuracy. 
Time Response 
Based on the transient solution of the diffusion equation, 
the oxygen diffusion time for a thin PSP coating is on the 
order of Z = .f2 1 D, , where .f is the coating thickness 
and D, is the mass diffusivity of oxygen in the paint layer. 
Baron et al. (1993) studied the time response to oxygen 
concentration changes of several PSPs using a pressure 
jump apparatus. The PSPs that they investigated are PtOEP 
in GP-197 and MAX-100 polymer binders and HzTFF'P in 
Silica-W, Silica-B and TLC binders. They found that the 
response times for GP-197 and MAX-100 binder are 2.45 s 
and 0.4 s, respectively. The Silica-W and Silica-B show . 
response times of 1 1 ms and 1.5 ms, respectively. The 
response time of the TLC is about 25 ps. Recently, using a 
similar set-up, Carroll et al. (1996) measured the step 
response of three PSPs: a proprietary PSP from McDonnell 
Douglas, PtOEP on a white primer layer, and PtOEP in GP- 
197. For the McDonnell Douglas paint with thickness 
ranging from 13 to 35 pm, the response time varies from 
0.042 s to 0.42 s. The response time of PtOEP on a white 
primer layer is 45 ms. For PtOEP in GP-197, the response 
times are 1.4 s, 1.6 s and 2.6 s for the paint thickness of 22 
pm, 26 pm and 32 pm, respectively. Bukov et al. (1992) 
reported that a proprietary fast-responding PSP coating 
developed by TsAGI has a time constant of 5 ms. Clearly, 
the diverse time constants of various PSPs result from the 
effects of the different polymer diffusivity, coating thickness 
and structure of the paint. 

PSP Applications 
Most of PSP measurements on aerodynamic models have 
been conducted in transonic and supersonic wind tunnels. 
Recently, the PSP technique has been used for pressure 
measurements in low-speed flows and rotating machinery. 
Tests in wind tunnels 
PSPs have been applied to pressure measurements in wind 
tunnel tests over a wide range of Mach numbers in order to 
examine the feasibility of this method. Kavandi et al. 

(1990) and McLachlan et al. (1993a) tested a two- 
dimensional airfoil (NACA-0012) over a Mach number 
range of 0.3 to 0.66. McLachlan et al. (1995a, 1995b) also 
tested a large generic transport wingbody configuration in 
transonic Mach number from 0.7 to 0.9. The PSP data not 
only provide good quantitative chordwise pressure results, 
but also show complicated two-dimensional pressure maps 
that would be difficult to deduce from the usual discrete tap 
data. Some experiments conducted in the McDonnell 
Douglas Research Laboratories (Moms et al. 1993b) 
include pressure measurements on a generic wing/body 
model (Mach number = 2 and angle of attack = 8 degree), a 
model of a high performance fighter (Mach number = 1.2), 
and a two-dimensional convergingldiverging nozzle. Sellers 
and Brill (1994) conducted a demonstration test of a PSP in 
the Arnold Engineering Development Center transonic 
wind tunnel for an aircraft model. Using fast-responding 
PSP coatings developed at TsAGI, Troyanovsky et al. 
(1993) carried out a semi-quantitative pressure 
visualization for a shockhody interaction in a Mach 8 
shock tube with 0.1 s duration, and Borovoy et al. (1995) 
determined the pressure distributions on a cylinder at Mach 
6 in a shock wind tunnel with about 40 ms duration. In 
general, the PSP technique works well in high Mach 
number subsonic flows and supersonic flows since static 
pressure change is typically large. Morris (1995) and 
Shimbo et al. (1997)measured the pressure on delta wings 
at low Mach numbers ranging from 0.05 to 0.2. These 
results indicate the low pressure regions induced by leading 
edge vortices. 
' Figure 16 shows a typical surface pressure map in the 

interaction of a cylinder mounted normal to a flat floor with 
a supersonic turbulent boundary layer at a freestream Mach 
number of 2.5. In this test carried out in the Purdue 
University supersonic wind tunnel, the incoming boundary 
layer thickness is 4 mm, the cylinder height is 15 mm, and 
the cylinder diameter is 4.8 mm. The PSP, Ru(ph2-phen) in 
GE RTV 1 18, was applied to the floor surface for pressure 
measurement. The pressure map clearly indicates a 
pressure rise induced by a bow shock ahead the cylinder 
and a low pressure region in the turbulent wake behind the 
cylinder. 
Transonic Airfoil - Lifetime Method 
The laser scanning method for pressure and temperature 
sensitive paints was demonstrated in the Boeing Company 
model transonic wind tunnel. (Torgerson 1997) The arifoil 
was 10% thick with a sharp leading edge and a small 
amount of camber. It had 19 pressure taps along the upper 
surface to compare with the pressures found from the 
paints. The laser used was a small air-cooled argon-ion 
laser. The beam was modulated using an electro-optic 
modulator, enabling the signal to be processed by a two 
phase lock-in amplifier. Both intensity and phase were 
recorded during the scan over the airfoil, so that a 
comparison between intensity and lifetime methods could 
be made. Results in Figure 17 show both methods compare 
favorably with the pressure tap data. The phase 
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measurements have the advantage that wind off data is not 
required. 
Cryogenic Pressure Paint 
Recently, Asai et al. 1997 demonstrated the feasibility of 
using luminescent coatings for surface pressure 
measurements in a cryogenic wind tunnel. Calibrations of a 
new anodized layer (Figures 18 and 19) show extremely 
high oxygen sensitivity. By injecting a small of oxygen (250 
ppm) into the NAL transonic cryogenic tunnel excellent 
comparison between pressure taps and PSP was obtained for 
flow over a 14% circular-arc bump model.(Figure 20) 
Rotating Machinery 
The PSP/TSP technique provides a promising tool for 
measuring surface pressure distributions on a high-speed 
rotating blade at a high spatial resolution. Instrumentation 
is particularly difficult in the rotating environment and the 
pressure taps weaken the structure of the rotating blade. 
Recently, a test was performed to measure the chordwise 
pressure distributions on the rotor blades of a high speed 
axial flow compressor shown in Figure 21 (Liu et al 1996~). 
TSP (Ru(bpy)-Shellac) and PSP (Ru(ph2-phen) in GE RTV 
118) were applied to alternating blades. The TSP provided 
the temperature distributions on the blades for temperature 
correction of the PSP results. A scanning laser system was 
used for excitation and detection of luminescence. Both the 
TSP and PSP were excited with an Argon laser and 
luminescence was detected with a Hamamatsu PMT. The 
pressure map of Figure 22 shows a strong suction surface 
shock wave. Comparisons to CFD over a range of rotational 
speeds (Figure 23) show good correlation but require care 
in interpretation since the error in the PSP is -.l psia 
because an in-situ calibration was not possible. 
The same system was on used on an Allied Signal F109 gas 
turbine engine (Figure 24) giving the suction surface 
pressure map at 14000 rpm shown in Figure 25. 

Conclusion 
The fundamentals and applications of the TSP and PSP 
techniques have been discussed in this paper. The TSP 
technique has been used not only to visualize surface flow 
features such as boundary layer transition, shocks and 
separation, but also to obtain quantitative surface 
temperature and heat transfer maps with good accuracy. 
Applications of the PSP technique are focused on surface 
pressure measurements on airfoils, generic wing-body 
models aircraft models and turbomachinery over a wide 
range of Mach numbers. The field mapping capability of 
the TSP and PSP techniques is able to provide information 
about complicated flow characteristics that cannot be easily 
acquired using more conventional methods. Much effort 
has being made to improve essential elements of the 
measurement system including paint formulation, 
illumination, imaging, and data acquisitiodprocessing 
hardware and software. Many groups are working extend 
and refine TSP and PSP measurements so they will become 
a routine procedure in aerodynamics testing. 
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Figure 1: Schematic of TSPPSP Layer 
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Figure 2: Excitation and Emission spectra of a 
Ruthenium based molecule 
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Figure 3: Schematic of CCD camera system 
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Figure 4 Schematic of laser scanoiog system 



Figure 5.Temperature dependence of luminescence intensity 
for several TSP formulations: ( I )  Ru(Qy) in Ethanol/ 
Methanol, (2) Ru(trpy)@htrpy) in GP-197, (3) Ru(VH127) 
in GP-197, (4) Ru(trpy) in Du Pont Chroma Clear, (5 )  
Ru(trpy)/Zeolite in GP-197, (6) EuTTA in dope, (7) Ru@py) 
in Du Pont Chroma Clear, (E) Perylenedicarboximide in 
Sucrose Octaacetate. (Td= -150 OC). 
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Figure 6 Lifetime-temperature relations for 
Ru(bpy)-Shellac and EuTTA-dope paints. 
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Figure 7 Temperature response of Ru(bpy)-Shellac paint to 
pulsed laser heating on steel foil. 

Figure E. Transition at low speed on a NACA 65-021 Airfoil 

:.E2 and 
TZl20 Kin NAL cryogenic wind tunnel. 

Figure IO. Transition on a HSNLF in the NASA .3 meter 
cryogenic wind tunnel. 
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Figure 1 1, Transition on Waverider at M=10 
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Figure 12 Heat transfer history on a Mach 10 waverider 
model at loeation ‘L’G. 
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Figure 16. Pressure map for CyliderBL interaction at 
M=2.5. 
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Figure 17. Pressure distribution on a transonic airfoil using 
both intensity and lifetime based methods. 
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Figure 19. Calibration curve at cryogenic temperature. 
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Figure 20. Comparison of luminescent paint and 
data at T= 1 OOK. 
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Figure 21. Transonic compressor rig with laser scanning 
SY- 

Figure22. Compressor blade suction surface pressure map at 
17,800 rpm (scale in psia). 

12 

I I  

I O  

0 9  
B a 

oa 

0 7  

O B  

0 5  
0 0  0 2  0 4  O S  08 I O  

xh 

Figure 23. Comparison of PSP data and CFD results. 

Figure 24. Allied F109 turbofan engine. 

Figure 25. Fan blade pressure distribution at 14,OOOrpm 
(scale in psia). 
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STUDY RESULT FOR THE APPLICATION OF 
TWO-COMPONENT PSP TECHNOLOGY TO AERODYNAMIC EXPERIMENT 

A. Bykov, S. Fonov, V. Mosharov, A. Orlov, V. Pesetsky, and V. Radchenko 
Central Aerohydrodynamic Institute VsAGI), 140160 Zhukovsky Moscow reg., RUSSIA 

Abstract .The increase in the PSP measurement 
accuracy in wind tunnels is related first of all to the 
a plication of the two-component PSP technology. 
Jesides the active luninphor the luminescence of which 
depends on pressure, the two-component PSP 
formulation also contains an addihonal luminophor. The 
simultaneous measurement of the luminescence 
intensities of the active luminophor and the additional 
lumino hor makes it possible to avoid numerous 
difficuges characteristic of the one-component PSP 

Consideration is iven to some processes 
%%$%e two-component BsP measurement 
accuracy. The transonic wind tunnel investigations of 
the two-component PSP are presented. Also, the first 
results of investigating the ossibilitiy of appla ing PSP 
pressure measurements to %e helicopter rotor bfade 
using the two-component PSP are given. 

INTRODUCTION 

The PSP technolo 
distributions on v g c l e  model surfaces in wind tunnels 
is well known to experimental aerodynamicists. Its 
essence is as follows 1,2]: the model surface is covered 

example, a 01 mer one, and a luminophor (working 
luminophorp wkose luminescence depends on the partial 
air oxygen ressure. For a chosen wind tunnel flow 
condition, t!e model is illuminated by the light which 
excites the luminophor luminescence. The luminescence 
intensity distribution on the model surface is re istered 
b , for example, a CCD-camera. Given the calkation 
cgaracteristics of the PSP Layer painted on the model 
surface, a re uired pressure distribution is determined 

distribution. 
Althou the accurac of PSP measurements is 

accuracy is quite sufficient to solve some aerodynmc 
problems, amon these are, for example: - visuakation of pressure distributions on 
model surfaces in a wide range of trans- and supersonic 
flow velocities; - determination of distributed loads on vehicle 
model components etc. 
However, on the way to the routine application of the 
PSP technology in experimental aerodynamics it is 
necessary to solve some additional complicated 
problems, in particular: 

- to reduce the dependence of PSP sensitivity 
coefficients on temperature; - to reduce errors caused by time-dependent 
optical transmission variations in the optical channel 
and instability of exciting radiation source; 

- to reduce errors associated with the necessity 
of recognizing and identifying the points on the model 
surface to measure ressure’ 

- to e x c l u i  the edect of the model 
displacements in a nonuniform exciting radiation field 
on the measurement error. The solution of this roblem 
is uite obligatorily in order t.0 develop the P S j  
tedmology application t echque  for moving objects, in 
particular to measure pressure distributions on rotating 
objects, for example. on helicopter propeller blades, 
compressor blades etc. 
To reduce the effect of unknown parameters, i.e., the 
active PSP layer temperature, as well as variations in the 
exciting radiation intensity and in the optical channel 
transmission, on the ressure PSP measurement 
accuracy, it is natura& to suggest that, for example, two 

to measure air pressure 

with a thin layer of P L P consisted of a binder, for 

proceeding 2 om the measured luminescence intensity 

present P y inferior to J a t  of tapping measurements, this 

additional luminophors should be included into the PSP 
composition to obtain the additional information on 
these parameters [3 . We believe, however, that the 

additional luminophor 31. First investigation results for 

1995 in [4-5 . At TsAGI, the investigations and 

started in 1990. %e present.paper contains the 
laborato and wmd tunnel mvestigation results for the 
bin OPXOD company. 

stated problems can L e solved by applying only one 

the two-corn onent PS 1 technology were published in 

application o P the two-component (binary ) PSP were 

PYP LPS B1 and LPS B12 produced by the 

FOUNDATIONS 

Let us consider the PSP composition comprising an 
active luminophor and an additional (reference) 
luminophor in the polymer binder. Let.these 
luminophors feature the same absorption spectra and 
significantly different dependencies of lumnescence on 
air pressure. Also, assume that each luminophor has a 
certain luminescence sensitivity to temperature. Let the 
model covered by a thin la er of this composition be 
illuminated by exciting raJation lex(M,t), where 
M=M(R) is an point on the model surface and 
R=R(x,y,z) is &e radius-vector of pomt M. Z=z(x,y) 
resents the equation of the model surface in the 

raboratory coordinate s stem for which the wind tunnel 
coordinate system can l e  used. The PSP luminescence 
intensity at point M for the homo eneous distribution of 
both luminophors across the PSPfayer thickness is as 
follows: 

where i = a (active luminophor); i = r (reference 
luminophor); P,T are the air pressure above the PSP 
layer and the layer temperature at point M, respectively, 

li(M,P,T,t) = lex(M,t)ei(M,t)~i(P,T)G(M) (1) 

‘ K(M)h(M) Ei‘ni(M) G(M)=(I - 10 
K O  

h(M) is the PSP la er thickness at point M, K(M) = 

the PSP layer at point M, 
0. P,T) is the luminophor lunlinescence quantum 

n M)+ can d; ~i are the luminophor extinction 
coe B icients; ni&) are the luminophor concentrations in 

e f i  ciency. In this case, 

ra 6 iation and luininescence at point M. 

(2) 
1 

a(T)+ b(T).P+c(T).P2 
@a (P, T) = 

and 0r (P,T)= OAT); 
8i M,t) is the opnca channel transmission for exciting 

The coefficients a(T), b(T) and c(T) are detemked 
during the PSP calibration. 
Let us consider a case of practical im ortance when 
Bi(M,t) is ovemed by the process oPdepositin dust 
particles, w%ch are present in the flow, on the fSP layer 
surface. It can be assumed that the o tical channel 
transmission variations are describecf by the Bugger’s 
law: 

where hx and ki are, respectively, the absorption 
coefficients of exciting radiation and luminescence of 
both luminophors by the dust layer of the thickness of 
S(M,t). 

Paper presented at the AGARD FDP Symposium on “Advanced Aerodynamic Measurement Technology”, 
held in Seattle, United States, 22-25 September 1997, and published in CP-601. 
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In practice, it is difficult to provide quite homo eneous 

reference luminophors in the PSP layer. Therefore, to 
measure the air pressure. at point M on the model 
surface, the ratio of lurmnescence intensities of the 
active (a) and reference (r) lumino hors should be found 

P=PI and T=TI (for example, without the flow) and at 
the time moment t for unknown P and T in the wind 
tunnel; then the ratios obtained should be divided. The 
result of division, taking account of Eqs. ( l ) ,  (2) and 
(3), can be written in the form: 

distributions of concentrations of the active an I f  

at this point at the time moment tl F or known values of 

~ 

where: Y =  -(kr-k,)[G(M,tl) -6(M,t)];  

If ka=kr or there is no dust de osition, then Y =O. 

pressure 
Then, by applying Eqs. (2) an B (4) we have the required 

To implement the sug ested techni ue, the 

separately. As stated in [ 3, there are two main 
approaches for this: 
1. when active and additional (reference) luminophors 
have nonintersected luminescence spectra. 
2. when lumino hors have si 

luminescence of each P uminophor s 9, ould be registered 

luminescence li P e times. but g i r  luminescence sDectra 
ificantly different 

can intersect. 
The first approach is im lemented in LPS B1 and LPS 

LPS B 1 and Figure 2 shows the value of Standard 
Deviation (SDI for multide measurements of the 

B 12. Figure 1 presents t K e calibration characteristic for 

calibration'characteristic: 

1 .oo 

0.75 

p, 0.5 
[bar1 

0.25 

0.0 
0.4 0.55 0.7 0.85 1 

Figure 1. The calibration characteristic for LPS B1. 

The tem erature dependences I(T /I(To) for LPS B1 &d 

dependence of the sensitivity coefficient for LPS B 12 is 
less than that for LPS B 1 which is achieved b applying 

de endence of luminescence on temperature in theLPS 
B ?2 formulation. 

LPS B l! are iven ~II  Figure 3. rh e temperature 

the reference luminophor featuring an optima r 

[mbar] I 

0.4 0.6 0.8 1 
Irelative 

Figure 2. The value of Standard Deviation (SD)afor 
multi le the PSP pressure measurements in calibration 
cham g er. 

I(TOC) 

I(4OoC) 

1.10 
LPS B1 

1.05 

1.00 

0.95 

10 20 30 40 50 
T°C 

Figure 3. The tem erature de endencies I(T)/I(To) for 
LPS B r a n d  LPS $12 at P=lbar. 

PSP PRESSURE MEASUREMENT ACCURACY 

Besides temperature, the main factors affecting the 
accurac of measuring pressure distributions by the 
binary JSP are as follows: 
- nonuniformity of the PSP calibration characteristic on 
the model surface; 
- heterogeneous distributions of concentrations of the 
active and reference luminophors in the PSP layer 
applied to the model surface; 
- model dis lacements and deformations affecting the 
accuracy oPidentifying the model surface points to 
measure pressure; 
- time-variation of the optical channel transmjssion; 
- ratio of the useful signal to shot noise of the CCD 
camera. 
Consider these factors. 

TEMPERATURE EFFECT 

For stationary flows, the PSP layer temperature on the 
steel model surface is about 0.7-0.8 Tw (Tw is the wind 
tunnel wall tem erature). Hence, for moderate transonic 
velocities, the $fference between maximum and 
minimum tem eratures attains 6 -7 degrees. In the 

more than 0.02 it is necessary that the tem era&re 

within the ran e of 0.06 - 0.07 % Idegr. This condition 

at several model surface points and app ying corrections 
to the PSP pressure measurements. An effective 
approach is also the a plication of the iteration 
procedure which imples the calculation of the 
tem erature field using the pressure values measured by 

corrections to the SP pressure measurement results. 

general case, P or the error ACp in measuring C to be no 

dependence of the sensitivity coefficient s l! ould be 

can be relaxe B by measuring the PSP la er temperature 

the ! SP technolo 

Y 

!J and subsequent application of 
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NONUNIFORMITY OF THE PSP CALIBRATION 
CHARACTERISTIC ON THE MODEL SURFACE 

The nonuniformi of the PSP calibration characteristic 

pressure measurement accuracy. The surface 
nonuniformity of the LPS B 1 calibration characteristic 
depends on the roper observance of the technology of 
applying the LP\ B 1 layer to the model surface, in 

level in the room where theLPS 

rooms without humidity control the caligration 
characteristic of the LPS B1 la er on the model surface 
becomes surface nonuniform. ?he maximum absolute 
PSP pressure measurement error due to this 
nonuniformity is about rt5 mbars. 

EFFECT OF HETEROGENEOUS DISTRIBUTIONS OF 
CONCENTRATION OF ACTIVE AND REFERENCE 
LUMINIPHORS IN THE PSP LAYER 

on the model sur ? ace results in a decrease in the PSP 

E1 layer is applied. I 7 this operation is erformed in 
articular, on humidi 

Eq. (1) is written for an ideal case of the homogeneous 
distributions of concentrations of the active and 
reference luminophors in the PSP layer. General1 the 
concentration distribution is quasihomogeneous. this 
case, if the excitin radiation is uniform the 
luminescence fie1 B from each lumino hor features a thin 
spotty) structure. Figure 4 presents P e  curve 

[I-AVERAGE(I)] / AVERAGE(1) which illustrates the 
spotty structure of the luminescence fields from both 
lumino hors in a certain section of the CCD images of 
the PSJsample. 
Some aspects of the influence of the thin structure of the 
luminescence field for the one-component PSP on the 
PSP measurement accuracy are frrst considered in [6 3. 

measurement error due to the 
will be assessed for a certain 
model wing chord 

(tem erature and other effects are not considered here). 

radiation intensity distribution, lor example, 
Let tR e pressure distribution P,,. (x) and the exciting 

- reference 
active ._ 

I- average0 
.. _ _  ___ 

0 6  X 0 5  0.55 
Fi 'ure 4. The spotty structure of the PSP luminescence 
fihds in a certain section of the CCD images of the PSP 
sample. 

Iex (x) = 1 0-5 .( 1 + 1 O".x ) Wt/cm2 be known in a section 
along the aircraft model wing chord (x is the relative 

luminescence from both the reference luminop ?: or Of I,Q~x) 
coordinate along the chord). Then the intensi 

and the active luminophor Iao x) in the absence of the 
spotty structure in accordance L q.(l) is: 

I,o(x)= Iex(X).@i .G (6)  
where i = a,r just as in Eq.( 1); G=G(M). 
The intensity of luminescence with the spo 
I,(x) of both luminophors can be written in 2 e form: 

structure 

~Ii(x)=IiSample(x)-average[Iis, I~ (X) ]  is the real s otty 
luminescence structure obtaineausing a 95-mm PgP 
sample. Figure 5 shows the distributions of intensities 
(7) in a given wing section. 

0 0.5 10 
Figure 5. The distributions of intensities I,(x) and I,(x) 
in a given wing section. 

The sizes of the PSP sarn le image are 5 12x5 12 pixels. 
Thus, 0.23mm on the PS $ sample corres onds to 1 pixel 
on the PSP sample image. The pressure fistribution 
PpsI(x) in a certain wing section is taken from the real 
ex e m e n t  carried out in a wind tunnel having the 
1 .&mx 1 . 9 5 ~  test section. In this experiment, 
A x 4 . 9 ~ ~  on the wing corresponds to 1 pixel in this 
section of the wing image. The CCD camera lens is 
capable of resolving about 0.5mm on the win surface. 
Therefore, the intensities (7) are fi!tered by a 8aussian 
filter with a dispersion (J = 0.46mm. Then the filtered 
intensities are discretisized in the same way as the CCD 
array does: 

E ~ ( x ) =  Ii(x')dX' (8) 
x+O.S.AX 

x -0. S A X  

Then in accordance withEq. (5) we derive fiom Eqs.(8) 
the . .  required PSP-measured pressure in a given section 

Ei x) for "wind on" condition, and Eoi(x) for "wind 

As a result, after each operation we have the following 
PSP ressure distributions: 
P P  Io(x is derived from luminescence intensities (6) ;  
Pflo x) is PIo(x) after the Gaussian's filtration; 
P,(A is derived from luminescence intensities (7); 
Pfl(x) is Pl(x) after the Gaussian's filtration; 
Ppsp is obtarned in accordance with Eq.(9). 
Figure 6 shows the above PSP pressure distributions in a 
certain f r a p t  of a chosen wing section, as well as 
Pps~  distri ution for comparison. 

of ! " condition is calculated. 

0.20 0.24 0.28 0.32 0.36 

Figure 6 .  Pi, Pfl, PpsP, Ppsi pressure distributions in a 
certain fragment of a chosen wing section. 
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I I I 

The relative deviations of the above PSP pressure 
distributions from PSI pressure distribution in the region 
of the shock wave location on the wing surface in a 
chosen section where PpSp is the P s p  after the 
Gausian's filtration are given in Figs. fa,b,c in the form 
of plots. 

0.5 

0 

Figure 7a,b,c,d. The relative deviations (1 0) in the 
region of the shock wave location on the wrng surface in 
a chosen section (this region is indicated (the bold line) 
in Fig. 7d). Fig. 7d shows the PSI pressure distributions 

in a chosen wing section. 

The region of the shock wave location on the wing 
surface is indicated in Figure 7d. 
It is seen in Figure 7c that in all filtration o erations 

with respect to the true values, i.e., Pps~. These 
deviations are caused b both the spotty component and 

fiel!. Now we estimate the contribution of the pressure- 
determined component of the luminescence signal to the 
PSP pressure measurement accuracy. To do thls, we 
consider the following ratios (relative deviations): 

there occurs a deviation of the obtained PS F pressure 

the ressure-determine d component of the luminescence 

spotty luminescence 
includes both 

error due to the noise component of the luminescence 
field plots. 
It is seen from Figure Sa that the contribution of the 

ressure-determined component of the luminescence 
Eeld to the PSP measurement accuracy is the greatest in 
the regions of large pressure gradients on the wing 
surface (wing leading edge, shock wave locations etc.). 

1.5 
1 

0.5 

[%I O 
I I I I 

1 
0.5 
0 

- - -0.5 1 
0.6 X 0.0 0.2 0.4 

Fi ure Sa,b. The relative deviations APno and APpsP 
?Sa). The relative deviations (APfpsp- APno) the 

estimate of the PSP measurement error due to the noise 
component of the luminescence field (Sb). 

In these regions, this contribution exceeds the 
contribution of the noise component. The latter does not 
exceed 0.3%, except from the leading edge and shock 
wave location (Figure Sb). 
The PSP pressure distributions are obtained using the 
luminescence field images at different time moments. 
For various reasons, these ima es can have shifts and 

measurement accuracy can reduce. Figure 9 shows 
relative deviations of the PSP pressye distfibutions 
from PSI pressure distributions obtained without the 
relative shift of the luminescence fields 

deformations relative to each o a er and, accordingly, the 

and in the case of the shift 6x= 0.26mm (this shift 
corresponds to the accuracy of ma ping the 
luminescence field images of 0.2 ? pixel.) 

[%I 
0 

0.3 0.4 0.6 0.7 
X 

Figure 9. Relative deviations of the PSP pressure 
distributions from PSI pressure distributions in 

dependence from the relative shift of the luminescence 
fields (6x=0.26mm) 

It is seen that even rather a small relative shift of the 
luminescence fields results in a considerable decrease in 
the PSP measurement accuracy. The greatest 
contribution to the PSP measurement error is made by 
the ressure-determined component of the luminescence 
file! in the case of a relative shift of the luminescence 
fields in regions of large pressure gradients on the wing 
surface. Figure10 illustrates the contribution of the 
noise component of the luminescence fields to the PSP 
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1 
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1 .o 
% 

measurement accuracy. On the Figure resent the 
relative deviation AP p p(x + 6x) - A%psp(x) and  
AP,(x+6x) - APflofxY. 

I I I I 

-0.5 I I I 

0.6 0.7 
X 

0.2 0.3 0.4 0.5 

Figure 10. 
The relative deviation APn(x+ 6x) - APflo(x) (upper  
curve) EI APfPSP(x + 6x) - APfPsp(x) (lower curve). 

It is seen that this contribution depends less on the shift 
of each luminescence field than the contribution of the 

ressure-determined component of the luminescence 
Eeld fi-om the active luminophor not to exceed, as a 
whole, 0.3%. Besides, the noise contribution de ends 

structure. The spots whose mage sizes are less or 
com arable with the sizes of pixel are well avera ed by 

than the size of pixel make a considerable contribution 
to the PSP measurement accuracy. 
The final contribution of the s otty structure of the 

depends on their amplitude and sizes which, in turn, 
depend on PSP formulation and the technology of 
applying the PSP layer on the model surface. 

on the sizes of spots of the spotty luminescence P ield 

C C 8  discretization operations and filtering of di k erent 

luminescence fields to the PS 8 measurement accuracy 

VARIATIONS IN THE OPTICAL CHANNEL TRANSMISSION 
ARE CAUSED BY THE DUST DEPOSITION ON THE PSP 
LAYER 

In this case, it is already impossible to assume that k, = 
ka because the dust can be colored and Y#O in Eq.(4). 
If, however, condition (3) is valid the followin 

can be sug ested: 
- h e  luminescence distribution on the model 

surface covered by the PSP layer is registered rior to 

wind tunnel o eration t = t and after the wind tunnel 
stop t=t2 for tl!e same model positions: 

procedure of determining the unknown multip P .  ier expY 

the wind tunnel start t=t1 , for chosen regimes B uring the 

~~(MJ '~ ,TI ,~I ) ;  Ii(M,P,T,t); Ii(MyP2yT27t2) (1 1) 

Combining these expressions with Eqs.( l), (3) and (4) it 
is possible to obtain the formula to determine the 
fimction Y :  

1r(M7P23T2J2) ; a l  = I, (M,P,T,t) 

using binary PS 'p LPS B12 havin luminescence in glue 

to the same half o P the plate served as dust. The images 

deposition (time moment tl), a E: er the first and second 

a 2  = 
Ir  Y 7 1 ) 1r(M9p19T17t1) 

The procedure 1 1)-(13) was verified experimentall 

and red spectrum portions. The L S B 12 layer was 
applied to a metal late. Rust applied twice successively 

(1 0) were obtained, respective1 , before the dust 

(moments tl and t2) operations of dust deposition, the 
air pressure and temperature bein unvaried. Fi ure 1 1 
shows the distributions P,(M); p(h); P(M)xex&' ~fl a 
certain plate section. 

5 

100 200 

Fi e ll.ThedistributionsP1(M); B(M) and  
KM) xexpY in a certain test plate section. 

It is seen that the application of the su gested procedure 

de osition on the active layer of the binary PSP on the 
P& ressure measurement results. The procedure 
(1 1 -f3) makes it possible to obtain quite satisfacto 
results if variations in the luminescence intensity of 0th 
luminophors due to the model dust deposition during the 
tests are greater than those due to variations in the 
exciting radiation. Note, however, that for the correct 
application of the procedure (1 1 -( 13) it is necessary to 
have a stable source of exciting iight or to measure 
ratios q,and q2. 

allows a significant decrease in the in a uence of dust 

'i; 

EFFECT OF THE RATIO OF USEFUL SIGNAL I SHOT 
NOISE OF THE CCD CAMERA. 

The modem CCD cameras have a 

usually expressed in a maximum uantity of 

maximum exposition when the linear relationship 
between then still retains. Then, if W is +e dynamic. 
range of the used CCD camera and Wpsp is the working 
ran e in PSP measurements, the minimum rms error of 
PS8 ress e measurements can be estimated as APIP = 
11 (\BpSp)&. If, for example, W=3x10 photoelectrons 
Wpsp = W13 then APIP - 0.3%. 

A MATH PROCEDURE OF THE LUMINESCENT IMAGES 
AND IDENTIFYING THE POINTS ON THE MODEL 
SURFACE TO MEASURE 

eat dynamic range 
at small dark-cment noise levels. Fil e dynamic range is 

photoelectrons produced by the C 't: D array for a 

All the above relationships are obtained for any point M 
on the model surface. We deal, however, with the 
luminescence field images on the CCD camera array 
and, in particular, with images M of the point M. 
Therefore, because we consider the luminescence field 
images registered at different time moments ti , t, and t2, 
the question arises how to follow one and the same point 
M using the luminescence field images. The solution of 
this geometric problem is described, in particular, in B] 
where the method of o tical markers is applied. The 
optical marker is a circie 2-3mm in diameter on which 
there is no PSP layer. This method implies the following 
operations; 
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- the model surface is covered with a certain 

- the coordinates of ima es of these optical 

- the coordinates of the image M of the point M 

quantity of optical markers; 

system; 

at each time moment under consideration are 
determined proceeding fiom the coordinates of images 
of these optical markers; - the coordinates of all or a portion-of optical 
markers are measured on the model surface m the model 

markers are determined in the C E D array coordinate 

coordinate system; - the coordinates of the Doiiit M on the model 
surface are determined using the'coordinates of optical 
markers on the model surface and the coordinates of 
images of these o tical markers; - 3-D P& pressure distribution is found using 
the equations for the model surface. 
Note that in order to solve the problem of identification 
of model surface points at which-the pressure is 
measured using a sufficient quantity .of optical markers 
and when the center of each marker IS identified rather 
accurately there is no need to know a priori the 
objective abberations, model surface geometry etc. 

WIND TUNNEL TESTS OF BINARY LPS B1-TYPE OF PSP 

As stated above, the laborato investigations of binary 

measurements due to the error of the LPS B1-ty e PSP 

PSP technolog is applied to measure pressure 
distributions m a real aefodynamic experiment there are 
many other causes detenorating the accuracy of these 
measurements. Nevertheless, it follo.w> fiom the 
laboratory investigation results that it. is quite reasqnable 
to conduct further studies m ellrmnatmg or decreasmg 
the effect of some of them. 

e PSP show that g e  absolute accuracy 
(99% Lps CO dence interval) of the PSP pressure 

itself is no less than 5-6 mbar. It is known that w R en the 

WIND TUNNEL T-128 TsAGI INVESTIGATIONS OF LPS B1 

For a clarification purpose of the causes deteriorating 
the accuracy of these measurements the investi ations of 
LPS B I were carried out, in particular, in the 'f I28 
2.75mx2.75m transonic wmd tunnel. TheLPS B1 
layer was a plied to the upper surface of a symmetric 
wing (rigl?$al?. 5 tapping orifices were provided at 5 
wing sections. n order to ensure the geometric 
coincidence of the "md-o f f :  *e w t h  the ."wind-on" 
fiame and a subsequent identlfication, 30 optical 
markers were laced on the test surface. The tests were 

attack varying fiom -6 to 6 .  Figure 12,a,b show the 
investigation results for LPS B1. 

carried out at Ri 4 . 6 ;  0.85; and 0.95 and angles of 
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0.0 0.2 0.4 0.5 0.6 x 0.8 

Figure 12a. The deviation of value ACp = C (PSP) - 
Cp(PS1) on a section of wing at different an$e attacks 

(M=0.6). 

At M=0.6, the standard deviation of value ACp= 
C, (PSP) -C,(PSI) at different angle attacks is 0.036, 

1 ' 1 ' 1  + M=0.85 
0.06 1 '  ' ' 1 ' 

0.04 j 1 

I I 
I 1 

O.OO I + + 
1 + $  & $ +-I + + + -0.04 1 
~ 

-0.06 1 1  I l , l , I , I I  

0.0 0.2 0.4 0.5 0.6 0.8 

Fi e 12b. The deviation of value ACp = Cp (PSP) - 
C p K I )  on a sechon of m g  at different angle attacks 

(M4.85) .  

and avera e AVERAGE[Cp(PSP)- C (PSI)] = 0.001. 
At Mq.85 ,  the standard deviation ofvalue AC is 
0.024, and average AVERAGE[Cp(PSP)- C,(P!I ] = 

pressure 
measurement accuracy m h s  test was due to errors of 
the measuring s stem, flow quality in the wind tunnel 
and errors in s o h n g  geometric problems. 

BINARY PSP APPLICATION FOR ROTATING OBJECTS 

X 

0.0004. These results show that a eater art of tL e 
contribution to the deterioration o F &  the P 

Below are given the results of another investigation 
aimed at evaluating the possibili . of applying the 

helicopter propeller blade. The first PSP a plications 
binary PSP to measure pressure K istnbuuons on the 

for rotatin ob-ects are recently made at ?p sAGi 171 and 
at the Purfue Gniversity 

same position of the bla B e and its shape m obtamng 

A first specific feature 
pro eller is rotated in a 
mafes considerable displacements normally to the 

ropeller rotation plane and in the rotation plane. 
herefore, it is essential1 impossible to provide @e 

reference and active images. This results in some 
difficulties in ensuring the same distributions of the 
exciting radation intensity m obtaumg "rotation-off' 
and "rotation-on" condition images. Variations in the 
exciting light distributions of the light source are also 
noted. 
The second specific feature important for rotor blades is 
that the rotation is a periodic rocess having the 
fiequency of about 3+ 1 OHz. Aessure in any oint is 
changed periodically but non-harmonically &ring the 
rotation cycle. To measure accurately the pressure 
distribution on the rotating blade in the airflow, PSP 
must to transfer a few harmonics (about ten) fiom non- 
harmonic pressure. Theoretical estimation of Amplitude 
-Frequency and Phase-Frequency Characteristics of the 
blade rotation [8] shows that for the ressure 

time less t h y  5msec should be used. ?e response time 
of LPS B 1 is about 40msec (for the acme la er 

the pressure field re istered in this experiment is a 
distribution average% in the azimuth an le range of 

The above investi ations were carried out in the 
subsonic T- 1 0 1 2fmx 1 4m wind tunnel. 

Experimental Setup in T-101 wind tunnel. 
A three-blade rotor 13m in diameter was chosen for 
investigations. The general view of the experimental 
setup in the T-101 wind tunnel is presented in Figurel3. 
The prototype of the blade rotor luminescence pressure 
measurement system consist of three parts: a re istration 
Head, a !llum.ination s stem. and a Optical Sync% Unit. 

measurement on rotating blades, the $ SP with response 

thickness of 1 5mkm and 70% transition leve Y ) [9]. Thus, 

about 60 for the rotation velocity 256 I& M. 

The Regstration Hea J was mstalled on the hub of the 
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30 Scanning System I N o u k  
I -  

Optical Synch U n l  

Control 

I-.__. Data AcquisKion and Control Systems 

Figure 13. The general view of the experimental setup in 
the T-101 wind tunnel. 

Helicopter Testing Facility. F e  Illumination :ystem and 
the Optical Synch Unit were mstalled apprownately 
above the blade under study in the chosen azimuth 

ositions. The Illumination system is designed on the 
Ease of a flash lamp with an impulse repeat rate of 
100Hz. The Registration Head consists of two analog 
CCD cameras which were synchronized 
between each other. Analog signals fiom the CCD 
cameras through a slip-ring system of the Rotor Testing 
Facility was transmitted to two identical PC based 
systems. These stems were e ui ed with video- 
acquisition boar% %iroVIDE8 8 3 0 ”  to erformed 
the image acquisition and system control. &e video 
acquisihon was accomplished under the control of a 
standard software. Synchronizing start of both the 
video-boards and the control board was erformed 
through mouse manipulators connected I! y additional 
cable to the “start” button. The Optical Synch Unit was 
installed above the rotor at an appropriate azimuth angle 

One blade was instrumented with a set of pairs of the 
retroreflectors placed at a relative radius r = 0.2, 0.4, 
0.6, 0.8, 0.98, the tip region of this blade was painted 
with binary paint LPS B-1 the blade was instrumented 
with pressure orifices and the internal pressure gage 
which was located at r = 0.675. 

Testing environments and test configurations. 

Hovering regimes.. The tests were conducted in the 
“vicinity of the ground” l ~ 2 . 1 5  (h=wD, D is the rotor 
diameter, H is the distance to the 
The rotation fiequency was n = 1 f Orpm, used only for 
“zero” recording, and n = 256 
The rotor thrust was controlled% collective itch of the 
rotor to be chosen equal to M, 3b0,400,60 a ,800 and 
1 OOOkG for n = 256 m. 
Flight re ‘mes.. #e test were conducted at a flgw 
velocity o P V=30m/sec and an le of attack a/=-10 . The 
rotation fiequency was n = 10$m (for c’wind-of€” 
ima e acquisition) and n = 256rpm, T=lOOOkGf. 
Prefiminary result. 
The pressure. field visualization was conducted for 
hovenng re es (V=O) and in a fiee-stbeem flov 
V=30m/s or two azimuth ositions y=180 and 225 . 

iressure deEsua1izat ion l!r V=30m/s is presented in 
Figure 14. 

osition triggered by the flash lam . 
&e small retroreflectors were use a as optical markers. 

ound). 

m. 

Fi e 14. Pseudo-color presentation of the pressure 

30m/sec, T=l000kG, N=256RPM, azimuth angle 180’. 

CONCLUSIONS 

fie1 dg“ in the section of ~ 1 . 7 . .  .0.8 of blade, at V= 

The two-component (binary) PSP technolo 
be promisin for the application in the aero!&amic 
experiment.% is shown that the binary PSP pressure 
measurement is presently less than the PSI 
measurement accuracy by a factor of no more than 2. 
Besides, this technology allows the PSP technology 
application field to be extended to objects which move 
considerably dping tests. In particular, the possibility of 
PSP measurements on rotating helicopter rotor blades is 
shown. These results make it possible to believe that 
the PSP technolo can be applied rather effective1 to 
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The two- component PSP investigation on a civil aircraft model 
in S2MA wind tunnel. 
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B.P. 25 73500 MODANE, FRANCE 

A. Bykov, V. Mosharov, A. Orlov, S.Fonov TsAGI 
Zhukovsky, Moscow region, RUSSIA 

1. Summary 

Pressure sensitive paint (PSP) is a technology of 
major interest to wind tunnel operators. As part of the 
cooperation programme between ONERA and TsAGI 
an evaluation test of the optical pressure 
measurement system developped by TsAGI was 
performed in the transonic test section of the S2MA 
wind tunnel at the Modane centre. 
The tests were carried out on an Airbus model loaned 
by Atkospatiale. The left wing was instrumented with 
240 pressure taps, the right wing was covered by a 
two-component PSP, developped by the russian f m  
OPTROD. 
Experimental set-up, characteristics of the two- 
component paint and data processing are described. 
Comparisons between results from conventional and 
PSP measurements are presented, and the effects of 
incidence, Mach number, pressure and temperature 
are discussed. 

2. Introduction 

Pressure measurements on the surface of a wind 
tunnel model play an important role in the 
development of wing design. Aspects of interest 
include, structural loading distributions, aerodynamic 
efficiency and the validation of CFD codes. 
In most cases such pressures are measured using 
conventional measurements through pressure ports. 
These conventional measurements are very accurate 
but are limited to several hundred pressure taps. 
Furthermore, for some models these methods are 
difficult to use, for example on thin section surfaces 
or in more complex areas such as a wing engine 
pylon junction. 
Pressure sensitive paint, on the other hand, is a new 
pressure measurement technique. In this technique, 
the pressure distribution on the model surface is  
determined optically, measuring the luminescence of 
a special kind of paint applied on the model. The 

painted surface is illuminated by a light source of a 
particular wavelength and the luminescence of the 
paint is measured as a light intensity field ; this 
intensity field is related to the pressure field. One of 
the most important features of the pressure sensitive 
paint technique is that it is a continous pressure field 
measurement system. Pressure information is 
available wherever the pressure paint is applied as 
long as optical access to the relevant area is  
available. ’Iherefore, with the advent of PSP 
technology, the potential exists for a considerable 
saving in time and cost of model manufacture while 
offering an excellent spatial resolution. 
Newsky and Pervushin, from TsAGI were among the 
frrst to use luminescence quenching for pressure 
measurements on aerodynamic models. The TsAGI 
team began to work on pressure sensitive paints in 
the middle of the eighties and following cooperation 
with Moscow University a set of pressure sensitive 
paints were developped. The following studies were 
for the purpose of extending the field of PSP use : 
new formulations allowing the use of PSP for non 
stationary flows as in shock tube, or near oscillating 
wings were obtained [l]. More recently research has 
been carried out to improve the accuracy of pressure 
sensitive paint : the definition of a two component 
paint able to take the illumination field changes into 
account is the most impressive result of this research. 
At O N E W  studies on PSP are more recent ; 
however, ONERA benefits from the experience 
acquired over many years in the field of Temperature 
Sensitive paint and imaging. Therefore, it was natural 
to include PSP in the cooperation programme 
between ONEM and TsAGI. As part of this 
programme, it was first decided to perform an 
evaluation test of the optical pressure measurement 
system developped by TsAGI. 
The evaluation of this device was performed in the 
transonic test section of the S2MA wind tunnel at the 
Modane Centre. The model used was an Airbus 

Paper presented at the AGARD FDP Symposium on “Advanced Aerodynamic Measurement Technology”, 
held in Seattle, United States, 22-25 September 1997, and published in CP-601. 
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model, equipped with an A300 wing type, kindly 
placed at ONERA's disposal by Akrospatiale. 
The left wing was instrumented with 240 pressure 
taps, measured by electronic scanned pressure 
multisensors ( ESP), located inside the model. The 
right wing was covered by the two-component 
pressure sensitive paint. These tests were for the 
purpose of evaluating the influence of various 
parameters on the measurement accuracy obtained 
with this new technique, by comparison with 
conventional pressure measurements taken on the 
opposite wing.of the model. The effects of incidence, 
Mach number, temperature and pressure were studied. 

3. Advantages of a two-component paint 

The active compound used in the PSP is a 
photoluminescent organic molecule. The absorption 
of an energetic photon (ultraviolet or blue light), 
modifies its electronic state : the molecule jumps to 
an excited energy level. If nothing else happens to 
this molecule, it will emit a photon of red or yellow 
light and return to its ground state. However, if an 
oxygen molecule collides with the excited molecule, 
the oxygen absorbs the excess energy and the 
molecule returns to its ground state without photon 
emission. In addition other non radiative processes 
corresponding to conversion of energy into heat can 
occur. A complete description of this phenomena is 
given by Lumb[2]. 
Luminescence intensity of PSP coating is inversely 
proportional to the pressure p and directly 
proportional to excitation light intensity and to the 
thickness of the paint. To exclude the influence of 
excitation light and thickness, the pressure field is  
computed from the ratio of 2 luminescence intensity 
images, one recorded wind-off at known conditions, 
the other recorded wind-on at unknown conditions. 
The pressure field can be expressed as 

Io is the intensity of the considered point in the 
reference image, taken wind-off at known pressure 
and temperature values, I is the intensity emitted by 
the same physical point in the wind-on image. 
During tests performed in wind tunnels, the model 
location changes under aerodynamic loads and it is 
necessary to realign the wind on and the wind off 
images to obtain accurate results. This operation is 
carried out through specific points on the model. For 
this purpose, markers are glued on the model before 
application of the PSP coating and removed aAer. As 
there is no paint, these markers appear as dark spots 
on the images. The positions of the 2 sets of markers 
are used to realign the wind-on image onto the 
reference image. 

However, although this step is essential it doesn't 
enable the effects due to model shift to be  
completely corrected. In fact, due to this shift, the 
illumination field is modified and the same physical 
point doesn't receive the same excitation light 
intensity during the 2 images. Excitation light 
distribution can not be absolutely uniform, so any 
model displacement modifies light distribution on the 
model surface. On the other hand, displacement of 
the model in relation to the light source, changes the 
excitation light intensity on the model surface. As the 
light intensity at a given distance of the light source 
is inversely proportional to the square of this 
distance, a 1% change in the distance from the light 
source causes 2% change in excitation light intensity. 
Furthermore, as the distance to each point of the 
model changes differently, the mean value and the 
distribution of light intensity are modified. 
One way to take this point into account is to place 
the model in the same position for the wind-on and 
the wind-off images, using a 6 degrees of freedom 
support [3]. The implementation of such a system is 
very complex and can not be considered for an 
industrial wind tunnel, where a variety of test set-ups 
are used. 
Another method, more promising, is to use a binary 
paint. The paint LPS-B1 developped by OPTROD is 
made up of 2 luminophores. The luminescence of the 
first component depends significantly on the air 
pressure, while that of the second component does 
not show this dependence and can be used as a 
reference channel to compensate the variations of the 
excitation light intensity. 

4. Paint LE-B1  

The selected components are excited by the same 
ultraviolet light (here 337 nm) and show good 
spectrum separation between reference and 
measurement channels : the pressure sensitive 
component emits in blue region aroud 450 nm, while 
the insensitive one emits in red region, over 620 nm 
(Fig 1). 

I 

so0 400 600 . 700 

Wavelength (nm) 

Fig. 1 : Pressore leveleffect on LPS 81 spectrum. 
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A Nitrogen impulse laser was installed on the. ceiling 
of the plenum chamber. During the test, a shutter 
enables the illumination to be switched off except 
during the measurement points in order to minimize 
photodegradation of the paint. That laser is coupled to 
a beam splitter so that several optical fibers can be 
used. An AT200 digital CCD camera from 
Photometrics company, with 512 x 512 pixel spatial 
resolution, and 2 illuminators, were installed on the 
test section cdling. A CCD camera controller and 
water circulation cooling system were placed near 
the CCD camera in the test section plenum. The 
CCD camera was equipped with a switchable 
redlblue fdter. Data acquisition and operation control 
were paformed through a 486 PC located in the wind 
tunnel control room. The images acquired during 0.5 s 
were. digitized on 12 bits. An additional analog CCD 
camera coupled with a video recorder was used for 
flow field visualization. 

The paint calibration is done using the ratio 
Ibluellred. The curves presented in figure 2 show the 
sensitivity to pressure at different temperature values, 
from t = W C  to t = 37OC. nese curves were 
obtained in the calibration chamber on samples 
painted at the same time as the model. 

porno- 
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The sensitivity to temperature at different pressure 
levels is shown in figure 3. 

The. two components have comparable sensitivities 
and the use of the ratio IblnelIred enables the 
temperature sensitivity to be reduced to 0.1% per 
degree between 15°C and 37°C. lhis is the second 
intereating feam of the LPS-Bl paint. 

5. Experimntsl Set-Up 

A prototype pressure measurement system, developed 
by TsAGI, was assembled to demonstrate the 
capability to obtain quantitative results in a 
production wind tunnel environment 
General layout of the Optical Pressure Measurement 
System is presented in figure 4. 

To compare PSP results with standard pressure tap 
measurement, the upper surface of the right wing was 
painted with the LPS-Bl, and left wing was 
instrumented with standard pressure taps connected to 
electronic scanned pressure multi sensors EPS. 
In order to provide better spatial resolution, only part 
of the painted surface was illuminated and acquired 
during the tests. With the selected lens. one pixel 
corresponds to about 0.7 mm on the model. In order to 
allow accurate realignment and 3D reconsrmction. 18 
markex points were implemented on the model 
surface. 
For each measurement point, 2 images are acquired : 
one with the blue filter, the other with the red tilter. 
The use of the color parameter IbluelIred allows the 
change in the illumination field to be corrected. 
However the relative concentration of the two 
components can change with the point under 
consideration. To take this effect into account, it is 
necessary to normalize this ratio by the value 
IbluelIred obtained in the wind off image (figure 5). 



c 
Fig. 5 : Data aquism;on with2 componentpaint (cr =2) 

6. Dataprocessing 

Data processing was first performed directly on PC 
computer by TsAGI team. M e r  the test, ONERA 
decided to develop its own software: the choice was 
made to conduct acquisition on PC computer and 
data processing on Alpha Station working under 
UMX environment. ONEFU already had at its 
disposal efficient image processing software, 
developped over many years by Aerodynamic 
Directorate and used in the field of temperature 
imaging and heat transfer measurements. New 
software was written jointly by the Aerodynamic and 
the Large testing Facilities Directorates to improve 
the data processing methods and to provide the wind 
tunnel teams with a specific tool compatible with the 
requirements of industrial tests. This software is 
described below. 
All the images acquired on PC are transferred to the 
Alpha station : dark Images, reference images, ntn 
images ( for blue and red channel). 
Data processing then comprises the following steps 
performed on the Alpha station : - for each channel the dark image substraction is 
performed for reference and run image ; 

the reference and run image are normalized, which 
means that the blue image is divided by the red 
image ; 

the marker points in the reference image are 
manually detected in interactive mode. Each marker 
point is approximatively located on the screen, a 
zoom of this area is then displayed on the screen and 
the location of the marker center can be adjusted ; 

the marker points in the run image are 
automatically emacted, using a dedicated image 
processing software. This software detects all 
contrasted area of a given radius; the coordinates of 
these points are then compared with the coordinates 

of the marker points in the reference image in order 
to eliminate false marker points; - the coordinates of the marker points in the reference 
and in the run image are then used to realign the 2 
images. The transformation is expressed as follow : 

2 

i ,  j=O 
x = y' 

2 
y = xbb,X' y' w i t h ( i + j < Z )  

where x,y are the coordinates in the reference image 
and X,Y are the coordinates in the run image. 
The coordinates of the 18 marker points are used in 
conjunction with the least-squares technique to 
determine the coefficients n j  and b i j  ; 

the normalized reference image is then divided by 
the normalized run image. After marker points 
elimination some image filtering can be applied ; - determination of the Cp image (figure 6). taking 
into account the temperature image, usually 
calculated using the recovery temperature on a flat 
adiabatic wall : 

rJ=O 

1 

I 

1 

extraction of results : 
Real coordinates xm and ym of the marker points 

are directly measured on the wing surface and real 
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To estimate the uncertainty induced by this 
assumption, a check of calibration laws was 
performed directly on the model in the wind tunnel 
test section, where it is possible to set different 
pressure levels. 
Figure 7 shows the distribution of the deviation 

between the applied and the calculated pressure, 
obtained with a pressure level of about 0.2 t a r  inside 
the test section. 

zm coordinate is calculated using the model 
representation. 
The camera optical system is modelled using the 
optical center hypothesis. 3 rotations and 3 
translations are then used to define the camera 
attitude and location (CAL parameters). The software 
computes the image points corresponding to the real 
markm using initial values of the 6 parameters and 
calculates an error function as the root-mean-square 
value of the discrepancy between the computed 
image points and the markers. This error function is  
then minimized to obtain the correct values of the six 
parameters. It is then possible to display the image on 
the screen with the computed and real marker points. 
If a grid of the model is available it can also be 
displayed to check the transformation. The standard 
deviation on marker location is about 0.5 pixel. Mer 
camera attitude and location determination it is then 
possible from a real point to associate an image 
point. This is used to extract the values of Cp 
coefficients corresponding to the instrumented 
sections of the model. 

virtual images 
However to relate an image pixel to a real point on 
the model, the grid representation must be available. 
This grid is constructed with triangular meshes. There 
is no special requirement for the mesh size, except 
that the grid has to provide an accurate model 
description. Each mesh is projected onto the image 
plane using the 6 parameters. The projected mesh is 
also a mesh and the included pixels are closely 
related to points inside the physical mesh. By 
computing the projected mesh within the whole grid 
in this way, each image pixel becomes related to a 
point on the model. This method can be used for 3D 
reconstruction. A virtual image can be computed from 
an initial image, an initial CAL and a virtual CAL. 
The description of the basic software package for 
CAl. determination and 3D reconstruction is given in 
141. 

7. Test Results 

The main goal of the evaluation test, performed in 
S2MA. was to investigate influence of flow 
parametexs (temperature, total pressure, Mach 
number) and PSP measurement system parameters 
(camera position, in situ vs. Laboratory calibration) 
on the output results obtained with PSP technology. 

Calibration check 
Calibration curves obtained in the calibration 
chamber on a small sample, having square form with 
sides of about 20 mm, are used for the total surface of 
the model. 

DP 

A 
A 

A 
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Flg. 7 : calibrabbn CM inside the test section (P = 02 bar). 

The pressure was calculated using the calibration law 
determined for 27°C (temperature of the model about 
2 5 T )  ; the mean discrepancy between the applied 
pressure and the calculated pressure is about 250 Pa ; 
the local discrepancies around this average value are 
about * 700 Pa. The origin of this spread can be 
explained by the way the paint is applied on the 
model : thickness variation of the PSP layer, 
evaporation velocity of the solvent ... 

Repeatability 
First of all it was necessary to determine the 
repeatability that can be obtained with PSP 
technology. The nominal point : MO = 0.8, a = 2". 
Pi0 = 1.1 bar,Tio = 300 K was investlgated in all 
funs. Figure 8 shows the spread of the PSP results ; 
these results come from 4 different funs. Three 
selected sections, called 65, 67 and 69, located 
respectively at 52.3%. 75.3% and 95.3% of the half 
span are shown. 
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The standard deviation from the mean Cp value is 
less than 0.02 before the shock, and less than 0.05 
after the shock. It should be noticed that the pressure 
tap data hasn't been used to obtain this result and that 
no offset correction has been applied. 

Fig. 8 : Repeatabilify of PSP results (MO = 0.8 -Alpha = 7). 

Cp distribution in comparison with ESP values 
Figure 9 shows the Cp distribution from PSP results 
in comparison with ESP values at cruise conditions 
(MO = 0.8 , a = 2'). 
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Fig. 9 : CP distibvbbn in comparison with ESP Wues 
(MO = 0.8 - Alpha = .?). 

The results coming from the 2 measurement methods, 
conventional pressure taps and PSP, are in good 
agreement. The discrepancies on the Cp value in the 
supersonic area are about 0.02 in Cp. FM the section 
67 , the location of the shock is slightly different. It 
should be noticed that PSP results are measured on 
the right half wing while ESP results come from the 
left half wing. As these tests were performed without 
boundary layer tripping. the location of the transition 
on the 2 wings can be slightly different, due to the 
PSP coating. This can induce a slight difference in 
the shock location. 

Incidence effect 
Figure 10 shows the Cp distribution extracted from 
PSP image compared with the ESP values, on the 
section 65 located at 52.370, for 3 different values of 
incidence. 

The angle of attack was set at -2". 0" an 
respectively. 

3" 
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Fig. 10 : CP distib'ibulkn in comparison WMI ESP values 
(lnnddence etlect - MO = 0.8 ~ sadon 65). 

Pressure level effect 
The pressure level effect was investigated at MO = 
0.8 and a = 2", through a change in stagnation 
pressure. from Pi0 = 0.5 bar to Pi0 = 1.1 bar. 
The results were fust computed using the calibration 
law obtained at t = 27°C corresponding to the 
stagnation temperature value. Figure 1l.a shows the 
results obtained in these conditions. The resulu from 
the pressure taps are plotted on the left part, the 
results from PSP images are plotted on the right part 
It is clear that the discrepancies with PSI values 
increased when the stagnation pressure decreased. 

-1.4 

-1.2 

-1 a 
-0.8 

cp -0.6 

-0.4 

0.2 
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xlc W) xlc (%) 7 
+ ~ i o = i . i b a r  I P K I = O . ~ ~ W  
x PKI=O.B bar d PIO=O.Sbar 

Fig. 1 la : CP dsbibubbn in mparison m'm ESP values 
( P r e ~ u r e / e v e l e ~ - M o = O . 8 - A l p h a = 7  -Seclirm65). 

This behaviour was related to the temperature effect ; 
this effect, negligible at ambient pressure, increases 
at low pressure and becomes important due to the 
scale factor of the Cp values. 
In order to check this assumption, the results were 
computed again, using an estimated value of the 
local temperature for each pixel, calculated as the 
temperature of an adiabatic flat wall. 
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The spread of the different results is about f 0.03 in 
Cp value. To reduce this spread it would be necessary 
to determine the local temperature more accurately. 
Two ways are going to be studied in the near hture  to 
reduce the uncertainty due to thermal effects: the first 
way is to measure the temperature simultaneously 
using infrared camera, the second way is to use a 
tbird channel paint with 2 color parameters, one fcr 
the pressure, the other for the temperature. 

Figure 1l.b shows the results of the stagnation 
pressure effect, computing the data with the local 
temperature. 
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Taking the local temperature into account enables 
the right absolute level to be found for all stagnation 
pressure values. 
ARer this experiment the calculation of local 
temperature was included in the software and all the 
results presented in this paper w e  computed using 
the local temperature. 

Temperature effect 
The temperature effect was investigated in the range 
allowed by the wind tunnel. At MO = 0.8, the 
temperature range goes from Ti0 = 295 K to Ti0 = 
310K. These values correspond to local temperatures 
from 13°C to 27°C for the supersonic area. Figure 12 
shows the spread of the results obtained at different 
Ti0 values, over the curve obtained with conventional 
measurements ( there is no Ti0 effect on pressure tap 
results). 

Mach number effect 
Mach number effect was investigated at a = 0" , 
from MO = 0.6 to MO = 0.84. In this Mach number 
range and for this value of a, no particular effect of 
the Mach number was found. 

Reference image effect 
Initial research on two-component paints was 
conducted with the hope that using such a paint 
would avoid the need for a wind-off image and 
suppress the realignment step. In fact, a wind-off 
image is still necessary to take into account the 
spread of relative concentration on the model surface. 
However, it is not necassary to repeat this reference 
image for all incidences seudied during the run. 
Figure 13 compares the results obtained when 
computing the run image acquired at MO = 0.8 and a 
= 2' with 3 different reference images, one taken a t  
a = 2". the o t h m  taken at a = 0" and 4'. The spread 
of the results is the same aa that observed during a 
simple repeatability B t .  Obviously. this procedure 
requires an high performance realignment programme. 

8. Conclusion 

The evaluation results of the prototype measurement 
system developped by TAG1 in the transonic test 
section of the SZMA wind tunnel show that the PSP 
technology can be used in an industrial environment. 
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The acquisition times are short, about 1.5 s for each 
measurement point, and no &gradation effect is  
observed after a one hour run. 
The twocomponent paint LW-BI enables the 
illumination field changes on the model surface 
between the reference and m images to be taken 
into account. This point is particularly useful in large 
industrial wind tunnels where important model 
displacements are observed. Moreover, the sensitivity 
of LPS-Bl paint to temperature is very low : under 
0.1% per degree between 15°C and 40°C at ambient 
pressure. These two features allow the accuracy 
obtained with PSP technology to be improved. 
The repeatability obtained on the pressure coefficient 
is about 49.02 at MO = 0.8 and Pi0 = 1.1 bar. 
Furthermore, the comparison with pressure tap data 
shows an acceptable accuracy without the use of 
these pressure taps for any offset correction. 
From now on, the PSP technology can be used in 
industrial tests and ONERA is offering this 
opportunity to its clients. The accuracy obtained with 
this technology can still be improved. Further 
improvements should include a better cwrection of 
temperature effects and a better correction of the 
spread of the calibration curves from one point of the 
model to another. 
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1. SUMMARY 

Optical pressure measurements have been made on 
NACA 0012 airfoil coated with Pressure Sensitive 
Pam1 (PSP) at very low flow speeds (5 50 d s ) .  
Angle of attack was limited to 5’ for most 
measurements Effects of temperature gradients and 
mis-regismion errors on PSP response have been 
established and minimized. By reducing measurement 
ermr caused by these effects, PSP sensitivity has been 
enhanced. Acceptable aerodynamic data at flow 
speeds down to 20 mJs have been obtained and valid 
pressure paint response was observed down to 10 d s .  
Measurement errors (in terms of pressure and pressure 
coefficient) using PSP with pressure taps as a 
reference are provided for the range of flow speeds 
from 50 m/s to I O  d s .  

2. LIST OF SYMBOLS 

a 
A 

A’ 

B 

B’ 

CP 
I 
lref 
P 
Pref 

Airfoil angle of attack 
Linearized image intensity calibration 
intercept coefficient 
Linearized pressure ratio calibration 
intercept coefficient 
Linearized image intensity calibration slope 
coefficient 
Linearized pressure ratio calibration slope 
coefficient 
Pressure Coefficient 
Wind-on Image PSP intensity 
Reference image (wind-oft) PSP intensity 
Wind-on image surface pressure 
Reference image (wind+@ surface pressute 

3. lntroduetion 

Optical pressure measurement systems using PSP’s 
are gaining acceptance in the aerospace community 
for use as an effective and efficient instrumentation 
tool. PSP response is good at higher flow speeds 
(typically M 4 . 3  and above), but at lower flow speeds 
(M=O.I and below), where pressures and pressure 
differences are relatively small, paint sensitivity 

begins to be rtffected by external factors which can 
limit, and sometimes, invalidate paint response. 
These factors are: 

I )  Tmpcratun induced intensiw chanaes: Intensity 
of light emitted by PSP is proportional to oxygcn 
concentration, which makes the paint pressure 
sensitive. Intensity of light mined by PSP is also 
(unfortunately) temperature sensitive. Thus. changes 
in temperature on a model being monitored can 
potentially cormpt PSP pressure evaluations. 
2) Mis-regismlion effects: In the calibration process 
described here, images taken during tunnel tests arc 
divided into a reference image taken with the wind 
tunnel turned off. In this ratioing. both images should 
be perfectly aligned. When the wind tunnel is 
running, the model will almost always move and 
deform. Software mus correct for this movement 
with a registration process. Any unwrrected 
movement will result in mis-aligned images and mors 
in the ratioed results. 
3) Shot Noise: The CCD electronic array of the 
digital camera used for imaging has an inherent 
electronic noise component associated with the 
photonic shot noise. This shot noise serves ac the 
ultimate limit in PSP resolution. 

PSP research has been conducted at NASA Ames on a 
NACA 0012 airfoil within the spccd range of SO mJs 
(M=0.15) and I O  m/s (M=0.03). This research has 
begun to quantify the effects of temperature and mis- 
registration on paint response and sensitivity at these 
low speeds. Corrective actions have been applied to 
experimental procedures in an anempt to limit these 
cffem. The present study will explain these 
corrective actions and their impact on PSP accuracy. 
Limiting pressure changes (nnd hence limiting flow 
s p e d  for the 0012 airfoil) have now been identified 
at which reasonable data can be obtained using PSP. 
Paint response, in terms of calibration error, has been 
quantified in tcrms of equivalent error in Cp for each 
speed measured. 

Paper presented ( I f  the AGARD FDP Symposium on “Advanced Aerodynamic Measurrment Technology’: 
held in Seattle, United States2 22-25 September 1997, and published in CP-601. 



4. EXPERIMENTAL METHOD 

4.1 Experimental Arrangement 

A NACA 0012 2-D solid steel airfoil, with a 7.5 cm 
chord and 25 cm span was spray painted on the top 
surface with a white basecoat and "Fib-07'' PSP 
supplied by the University of Washington. After 
application, the PSP was buffed to reduce the surface 
roughness, giving a total paint thickness of about 45 
pm and surface roughness of about 1.0 ptn. This 
same airfoil was used for early PSP experiments at 
higher speeds (MM.3) by McLachlan (Ref. I )  and 
Kavandi (Refs. I and 2). 

The airfoil was tested in a small return-circuit wind 
tunnel at NASA Ames Research Center. This tunnel 
has a contraction ratio of 6.25:l and test section size 
of 30.5 x 30.5 x 45.5 cm. It has a radiator which 
receives a cooled water supply from a small cooling 
tower. This cooling tower does not have the capacity 
to fully maintain wind tunnel temperature at a desired 
(near ambient) level at speeds above IO ds. 
However, after approximately 30 minutes, an 
equilibrium temperature can be reached at which the 
settling chamber temperature does not change by more 
than approximately 1.5"Ch. Tunnel temperature is 
monitored in the settling section via a thermocouple 
wired to a digital temperature gage. 

4.2 Data Collection 

In-situ pressures were recorded using a Setra digital 
pressure transducer receiving signals from a series of 
16 pressure taps located along the center span of the 
NACA 0012 wing. The manufacturer quotes the RSS 
accuracy of the transducer as i4.2 Pa 

The PSP was excited by two Electro-Lite UV lamps 
producing blue light at 365 nm. Images were 
obtained using a Photometrics CH250 14-bit CCD 
camera with a 65WlO nm filter attached to a 50 mm 
lens. Data were collected on a PC using PMIS 
imaging soflware. While recording pressure tap data, 
a total of 16 images were taken and averaged, thus 
increasing signal to noise ratio (this imaging process 
takes about three minutes). Dark field images were 
then subtracted. A similar series of images were taken 
with the wind tunnel turned off, immediately before, 
or immediately afler, the wind-on image (the 
consequences of which particular strategy is employed 
are discussed below). 

Once wind-on and wind-off images had been 
acquired, they were transferred to a Silicon Graphics 
workstation running PSP software, "Greenboot". This 
program has been written by NASA Ames and Boeing 
(McDonnell Douglas) especially for PSP data 
reduction. Images were fust flat-fielded this process 

eliminates any gain variations among individual pixels 
in the CCD may, as well as normalizing overall 
radial-wise gain asymmetry due to the camera shutter 
operation. Wind-on and wind-off images were then 
registered: a series of IO registration marks placed on 
the wing surface serve as reference points for the 
registration (in most cases, pressure taps were used as 
additional registration points). The registration 
process is similar to that detailed by Bell and 
McLachlan (Ref. 3). Once registered, the images were 
then ratioed. It is this ratioing technique that acts as a 
normalization to offset any variations in paint 
concentration and thickness, as well as UV lighting 
differences on the wing. The recorded pressure data 
are then used to create a least square tit of adjacent 
image ratio data (an average of a 7 x 7 ring of pixels 
around each pressure tap is used in this fit). The result 
is the formation of a linear response c u m  relating 
pressure and intensity ratio on the wihg (Sec Refs. I 
and 2 for the details of this felationship): 

IreWI=A(T)+B(T) * PPref (Eq.1) 

Here, both constants A and B are temperalure 
dependent. Assuming both wind-on and wind-off 
images are taken with the wing at the same (spatially 
uniform) temperature, A+B = 1. If temperatures of 
wind-on and wind-off measurements are not the same, 
but uniform about the wing, Eq. 1 is invalid, but A 
and B will change to accommodate the accompanying 
intensity changes with temperature. Tests at the 
University of Washington have shown that the Fib07 
PSP intensity will increase by 0.7% per 1°C 
temperature decrease. So, for example, if wind-off 
temperature is greater than wind-on, the curve given 
by Eq. 1 will shift downward. Both constants (A and 
B) will decrease to accommodate this temperature 
shift. 

Eq. I can be inverted to give a calibrated pressure 
ratio curve: 

PPref = A' + B'*IreWI (Eq. 2) 

Intensity ratio data obtained from the CCD images 
were calibrated to pmsure using this relation, thus 
producing a surface pressure map for the 0012 wing. 

S. EXPERIMENTAL RESULTS 

5.1 Results: Phase I 

In the first phase of the present investigation, runs 
were conducted at IO to 50 d s  in IO m/s increments, 
with a = 5' for all cases. In these runs, a wind-off 
average image was taken and then the wind tunnel 
was turned on. For the run at 10 m / s  the tunnel 
temperature remained stable at initial ambient 
conditions. For higher speeds the tunnel cooler was 
turned on. Images were taken at the higher speeds 
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after the tunnel temperature was allowed to come to 
equilibrium for each case (in all cases, the tunnel 
temperature increased about 0.I"C during the data 
collection process). The resultant images for 50 d s  
and 20 d s  are shown in Figures 1 and 2 respectively. 
Flow is from right to left in these and all subsequent 
PSP image figures. 

The image quality for both cases is quite poor. The 
large chord-wise streak at the bottom of each image 
was caused by a scratch in the Plexiglas of the wind 
tunnel test section. Striation patterns nearly 
perpendicular to the flow direction are also evident in 
both images. These sfsiation patterns are believed to 
have been caused by mis-registration exacerbating 
paint non-uniformities. The uniform series of lines 
extending from the top of the image to eacb pressure 
tap are the result of detection of the machined gutters 
used to connect pressure lines to the taps. A large 
degree of spatial noise is also evident throughout both 
images. 

Figure 3 shows the intensity ratio versus pressure ratio 
curve and the pressure ratio versus chord (x pixel 
location) for the 50 d s  run. The former plot shows 
tap data, as well as the least square fit of the tap data 
corresponding to Eq. I .  The latter uses Eq. 2 to create 
pressure ratios based on inteosity ratios measured in 
the chord-wise direction at center span. Tap data is 
shown for comparison in ths plot as well. Note that 
in the intensity ratio versus pressure ratio plot, data 
from left to right correspond to pressure tap data from 
leading edge to trailing edge. In the pressure ratio 
versus chord plot, data from left to right correspond to 
pressure tap data from trailing edge to leading edge 
Figure 4 is a similar set of plots for the 20 d s  run. 
Noise which can be associated with the visible 
seiation patterns previously noted is visible in each 
calibrated pressure versus chord plot. Note also from 
Figure 3 that the 50 d s  intensity ratio falls off 
unexpectedly from the least square fit of tap data for 
the last two data points (corresponding to the last two 
pressure taps at the trailing edge). These last two taps 
were not used in the image calibration because of this 
deviation. The RMS error in the calibrated pressure 
ratio versus chord curve is a good measure of the 
resolution of the paint system. In the 50 d s  and 20 
m/s cases, this RMS error was 0.226 Cp units and 
0.479 Cp units, respectively (or equivalently 342.0 Pa 
and 116.0 Pq respectively). Such large errors are 
unacceptable for use u1 assessment of the aerodynamic 
properties of this or any other airfoil. 

It was assumed that for this initial phase of runs, 
temperature effects and image registration errors 
contributed to the poor image quality and 
unacceptable noise levels. Since the Nnnel 
temperature changed when tumed on, it was suspected 
that spatial temperature gradients may have developed 
on the model surface. The model (and to a similar 

degree the test section) does move between wind-on 
and wind-off measurements. As discussed previously, 
data reduction software accounts for this motion by 
aligning registration marks between wind-on and 
wind-off images. Unfortunately, this alignment 
process is not exact, nor does it acwunt for changes in 
lighting wnditions about the model due to movement 
relative to the W lamps. 

5.2 Observations and Corrective Actions 

During the previous runs, UV lamps and the CCD 
camera had been mounted to a test stand that was 
bolted to the Nnnel facility floor. To reduce the 
amount of movement of this imaging equipment in 
relation to the 0012 model, both lamps and the camera 
were mounted firmly to the runnel test section (which 
in turn serves as the mount for the 0012 wing). Table 
I notes the results of this new stabilization technique, 
showing that model motion was noticeably reduced. 

X Dixel Shift Y Pixel Shift 

I .  System mounted 2.41 1.90 
to floor 

2. System mounted 0.43 
to tunnel 

0.00 

Table 1. Average pixel shift of model between 
wind-on (50 i d s )  and windaff measurements using 
different stabilization techniques. 

It was believed that some error was also induced by 
temperaNre effects. Temperature differences in the 
tunnel settling chamber between wind-on and wind- 
off imaging were on the order of 5OC. As noted 
previously, such a temperature difference, if it indeed 
exists on the painted surface, will not impact the 
linearity and au..ursey of the calibration as long as B 

unifonn (or at least similar) temperature variation 
exists for both wind-on and wind-off conditions. 

When taking the wind-on image, it is possible that a 
temperature gradient existed on the surface of the 
wing, especially since the model has a chord-wise 
varying thickness and the tunnel temperature changes 
between runs at different speeds. Such a temperature 
gradient wuld have affected calibration results since a 
uniform profile existed on the wind-off image which 
was taken before the tunnel was started. It was 
therefore believed that taking a wind-off image 
immediately after a run at a given tunnel speed would 
be more appropnate since the temperature gradient on 
the wind-on image wuld possibly be maintamed for 
the wind-off image This would then, hopefully, 
eliminate or at least minimize temperaNre induced 
calibration errors. 
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Thetunnel test section Plexiglas on the imaging side 
was also replaced for the subsequent runs, to eliminate 
the interference due to the scratch noted in the 
previous images 

The wing was repainted and buffed with more intense 
scrutiny. 

5.3 Results: Phase I1 

With the improved stabilizing mechanism in place, 
and the decision made to use the strategy of taking 
wind-off images immediately after a wind-on image, a 
new series of data runs was conducted. Figures 5 
through 8 show images taken at 50.48.20, and 10 
mls. Figures 9 through 12 show the image ratio 
versus pressure ratio and pressure ratio versus chord 
plots. From these figures, the following observations 
are made: 

I. The image quality for the new images (Figures 5 
through 8) is improved significantly from the previous 
images (Figures I and 2). 
2. Pressure response is evident at flow speeds down 
to 10 m/s; response at this speed had not been 
previously observed on this wing with the old setup 
and procedures. 
3. At 40 4% and to a lesser degree at 50 ds, image 
ratios still fall below the expected linear trend near the 
trailing edge of the airfoil (because ofthis 
inconsistency, in the 40 m/s case we only used taps 1- 
12 to calibrate the image datato the pressure data). 

Response at 30 m/s (not shown) was acceptable. 

The reason for the unexpected and unacceptable 
image ratio deviation on the 40 d s  image was 
examined. During the 40 m/s run, tunnel settling 
section temperature bad decreased from 21 .9T while 
taking wind-on images to 21.7"C during the wind-off 
imaging. This relatively small drop in temperature 
was not expected to affect the data. The tunnel had 
been run for about 20 minutes prior to initial data 
collection for this run. 

Several experiments were run tu determine the 
sensitivity of image response to imposed temperature 
gradients. In the first experiment, a wind-off image 
was taken prior to running the tunnel (the tunnel bad 
not been run previously for a period in excess of 24 
hours). The tunnel temperature was at ambient room 
conditions of 25.3-C. The tunnel was then run for a 
time period in excess of one hour and then stopped. A 
wind-off image was then taken immediately after 
tunnel airflow had ceased. Temperature during this 
data acquisition had cooled to about 19.7-C. The 
ratio of the first wind off image to the second was 
then taken (I wind-off initialil wind-off postrun). 
The ratioed profile is shown in Figure 13. Ideally, 
since the pressures for the two cases were equal 

(atmospheric), a uniform intensity ratio profile below 
one (since the tunnel and the model had cooled) 
would be expected. With a thinner trailing edge one 
would expect the trailing edge to have cooled faster 
than the rest of the wing during the run. However, 
this figure shows the temperature of the trailing is 
higher than the rest of the wing, thus indicating a 
warm-up ofthis section after the wind tunnel was 
turned off. This result demonstrates that temperature 
gradients on the wing can change even in the very 
short time period it takes to turn the wind tunnel off 
and acquire wind-off data. 

The second experiment attempted to show the change 
in temperature gradients on the wing as a function of 
tunnel running time. During this experiment, an 
initial wind-off image was taken (tunnel temperature 
was at ambient - the tunnel had not yet been operated 
that day). Then, the tunnel was run at 50 d s  for 
approximately 20 minutes with the cooler turned off. 
During this time, temperature increased from 28.1"C 
to 38.I"C. A series of four averaged images were 
taken at 2-C intervals during the warm-up period. 
The cooler was then turned on, and a fifth image 
captured. During this acquisition period, the 
temperature decreased from 30.7"C to 27.8OC. This 
series of ratioed images is shown in Figure 14. The 
following observations are made: 

1. During the warm-up period, a slight increasc in 
image ratio slope is noted from leading edge to 
trailing edge for each consecutive run (less the last 
run), thus indicating that trailing edge temperatures 
are increasing faster. During the last run with the 
cooler off, the rate of temperature increase in the 
tunnel began to level off, and thus the temperature 
gradient began to decrease, giving a near equilibrium 
condition. 
2. During the cool-down period, the image ratio 
shows a negative slope near the trailing edge, very 
similar to previous results for ratioed images obtained 
at 50 mls and 40 d s .  This shows that the trailing 
edge now cooled faster than the rest of the wing. 

Given the above experimental results, it is apparent 
that temperature gradients indeed can be induced on 
this wing at both wind-on and wind-off conditions, 
and that such temperature gradients can adversely 
impact image results at these low speeds. The fact 
that the wing develops temperature gradients is not 
really surprising. However, it was startling to note 
that even very small temperature changes that 
occurred during the short time it took to turn the wind 
off and obtain the wind-off images had significant 
effects on the calibration. 

In order to estimate how the wing temperature may 
have changed after stopping the tunnel for the 40 d s  
run, a "forced" calibration procedure w u  followed. 
By first extrapolating the image ratio to pressure ratio 
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curve fit to a pressure ratio of 1 .O (where the image 
ratio would ideally be 1.0 for equal windan and 
wind-off run temperatures), the overall average 
change (reduction) in wind-off temperature can be 
determined. Then, assuming all deviations about the 
linear fit are temperature induced, the temperature 
gradient can be inferred. The results are presented in 
Figure 15, which shows that the overall temperature 
decreased by approximately I.O”C, while a nearly 
linear temperature gradient appeared at mid-chord, 
with the trailing edge warming to near wind-on 
conditions. The temperature change of I T  is of the 
m e  order of magnitude as the temperature change 
monitored in the tunnel during this data run. 

It should be noted that at the higher speeds typically 
used for PSP data acquisition, similar temperature 
gradients to those just discussed exist, but their impact 
may go unnoticed. For example, assuming ( I )  M4.3, 
(2) a Cp profile identical to the 40 d s  case, (3) an 
image ratio to pressure ratio curve fit identical to the 
40 d s  case, and (4) an identical wind-on minus wind- 
off temperature profile across the wing, Figure 16 was 
generated. This image ratio versus pressure ratio plot 
shows that the fall-off in image ratio data is barely 
detectable for this hypothetical case with a higher 
flow speed (recall that for the 40 d s  case that the 
image ratios had actually begun to decrease at the 
higher pressure ratios). 

Similar effects have been noted in previous PSP 
studies. Ref.’s 1,4, and 5 all note the existence of two 
calibration curves for image ratio versus pressure ratio 
data. As Ref. 1 states correctly, these curves exist 
because of the presence of temperature gradients on 
the wing. As long as such gradients are very discrete 
(i.e. stepwise) and image intensity ratios increase 
monotonically with pressure, use of two or more 
calibration C U N ~ S  is appropriate, but not ideal. 

Based on the above fmdings, a second run at 40 d s  
was conducted in an attempt to produce a quality 
image not influenced by temperahue. During this run, 
the tunnel was allowed to run for approximately one 
hour prior to wind-on data collection. A wind-off 
image was taken after running the tunnel. Figures 17 
through 18 display results, which are greatly 
improved from the previous 40 d s  case. 

It is believed that the good results produced in this run 
were greatly influenced by the extended tunnel run 
time prior to data acquisition. Temperature gradients 
most probably existed across the wing (both chord- 
wise and span-wise) during all runs Extending the 
tunnel run time at a given speed allows the internal 
wing temperatures to come to an equilibnum 
condition. Equilibrium core wing thermal conditions 
will act as a stabilizing influence for the surface 
temperatures of the wing. Basically, beat transfer due 
to conduction effects will be minimized, and this 

probably helps to maintain the wind-on temperature 
distribution. 

rate the capabilities of this PSP data 
acquisition system, data wete also collected with the 

d s  and a = 70 (the maximum a 
at this flow speed). Results are 

shown in Figures 19 and 20. Note the goodness of fit 
in both plots. At this speed and a, the larger pressure 
signal has enabled this precise and relatively noise- 
free signal to be created. 

S.4 Review of Phase I1 Results 

From eaeh image ratio versus pressure ratio curve fit, 
an RMS error was obtained which measured the 
deviation between pressure tap data and calibrated 
image dafa at the tap. This error has been converted 
into equivalent units of pressure and Cp for the best 
case runs from 10 to 50 ds. The rcsu~ts are shown 111 
Figure 2 I .  

As indicated, results me very good at SO m/s and 7* 
angle of attack. The large signal available produced 
an excellent calibration. It should be noted that 
Mendoza (Ref.6) has recently identified PSP results 
with a Cp error of 5 0.04 as acceptable for 
“aerodynamic assessment”. Mendoza has funher 
calculated that such accuracy can be obtained by a 
“state of the rut PSP system” at M 2 0. 15. The Cp 
mor  of 0.026 obuuned in the r e w h  at 50 d s  (or 
M4.15) and a = 7’ is slightly better than the value 
given by Mendovr 

Also note that data down to 20 d s  appear reasonable 
(maximum Cp at this speed was -2.65, equivalent to a 
change of 638 Pa from the reference pressure). An 
mor of 0.12 in Cp at the rather low speed of 20 mls is 
encouraging, and believable response to pressure at IO 
d s  is quite intriguing. It should be noted that such 
speeds and associated p m r e  changes are typical of 
an automobile traveling at just under highway speed 
limits. Thus, valid PSP measurements can indeed be 
made in the realm of automotive aerodynamics. 

6. CONCLUSIONS 

Valid aerodynauuc data at very low speeds can be 
obtained via optical pressure measurements using 
Pressure Sensitive Paints. As shown in this work, 
reasonable pressure dafa can be measured at speeds as 
low as 20 mls on an airfoil with a common pressure 
profile using PSP. Errors in PSP calibration are 
influenced most by tempera- gradients appearing 
on the model surface. To reduce such effects, wind- 
tunnel temperature must be controlled as well as 
possible, ideally at ambient conditions. If this is not 
possible, the tunnel and the painted model must be 
allowed to come to a stable equilibrium temperature 
dinribution. When using the ratio method, it is best to 
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take wind-off reference imagw immediately after the 
wind-on image. Finally, registration errors play a 
large role in PSP measurement accuracy at low speed 
When possible, it is best to stabilize imaging and 
lighting systems to the same surface which also 
stabilizes the model. Shot noise will always be the 
ultimate limitation in PSP resolution at low speed, but 
will never compare to those effects caused by 
temperature and mwregistration induced errors. 
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Figure I. Initial PSP image at SO mjs, a = 5' 
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Figure 8. PSP image ai IO ids ,  II = Sa. 



x mql Loubon 

piotn at 20 mls. a - 5'. 
Fig= 11. Improved PSP inurnriry and prcs~urc ratio Figm 12 PSP inmrity and pressure mi0 plols 

at IO d r .  a - 5'. 



31-10 

I. 

L.” 

.* 

g 1.00 

0- 

e 

0 

- . - 
0- 0 . 9 9  - 

0.98 
O 100 200 300 

X Pixel Location 

Y F -  . 

. Leading Edge Trailing Edge 

Figure 13. Intensity ratio plot of two wind-off images 
showing creation of temperature gradient on 
wing during wind-off conditions. 
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Figure 15. Plot of temperature change on 0012 
airfoil between wind-on and wind-off 
conditions for 40 ds run. 
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The Status of Internal Strain Gage Balance Development for 
Conventional and for Cryogenic Wind Tunnels 

(Invited Paper) 

Prof. Diplhg. B. Ewald 
Darmstadt University of Technology 

Petersenstrasse 30, D-64287 Darmstadt 
GellllXly 

1. Summary 
The measurement of the aerodynamic forces is still the 
most important task in the wind tunnel at least for 
aircraft development work. Accuracy and reliability of 
the balance are key factors in this test technology. The 
urgent requirement for more and more accurate force 
testing leads to a demand for more and more balance 
accuracy. The most urgent demand in this field comes 
from the Cryogenic Tunnels like the NTF and the new 
European Wind Tunnel. Funding from the German 
Ministry for Research and Technology made possible 
about 12 years of uninterrupted research in internal wind 
tunnel balances, especially in cryogenic balances, at the 
Damstadt University of Technology in co-operation 
with Daimler Benz Aerospace Airbus GmbH. The 
outcome of this effort is not only a cryogenic balance 
technology, which allows transport performance 
measurements in the ETW with a repestability of less 
than one drag count with variable tunnel temperature but 
also a considerable improvement of balances for 
conventional tunnels. For this result all aspects of the 
balance technology had to be treated. 

For the balance design a computerised methcd was 
developed, which allows an optimisation of the 
structud design in a short time. Principal aspects of 
the design were studied with Fd te  Element analysis 
for optimised solutions. 
The tecbnique of the electron beam welded balance 
was established successfully. This comtmction 
method gives considerable advantages with respect to 
design for optimum structure sti&ess and low 
interference. 

0 The difficult problem of strain gaging and Wiring for 
cryogenic environment with severe moistllre 
conditions was solved as a result of lengthy efforts. 
For cryogenic balances a novel axial force 
measurement system was developed, which solves 
the problem of temperature gradient induced error 
signals. For residual errors of this type numerical 
correction methods an proven. 
For balance calibration a new strategy is used. A 
novel mathematical algorithm extracts a third order 
measuring matrix (no matrix inversion necessary) 
from the calibration data set In a mathematical sense 
this is the best possible closed solutioa In co- 
operation with Deutsche Airbus and the Carl Schenck 
Company a fully automatic calibration machine was 
developed for ETW. A smaller and simplified version 
of this machine is under conshuction at the 
Darmstadt University of Technology. 

Finite element analysis turned out to be a powerful 
tool in the development of optimised balance 
structures. Novel balance structures with minimised 
linear and non-linear interference and with minimised 
sensitivity against temperature gradients have been 
developed. 
For half model testing, which is a more and more 
important technique in transport development, 
compact half mcdel balances have been developed 
and constructed. The cmia l  problem of temperature 
sensitivity of such balances was successfully solved 
by FEM optimisation. 

In October 1996 an ,,Inteanational Strain Gage Balance 
Conference" was organised by NASA langley. Some 
comments on this conference will be given in this paper. 

2. Introduction 
The successful design and development of commend 
transport aimaft depends (among many other problems 
!) on excellent d y n a m i c s .  E s p a i y  the flight per- 
formance reacts very sensitively on d y n a m i c s .  Since 
flight performance must be gumnteed to the customer 
long before the h t  flight of the prototype, the success of 
the aimaft depends heavily on wind tunnel tests with the 
utmost accuracy. This ever rising requirement for 
accuracy in wind tunnel testing and especially the 
challenge of precise force testing in cryogenic wind tun- 
nels gave a strong impstus for strain gage balance 
re-h in the recent past. Since accuracy Limits for con- 
ventional strain gage balances are sei mainly by thermal 
effects, the taqet to achieve at least the same or possibly 
even better accuracy with cryogenic balances in 
cryogenic tunnels is an extremely dBcul t  task. For the 
research work on cryogenic balances a target of one drag 
count repeatability for transonic transport performance 
testing was set. 

To achieve considerable improvements compared to 
balances known and used today, a single clever idea 
respectively a single successful detail improvement is not 
sdlicient. A systematic search through all puts and 
aspects of balance technology and the impvement of 
all details of this technology to the l i t s  of the available 
technology is necessary. The important parts of the 
technology are : 

4 Design philosophy 
4 Design computation and opt idat ion 
4 Balancejoints 
4 Selection of spring materid for the balance body 
4 Materialheattreatment 
4 Balance fabrication methods 

Paper presented at the AGARLI FDP Symposium on "Advanced Aerodynamic Measurement Technology", 
held in Seattle, United Stares, 22-25 September 1997. and published in CP-601. 
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Strain gage selection and wiring method 

environment proofmg 
Moisture proofmg respectively cryogenic 

Data acquisition electronics 
w Mathematical calibration algorithm 

Calibration equipment 
Strategy of balance use in the wind tunnel 

The aim of the balance research at the Darmstadt 
University of Technology was to improve each of these 
partial aspects of balance technology to the scientific 
limits availabie today. Due to this research in Cryogenic 
Balances many improvements also for balances for 
conventional wind tunnels resulted. 

In this paper only some of the topics mentioned above 
are described in detail : 

Design philosophy 
Design computation and optimisation 

H Balance joints 
Balance fabrication methods 

w Mathematical calibration algorithm 
Calibration equipment 
Cryogenic balances 
Half Model Balances 

For more details on the other topics see the references. 

3. Design Philosophy 
For a successful balance design some essentials must be 
fulfilled : 

1. Choose the balance ranges as close as possible to 
the actual measuring task. In &Jining the ranges 
include the consideration, that ranges of the 
balances may be overloaded, if other components 
are not fully used in the tests. This overload 
capacgy of a balance normally is defied by the 
'load rhombus! 

2. Choose the geometric dimensions of the balance as 
large as allowed by the availcrble space in the modeL 

3. Design the balance structure for marimum 
stiffness. 

The first essential requires the design of dedicated and 
tailored balances for the different tasks of a wind tunnel. 
As an example for a typical transport contigumtion 
development model matched in scale to the test section 
dimensions in a transonic wind tunnel at least three 
different balances are required for high accuracy testing: 

Very sensitive balance for cruise condition L/D 
optimisation work. 
Less sensitive balance for cruise condition work 
including buffet tests, maximum lifi tests and Mom 
tests. 
Envelope balance for stability and control tests up to 
MNE including full control surface deflections and 
large angles of attack and yaw. 

This requirement results in a numerous and expensive 
balance equipment for a wind tunnel but improves tunnel 
accuracy very much. 

The maximum load capacity of a balance design within a 
fixed diameter is limited even if an ultra high tensile 
strength steel (High Grade Maraging Steel) is used. In 
OUT balance design method we introduced a balance load 
capacity parameter S, which is defined as 

Z . I ' + M ,  
[ N  / cm'] D' S= 

~ 

The characteristic length I* of the balance is defined as 
the distance from the reference centre to the end of the 
active part of the balance, see Figure 1. So this ,,Balance 
Capacity Parameter" is a simplified measure of the 
bending stress in the balance body close to the balance 
connection to model or sting, which may be a cone or a 
flange. In most balance designs this is the critical 
position with respect to stress. 

Figure 1 Characteristic Length 

I .  

4 5 6 7 8 9 0 10 lml 11 

Figure 2 : Balance Load Capacity Diagram 

Figure 2 shows a load capacity diagram for a range of 
balances with diameters between 40 and 110 mm. A 
group of curves of constant load capacity parameter S is 
plotted in the diagram. The messages of this figure are : 

Beyond a value of S = 2000 N/cm2 the design of a 
precise balance including an axial force system is 
not possible. 
For a transport performance high precision balance 
the load ca acity parameter should not exceed S = 
500N/cm P . 
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Even lower load capacity parameters are recommended 
for optimum precision in drag measurement, if the space 
in the model allows for the larger diameter. 

The third essential mentioned above - high stiffness of 
the balance body - is difficult to achieve with the con- 
ventional balance fabrication process by EDM (Electric 
Discharge Machining). With this method all internal cuts 
in the balance body must be accessible for the electrode 
from the outer side of the balance body. This 
compromises the stifkess requirement. So the fulfilment 
of the stiffness requirement is mainly a question of the 
fabrication method. 

The ultimate solution of this problem is the Electron 
Beam Welded Balance concept, which WBS developed by 
the author at VFW (now Daimler Benz DASA, Bremen) 
more than twenty years ago. The balance is fabricated 
from four pieces, which are prefabricated to the f d  
dimensions of all internal surfaces and welded together 
by electron beam welding. All external machining 
including opening of the flexure systems is done after 
welding. The production steps are clarified by the 
Figures 3. 

Provided that a proper material is selected and a sophi- 

Figur 3 a  Prepared Balance Parts 

sticated heat treatment after the welding process is done, 
full material strength is restored in the welding zone and 
the finished balance b a one piece balance and - with 
respect to strength and hysteresis - definitively behaves 
like a one piece balance. In a polished cut of the welding 
seam the welding zone is hardly visibly. 

The concept of the Electron Beam Welded Balance 
tumed out to be highly successful and was used since the 
invention for all balances constructed by the Deutsche 
Airbus GmbH and by the Darmstadt University of 
Technology. This fabrication method gives complete 
fieedom in the internal design of the balance structure 
and allows a much stiffer design of the balance. 

4. BALANCE DESIGN COMPUTATION AND 
OPTIMISATION 

A strain gage balance is a complicated piece of stntcture 
with a very large number of dimensions. So the balance 
design can not be achieved as a closed solution from the 
external dimensions and the required component ranges. 

At the Technical University of Darmstadt the design 
computation is done with the interactive computer 
programme .,SEKOWA". With each step this 
programme completely computes the stress situation at 
all critical positions of the balance body and some 
additional characteristic parameters. AU results are 
printed. The user checks the results and according to his 
experience with the design process he modifies one or 
several geometric dimensions. Each step is designated as 
a "RUN". An experienced balance designer needs about 
40 to 60 runs for a final Satisfying result or for the 
understanding that a good balance with the specified 
ranges can not be designed within given dimensions. 
This work can easily be done in 2 or 3 hours. The 
computation is based on basic stress and strain formula 
for short bending beams and short torsion beams. 
Provision is made in the programme for notch stress 
concentration. The computer programme also creates 
overload diagrams similar to the conventional overload 
rhombus. 

Figure 3b. Welded Balance Body 

Figure 3c. Finished Balance Body 

Figure 4. Balance W617, FE Computation 

The use of finite element analysis for routine balance 
design is not possible, since the discretisation of the 
complicated structure with many modifications for the 
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optimised design is to laborious. Nevertheless for princi- 
pal optimisation of strain gage balance designs iinite ele- 
ment analysis proved to be an extremely valuable and 
strong tool, this was demonstrated by the work of Junnai 
Zhai [22] at the Technical University of Dannstadt. 
Work on balance optimisation with the instrument of 
f d t e  element analysis is continued at the Technical 
University of Darmstadt. Figure 4 shows the stress 
distribution of the balance W 617 under full combined 
loads computed by finite element analysis. 

The analysis of balance structures by the Finite Element 
Method demonstrated, that the computation and the 
minimisation of h e a r  and non-linear interfenmce effects 
is possible by this method For more details on this work 
see reference [28]. 

5. Balance Joints 
An internal balance is interfaced to the model at the front 
end and to the tail sting at the rear end. These joints shall 

carrylargeloads 
0 have an absohte positive fit 

beself-adjusting 
be easy to assemble and to disassemble 

Efforfs for standardisation of joints were unsuccessful up 
to now. There are at least as many dif€ere.nt joint designs 

BLOCK 

TAPER 

Figure 5 : Conventional Balance Joints 

as there are. balance designers over the world. 

Figure 5 demonstrates some conventional balance joinis. 
The most common joint is the taper joint since it 
transfers the largest loads. Nevertheless there are serious 
problems with this joint. For an optimum fit the taper is 
difficult to macbine. With slender cones the taper joint is 
difficult to disassemble and with a more steep cone this 
joint needs large forces from the bolts or keys for a 
reliable fit. 

The flange joint bas a lower load capability but otherwise 
is superior in any respect. Fabrication is simple. The 
joint is self centring and very easy to assemble and to 
disassemble. With correct p t igh ten ing  of the screws 
this is a very reliable joint with positive fit. For transport 
configuration measurements even in pressurised 
transonic tunnels the load capabiility is sufficient and this 
joint should be the first choice. It is well proven in the 
DNW and also in the cryogenic ETW. 
Block and cylinder joints are sometimes used for the 
balance-model joints. Nevertheless at least for transport 
configuration models also for the balancemodel joint the 
m e  is the superior solution. 

Figure 6 : Comparison of clutch joint and taper joint 

Figure 6 gives a comparison of the taper joint with the 
more unconventional clutch joint. An analysis done 
during the Balance Pre-Design Study for the ETW 
demonseated a load capacity of about EO to 90 % of the 
taper joint. The clutch joint offers very simple assembly 
and disassembly with excellent self centring. A separate 
roll key is not quirea We recommend this joint for 
highly loaded balances. 

Figure 7 : NASA LaRC Expanding Sleeve Joint 
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A very interesting solution for the balance-model joint is 
shown in Figure 7. This joint is operated by an 
expanding sleeve with a cylindrical outer surface. So in 
the model only a cylindrical bore is required, which 
simplifies model manufacture. Figure 7 demonstrates, 
that even an assembly from outside the fuselage is 
possible with the bevel gear. This joint may not give the 
absolute maximum of load capability but is comfortable 
for the tunnel engineer. 

The main problem of the balance joints is the total 
absence of any standadsation. Here is a most h i u i t f u l  
working field for balance designers, wind tunnel 
engineers and model designers. 

6. Balance Fabrication Methods 
A main feature of our balance fabrication methods was 
outlined already in Figure 3 (see above, chapter 3). The 
Electron Welded Balance concept used since about 20 
years was highly successll. Nevertheless the success of 
this concept depends on the availability of top class 
welding equipment and experience. 

Another important part of the balance fabrioation 
methods is heat treatment. Hysteresis, which is a 
common feature of maraging steel, can be r e d d  to a 
very low level by proper heat treatment, see [lq. Also 
the degree of the final ageing process has a hrge 
influence on hysteresis. 

Proper selection of strain gage types, treatment of gages, 
gage application and gage wiring may have a large 
influence on the final balance quality. Thermal zero sbift 
can be reduced very much by matching the gages used in 
one bridge for hannonised thermal behaviour. This 
successful method was first proposed by Judy Ferris 
from NASA Iangley. Another method to reduce thennal 
zero shift is the use of Poisson gages whenever possible. 
This allows a close 'on of the gages wired in 
one bridge. Utmost care and a long expaience of the 
gage application operator is a maiter of course in high 
quality balance fabrication. 

Moisture protection is most important for long term 
balance reliabiity. In this field improvements are still 
welcome. Sputtering of the completely applicated and 
wired balance may be a fuUre solution but is still in 
development. 

7. Mathematical calibration algorithm 
Balance Calibration is still the field with the k g e s t  
improvement potential for balance accumcy. Improve- 
ments may be realised as well due to improved 
calibration algorithms BS due to improved calibration 
equipment. 

The first problem of balance calibration is the choice of 
the mathematical description of the balance behaviour. 
For a long time the second order calibration was the 
standard method : 

S, = RO, + A A &  + k A B u i F I F k  
,-I ,=I b, 

where S, is the signal of the shain gage bridge dedicated 
to the compomnt ,,i". With a complete calibration for all 
load combinations this results in a calibration matrix 

with 168 coefficients. Since a long time we changed this 
description to a third order matrix : 

Only the third order description is able to describe 
symmhcal non-linexities in the positive and negative 
load direction. Recently this method was also adopted by 
other balance enpineers. The third order matrix has 204 
coefficients. 

During the International Strain Gage Balance Conference 
at Langley even higher order matrixes for the description 
of the balance were considered. The author of this paper 
is pessimistic with respect to such considerations. The 
extraction of the much higher number of coefficients 
from the calibration data set calls for much larger data 
set and hence for a much more lengthy calibration. 

The optimum accuracy is achieved from the calibration, 
if the calibration covers no load conditions outside of the 
load ranges achieved during a specific wind tunnel test, 
provided, that inside this load range a sufiicient numbez 
of calibration points am available. So after completion of 
a test campaign an additional OFF LINE evaluation can 
be made with a balance matrix extracted from calibration 
load conditions only which are inside the load conditions 
of the test. 
An even more promising idea is to evaluate a special 
balance matrix for any data point recorded during the 
wind tunnel test. For this evaluation the available 
calibration data points are weighted with a fador which 
is inverse.1~ proportional to the ,,distance" of the 
calibration point from the actual balance condition. This 
idea calls for a very fast balance computer. Feasibility 
studies are under work at our University. 

Another mathematical problem of balance calibration is 
the method to extract the balance matrix from the 
calibration data set. Most balance WgineRS use the 
principle idea, that from the calibration data set a 
.,calibration maeix" is evaluated in the form : 

Signals = Function of Loads 
This matrix is i n v d  to the form required for the 
evaluation of measurements : 

Loah = Function of Signals 
Since for a n o n - l i  matrix an i n v d  matrix does not 
exist, for the inversion approximations have to be used 
with a resulting loss of accuracy. 

In principle there is no mathematical difference between 
loads and balance signals in the calibration data set of a 
balance. So we changed the method completely and 
deduce directly a matrix 

Loads = Function of Signals 
from the calibration data set. This evaluation is possible 
also h a calibration data set, where the load 
conditions are mixed loadings of all components. This 
occurs with some types of automatic calibration 
machines, where the desired components or component 
combdons are superimposed by small loads in the 
othm components. For more details see [20], [26]. 
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8. Calibrntion Equipment 
The modem alternative to the well known conventional 
calibration rig with calibration force generation by dead- 
weights is the Automatic Calibration Machine. Several 
designs have been fabricated up to now; a very 
successful one is the ETW Automatic Balance 
Calibration Machine designed by the Dannstadt 
University of Technology and the Schenck Company at 
Darmstadt. 

Nevertheless also the conventional Calibration Rig got 
some development. Figure 8 shows a relatively small rig 
for Nomal  Force ranges up to 4000 N which was 
designed recently by the Dannstadt Universily of 
Technology. The most modem part of this machine is the 
balance signal acquisition hardware and the machine's 
software. This sofhvare guides the operator through the 
calibration process, so also operators with little hining 
in balance calibration are able to perform professional 
calibrations. For more details see [29]. 

Fgure 8 : Conventional calibration r@ with data system 

A careful manual calibration, especially for a high 
capacity balance, consumes a lot of man power and lasts 
up to several weeks. The appearance of the cryogenic 
tunnel at the latest rose the requirement for an automatic 
balance calibration process since the temperatllre as an 
additional balance calibration parameter multiplied the 
amount of work for a balance. So after a careful pre- 
design study the ETW machine was developed. Figure 9 

Figure 9 : Measuring pt of ETW Calibration Macbine 

demonstrates the functional principle of the machine. 

With this machine the functions 'calibration load 
generation' and 'calibration load measurement' are 
totally separated. The Intemal Balance is connected with 
its model end to a six component force measuring device 
similar to an external wind tunnel balance. This device 
(the 'measuring machine') measures the calibration loads 
applied to the balance precisely in the axis system of the 
model end of the balance. The W t e r  Calibration 
Matrix' of this measuring machine allows for the small 
misalignment resulting from the elasticity of the 
connection between balance and measuring machine. In 
Figure 9 the elements of the measuring machine are 
accentuated by dots on the left side; the force generating 
system is located on the right side of the Internal 
Balance. The perfect separation of calibration load 
generation and measurement of the component loads 
contributes largely to the excellent accu~~cy  of the 
machine. 

The loads are generated by push-pull pneumatic load 
generators acting on a loading h e  connected to the 
sting end of the balance. Since the loads are measured 
precisely at the model end, load generation can be done 
rather crude and fast. When loads are generated due to its 
elasticity the loading frame becomes misalighned and 
one gets a mixed loading, where the desired loads 
generated by one or more pneumatic cyliders are 
superimposed by small loads in the other components. 
This poses no problems, since all components are 
measured by the measuring machine precisely. Off 
course the sofhvare algorithm must be able to evaluate 
the calibration loads from these mixed loading data sets. 

Figure 10 : ETW Automatic Calibration Machine 

Figure 10 shows the ,,AEXM'' in the ETW Calibration 
Lab. The N o d  Force capacity of the ETW machine is 
25 000 N. 

The calibration of cryogenic balances asks for a full 
force calibrations at several temperature levels between 
ambient and 100 K. So the machine must allow to 
condition the balance through the total ternperatwe range 
of the cryogenic tunnel. For a high precision calibration 
the balance must be conditioned also at low temperatures 
without any spatial temper- gradients in the balance 
structure. Nearly all balance designs react with false 
signals on temperature gradients. So a force calibration 
must be done without any gradients and a gradient 
calibration must be done separately. 
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. 
Figur 11 : Klimate Chamber of ETW Machine 

Figure 11 shows a balance installed in the sophisticated 
climate chamber of the ETW Machine. Much 
development was necessary for the joints between 
balance and machine to get a near perfect temperature 
isolation and a high stiffness and rigidity for the 
calibration loads. The climate cbamber temperature is 
controlled by liquid nitmgen injection. 

The ETW machine allows a complete force calibration 
including all single loads and all combination of two 
components in one working shift. 
According to all experiences with the ETW machine a 
second generation machine was designed at the 
D m t a d t  University of Technology. Figure 12 shows 
the design principle. 

The main difference to the ETW Machine is the 
arrangement of the loading fiame and the load 
generators. This new arrangement allows less 

Figure 12 : Second Generation Calibration Machine 

interference between the different load generators and so 
an even faster operational speed. The design of the load 
generators is much simplified. 

A second generation machine with a N o d  Force 
capacity of 6 000 N, which will be equipped with a 
c l i t e  chamber for cryogenic balances, is presently 
under construction at the Darmstadt University of 
Technology. This machine will be available on a 
commercial basis also in other load ranges. 

9. Cryogenic Balances 
Engineers familiar with strain gage balances know pretty 
well, that the accuracy of these instruments normally is 
limited by t h m a l  effects. So the design of a cryogenic 
balance, which may be used in a tunnel environment 
between ambient temperature and 100 K and in an 
appreciable part of this range even during a single tunnel 
run, is a terrific challenge. Since the available balance 
space in most wind tunnel models does not allow the 
installation of a sophisticated climate c h a m h  for the 
balances, unheated balances are normally used. 

The designer of a cryogenic balance has to fight with the 
following problems : 

Avoidance or correction of zem and sensitivity shifl 
of the strain gage bridges over large temperature 
ranges. 
Insensitivity of strain gage application and wiring 
against the cryogenic environment down to 100 K. 
Moistureprwfmg 
Avoidance or correction of false signals caused by 
spatial temperature gradients in the balance body. 

When we started cryogenic balance development for the 
Tunnels KKK and ETW, we were especially s i g h t e d  
by the last effect of this list. With conventional balances 
we experienced large false signals due to temperature 
gradients. The operational concept of the ETW asked for 
up to 40 degrees tunnel temperam change in a 20 
minute run, so temperature differences of up to 5 degrees 
centigrade could be expected over the active balance 

A special arrangement of the axial force elements was 
developed which solved this problem satisfactnrily. 
Figure 13 shows the balance W 617, which we 
constructed for transp~? configuration measurements in 
ETW. 

length. 

Figure 13 : ETWTransportBalaace W617 
There are two axial force elements placed in the middle 
of the flexure p u p s .  An axial force bends the axial 
force bending beams in the same direction, while a 
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temperature difference between the upper and the lower 
outrigger beam results in an opposite bending of these 
beams. So if the signals of the front elements and the att 
elements are added, the effect of the temperature 
difference is deleted. Fortunately temperature differences 
of the upper and the lower outrigger beams are the 
overwhelming effect of temperature gradients at all. This 
idea worked very successful. Small residual sensitivities 
against temperature gradients can be reduced even 
further by ~@imming the individual sensitivity of the front 
and aft axial force system. 

Another measure against temperature gradients is also 
demonstrated by the balance W 617 (see above). This 
balance is fabricated entirely from Copper Beryllium 
alloy. This alloy is not only famed as an excellent spring 
material with extremely low hysteresis; its thermal 
conductivity is higher than that of maraging steel by a 
factor of six. So temperature dif€erences in the balance 
body vauisb much faster. 

With respect to the m and sensitivity shift valuable 
preparatory work was done by Judy Ferris from NASA 
LaRC [13]. She introduced the idea of gage matching. 
This means, that the thermal behaviour of the individual 
gages are measured before final application and that only 
closely matched individual gages are used in one bridge. 
We did further work on this method and found it to be 
very successful. Also the successful use of gages 
especially trimmed for Young’s Modulus / K-factor 
correction in the cryogenic range was initiated by Judy 
Ferris. 

The sensitivity of gage application (bonds!) and wiring 
posed 110 real problem, the gage manufacturer offered 
satisfying materials and methods for the cryogenic range 
with one exception only, and that is moishrre proofing. 

In cryogenic operations and especially when the cold 
balance comes into contact with humid air, a lot of 
moisture develops on the balance. The moisture proofing 
materials offered by the gage manuhctums are not 
sutficient for these bard conditions. Extremely carem 
multiple and very thin coatings with nitd rubber is the 
best method we found up to now. Further improvements 
by new developments are welcome in this field. 

Figure 14 : ETW High Capacity Balance W 621 
Figure 14 shows another cryogenic balance fabricsted for 
the ETW. The balance W 621 offers the maximum 
possible load ranges in the given dimensions. With this 
very compact balance the twin axial element design 
demonstrated in Figure 13 was not possible. Conection 
of temperature gradient induced false axial signals is 
done with this balance by a temperature measurement 

with platinum elements along the upper and lower 
outrigger beam. 

10. Half Model Balances 
For traosport aeroplane wind tunnel development half 
model testing becomes more and more attractive. In a 
given wind tunnel the half model technology allows an 
i n m a w  of the Reynolds Number by a faotor of two with 
reduced model costs. The half model method is unable to 
produce accumte total forces and moments, especially 
the drag force accuracy is reduced. Sice most of the 
wind tunnel test are evaluated on an incremental basis, 
the r e d d  accuracy of the total forces is no real 
disadvantage. 

In the past half model balanm have been built in 
different technologies. Some examples have been 
designed like a very compact extemal balances built up 
from elements like rods, levers and load cells, other half 
model balances follow the design principle of internal 
balances fibricated fiom a single piece of metal. 
Recently the latter design principle was used nearly 
exclusively. We designed half model balances following 
this principle only. 

Figurel5: HalfModelBatanCeW519forthe 
KKK 

Figure 15 shows a half model balance designed and 
fabricated for the cryogenic Low Speed Tunnel KKK at 
Cologne.. The Normal Force capacity of this balance W 
519 is 3500 N and the diameter is 250 mm. In Figure 15 
the balance is shown just ready for gaging. 

Past experience showed, that balances of this type are 
very sensitive against temperature gradients. So 
obviously the-re was no chance to use this balance as an 
unheated balance and let its tempatme float with the 
tunnel temperature. From the very beginning we decided 
together with the KKK staffto install this balance in an 
isolated and heated environment. The installation of the 
balance is shown in Figure 16, this installation was 
designed and fabricated by the DLR 
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Test section 
Oe3 Turntable 

Figure 16 : Half Model Balance Installation in KKK 

We found out, that we underestimated the temperature 
gradient sensitivity of the balance as well as the 
dBiculty to avoid any temperature gradients by isolating 
and heating. Very sophisticated development work on 
the isolation and conditioning system was necessary to 
get this balance into satisfactory operation. 

For future half model balances we performed a detailed 
finite element study on the temperature problem of such 
balances. We found a special design of the connection 
between the active balance block and the end flanges, 
which keeps all distortions away from the active balance 
block and thus reduces the temperature gradient 
sensitivity by at least one order of magnitude. A second 
half model balance for the KKK with different load 
ranges and a half model balance for the Indonesian 
Transonic Speed Tunnel will be fabricated according to 
this design. The details of this design are still a matter of 
patent pending. 

11. Future Development 
The never ending search for improved performance and 
better economy of transport aeroplanes requires 
improvements of all development tools, including wind 
tunnel balances. So we should look into the future of 
internal balances. 

For about half a century the basic principle of internal 
balances did not change, they are still a metallic spring 
element and the distortions caused by the forces are 
measured with strain gages. Up to now no other basic 
force measuring principle w e d  out to be a promising 
alternative. So at the moment there is no other way for 
internal balance improvement than patient and careful 
work on all items of balance design, fabrication and 
calibration like stated in the introduction. 

The most impmnt improvement potential may be found 
in the fields of calibration theory and calibration 
equipment. The other promising field is to design the 
balances for less sensitivity against temperature 
gradients. 

One should well bear in mind, that vast experience with 
balances and permanent work in this field is necessary to 
create progress. hternal wind tunnel balances are 
fabricated in many organisations in the world, but in 
most of these places the work on balances is subcritical, 
that means not intensive enough to create technological 

progress. A concentration of balance development and 
fabrication at a few places would improve this situation 
very much. 

Another deficiency is the lack of literature on internal 
balances. Neither for the information of the average wind 
tunnel engineer on balance utilisation and calibration nor 
for the further education of balance designers really 
useful literature on the subject is available. The author 
proposed to the Fluid Dynamics Panel of AGARD to 
collect all the available know how on internal balances in 
an AGARDograph. Hopefully this proposal will be 
approved by AGARD. 
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1. SUMMARY 
The fmt International Symposium on Strain Gauge Balances 
was sponsored under the auspices of the NASA Langley Re- 
search Center (LaRC), Hampton, Virginia during October 22- 
25, 1996. Held at the LaRC Reid Conference Center, the 
Symposium provided an open international forum for pres- 
entation, discussion, and exchange of technical information 
among wind tunnel test technique specialists and strain gauge 
balance designers. The Symposium also served to initiate 
organized professional activities among the participating and 
relevant international technical communities 

The program included a panel discussion, technical paper 
sessions, tours of local facilities, and vendor exhibits. Over 
130 delegates were in attendance from 15 countries. A 
steering committee was formed to plan a second international 
balance symposium tentatively scheduled to be hosted in the 
United Kingdom in 1998 or 1999. 

The Balance Symposium was followed hy the half-day Work- 
shop on Angle of Attack and Model Deformation on the af- 
ternoon of October 25. The thrust of the Workshop was to 
assess the state of the art in angle of attack (AoA) and model 
deformation measurement techniques and to discuss future 
developments. 

2. INTRODUCTION 
The concept of an international strain gauge balance sympo- 
sium was advocated in a technology assessment entitled “A 
White Paper on Internal Strain Gauge Balances.” This inter- 
nal document, published by LaRC staf€ members in March 
1995, was based on an international survey of internal strain 
gauge balances conducted under contract in 1994-1995 (ref. 
1). The conclusions of the white paper were presented to a 
peer review panel on wind tunnel testing technology, com- 
posed of selected leaders from major commercial and gov- 
ernment aeronautical facilities, held in July 1995 at LaRC. 
The panel strongly endorsed the proposed international strain 
gauge balance symposium, which is the first of its kind. 

Over 130 delegates from 15 countries were in attendance, 
including Australia, Canada, China, Finland, France, Ger- 
many, India, Indonesia, Israel, the Netherlands, Russia, South 
AkXca, Sweden, United Kingdom, and the United States. 
The program opened with a panel discussion, followed hy 
technical paper sessions, and guided tours of the National 
Transonic Facility (NTF) wind tunnel, a local commercial 

balance fabrication facility, and the LaRC balance calibration 
laboratoly. Vendor exhibits were also available. 

The opening panel discussion addressed “Future Trends in 
Balance Development and Applications.” The nine panel 
members included eminent balance users and designers rep- 
resenting eight organizations and five countries. Formal 
presentation of papers in technical sessions ‘followed the 
panel discussion. Forty-six technical papers were presented 
in 11  technical sessions covering the following areas: cali- 
bration, automatic calibration, data reduction, facility reports, 
design, accuracy and uncertainty analysis, strain gauges, in- 
strumentation, balance design, thermal effects, finite element 
analysis, applications, and special balances. A general over- 
view of the past several years’ activities of the AIAA/G7TC 
(Ground Testing Techniques Committee) Internal Balance 
Technology Working Group was presented. The group’s 
activities has prompted sufficient interest among the foreign 
Symposium attendees, that a separate Euro-Asian Inter- 
Nation Internal Balance Working Group was contemplated. 
At the conclusion of the Symposium, a steering committee 
representing most of the nations and several US organiza- 
tions attending the Symposium was established to initiate 
planning for a second international balance symposium, to he 
held within 2 or 3 years in the UK. 

The Workshop on Angle of Attack and Model Deformation 
Measurement Techniques was held immediately following 
the Symposium for assessment of the state of the art in AOA 
and model deformation measurement techniques and to dis- 
cuss future developments. Twelve presentations from indus- 
try and government in the United States, Europe, and Asia 
covered various AOA and model deformation measurement 
techniques, applications, and concerns. The Workshop con- 
cluded with an open panel discussion. 

The following summaries of the panel discussion and se- 
lected technical papers were obtained orally and from video 
tape recordings of the presentations. The authors of this 
report disclaim responsibility for accuracy of the transcribed 
notes and regret any misinterpretations of the panelists’ and 
symposium authors’ intentions. Panelists and symposium 
authors should he contacted directly for further elaboration; 
contact information is available from NASA LaRC represen- 
tatives. 

* Co-chairs of the International Balance Symposium ’ Authors of comments on Workshop 00 AoAIModel Deformation Measurement Techniques 

Paper presenied ai ihe AGARD FDP Symposium on "Advanced Aerodynamic Measuremni Techlogy”,  
held in Seanle, Uniied Stares, 22-25 Sepiernber 1997, and published in CP-601. 
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3. PANEL DISCUSSION 
The Symposium opened with a panel discussion entitled 
“Future Trends in Balance Development and Applications.” 
The panel consisted of the following members: 

Ron D. Law, Defense Research Agency @RA), Bedford, 
VK, Panel,Chair 

Maurice Bazin, Office National D’etudes et de Recherches 
A6rospatiales (ONERA), France 

David M. Cahill, Sverdrup Technology Inc./AEDC Group, 
USA 

Prof. Bemd Ewald, Technische Hochschule Darmstadt 
(TUD), Germany 

Pieter H. Fuykschot, Nationaal Lucht-En Ruimtevaartlabo- 
ratorium (NLR], the Netherlands 

Steven Hatten, Boeing Commercial Airplane Group, USA 

James G. Mitchell, Microcraft, Inc., USA 

Lawrence E. Putnam, NASA Langley Research Center 
(LaRC), USA 

Paul W. Robem, NASA Langley Research Center, USA 

Each panelist briefly presented his views regarding future 
trends in balaace development and applications. Important 
areas covered included materials, temperature compensation, 
gauging, analysis methods, and calibration efficiency. The 
panel members agreed that the existing balance technology 
will continue to prevail in the foreseeable future, with only 
evolutionary improvements possible. No radially new basic 
technologies such as fiber optics techniques are expected to 
offer any competition in terms of accuracy and reliability. It 
was agreed that international standards for nomenclature, 
calibration procedures, accuracy reporting methods, etc. 
should be adopted in the future following the precedent of 
the North American Internal Balance Working Group, al- 
though agreement is not presently feasible. However, this 
Symposium is an important first step in establishing formal 
international discussions about these concerns, especially in 
regard to agreement on terminology. After the individual 
presentations a group discussion followed. 

Selected observations h m  the panel discussion follow. 

Ron D. Law, DRA Bedford, UK, Panel Chair 
Stiffer balances are needed for tests at high angles of inci- 
dence under unstable flow conditions. Since the balance 
forms part of the spring system of the model and its support- 
ing structure, unwanted dynamic oscillations within the bal- 
ance itself will corrupt test data. Although an infinitely stiff 
balance would elimlnate this problem, it is unrealizable. 
Stiffer balances are especially needed for half-models and for 
heavy models. Replacement of strain-gauged flexures with 
sensitive piem-electric cells provides greatly increased stiff- 
ness with good signal output. Ihe  use of high-output plati- 
num strain gauges provides high sensitivity for stiff designs 
although temperature sensitivity is greater. Composite mate- 
rials, such as carbon-fiber layered flexures, have been suc- 

cessfully tested in lighter weight balances used for low speed 
testing. Improved semiconductor strain gauges also offer 
increased sensitivity. Finite element analysis can be em- 
ployed during design to predict balance dynamic behavior. 

Maurice Bazin, ONERA France 
ONERA has developed balances which provide good drag- 
count resolution for all wind tunnel applications including 
cryogenic testing. Future trends are difficult to predict at 
present. Advanced technology may offer better ways of 
measuring strain, such as the use of doped materials or mi- 
cro-laser techniques 

David M. Cahill, Sverdrup Technology Inc./AEDC Group. 
Analysis of elastic and anelastic hysteresis, and study of fab- 
rication and heat treatment techniques for metallic and non- 
metallic materials are areas where additional emphasis is 
needed. Development of alternative techniques for strain 
measurement would be beneficial. Hardware as well as soft- 
ware compensation techniques for temperature effects are 
recommended. Calibration techniques need to be examined, 
including: the number of loadings required for calibration, 
application of combination loadings including thud order and 
above, and the inclusion of Calibration uncertainty analysis. 
Standardization is needed in the following areas: terminology 
for forces and moments, and the axis systems; the calibration 
matrix and the matrix format; treatment of calibration tares: 
data reduction to forces and moments by the non-iterative 
mathematical model and the iterative mathematical model; 
and inclusion of model weight as part of the tares during data 
reduction. 

Prof. Bemd Ewald, TUD, Germany. 
TUD has developed a new single-piece balance from copper- 
beryllium alloy for the European Wind Tunnel (ETW). AI- 
though copper-beryllium imposes some inconvenient manu- 
facturing requirements, it is an excellent spring material, has 
very low hysteresis, and has very high heat conductivity. 
Tests of titanium alloy at TUD disclosed no detectable hys- 
teresis indicating that it is a promising material for hture 
balance fabrication Machine calibration is seen as becoming 
mandatoly because of its accuracy and reliability, and be- 
cause of the excessive manpower requirements for manual 
calibration. The maximum resolution of the conventional 
strain gauge is on the order of25 x mm or approximately 
1/20000 of the wavelength of visible light. It is unlikely that 
potential s h i n  measurement alternatives can match this 
resolution at present. Electric and pneumatic lines bridging 
the balance in the test model produce measurement bias er- 
rors due to unknown residual forces. TUD has considered 
integrating these lines into the balance structure. The result- 
ing etTects of residual forces would then be removed by Cali- 
bration. 

Pieter H. Fuykschot, NLR, the Netherlands. 
No major revolution, rather evolution, is seen in balance 
technology. Two major problem areas are interactions and 
temperature effects. Balances should be designed for mini- 
mum interactions and maximum linearity, rather than using 
calibration to remove their effects. Nonlinearity can cause 
bias errors due to rectification effects during dynamic test 
conditions, which cannot be corrected by calibration. Mate- 
rials with a low coefficient of t h m a l  expansion, such as 
titanium, should be considered. Compensation for tempera- 
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ture gradients is important. Balance convection screens can 
be installed within the model to reduce heat transfer within 
the flexures. Dynamic modeling should be done during the 
design phase to minimize resonant vibrations during tests. 
Standardized model-to-balance couplings should be adopted 
for inter-laboratory compatibility. Automatic calibration is 
an important future trend. The balance should be calibrated 
through zero load to attain positive and negative loadings 
d e r  than by mechanical inversion as usually done during 
manual calibration. The balance should be calibrated with 
couplings identical to those used during tests. 

Steven Hatten, Boeing Commercial Airplane Group 
Corporate concerns have resulted in an emphasis on reducing 
the development cycle times for both production aircraft and 
for test models. Simplified designs and procedures are em- 
phasized, such as parametric spreadsheet design tools. 
Parametric finite element models are employed to analyze 
stiffness and dynamic behavior. Older balances in the in- 
ventory are being recycled for new testing. External balance 
calibration is being automated. Balance users at Boeing are 
demanding improved balance measurement accuracy, espe- 
cially in drag. Ways to increase drag accuracy are being 
investigated. Uncertainty due to mechanical hysteresis is 
being reduced via a redesigned model attachment intetface. 
Effort is also being applied to thermal gradient correction 
methods for improved accuracy. 

James G. Mitchell, Microcraff, Inc. 
Progress in strain gauge balances has been slow, with 40-50 
year-old strain gauge and design methodology still in use. 
The strain gauge balance design community should exploit 
new technology in related fields such as optics, micro- 
electronics, and smart structures. Balance customers, i.e, test 
facilities and test engineers, are asking for “better, faster, and 
cheaper.” The response is as follows: Better: Uncertainties 
can be reduced through study of calibration practices, in- 
armed load per unit diameter, increased stiffness, improved 
math models, and calibration using combined loadings. 
Faster: While balance design, fabrication, and gauging can 
be accelerated, the large opportunity is in the area of calibra- 
tion with automated machines. Balance calibration times are 
reduced from days and weeks to a few hours. Cheaper: Re- 
duced cycle times result in lower costs. 

Lawrence E. Putnam, NASA LaRC, USA. 
Comments were made from a wind tunnel user’s point of 
view. LaRC balances must function over test environments 
ranging from cryogenic conditions at the NTF wind tunnel to 
high temperahues at the eight-font high temperahue struc- 
tures tunnel. Drag uncertainty provided by LaRC balances, 
based on calibration laboratory data, is on the order of 0.6 
drag counts, which is adequate for customer requirements 
However, operational accuracy in the wind tunnel is worse 
Temperature gradients during tests are a major source of 
uncertainty. Multiple calibrations are needed to estimate 
precision uncertainties which are not currently done with 
manual calibration. This is feasible only with automated 
calibration equipment. Improved balance robustness is 
needed to reduce down time during tests. Problem areas 
include strain gauges, cement, and moisture proofmg. 

Paul W. Roberts, NASA LaRC, USA. 

Future improvements in balance design and performance can 
be expected in a number of areas. Areas in calibration in- 
clude the experimental design, estimation of separate preci- 
sion and bias uncertainties, and custom calibration for spe- 
cific wind tunnel tests. The mathematical model will be ex- 
tended to include higher order interactions. Although inter- 
actions and oonlinearities should be minimized, balance 
physical size constraints dictated by the test facility may pre- 
clude this. More complete uncertainty analysis than is now 
provided will be available. Real-time compensation for 
thermal gradients and other effects are being developed. 
More sensitive strain measurement sensors, although not 
presently feasible, can be expected over the long term. New 
fabrication methods with shortened production time are pos- 
sible. Finally, automafic balance calibration systems are an 
essential need for the future. 

4. OVERVIEW OF TECHNICAL PRESENTATIONS 
The majority of the three-and-one-half-day symposium was 
devoted to 46 papers delivered io 11 technical sessions. A list 
of the scheduled paper presentations and authors is given in 
the Appendix. Several papers were not presented due to the 
authors’ inability to attend the Symposium. Brief summaries 
of selected topics representing important areas of the balance 
technology are now presented. 

4.1 Balance Design 
Nearly half of the technical papers presented described 
unique balance design techniques. Several innovative axial 
section designs for improved sensitivity and reduced thermal 
effects were discussed. Finite element analysis methods have 
disclosed unexpected local stress concentrations, approaching 
yield limits nf the material in some cases, which could not be 
readily predicted by conventiooal design methods. Varied 
techniques for thermal gradient characterization and compen- 
sation were described. State-of-them methods in strain 
gauge manufacturing and application were described. Other 
papers were given on conventional and unique balance appli- 
cations, including unusual balance designs for special appli- 
cations. 

4.1.1 J Zhai, TUD, Germany, discussed optimization of 
internal s h n  gauge balance design using finite element 
computation. The aim of the TUD study was to improve 
accuracy by reducing interferences (interactions) and by in- 
creasing stiffness. Sources of linear interactions include the 
structure, strain gauges, and manufacturing tolerance errors. 
Strain gauge effects include gauge factor, position, and di- 
rection. Product interactions result primarily from deforma- 
tion of the material. Quadratic and cubic interferences arise 
from nonlinearity of the material. These effects can be re- 
duced by structural redesign The linear interaction on drag 
can be reduced by decreasing the stiffness of the measuring 
spring, decreasing spacing bmeen  measuring beams, and 
increasing the slope of the main beam. The shape of the drag 
sensing element can be changed to provide additional decou- 
pling. TUD attained a 38% reduction in drag interaction by 
choosing suitable dimensions and a 92% reduction in drag 
interaction by use of a point-symmetrical configuration. Low 
stiffness causes large nonlinear interactions and a lower natu- 
ral frequency of the model-balance-sting system whieb, in 
tum, increases measurement errors during dynamic test con- 
ditions. Stiffness in the X direction was increased 60% by 
changing the drag-sensing element h m  a bending beam to a 
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shear spring. Similarly, stiffiess in the Z direction was in- 
creased 65% by changing the bending moment measuring 
system from a bending beam to a shear spring. Additionally, 
Stitsness in the Z direction was increased 21% through the 
use of combined main beams. 

4.1.2 Prof. Bemd Evald, TUD, Germany, discussed ad- 
vanced internal balances for cryogenic and conventional 
wind tunnels. Only gradual improvements based on careful 
research and development are anticipated. Three general 
rules for balance users and designers include the following: 
selection of the load range to match the test requirements as 
closely as possible; employment of geometric dimensions as 
large as possible; and design of the balance structure to be as 
stiff as possible. Three types of balnnces are generally 
needed for indushial aircraft development: very sensitive 
balances for cruise optimipttion; less sensitive balances for 
buffet, maximum li4 and dive testing; and an envelope bal- 
ance for stability and control, control surface deflection, and 
large AoA and yaw angle tests. Balances with high stiffiess 
are difficult to fabricate with conventional electric-discharge 
machining techniques. Now, electron beam welding technol- 
ogy gives the balance designer complete freedom to fahricate 
any desired internal smcture. TUD employs an interactive 
software package for design via fhdamental mess and strain 
analysis methods. Research and optimization are done via 
FEA software. Maraging steels, which are good for electron 
beam weldins are used for cryogenic and conventional bal- 
ances. Special heat treatment methods are applied to reduce 
hysteresis. Although some authorities advocate the use of 
heated balances for cryogenic use. Prof Evald prefers bal- 
ance designs which tolerate thermal gradients by mechanical 
cancellation methods and by electrical compensation. He 
proposes future development of a “black box” plug-and-play 
balance concept in which all necessary parameters would be 
stored in a memory chip integrated into the balance structure. 
The balance identification, calibration matrix, and electrical 
connection information would be stored on-board. The 
proper electrical connections and data reduction would be 
automatically configured by wind tunnel data systems. Fu- 
ture developments would also provide an optical telemetry 
link from the balance to the wind tunnel data acquisition 
system to eliminate mechanical bridging caused by strain 
gauge conductors. 

4.1.3 The design philosophy of a high-quality balance at 
NASA LaRC is briefly presented. All LaRC balances are 
custom designed to meet the load ranges, physical size, ther- 
mal environment, and accuracy requirements for given re- 
search projects. Single-piece construction techniques using 
highquality maraging steel are employed whenever possible. 
Most LaRC balances are of the direct-reading type; moment- 
type balances are typically used in extreme t h d  condi- 
tions such as the cryogenic environment at the National Tran- 
sonic Facility (NTF). All LaRC balances employ modulus 
compensated transducer quality strain gauges. Where ex- 
treme thermal environments are anticipated, a patented ap- 
parent-strain gauge-matehing technique is used. Thermal 
compensation is provided hy pure nickel wire placed in the 
Wheatstone bridge circuit to reduce temperature effects on 
the bridge output to less than 0.005 percent full scale per 
degree Fahrenheit Balance temperatures and gradients are 
measured by means of resistance temperahue detectors 
(RTD). These temperature measurements allow linear cor- 

rations to be applied for thermal sensitivity shifts and sec- 
ond-order corrections for apparent strain. 

4.2 Automatic Balance Cnlibration 
Presentations were given describing four different automatic 
calibration machines at DRA-Bedford, CARDC, IAI, and 
TUD. Significant advantages of automatic calibration in- 
clude manpower savings, decreased calibration time, ex- 
panded experimental loading schedules, tbe ability to apply 
multiple loadings, and improved calibration accuracy. How- 
ever, differing results with respect to loading accuracy and 
repeatability were reported. Primary sources of calibration 
inaccuracy are load vector misalignment, force measurement 
sensor inaccuracy, and precise repeatability of the balance 
mechanical position within test tixtures. Highlights of re- 
ported experience with automatic calibration are summarized 

4.2.1 China Aerodynamics Research and Development 
Center (CARDC) 
CARDC reports the best calibration accuracy although verifi- 
cation data were not available. It is possible that the cited 
Chinese calibration accuracy is estimated based on the accu- 
racy of the load cells used and the assumption that the system 
is perfectly realigned after each load application. 

4.2.2 hrael Aircrd  Industries (IAI) 
Michael Levkovitch MI, gave an unscheduled presentation 
describing the IAI automatic calibration machine. He indi- 
cated that a new machine with a larger load capacity is under 
development. The presentation indicated that the IN ma- 
chine does not reposition to correct loading deflections, but 
rather measures deflections. Thus, inaccuracies in measure- 
ment of angular alignment may dominate the total machine 
uncertainty. The authors note that since the machine is not 
designed to function as a repositioning servomechanism, 
machine accuracy could be improved with better displace 
ment measurement sensors. Without improved positioning 
measurement accuracy, the use of expensive highly accurate 
load cells would produce only marginal improvements in 
overall calibration machine accuracy at present. 

4.2.3 Technische Hmhchule DarmstHt (TUD) 
A first generation automatic calibration machine was de- 
signed by TUD and manufactured by Schenk for the Euro- 
pean Wind Tunnel (ETW.) A second generation prototype is 
being developed at TUD. The needs for machine calibration 
include manpower costs, reduced calibration time, avoidance 
of human errors, and convenient inclusion of temperature as 
a calibration parameter. The machine is able to generate 
loadings in any order in all possible component combmations 
up to sixth order, thus allowing estimation of third and higher 
order coefficients. Zero readings are obtained automatically. 
Loads are generated by actuators and measured independ- 
ently by load cells, such that the actual applied loads are 
determined. The balance may be enclosed in a tempzatum 
controlled chamber for cryogenic calibration. The design 
avoids thermal gradients during temperature-controlled cali- 
bration. 

4.2.4 DRA Bedford 
DRA recently developed a six-component precision auto- 
matic balance calibration machine for in-house use. Forces 
are applied using pneumatic actuators and are measured using 
sensors. Forces are applied such that the need for reposi- 
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expan I mathematical model was not well-posed. There- 
fore, the results were inconclusive. 

4.3 Matbematical Modeling 
Several presentations covered the interdependent areas of 
mathematical modeling, calibration experimental design, and 
calibration uncertainty analysis. It is clear that potentially 
significant improvements in balance accuracy lie in improved 
mathematical modeling and in the calibration expimental 
design. Additional resources may be profitably allocated to 
further development effort in this area. 

4.3.1 Richard S. Crooks, Microcrafl San Diego, presented a 
paper on the limitations of balance calibration mathematical 
models. Tbis paper, of a general philosophical nature, was 
illustrated by comparative studies of the robustness, or pre- 
dictive accuracy, of various polynomial-based mathematical 
models for three differently sized calibration experimental 
designs. The calibration data sets were obtained using the 
MI automatic machine to calibrate a single balance. It was 
seen that the largest and most comprehensive experimental 
design (1322 points) produced the lowest calibration residu- 
als and, consequently, the least overall standard error. 

In order to investigate balance model robustness Crooks has 
taken advantage of the "proof-load" technique. He found 
that proof-Inad residuals were significantly reduced by the 
addition of a single third-order cross-interaction (non-cuhic) 
term to the standard second-order polynomial model. The 
particular third-order term was selected by trial and error 
balance coefficient estimation with proof-load test data ap- 
pended to the normal calibration data set. However repli- 
cated calibrations had not yet been conducted to estimate the 
uncertainty of the sigmicant third-order term and to verify 
that it is not merely a spurious effect due to random errors, 
i.e., fitting data to measurement noise. 

4.3.2 The authors believe that the practice of attaching 
proof-load data to calibration data prior to coefficient esti- 
mation invalidates subsequent tests for calibration design and 
model robustness based on proof-load data Indeed, predic- 
tive validation of the model should be based on independent 
proof-load data acquired at loading combinations and levels 
absent from the calibration experimental design. 

4.4 Uncertainty Analysis 
Frank L. Wright, Boeing, discussed bow balance accuracy 
requirements are specified by balance designers and users. In 
the past accuracy has been imprecisely defined in widely 
varying ways. Now AGARD Standard 304 is coming into 
use wherein bias and precision uncertainties, and their com- 
bined uncertainty are specified at a given confidence level. 
The user must clearly state the factors such as test conditions, 
the coordinate system being used, units, etc. at which the 
accuracy is being quoted. In the commercial airnaft industry 
the most important wind tunnel quantity is drag coefticient. 
Customers now ask for % drag count uncertainty at a 95 per- 
cent confidence level. Computations for a typical wind tun- 
nel test show that uncertainties of f0.002' in angle-of attack, 
f z . 5  Ib in normal force, and 39.8 Ib in axial force are neces- 
sary to attain this requirement, which is probably not cur- 
rently possible. Normal force and axial force precision un- 
certainties during tunnel tests may be estimated born balance 
calibration data by the following NI= of thumb: tunnel re- 

tioning is avoided. An example WBS given of calibration c 
balance to be installed away &om its virtual center. Since the 
measured outputs depend on the moment arm length in this 
configuration, the balance must be calibrated at two positions 
to p d t  c o d o n  for positioning at any displacement from 
center during tests. The automatic machine facilitates the 
multiple calibrations necessary for this application. A second 
example illustrated static calibration of a dynamic balance by 
automatic machine where loads must be applied and removed 
quickly. 

4.2.5 UIBalance Calibration Consortium 
In 1995 Microcraft established a consortium to calibrate se 
lected balances using the IAI automatic calibration machine 
at the San Diego, California facility. Two papers related to 
this effort were given. A paper containing some of the cali- 
bration results is summarized in Section 4.3. A summary of 
the other paper is now presented. 

4.2.6 IAIMachine Calibration ofNASA LaRC Bolance 
Ping Tcheng, NASA LaRC, presented a comparison of ma- 
chine calibration accuracy versus manually loaded calibration 
accuracy. The paper contained a general discussion covering 
primarily data reduction and uncertainty analysis. Uncer- 
tainty analyses of eight sets of machine calibration data indi- 
cated that its calibration accuracy is adequate. for many appli- 
cations. providing bettcr than 0.5 percent full-scale accuracy. 
The authors believe that manual calibration, albeit time con- 
suming and labor intensive, is necessary to attain the best 
calibration accuracy at present. The W machine was user- 
friendly, easy to operate, with sophisticated supporting soft- 
ware providing immediate data reduction following calibra- 
tion. 

Inconsistencies noted among the eight calibration data sets 
were traced to poor repeatability of the balance center posi- 
tion caused by slack in the balance-to-test-fixture attachments 
following removal and re-installation of the balance. It was 
of interest to note that comments were w i v e d  describing 
"spatial relocation error" problems with the Scbenk auto- 
matic calibration machine at ETW similar to those observed 
by LaRC during IAI automatic machine calibrations at San 
Diego. 

4.2.7 Comments by Participants in IAI Calibration 
Consortium 
Additional comments were received from other Consortium 
participants regarding the consistencies of the automatic cali- 
bration machine. It was agreed by all participants that further 
improvements would be desirable. Bocing indicated that, in 
hindsight, a balance with larger interactions should have been 
selected for test calibration on the IAI machine. This would 
have better discriminated between the performance of the 
machine calibration and that of manual calibration, Moreo- 
ver, the performance of higher order mathematical models 
and expanded l o a d i i  schedules could have been bener in- 
vestigated and evaluated. In addition, during the consortium 
tests, LaRC engineers attempted to evaluate an enhanced 
calibration experimental design and mathematical model 
intended for balances experiencing signifcant third order 
interactions. Inasmuch as the test balance possessed only 
second order interaction effectr with no appnrent third order 
effects at all, the test of the enhanced calibration design and 
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peat-point uncertainty is estimated from repeated back-to- 
hack component calibrations; uncertainty within a Mmh 
number run is estimated from multiple component calibra- 
tions interspersed over a five-day calibration; uncertainty 
over a complete test is estimated from the overall calibration 
standard error at the desired confidence level; and long term 
balance bias shift is estimated from zero shifts observed over 
a four-year period. 

John S. Tripp, NASA LaRC, presented an overview of strain 
gauge balance uncertainty analysis techniques developed at 
LaRC. A second-order multivariate polynomial direct model 
is employed; i.e., balance voltage outputs are represented as 
functions of the applied input loads in accordance with the 
physical process being modeled. A Newton-Raphson itera- 
tive inversion method is employed for data reduction The 
uncertainty analysis employs a global regression technique 
for least-squares estimation of the polynomial coefficient 
matrix. Equations are obtained therefrom for computation of 
calibration confidence intervals and prediction intervals as 
functions of the applied loadings. This is an extension of the 
previous method of reporting balance uncertainty as simple 
percentages of the full scale per component. It is noted that 
the calibration confidence intervals become fossillzed bias 
errors subsequent to calibration. Additional sources of cali- 
bration bias uncertainties include calibration standard errors 
and mathematical modeling errors. Concepts for selection of 
calibration experimental design based on analytic methods 
developed by G. E. P Box were presented for minimization 
of overall precision uncertainty and overall bias uncertainly. 
Statistical techniques for detection and estimation of calibra- 
tion bias errors have been developed. It was pointed out that 
present procedures of lumping calibration bias and precision 
errors together in a single computation may significantly 
underestimate total calibration uncertainty. If the contnbu- 
tions of highly-correlated systemaUc mors are additive, then 
for the large calibration experimental designs typically used 
for balance calibration the usual RMS standard error under- 
estimates the total uncertainty. Methods for separate estima- 
tion of bi'as and precision uncertainties are being developed. 

Mark E. Kammeyer, formerly of the Naval Surface Weapons 
Center, Dahlgren Division, Silver Spring, MD presented an 
uncertainty analysis for force testing in production wind tun- 
nels. It is an overview of a complete unaertainty analysis to 
provide bias and precision limits for computed model attitude 
and force coefficients inferred From measurements in Hyper- 
velocity Wind Tunnel 9 at Dahlgren. Calibration and meas- 
urement uncertainties were propagated through the data re- 
duction equations in accordance with the standard procedures 
specified by ASME, AIAA, and 10s. A jitter approach using 
computer sofhvare rather than analytical computabon was 
used to propagate the bias and precision limits into the in- 
ferred reduced data in order to keep the computational re- 
quirements manageable. Results usmg actual test data show 
that balance load uncertainties are by far the dominant con- 
tributors to overall uncemnties in the reduced parameters. It 
was also found that precision errors in balance axial force 
measurements are dominant, whereas bias errors in the other 
balance components are dominant. These results are helpful 
in pinpointing areas wherein balance measurement accuracy 
improvements are needed. 

The Dablgren approach is similar tn that repotted in an un- 
certainty study conducted by Batill of Notre Dame (ref. 2) for 
the NTF wind tunnel in 1993. However, Dahlgren's analysis 
was more manageable because of the lower complexity of the 
Dahlgren facility compared to NTF. 

4.5 Finite Element Analysis 
Three agencies reported activities in fmite element analysis 
(FEA): LaRC, NLR, and TUD. Notable progress in the ap- 
plication of FEA to balance stress analysis has been made 
recently. The technique is especially suited to determination 
of stress concentrations, to which conventional stress analysis 
techniques are not generally applicable. TWJ reported using 
the technique for optimizing stress beam design as described 
above in Section 4.1.1. The consensus seems to be, however, 
that FEA is not yet sufficient to replace conventional stress 
analysis techniques. None of the above agencies report tem- 
perature effect analysis using FEA techniques. However, 
papers have previously been published at ONERA, France, 
on this topic by Bazin, et al. (ref 3). 

Michael C. Lindell, NASA LaRC, presented an FEA study of 
an extsting LaRC cryogenic balance. The purpose was to 
correlate FEA predicted strain levels with experimental val- 
ues obtained from loadings, and to identify high-stress con- 
centrations within the balance structure. The FEA soffware, 
which is adaptive, does not require prior knowledge of stress 
concentrations Strain levels for a single full-scale load in 
each of the six components were computed and compared 
with measured values. Differences varied from 0.2% in pre- 
dicted normal force to 11% in yawing moment. Maximum 
predicted stress was as large as 40% of yield under a full- 
scale normal force load, and 50% of yield under a full-scale 
pitching moment load. The analysis predicted maximum 
stress on the order of 100% of yield under simultaneous full- 
scale six-component loading. It was planned to verify this 
result experimentally. The study concluded that stress levels 
are predicted accurately by FEA and that stress concentra- 
tions can be predicted. Thus, FEA can improve the balance 
design cycle, and can he used to optimize the design to ac- 
commodate higher loads with lower weight and higher safety 
factors. 

4.6 Thermal Gradient Compensation 
Maurice Bazin, ONERA, France, discussed methods for bal- 
ance thermal compensation. ONERA follows multiple ap- 
proaches, namely bridge resistive compensation, mechanical 
design to minimze thermal effects, and numerical correction. 
Mechanical design methods to minimize thermal gradient 
effects are emphasized since m r  correction is very difficult 
compared to error prevention Design methods to reduce 
temperature gradient effects include a traction-compression 
push-pull arrangement and a bending push-pull arrangement. 
Conventional gaugmg methods are used. 

4.7 Facility Reports 
Several presentations provided general descriptions of inter- 
nal balance development and applications at major facilities. 

Henk-Jan Alons, NLR, the Netherlands, gave a presentation 
eo-authored with H. B. Vos describing balance development 
at NLR. NLR has investigated the performance of model-to- 
balance and balance-to-stmg attachments. A hysteresis angle 
of O.OIo produces a 0 17% FS error in normal force, which is 



excessive. In an effort to minimize attachment hysteresis 
NLR investigated taper joint, cylindrical tap, and end face 
flange attacbments. The hysteresis angle of each of these 
attachments was measured under load by means of a preci- 
sion inclinometer. The advantage of the taper joint is its 
small dimension in comparison to its high bending moment 
capacity. Its &sadvantage is hysteresis under bending due to 
the unavoidable mating between the shng and the attachment 
socket. Typical taper joint angle hysteresis of f0.05° was 
measured. The cylindrical tap, previously thought to exhibit 
lower hysteresis, was found to he comparable to the taper 
joint. The tests disclosed, however, that the end face flange 
exhibits minimal hysteresis. Currently NLR employs the end 
face flange on the model end of the balance Integral Wheat- 
stone bridge strain gauges are provided to insure correct in- 
stallation pre-stress levels. A taper joint is still employed on 
the balance sting end to maintain compatibility with existing 
wind tunnel stmgs. 

5. STATUS REPORT ON NORTH AMERICAN 
INTERNAL BALANCE USERS WORKING GROUP 
David M. Cabill, Sverdrup/AEDC, presented a general over- 
view of the past several years’ activities of the AIAA/GITC 
Internal Balance Technology Working Group. Numerous 
areas of progress were cited an increased willingness to 
exchange information freely among the par t ic ip~t~;  a survey 
of members’ balance usage and methods of engmeering prac- 
tice; preliminary agreement on definitions of technical terms; 
and a 6 x 96 generalized matrix representation of balance 
calibration parameters. It was noted that a standardized 
method of computing and reporting balance measurement 
uncertainties will be developed and accepted soon. 

6. FUTURE ACTMTIES OF THE STRAIN GAUGE 
BALANCE COMMUNITY 

6.1 Second International Symposium on Strain Gauge 
Balances 
A steering committee representing most of the nations and 
several US organizations attending the Symposium was es- 
tablished to initiate planning for a second international bal- 
ance symposium. Ron D. Law, DRA-Bedford, announced 
that DRA might be able to host a second symposium within 3 
years It was agreed that steering committee meetings in the 
interim should be scheduled in conjunction with other inter- 
national aerospace conferences to enable as many members 
as possible to participate.. Such an opportunity will arise at 
the Supersonic Tunnel Association (STA) meeting scheduled 
to be. hosted by ARA and DRA in 1999. It was agreed that 
Japan should he invited to participate in future symposia. 
Additional discussion is needed to select a theme for the 
second Symposium. 

6.2 International Round-Robin Balance Calibration 
R. W. Galway, National Research Council, Canada, dis- 
cussed the inter-facility balance calibration project proposed 
within STA in the fall of 1992. A round-robin test of a single 
balance by participating facilities had been suggested to pro- 
vide an opportunity for comparison of different calibration 
techniques, experimental loading procedures, equipment, 
data reduction methods, and accuracy reporting methods. It 
would also provide some insight into the contribution of 
balance calibration uncemnty m tunnel-to-tunnel compari- 
sons The round-robin test results would be assembled into a 
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data set to allow investigation nf the effects of the various 
calibration experimental loading designs used by the partici- 
pants. This data set would he closely controlled in terms of 
what was measured and how. 

STA contains approximately 45 participating organizations of 
whom about 25 were interested in the round-robin test, and 
of those about 15 were definitely interested. The Boeing 
#661 balance had heen selected for testing. The STA pro- 
posal has remained inactive since the inception of the 
AIAA/GlTC North American Balance Working Group, the 
1995 IAI automatic balance calibration consortium at Mimo- 
craft, San Diego, and this Symposium. Galway inquired 
wbether the Symposium delegates considered a round-robin 
calibration of a single balance to be a “useful exercise." He 
volunteered to serve as the point of contact through which 
interested parties may register their interest in participation. 

6.3 Euro-Asian Internal Balance Working Group 
David M. Cabill proposed the establishment of a separate 
Euro-Asian Inter-Nation Balance Working Group as a result 
of interest indicated by several European Symposium at- 
tendees in participating in the North American Internal Bal- 
ance Working Group. He also proposed that the EmAsian  
group should be established under the auspices of AIAA. He 
suggested that the solidarity of the new group should become 
established before its eventual merge with the North Ameri- 
can Internal Balance Working Group. The feasibility of es- 
tablishing a Euro-Asian group would depend upon its recep- 
tion by the proposed membership. 

7. CONCLUDING REMARKS ON STRAIN GAUGE 
BALANCES 
?he Symposium was very successful in the free open ex- 
change of information, in establishing an international com- 
munity for future communication on balance usage and tech- 
nology, and in setting a precedent for future Symposia It is 
expected that the professional relationships established dur- 
ing the Symposium pave the way for future international 
Cooperation in the strain gauge balance field. The Sympo- 
sium provided a previously unavailable technical forum for 
the exchange of information for users, designers, and manu- 
facturers of strain gauge balances. 

The Symposium augmented and extended the results gleaned 
from the international balance users survey conducted by 
LaRC in 1995. It is clear that no aerospace agency holds a 
commanding lead in all technical areas. NASA LaRC is the 
world‘s major strain gauge balance user in terms of existing 
inventory, the number of units used in tests annually, and the 
number of new balances fabricated annually, Automatic 
calihratlon machmes, although not yet equivalent to manual 
calibration with respect to loading accuracy, are an increas- 
ingly significant factor in realizing time and manpower sav- 
ings. They are also an important tool for developing im- 
proved mathematical models and calibration experimental 
designs, and for establishing balance calibration and meas- 
urement uncertainties. 

The symposium proceedings scheduled for publication in 
spring 1997 have been delayed doe to shifted priorities at 
NASA LaRC. 
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9. WORKSHOP ON ANGLE OF ATTACK AND 
MODEL DEFORMATION 

A workshop on angle of attack (AoA) and model deformation 
measurement techniques was held on the afternoon of the last 
day of the Symposium. Short review papers were requested 
covering AoA and model deformation requirements and 
needs, thoughts for the future, and problem areas, in addition 
to papers covering actual applications and developments. 
The thrust of the workshop was to assess the state of the art 
in AoA and model deformation measurement techniques and 
discuss future developments in an informal hut informative 
atmosphere. A panel discussion on AoA and model defor- 
mation was held in conjunctioo with the Workshop. Co- 
chairs of the Workshop were Tom D. Finley and Alpheus W. 
Burner, NASA LaRC. 

9.1 Presentations 
Twelve presentations were made at the Workshop. The pre- 
senters, affiliation, country, and presentation titles are listed 
below. 

Tom D. Finley, NASA LaRC, USA “AoA Overview” 

Alpheus W. Burner, NASA LaRC, USA “Model Defonna- 
tion Overview” 

Frank L. Wright, Boeing, USA “Comparison of Model At- 
titude systems: Active Target Photogrammetry, Precision 
Accelerometer, and Laser Interferometry” 

Maurice Bazin. ONERA, France: “AoA and Model Defor- 
mation at ONERA” 

Peter Bauman, DLR, Germany: “ DLR Model Deformation 
Measurement System” 

Peiter H. Fuykschot, NLR, the Netherlands: “Vibration 
Compensation of Gravity Sensing Inclinometers in Wind 
Tunnels” 

J. R. Hooker, McDonnell Douglas, USA “Static Aeroelastic 
Analysis of Transonic Wind Tunnel Models Using Finite 
Element Methods” 

YuFu Liu, CARDC, China: “The Model Real Time Angle of 
Attitude Measurement in 4m X 3m Low Speed wind Tunnel” 

Sergi Fonov, TsAGI, Russia: “Model Deformation Measure- 
ments in TsAGI’s T-128 Wind Tunnel hy Videogrammetry 
System” 

Gregory M. Buck, NASA LaRC, USA “In-Situ Calibration 
of Sting Bending Using Optical Measurements” 

Anton R. Gorbushin, TsAGI, Russia: “Angular, Linear 
Model Displacements, and Model Deformation During Wind 
Tunnel Tests” 

Ralph D. Buehrle, NASA LaRC, USA “Summary of Inertial 
Model Attitude Correction Techniques,’ 

9.2 Panelists 
The panel included the following members: 

Frank L. Wright, Boeing, USA, Moderator 
Pieter Fuyschot, NLR, the Netherlands 
Tom D. Finley, NASA LaRC, USA 
Richard A. Wahls, NASA LaRC, USA 
Alpheus W. Burner, NASA LaRC, USA 
John S. Tripp, NASA LaRC, USA 

9.3 Summary of Presentations 
Tom D Finley, NASA LaRC, USA, opened the Workshop 
with an overview of angle of attack (AnA) measurement. He 
described the history of AoA measurement at LaRC, which 
has been based primarily on the use of precision accelerome- 
ters, He described the current state of the art of LaRC inertial 
AoA measurement systems including components and im- 
plementation. Specially selected high performance sensors 
are obtamed fiom the manufacturer. Each unit is packaged 
with special output temperature compensation circuitry and 
mechanical isolation pads to reduce the effects of high fre- 
quency vibration. 

Alpheus W. Burner, NASA LaRC, USA, presented an over- 
view of the development of model deformation measurement 
capability at the Langley Research Center. Aeroelastic model 
deformation in wind tunnels was defined. Some fundamental 
questions and concerns ahout model deformation measure- 
ments in general were presented. The approach, described as 
a single camera, single view video photogrammetric tech- 
nique, used to make model deformation measurements at 
three NASA LaRC facilities, was described. An example of 
the change in wing twist induced by aerodynamic loading as 
a function of angle-of-attack at the National Transonic Facil- 
ity at vanous dynamic pressures was presented as a typical 
data example. 

Frank L Wright, Boeing, USA, presented a wind-on com- 
parison among three independent model attitude measure- 
ment systems the traditional inertial accelerometer meas- 
urement system, a Boeing designed and built laser interfer- 
ometer system, and a commercially available photogrammet- 
ric system. Test data for the three systems, obtained at vari- 
ous Mach numbers, showed prediction intervals lying he- 
tween 0.005 and 0 01 degrees. Two other applications of the 
photogrammetric system were described flap position meas- 
urement during an aircraft flight test, and wing twist meas- 
urement of a wind tunnel model 
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YuFu Liu, CARDC, Chmna, described real-time anitude 
measurement and side-slip angle measurement systems used 
in the CARDC 4 by 3 meter low-speed wind tunnel. The 
pitch measurement system employs a QFlex accelerometer 
with an added temperature sensor which corrects the acceler- 
ometer output as a function of temperature. This system, 
used over a range from -30 degrees to 1 IO degrees by offset- 
ting the accelerometer, a provides a measurement precision of 
0.005 degrees. The side-slip system employs a laser and dual 
CCD linear scanning camera to measure yaw from -2.5 de- 
grees to 2 5 degrees with a measurement precision of 0.005 
degrees. 

Maurice Bazin, ONERA, France, described developments at 
ONERA in AoA and model deformation measurement tech- 
niques. Precision accelerometers are used for AoA as well as 
the MAMS system due to Bertin (AGARD VKI-1996) which 
is somewhat similar to the Boeing Laser Angle of Attack 
(LAM) system. Potentiometers and encoders are used as 
well. Model deformation measurements have been made 
with stereo observation with the RADAC (ONERA T.P. no 
1990-57) and ROHR (ONERA Activities 1996) The 
RADAC system uses special cameras that contain crossed 
linear arrays. The ROHR system employs two conventional 
cameras. The uses of optical fibers and quadrant light de- 
tectors and a polarization torsionometer for model attitude 
and deformation measurements are described in ONERA T.P. 
no 1982-91 

Peter Bauman, DLR, Germany, discussed the use of moirk 
interferometry for the measurement of model deformation 
and hinge moments. DLR selected mow interferometry as 
the technique with greatest potential over others such as 
coded light, holographic interferometry, and speckle interfer- 
ometry. The technique currently requires diffusely reflecting 
surfaces that may necessitate the paintmg of highly polished 
models. Bending and twist measurements have been made in 
wind tunnels. Expected accuracies are 0.01’ for flap angles, 
0.03’ for twist, and 0.1 mm for bending. Future applications 
in the automotive industry and for laboratory measurements 
on helicopter rotor blades are anticipated. 

Peiter H. Fuykscbot, NLR, the Netherlands, described a wr- 
rection technique given in a paper presented at an Instrument 
Society of America conference in May 1996. The technique 
reduces bias errors in model AoA measurements due to cen- 
trifugal forces developed during high tunnel dynamic test 
conditions. He showed that this inertial mor, termed a “sting 
whip” error, is corrected by measuring the model’s linear and 
angular velocities and multiplying them together. The tech- 
nique, which requires multiple sensors for correction in both 
pitch and yaw planes, provides a real-time correction without 
knowledge of the vibrational modes of the model. He in- 
strumented a model and demonstrated the ability of the tech- 
nique at two single ffequency modes and one multi-frequency 
mode. 

J. R. Hooker, McDonnel-Dougla, USA, discussed the use of 
experimental measurements to calibrate computational meth- 
ods used to predict wind tunnel model aeroelastic deforma- 
tions. A wind-off static loading experiment conducted in the 
Naaonal Transonic Facility (NTF) test section was used to 
calibrate both the optical technique and the finite element 
analysis (FEA) technique. Optical wing twist data from the 
NTF were presented, which were used to calibrate the FEA 
results with wind on. It was found that onsdimensional FEA 
analyses are sufficient to generate wind tunnel model jig 
wing definition, but thaf advanced three-dimensional solid 
FEA analyses may be required to generate wing definition 
suitable for computational fluid dynamic (CFD) analyses. 
Hooker recommended utilization of CFD methods to define 
the required accuracy of model deformation measurements 
for a given configuration and noted that the required accuracy 
may vary h m  configuration to configuration. Generally a 
5% variation in wing twist is expected to result in acceptable 
accuracy for low wing transport configurations. 

Sergi Fonov, TsAGI, Russia, presented examples of wing 
twist and bendmg measurements as functions of lift force and 
AoA at the T-I28 wind tunnel using a CCD camera and ref- 
erence targets with the single camera, single view videomet- 
ric technique. He also presented results of flap torsion and 
displacement for which fluorescent strips were illumlnated 
with a nitrogen laser. A prototype deformation measurement 
system was described for a full-scale helicopter rotor blade 
using a camera in the rotating hub with connection to the 
recording system by slip nngs. Deformation measurements 
using projection moik were also mentioned. 

Gregory M. Buck, NASA LaRC, USA, presented results of 
tests conducted to study sting bending and model injection 
during wind-on and wind-off conditions at the 20-Inch Mach 
6 CF, Tunnel. Angle and displacement measurements were 
made on a small section of the model that was in the field of 
view of a camera when the model is fully injected into the 
test section. A back illuminated ground glass view screen 
was placed in the field of view of the camera to yield a very 
high contrast edge from which the slope angle and intercept 
can be found by least squares estimation 

Anton R Gorbushin. TsAGI, Russia, briefly discussed angle 
measurements using accelerometers that are manufactured in 
Russia He also described a research and development proj- 
ect based on the development of a magnetic system to meas- 
ure angular and linear model displacements and model de- 
formations during wind tunnel tests. The purpose is to de- 
velop a prototype system for the simultaneous measurements 
of full angular orientation, coordinates, and deformations of a 
model, including wings, control surfaces, etc., during wind 
tunnel testing. High-sensitivity three-axis magnetometers on 
one-domain film structures will serve as transducers for navi- 
gation and orientation in an artificial low-frequency electro- 
magnetic field. 

Ralph D. Buehrle, NASA LaRC, USA, summarized several 
sting whip correction techniques proposed over the last few 
years. Time-domain and frequency-domain methods were 
not successful in extracting the small signals necessary to 
determine error. A modal correction technique was tested 
with limited success. This method requires measurement of 
all model vibration modes in pitch and yaw prior to wind 
tunnel testing. The model must be excited in both vertical 
and lateral directions; modal analysis of the acquired vibra- 
tion data provides corrective information. During f e N  cor- 
rections at each mode are summed to provide a total correc- 
tion. This technique requires considerable pre-test and post- 
test computation. The linear-angular technique of Pieter H. 
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Fuykschot described above has the ability to provide real 
time corrections without modal analysis. 

9.4 Panel Discussion 
Frank L. Wright, Boeing, USA, served as panel moderator 
He opened the discussion with comments on the need to 
properly define AoA measurement accuracy requirements 
Force measurement using internal strain gauge balances re- 
quires accurate AoA measurement to properly resolve normal 
and axial force to obtain lifl and drag forces. However, 
Wright stressed that AoA measurement accuracy require- 
ments vary depending on the test configuration For instance 
AoA accuracy requirements are better defined at cruise con- 
ditions and are more stringent for climb-out than for ap- 
proach conditions. The AoA accuracy requirements at 
maximum lift are also not well defined. Although fO 01” 
AoA accuracy may not be required for every test, better than 
N I o  accuracy is probably always necessary A comment 
from the audience noted that the wind tunnel user oflen re- 
quests “the best accuracy you can give me”. Wright also 
stressed that repeatability is of the greatest importance during 
increment testing at a fixed AoA,. The point was made that 
the confidence level is often not specified when stating a 
numerical accuracy requirement 

The topic turned to aeroelastic model deformatton. Meas- 
urement of aerodynamic twist is needed for comparison with 
CFD results. As model size increases, wall interference ef- 
fects become more significant while deformations may in- 
crease as well. Both effects must be accounted for It was 
asked when M.OSD experimental wing twist measurement 
accuracy would be available in wind tunnels. It was pointed 
out that such measurement accuracies are now possible at the 
LaRC Unitary Plan Wind Tunnel and are also possible at the 
NTF wind tunnel at somewhat reduced accuracy. The re- 
quired accuracy for measurement of the change in wing twist 
induced by aerodynamic loading is still an open question. 

Uncertainty issues in general were then discussed. The un- 
certainty of CFD results is needed along with the uncertainty 
of experimental results The CFD community is just starting 
to assess uncertainty. 

The discussion then returned to AoA where it was stated that 
AoA should be separated from angle of incidence. To obtain 
drag, the AoA is needed, not angle of incidence. This led to 
the question ofhow well flow angularity can be measured. It 
was recommended that uncertainty analyses be conducted on 
the computation of flow angularity from upright and inverted 
tests. A question was then asked about the Optofrak system 
in use at Boeing and several other aeronautical establish- 
ments. Wright stated that the number of and position of opti- 
cal markers required for wind tunnel testing with the Op- 
tutrak system had not been optimized. 

The effect of high-pressure tunnel operauon on testing was 
raised, Wright stated that drag data taken at 4 atm in the NTF 
wind tunnel was as accurate as data taken at I a m  in the 
Boeing wind tunnel; in addition, the 4 atm drag data was as 
useful for predicting flight behavior as the I atm data. 

The fragility of precision quartz flexure accelerometers was 
discussed. Tom D. Finley stated that the typical lifetime of 
quartz accelerometers is five years. Most problems with 

accelerometers are due to mishandling rather than excessive 
model vibration during tests. It was also stated that the 
quam flexure is not subject to loss of response as with metal 
flexures. It was recommended from the audience that accel- 
erometers be powered during transit for protection. Finley 
pointed out that such protection would occur only in the axial 
direction Several people commented that accelerometer 
manufacturer’s specifications are reliable and that they 
therefore perform no additional calibration. Frank L. Wright 
stated that accelerometer output data corrected for tempera- 
ture using manufacturer-furnished data agrees well with tem- 
perature-controlled accelerometer output data, as commonly 
used at the NTF. Pieter H. Fuyscbot recommended the use of 
precision wedges to spot-check angle measurement accura- 
cies The importance of the use of the local value of the 
gravitational constant was mentioned. 

The discussion turned to the problem of setting the model tu 
zero angle in the facility. Leveling fixtures and tooling balls 
combined with a bubble level may possibly be used to level 
horizontal models; however, fundamental leveling problems 
exist with floor-mounted half models. The importance of the 
reference surface on which the accelerometer is mounted was 
also mentioned 

An AGARD uncertainty document published in 1982 was 
mentioned as an excellent reference. However, Wright cau- 
tioned that the individual uncertainty values cited in that 
reference, which are associated with one drag-count uncer- 
tainty, account for the entire one drag-count error. If all of 
the component uncertainties are combined, approximately 2.8 
drag-count uncertainty results as opposed to one drag cuunt 
A member of the audience suspected that load resistor varia- 
tion caused accelerometer output drifl. Finley noted that 
LaRC employs precision load resistors located in the AoA 
signal conditioning electronics package rather than resistors 
installed in the accelerometer package. With this arrange- 
ment no significant output &iff has been observed. 

The panel discussion ended with a brief discussion on the 
problem of measuring yaw. There appears no clear solution. 
However, the Optatrak system offers promise in solving the 
yaw measurement problem. 
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1. SUMMARY 
Only recently have large amounts of model deformation data 
been acquired in NASA wind tunnels. This acquisition of 
model deformation data was made possible by the develop- 
ment of an automated video photogrammetric system to 
measure the changes in wing hvist and bending under aero- 
dynamic load. The measurement technique is based upon a 
single view photogrammetric determination of two dimen- 
sional coordinates of wing targets with a fixed third dimen- 
sional coordinate, namely the spanwise location. A major 
consideration in the development of the measurement system 
was that use of the technique must not appreciably reduce 
wind tunnel productivity. The measurement technique has 
been used succwsfully for a number of tests at four large 
pmduction wind tunnels at NASA and a dedicated system is 
nearing completion for a fifth facility. These facilities are the 
National Transonic Facility, the Transonic Dynamics Tunnel, 
and the Unitary Plan Wind Tunnel at NASA Langley. and the 
12-R Pressure Tunnel at NASA Ames. A dedicated system 
for the Langley 16Foot Transonic Tunnel is scheduled to be 
used for the first time for a test in September. The advan- 
tages, limitations, and strategy of the technique as currently 
used in NASA wind tunnels are presented. Model deforma- 
tion data are presented which illustrate the value of these 
measurements. Plans for further enhancements to the tech- 
nique are presented. 

2. INTRODUCTION 
Model deformation may be defined as the change in shape of 
a wind tunnel model (particularly the wings and control sur- 
faces) under aerodynamic load. This change in the design 
geometry can cause differences between the acquired and 
expected wind tunnel results if the expected results are based 
upon rigid body assumptions. Differen= can also occur 
between acquired wind tunnel data and computational pre- 
dictions based upon rigid body assumptions. nese differ- 
ences can lengthen and degrade the aircraft design process. 
The measurement of model deformation has thus been of 
interest for over 20 years’. 

The accurate prediction, as well as the measurement. of 
model static aeroelastic deformations is becoming increas- 
ingly important, especially for transonic transports. It is es- 
sential to accurately predict deformations in the wind tunnel 
in order to duplicate the desired CFD configuration. Defor- 
mations must often be taken into account when comparing 
CFD predictions to experimental measurements at off-dwign 
conditions. Increased reliance is being placed on high Rey- 
nolds number testing for configuration development and CFD 
validation, making accurate predictions of static aeroelastic 
deformations very important, since deformations increase 
significantly at the higher dynamic pressures associated with 

high Reynolds number testing. Computational mahods such 
as the fmite element method @EM) need to be calibrated and 
validated with wind tunnel model deformation measurements 
in order ta ensure accurate predictions’. 

The two fundamental techniques used to measure model de- 
formation are photogrammetry and projection moir4 interfe- 
rometry (PMI). The rapid development of relatively low cost 
electronic imaging, driven largely by the consumer video 
market, coupled with improvements in low cost computing 
have enabled the development of video photogrammetric and 
PMI techniques for model deformation. However, turnkey 
systems are generally not suitable for incorporation into a 
wind tunnel data acquisition system because of the user inter- 
action required. In addition, limited view ports, illumination, 
and targeting options often contribute to the requirement for 
custom measurement systems for large wind tunnels. An 
exception to this is the commercially available photogram- 
metric system made by Northern Digital known as Optotrak, 
which has been successfully used by Boeing for both wind 
tunnel and flight aemelastic and angle of attack measure- 
ment~~.‘. 

The history of the development of a model deformation 
measurement capability for the National Transonic Facility is 
presented in reference 5 which includes the rationale for the 
single camera, single view photogrammetric technique with 
emphasis on the measurement of the change of wing twist 
due to aerodynamic load. Examples of the measurement of 
wing twist in non-automated mode along with e m r  consid- 
erations rue also presented in reference 5 .  A description of 
the automation of the video photogrammetric model defor- 
mation technique, experimental procedure and data reduction. 
dwcription of software, and targeting considerations are 
given in reference 6. Examples of variations of the model 
deformation technique used for the measurement of angle of 
attack, sting bending, and the effect of varying model injec- 
tion rates are presented in reference I. A brief description of 
the Aeronautics Design I Test Environment P r o m  a 
NASA program to improve the productivity of and amount of 
knowledge extracted from existing wind tunnels, is also pre- 
sented in reference I. Reference 7 also discusses the unifica- 
tion of several wind tunnel instrumentation techniques, in- 
cluding model attitude and deformation, pressure sensitive 
paint (PSP), Doppler global velocimetry (DGV). and phased 
microphone array technology (PMAT). 

A major consideration in the recent development of an auto- 
mated test technique for model deformation was that the pro- 
ductivity of wind tunnel testing should not be appreciably 
reduced while providing useful and accurate deformation 
information. The determination of the change in wing twist 

Paper presented af ihe AGARD FDP Symposium on “Advanced AemdyMmic Measuremm Technalogy”, 
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due to aerodynamic loading is the primary concern, while 
wing deflection (bending) is of secondary importance. An- 
gular measurements such as model pitch are common in wind 
tunnel testing. Thus, with wind-off. the measurement of the 
change in pitch angle at various stations along the wing can 
he used for in situ calibration. Deflection measurements, 
however, are not a common part of wind tunnel testing, 
making in situ calibrations more difficult. For these reasons 
the emphases in the development of a model deformation 
capability has been on the accurate, repeatable, and routine 
measurement of the change in wing twist due to aerodynamic 
load. Less emphasis has been placed on the measurement of 
wing bending. 

2.1 Additional Model Deformation Developments 
There have been several in-flight measurements of model 
deformation besides the Optotrak measurements made by 
Boeing mentioned above. An electro-optical deflection 
measurement system was developed by Crumman' and used 
at NASA Dryden for flight tests9. The Gmmman system uses 
synchronized LED's is a manner similar to the Optotrak sys- 
tem. 

Rotating blade deformation measurements have been made 
and additional studies are planned. A nonintrusive optical 
method has been used to measure propeller blade deflections 
at NASA Lewis". The basic system consisted of a photodi- 
ode and a single laser used to illuminate the leading and 
trailing edges of the blade. The photodiode output was re- 
corded on tape for later reduction. The Army is currently 
investigating the deformation measurement of helicopter 
rotor blades on a test stand at NASA Ames". A camera will 
be located on the rotating huh to view a single blade. The 
single camera, single view photogrammetric technique is 
currently under consideration for data reduction. 

Model deformation measurements have been made with s t e  
reo observations with the RADA@* and ROHR'~ measure- 
ment systems at ONERA in France. The RADAC system 
uses special cameras that contain crossed linear arrays. The 
ROHR system employs two conventional cameras. Optical 
fibers and quadrant light detectors in addition to a polariza- 
tion torsionometer have also been used in the past at ONERA 
for model attitude and deformation measurements"' ". 
hojection mow intererometry (PMD has been investigated 
by DLR in Germany for the measurement of hinge moments 
and model deformation16. (PMI is also being investigated at 
NASA Langley. See section 6 Mow.) PMI was chosen by 
DLR over techniques such as coded light, holographic inter- 
ferometry, speckle interferometry, and different moir6 tech- 
niques because FMI is easy to set up and use and can be eas- 
ily adapted to measure the deformation of a wide range of 
model geometries. Flap bending angles due to aerodynamic 
load have been measured by DLR at the transonic wind Nn- 
ne1 (TWG) up to Mach 1.15. An average deviation of M.01' 
from strain gauge measurements was achieved. Wing twist 
and bending for a transpoa model at the Deutsch- 
Niederlandischer-Windkanal ( D W  have been measured 
with a standard deviation of 0.1 mm and 0.03' respectively. 
A special implementation of the system for routine wing 
twist and bending measurements has recently been com- 
misionedr7 under cryogenic conditions and worked satisfacto- 
rily at the European Transonic WindTunnel (Crw). Further 

improvements to the system for ETW are currently under- 
way. 

Further discussions of model deformation measurement de- 
velopments and applications can be found in reference 18, 
which summarizes a workshop on AoA and d e l  deforma- 
tion held at NASA Langley last year. The workshop was 
held in conjunction with the International Strain Gauge Bal- 
ance Symposium. The thrust of the workshop was to assess 
the state of the art in AoA and model deformation measure- 
ment techniques and discuss future developments. 

3. EWERMENTAL PROCEDURE 
The optical technique used to determine the change in wing 
twist and bending due to aerodynamic loading is based upon 
the recording and analysis of digitized video images with the 
single camera, single view photogrammetric approach. A 
video signal from a standard RS-170 solid state camera with 
152 horizontal by 240 venical pixels per field is muted to a 
frame grabber controlled by a PC which records a predeter- 
mined number of video fields into the frame grabber mem- 
ory. The adjustable field integration time of the charge- 
coupled device (CCD) video camera is set to In50 sec or less 
in order to reduce the effects of dynamics on image record- 
ing. Fixed focal length lenses have been used at the TDT, 
UPWT. and 12-Ft. A IO to 100 mm focal length remotely 
controlled zoom lens is currently used for imaging at the NTF 
and UPWT. Considerations when calibrating zoom lenses for 
wind Nnnel use are discussed in reference 19. 

Image plane coordinates of wing targets are automatically 
measured and used to determine the X, Z coordinates (X is in 
the flow direction, Y points out the right wing, and Z is up) as 
outlined in reference 6. Reference 6 more fully describes the 
relations for the single camera, single view photogrammetric 
approach and the automated image processing software. The 
slope angle and offset in planes parallel to the X, Z plane are 
determined at each spanwise target location. Angular correc- 
tions are made based on wind-off polars. The change in wing 
twist at each span location is then computed as the difference 
between the wind-on wing angle (zeroed at 0' angle of attack 
with the wind-off polars) and the body angle of attack. 

3.1 Calibrntion 
The initial pre-test calibration procedure determines those 
camera parameters necessary for conversion from pixels to 
corrected image plane coordinates. The photogrammetric 
principal ffnt is found using a laboratory laser illumination 
technique . The point of symmetry for distortion is deter- 
mined in situ from the point of image symmetry of the zoom 
lend9 or laboratory laser ilhmination technique. III cases 
where the video camera cannot he taken back to the lab, the 
principal point is taken to coincide with the point of symme- 
try for distortion if a zoom lens is used. In such cases for a 
fixed focal length lens, a previous value (or center of image 
plane if previous value is not available) is used for the princi- 
pal point. The need for extensive camera calibration is Iess- 
ened somewhat by on-line Calibration using the model pitch 
angle for wind-off reference at the tunnel total temperatun 
and pressure test conditions. The pointing angles and loca- 
tion of the camera in the tunnel coordinate system are deter- 
mined at the start of the test by photogrammetric resection on 
a target plate that is aligned to the coordinate system of the 
Nnnel. A target plate consists of a flat black aluminum or 
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hard foam plate with an array of flat white targets or retrore 
flective targets with locations measured by a 3-D coordinate 
measurement machine. For sting mounted models, the X-axis 
of the calibration plate is aligned parallel to the body axis by 
contact with a leveled V-block placed on the body. The V- 
block also serves as a convenient way to establish the dis- 
tance of the calibration plate zero Y-reference from the body 
axis. The target plate is translated a known amount along an 
optical oil to several Y locations where resections are made. 
Provided the alignment is correct. the three pointing angles 
and X and Z of the camera will be nearly equal at each loca- 
tion of the plate whereas the Y value for the camera will fol- 
low the change in location. A technique is then used to de- 
termine the photogrammetric principal distance that causes 
best agreement with the changing Y values of the tar@ plate 
if necessary. l b i s  technique for determining the principal 
distance is described in reference 7. 

Once the three Euler angles and position of the canma are 
established relative to the funnel coordinate system, meas- 
urements can then be made on the target plate for an in situ 
check of the technique by comparing measured and known Z 
values. Providing the Z value determinations are reasonable, 
a pitch polar can then he taken with wind-off to ensure that 
the measured change in pitch angles at each semispan loca- 
tion on the wing track with the onboard accelerometer angle. 
An alternate technique to the above for determining the 
pointing angles and location of the camera in the tunnel coor- 
dinate system is by photogmmmelic resection of a wind-off 
reference tun. A known set of targets for resection are estab- 
lished by merging wind-off points at several angles into a 
single reference target field based on knowledge of the center 
of rotation and the rotation angle from the onboard acceler- 
ometer. 

The final calihration step requires a wind-off pitch sweep at 
run temperature and pressure over the range of angles ex- 
pected during the subsequent wind-on testing. A wind-off 
polar in the middle and at the conclusion of a set of runs is 
.helpful to verify system stability, especially at the NTF dur- 
ing cryogenic operation. 

3.2 Additional Wind Tuum1 Considerations 
Targets must be placed on the wing at the semispan locations 
where change in wing twist and bending are required. The Y 
coordinates of the targets in the spanwise direction are deter- 
mined from pressure tap and other reference locations on the 
wing to be used in the computation of X in the streamwise 
and Z in the vettical direction. High contrast tar- are re- 
quired on the wing in order for the image processing routines 
to automatically locate the targets reliably, without ambigu- 
ity, and with no user interaction. These wing targets are ei- 
ther white diffuse circular targets on a dark background, or 
ideally, retroreflective tape targets such as have been used at 

es except the NTF. A light source placed near 
the camera will yield a very high contrast image when the 
retroreflective tape targets are used. It was mently demon- 
strated at a test at the Ames 12-Ft Tunnel that it is possible to 
use PSP reference targets and existing test section lighting, in 
place of the usual high conuast wing targets, with the next 
generation video photogrammetric system currently under 
development. Tests at Ames with W illumination and PSP 
targets, while encouraging, were not entirely successful. 

Retroreflective tape targets have not yet been used at the NTF 
due to difficulties in locating a light source sufficiently close 
to the camera and concerns about the aerodynamic effects 
due to the thickness of the tape. Instead. a polished paint 
technique has been used at the NTF to produce high contrast 
white dot targets dowing the first automated measurements 
of wing twist at the fmlity. A black background surrounding 
the white targets is produced by Mection of a black test 
section wall from the highly reflective wing surface. A typi- 
cal target set at a given semispan station consists of a row of 
4 white circular targets wth a diameter of 8 mm aligned 
along the streamwise direction. 

Target rows are generally located at three or more semispan 
stations along the wing in addition to the body. The body 
targets are used to determine the pitch angle for comparison 
to the onboard ineaial sensor. In cases where the two results 
differ and model dynamics are low enough not to perturb the 
results from the inertial sensor, the body data can be used for 
correction of data along the wing span. If model dynamics 
are high, causing the accelerometer angle measurement to be 
suspect, the body angle results can be used as an alternate 
source for the angle of attack measurement itself. The sub- 
traction of the body angle data from the outboard wing angles 
has generally been found to reduce data scatter when com- 
paring repeat m s  taken throughout a test. 

Currently the final data reduction, requiring just a few min- 
utes. using wind-off polars for comction does not occur until 
the end of a series of runs. The data reduction procedure is 
written in MATLAB and executed in the MATLAB envi- 
ronment. In the future it is expected that raw angles and 2 
values for each semispan location will be transferred to the 
facility data acquisition system for final reductions in order to 
reduce operator requirements for the model deformation sys- 
tem. 

4. WIND TUNNEL EXAMPLES 
Amelastic deformation measurements have been made for a 
number of tests at four large production wind m e l s  at 
NASA and a dedicated system is nearing completion for a 
fifth facility. These facilities are the National Transonic Fa- 
cility 0, the Transonic Dynamics Tunnel (TLIT), and the 
Unitary Plan Wind Tunnel WPWTJ at NASA Langley, and 
the 1ZFT Pressure Tunnel at NASA Ames. The first sched- 
uled test for the dedicated system for the Langley 16-Foot 
Transonic Tunnel is in September. 

The location of the data-recording camera varies with the 
tunnel due to window location constraints, competition with 
other instrumentation for viewing ports, and ease of mount- 
ing. The experimental camera locations at the various NASA 
facilities are depicted in figure 1. Usually only one wing and 
the body are viewed in order to increase resolution. How- 
ever, the capability exists at the NTF to view both wings 
simultaneously. Measurements on both wings have been 
made during only one test at the NTF in order to compare the 
right and left wing deformations since there were differences 
in the pressure Nhe routings between the two wings. Sting 
mounted horizontal models are viewed at the NTF. UPWT, 
and 16-FL A sting mounted vertical model was viewed for 
one test at the UPWT in order to allow for PSP measure- 
ments to be made in conjunction with the deformation meas- 
urements, but translations while pitching the model in the 



horizontal plane make such arrangements more diffwlt to 
properly interpret displacements. Wall mounted semi-span 
models are viewed at the TDT. Floor mounted semispan and 
Bipod supported full models are viewed at 124%. 

NTF 

Ngure 1. Sketch of camera locations at NASA facilitips. 

4.1 National Transonic FaciMty 
The National Transonic Facility is a fan-driven, closed 
circuit, continuous-flow pressurized wind tunnel". The 8.2 x 
8.2 x 25-ft long test section has a slotted-wall configuration. 
The wind tunnel can operate in an elevated temperahue mode 
up to T = 140° F, normally using air, and in a gyogmic 
mode, using liquid nitrogen as a coolant, to obtain a test tem- 
perature range down to about -2500 F. T h d  insulation 
inside the pressure shell minimizes energy consumption. The 
design total pressure range for the NTF is from 15 psia to 130 
psia The combination of pressure and cold test gas can pro- 
vide a maximum Reynolds number of 120,000,000 at Mach 
1.0, based on a chord length of 9.75 inches. These charac- 
teristics afford full-scale Reynolds number testing for a wide 
range of aircraft. Three types of investigations are possible: 
Reynolds number effects at constant Mach number and dy- 
namic pressure; model aeroelastic effects at constant Rey- 
nolds number and Mach number, and Mach number effects at 
constant dynamic pressure and Reynolds number. The con- 
straints imposed by operation in a high-pressure environment 
over such a wide range of temperatures have had a significant 
impact on the continuing development, improvement. and 
optimization of instrumentation at the facility. A major in- 
strumentation challenge at the National Transonic Facility is 
the requirement to make measurements over the wide range 
of temperature from 140' F down to -250" F. 

Aeroelastic deformation measurements have heen made at the 
NTF for both High Speed Research (HSR) and Advanced 
Subsonic Technology (ASP models. As an example of the 
demand for deformation measurements, the last four tests 
before the recently scheduled tunnel enhancement shutdown 

at the NTF all had a requirement for deformation measure 
ments. High demand for such measurements is expected to 
cootinue when the NTF returns UI full operahons after the 
scheduled Shutdown. 

Examples are presented below of wing twist data from the 
NTP at low Reynolds number. A model of a genenc trans- 
port wingbody coofigurahon was tested with and without an 
outboard aileron deflected. Aerodynamically induced 
chnnges in model wing twist were measured at 95% 
semispan. Test results are presented at both subsonic and 
transonic Mach n u m b  below. Positive aileron deflection, 
SkoBs is defined as positive for the trailing edge down. The 
changes in wing twist due to aerodynamic load, 0. are plotted 
versus lift coefficient, C ,  and angle of attack, a. Figures 2. 
3. and 4 show Mach 0.5, 0.82, and 0.85 wing twist data re- 
spectively. As expected, positive deflections increased the 
lift outboard and, consequently. increased the static aeroelas- 
tic deformations at the measud 95% semispan location. 

CL 

a, deg 
x - . m  

N g m ~  2. Effect of outboard aileron deflection on the 
d e l  aeroeleetic deformation at Mach 0.5 at the hTF. 

4.2 Transonic -mica Tunnel 
The Langley Transonic Dynamics Tunnel is a unique 
"national" facility that is used almost exclusively for per- 
forming aeroelastic research and for conducting flutter- 
clearance and other mdastic-verification tests of Depart- 
ment of Defense, industry, and NASA fixed-wing and rotary- 
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Figure 3. Effect of outboard aileron deflection on the 
model aeroelastic deformation at Mach 0.82 at the NTF. 

wing fight vehicles and launch vehiclesz1. Semispan side- 
wall-mounted vehicles and full-span sting-mounted or cable- 
mounted models can be used. In addition, a rotorcraft test- 
bed is available for rotor-blade loads research. The TDT is a 
continuous-flow, variable-pressure wind tunnel with a 1 6 4  
by 1 6 4  test section. The tunnel uses either air or a heavy gas 
as the test medium and can operate at Mach numbers up to 
about 1.2 while obtaining Reynolds numbers per foot of ap- 
proximately 3 x IO6 in air and 10 x 106in heavy gas. 

The first automated vidwmetric measurements of wing twist 
and bending at NASA Langley were made at the TDT in 
1994 where the application of high contrast targets on the 
wing made possible the use of image processing techniques 
to automatically determine the image coordinates of the tar- 
gets. A frame grabber with a large onboard memory of 64 
Mbytes has been used to record and analyze up to 8 sec of 
video images per data point taken at a 60 Hz rate for dynamic 
studies. The system at the TDT has been used for a number 
of tests of semispan models, both rigid and flexible. Static 
laboratory wing loading tests have been conducted with the 
automated system with a worst case agreement of 0.3 nun 
compared with dial gauges. 

Measurements have also been made on the DARPAAVright 
LabdNorthrop Gmmman Smart Wing that had variable twist 

a. deQ 
y - . B s  

Figure 4. Effect of outboard aileron deflection on the 
model aeroelastic deformation at Mach 0.85 at the "F. 

and adaptive control surfam to provide continuous wing 
contour and variable cambe?'. Tests were first conducted on 
a conventional wing model without smart structures for com- 
parison to the Smart Wing and to validate the model defor- 
mation system. m e  system was used to determine the trail- 
ing edge deflection angles of the Smart Wing, which were 
embedded with shape memory alloy (SMA). The system was 
also used to measure model wing twist when the SMA torque 
tubes were activated. ?he system provided near real time 
model control surface deflections and twist. Additional 
measurements are planned for the Smart Wing in January 
1998, which is the first scheduled test when TDT resumes 
operations after a lengthy maintenance and enhancement 
shutdown. 

The measurement system at the TDT has also been adapted 
for displacement measurements during a test of a piezoelec- 
tric wafer actuator to alter the upper surface geometry of a 
subscale airfoil to enhance performance. Results showed that 
the piezoelectric actuator can be used to alter the camber of a 
small airfoil under aerodynamic loadz. z4. Fluorescent paint 
on the wafer edge illuminated by W light sources provided a 
high contrast image suitable for automated measurements in a 
small-scale wind tunnel setup at 15 locations along the edge 
of the wafer. Deflection measurements at various angles of 
attack at a 30 Hz rate in bursts up to I minute (or at a 10 Hz 
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rate for continuous operation) were possible with the modi- 
fied automated measurement system. 

4.3 Unitary plan Wind Tunnel 
The Langley Unitary Plan Wind Tunnel (WWT) is a closed 
circuit, continuous-flow, variable-density tunnel with two 4-ft 
by 4-ft by 1-ft test sections”. One test section has a design 
Mach number range from 1.5 to 2.9, and the other has a Mach 
number range from 2.3 to 4.6. The tunnel bas slidug-block- 
type nodes  that allow continuous variation in Mach number 
while the facility is in operation. The maximum Reynolds 
number per foot varies from 6 x lo6 to 11 x IO6, depending 
on Mach number. Types of tests include force and moment, 
pressure distribution, jet effects. dynamic stability, and heat 
transfer. The model deformation system at the WWT has 
sufficient automation that facility personnel now fully operate 
the system, including calibration and validation, for tests in 
either test section. The measurement system has been used 
for aeroelastic studies to assess Mach number and Reynolds 
number effects in addition to comparisons of models with 
flapped and solid wings. 

The model deformation measurement system at the UPWT 
has also been used in a special test to assess the ”modem 
design of experimeots” approach. ?he advantages of the 
modem design of experiments approach to wind tunnel test- 
ing were compared with the conventional pitch-polar ‘‘classi- 
cal” design to identify the relative costs and benefits of each 
approach in actual wind tunnel test conditions. “Modem” 
designs seek to minimize resources by simultaneously 
changing independent variables to assess their joint impact on 
response variables. Because “classical” designs change only 
one variable at a time, they can be more costly than modem 
designs. The modem design can also help in data analysis in 
discovering effects that might be overlooked in a classical 
design. 

The comparison test between modem and classical designs at 
the UPWT consisted of the measurement of aerodynamically 
induced wing twist at five semispan locations on the wing of 
a slender wingibodyhail configuration over selected ranges of 
Mach number. Reynolds number. and angle of attack. For 
this test, a savings in wind-on minutes of approximately 60% 
was achieved when Modem Design methods were used in 
place of the conventional pitch-polar (classical) method. The 
resource comparison is shown in figure 5 that compares the 
number of data points and wind-on minutes for the modem 
and classical approaches. 

Fignre 5. Resource comparison of clessical and modern 
experimental designs. 

Figure 6 plots the change in wing twist due to aerodynamic 
load versus angle of attack for one of the semispan locations. 
The classical data are plotted as solid rectangles with the 
corresponding 95% prediction interval plotted as the jagged 
h e .  The 95% prediction interval results from the modern 
design are plotted as the smoothly varying lines that are noted 
to agree very well with the classical data. An important point 
to note regarding this data is that the classical data consists of 
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Figure 6. Comparison of classical data and prediction 
intervals to those found with the modern approach. 

32 data points, while for the modem design results, not a 
angle data point was taken at the parlicular Mach num- 
ber and semispan location where the claaslcal data were 
taken. The curve fit that represents the modem results for 
this plot was obtained from the wing twist response surface 
generated as part of the modem design analysis. Ihe results 
of the comparison test were considered very encouraging and 
have led to additional tests of the modem method using mare 
common aerodynamic variables at other NASA facilitiesy. 

4.4 Ames 12-Ft Pressurr Tunnel 
The restored 12-Foot Pressure Tunnel at NASA Ames is a 
closed-return, variahledensity tunnel with a continuously 
variable Mach number from 0.05 to 0.60. Maximum Rey- 
nolds number is 12 million per foot. Ihe  twelve-foot diame- 
ter, 28.5-foot long test section has ‘%-foot wide flats on the 
ceiling, floor and sidewalls. The entire test section rotates to 
permit installation or removal of fully assembled models, 
which reduces model access time by 2/3 from the original 
tunnel. The 12-Foot tunnel is the only large scale, pressur- 
ized, very low turhnlence, subsonic wind tunnel in the United 
States. It provides unique capabilities in high Reynolds 
numba testing for the development of high-lift systems for 
commercial transport and military aircraR and high angle of 
attack testing of maneuvering aircraft. 

A variety of model support systems are available, including 
hipod semispan floor mounting, rear sting, and high angle of 
attack support. To date, aeroelastic model deformation 
measurements have been made for two tests, a full model 
supported on the hipod and a semispan model floor mounted 
vertically. For the hipod supported model the deformation 
system viewed retroreflective targets placed at various 
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semispan lofations along the right wing and body. 'Ibe CCD 
camera was installed for protection in a pressure vessel with 
window. An incandescent I m p  was placed near the camera 
in the same viewport in order to illuminate the retroreflective 
targets. Part of the wing had to be painted flat black to elimi- 
nate specular reflections where the surface normal bisected 
the camera and light source locations. 

The second model deformation test at 12-Foot was conducted 
in conjunction with pressure sensitive paint PSP) measure- 
ments for the fust time in a joint Ames-Langley wind tunnel 
experiment under the Aeronautics Design I Test Environment 
(ADlE) program. The emphasis of the ADTE program, 
which is managed from NASA Ames Reaearcb Centa, is to 
improve the productivity of existing wind tunnels, improve 
the quality and extent of knowledge extracted and radically 
change the role of wind tunnels in the aircraft development 
process. A subelement of the ADTE program is the unifica- 
tion of production instrumentation systems to allow the cap- 
ture of as much data as possible at a given test condition. 
This would eliminate the need to tun multiple tests with dif- 
ferent instrumentation systems, would facilitate the combin- 
ing of multi-disciplines eliminating multiple test m, and 
provide real time data containing a greater impact on the 
design process. Unification would include development of 
common software for cameras, common containmat vessels, 
etc. ?he production instnunentation systems to be unified 
include pressure msitive paint (PSP), model position and 
deformation. Doppler global velocimetq (DGV), and phased 
microphone m y  technology (PMAT). NASA Langley, the 
lead for model position and deformation, is currently collabo- 
rating with NASA Ames in the unification effort. A major 
component of this effort is the unifieation of model defonna- 
tion with PSP and tempemtm sensitive paints VSP). 

The next-generation model deformation system was used for 
the first time in the semispan test to make aemelastic wing 
twist and bending measurements on a 7.25% MD-11 semi- 
span model using PSP reference targets. For this high lift PSP 
and model deformation test. Mach number ranged from 0.23 
to 0.3, dynamic pressure ranged from 140 to 328 psf, Rey- 
nolds number ranged from 2.9 to 6.7 million per foot, and 
angle-of-attack ranged from -6' to WO. The model deforma- 
tion data from this test was especially needed since finite 
element methods were not used to pndict aemlastics due to 
the complicated nature of the high lifi configuration. The 
new deformation measurement system employed an optimi- 
zation method for determination of the exterior and interior 
orientation parameters of a earnera to simplify and reduce the 
time required for calibration. In addition, the new system 
employed a target tracking technique for robusmess with 
non-optimum targets and background such as occurs when 
viewing PSP reference targets. These reference targets are 
placed on a model surface during PSP for image re&tration 
to correct the effects of non-uniformity of illumination, paint 
thickness and luminophore concentration. The increase in 
robusmess for non-optimum target contrast is considered a 
major improvement over the cumnt version+ which could not 
locate the PSP reference targets reliably in automated mode. 

4.5 16-Foot Transonic Tunnel 
The Langley 16-Foot Transonic Tunnel is a single-- 
atmospheric wind tunnel with a slotted transonic test section 
and a Mach number range o 0.2 to 1.25.2' The Wgonal test 

seetion measures 15.5 fi across the flats. 'Ihe tunnel is used 
for force, moment, pressure. flow visualization. and propul- 
sion-airfinune integration studies. Models are mounted in the 
test section by sting, sting-sm, or semispan suppon ar- 
rangements. 

The dedicated model deformation system for the facility is 
suitable only for sting mounted models at present. The CCD 
canma, light source and power supply are currently mounted 
on a movable flat of the test section which must be compen- 
sated for with wind-off polars at the various flat angular set- 
tings. The wmpensation scheme POI the movable flat ie- 
mains to be tested. A flat mirmr is used to direct the light 
from a 150-watt lamp around the camera and out the same 
window. The light output is variable from the control room 
A vortex cooler rrquiring a pressurized air supply is used to 
reduce the temperanue near the camera, which may reach 
170° F without cooling. 'Ihe model mnter of rotation is lo- 
cated near to the wing area, which enables a smallm field of 
view in order to increase resolution. 

The first test at 16-Ft with the recently instslled dedicated 
system is currently scheduled for September 1997. 'Ibe next- 
generation deformation measuiemt system will also be 
used for this test for evaluation while viewing PSP reference 
targets that will be on the upper wing surfacc while the cur- 
rent version views retroreflective targets on the lower wing 
surface. The PSP and model deformation measurement sys- 
tems, while still separate systems, will be. installed with the 
intent to take PSP and deformation as close to the same time 
as practical. 

5. NEXT-GEh'ERATION VIDEO MODEL DEFORMA- 
TION MEASUREMENT SYSTEM 
The next-generation model deformation system currently 
under development will exploit advances in video and com- 
puter hardware while incorporating lessons i m e d  from 
using the model deformation system in actual wind tunnel 
testing as descrikd earlier. One of the important recent de- 
velopments is the shift to high-perfonnance %bit peripheral 
buses. such as PCI, in personal computers. This has led to 
the development of inexpensive video-acquisition boards for 
PCs which greatly improve system throughput without re- 
sorting to the use of on-board memory or signal processors. 
The increased processing speed can be used in several ways. 
By using more fields of video data per wind-tunnel data point 
(for example, 30 or 60 fields in a second instead of the cur- 
rent U), the new system will be more immune to anomalies 
related to model dynamics by proVidiig better statistics in the 
measured angular data. Increased system speed also makes 
practical the use of higher-resolution video cameras, which 
can help with operational details, such as the required size of 
targets on the model. Most importantly. increased speed 
opens the door to more sophisticated solutions to the compli- 
cated problems of target-detection and sorting. while main- 
taining the goal of near-real-time performance. By using a 
combination of active target tracking (instead of passive 
searching in each field) and pattern recognition, the robust- 
ness of the model deformation system will be. &?early im- 
proved by reducing its sensitivity to extraneous bright areas 
in the image. This will allow highly automated operation, 
and will improve the flexibility of the targeting and lighting 
options for the system. This is highly desirable in sensitive 
environments such as the NTF, and will increase the prob- 
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ability of successful integration with other optical measure- 
ments. With these improvements, the system will be able to 
function more like a traditional instrument, returning current 
data on demand for wing twist or model attitude. 

The new system will also use an upgraded version of the 
model deformation software that requires less user interven- 
tion. This will permit unattended operation for extended 
periods, with model deformation results delivered automati- 
cally to the wind tunnel data system. As pan of the ADTE 
program, the new system will interface with the advanced 
DARWINz6 and ServlO systems. These systems allow for 
real-time sharing of data between cooperating instrumenta- 
tion systems, storage of data using standardized file formats, 
and data searching based on selected metadata parameters. 

6. OTHER NASA LANGLEY MODEL DEFORMATION 
MEASUREMENT DEVELOPMENTS 
Projection Moire Interferometry (PMI), a second method for 
measuring wind tunnel model deformation, has been under 
development at NASA Langley”. PMI is a simple, yet pow- 
erful technique that has been used since the early 1900’s for 
surface topology and shape characterization. Past efforts to 
use PMI for wind tunnel model deformation measurements 
revealed limitations in the technique - particularly directional 
ambiguity. Recent advances in electronic image acquisition 
and image processing have overcome these limitations, and 
have made PMI a viable instrument capable of measuring 
whole field. 3-component displacement vectors of any visible 
point on the model surface. 

A single component PMI system consists of an illumination 
source, Ronchi ruling, CCD camera, and frame grabber. 
Using the illumination source and ruling, a series of equis- 
paced, parallel lines are projected onto the object surface. A 
reference image is acquired in a non-deformed (or wind off) 
condition to digitally record the projected line pattern. Under 
load, the model will have moved, and the projected lines will 
appear to lie in different spatial locations. When subsequent 
images of the deformed state are acquired and subtracted 
from the reference image, moirk fringes are formed. The 
geometric configuration of the instrument and projected line 
pitch dictate the moir.4 fringe spacing. Using this relation and 
fringe counting via image processing, the displacement field 
can be determined. With commercial hardware and generic 
RS-170 video cameras, fringe sensitivities of 0.5 mm are 
common. Advanced image processing and fringe interpola- 
tion techniques can extend this resolution to 1/10 to 1/20 of a 
fringe. 

In contrast to video photogrammetry, PMI requires no surface 
preparation or registration targets to be placed on the model. 
The off-line deformation analysis is done whole field, rather 
than by curve fitting between targets. Moik fringes can he 
observed in real time providing the test engineer immediate 
video feedback regarding model position. If desired, this 
capability allows the engineer to reposition the model to ac- 
count for differences between wind-off and wind-on body 
AoA before acquiring aerodynamic data. With the proper 
illumination source, both PMI and video photogrammetry can 
he used with other optical wind tunnel instrumentation sys- 
tems simultaneously. At NASA Langley, PMI systems are 
being designed with high power, 800-810 nm laser diodes as 
the illumination source. When selectively filtered. this per- 

mits simultaneous operation with such techniques as Pressure 
Sensitive and Temperature Sensitive Paint (PSP and TSP), 
conventional laser velocimetry. and Doppler global veloci- 
metry (DGV). 

Because PMI is still under development as a wind tunnel 
instrument, video photogrammetry remains the predominant 
model deformation tool used at Langley. PMI is currently 
being investigated for measuring dynamic rotor blade deflec- 
tion, and for unification with other instrumentation systems. 
Towards these goals, two proof-of-concept tests have been 
planned: (1) a combined PMVDGV rotor craft test in the 
Langley 14- x 22- foot tunnel to investigate rotor blade / 
wake vortex interaction, and (2) a unified instrumentation test 
in the Langley Unitary Plan Wind Tunnel comprised of PMI, 
video photogrammetry, DGV, and PSP. Long term PMI 
applications include measuring deformation profiles of active 
feedback controlled rotor blades in simulated flight condi- 
tions. 
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1. INTRODUCXION 
Microelectromechanical systems (MEMS)’ embodies 
the integration of sensors, actuators, and electronics 
on a single substrate using integrated circuit 
fabrication techniques and compatible bulk and 
surface minomachining processes. Silicun and its 
derivatives form the material base for the MEMS 
technology. MEMS devices, including microsensors 
and mimactuators, are attractive because they can be 
made small (characteristic dimension about 100 
microns), be produced in large numhm with uniform 
performance, include electronics for high performance 
and sophisticated functionality, and be inexpensive. 

For aerodynamic measurements, it is preferred that 
sensors be small so as to approximate measurement at 
a point, and in fact, MEMS pressure sensors, wall- 
shear-stress sensors. heat flux sensors and 
micromachined hot wires are nearing 
For the envisioned application to wind tunnel models. 
MEMS sensors can be placed on the surface or in very 
shallow grooves. MEMS devices have often heen 
fabricated on stiff, flat silicon substrates. about 0.5 
mm thick, and therefore were not easily mounted on 
curved surfaces. However, flexible substrates are now 
available and heat-flux sensor arrays have been 
wrapped around a curved turbine blade. Electrical 
leads can also he built into the flexible substrate. 
l%us MEMS instrumented wind tunnel models do not 
require deep spanwise grooves for Nbes and leads that 
compromise the strength of cooventionally 
instrumented models. With MEMS, even the 
electrical leads can potentially be eliminated if 
telemetry of the sigoals to an appropriate receiver can 
be implemented. 

While semiconductor silicon is well known for its 
electronicpruperties, it is also an excellent mechanical 
matenal for MEMS applications. However, sihcon 
electronics are limited to operanons below about 2W 

C, and silicon’s mechanical properties start to 
diminish above 400 C. In recent years, silicon carbide 
(Sic) has emerged as the leading material candidate 
for applications in high temperature environments and 
can be used for high-temperature MEMS applications. 
With Sic, diodes and more complex electronics have 
been shown to operate to about 600 C, while the 
mechanical properties of Sic are maintained to much 
higher temperatures. 

Even when MFMS devices show benefits in the 
laboratory, there are many packaging challenges for 
any aeronautics application. Incorporating MEMS 
into these applications requires new approaches to 
packaging that goes beyond traditional integrated 
circuit (IC) packaging technologies. MEMS must 
interact mechanically, as well as electrically with their 
environment, making most traditional chip packaging 
and mounting techniques inadequate. Wind tunnels 
operate over wide temperature ranges in an 
environment that is far from being a “clean-room.” In 
fight, aircraft are exposed to natural elements (e.g. 
rain, sun, ice, insects and dirt) and operational 
interferences(e.g. cleaning and deicing fluids, and 
maintenance crews). In propulsion systems 
applications, MEMS devices will have to operate in 
environments containing gases with very high 
temperatures. abrasive particles and combustion 
products. Hence deployment and packagmg that 
maintains the integrity of the MEMS system is crucial. 

This paper presents an over view of MEMS 
fabrication and materials, descriptions of available 
sensors with more details on those being developed in 
our laboratories, and a discussion of sensor 
deployment options for wind tunnel and flight 
applications. 

Paper presented at the AGARD FDP Symposium on “Advanced AerodyMmic Measurement Technology”, 
held in Seafile, United States, 22-25 September 1997, and published in CP-601. 
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2. FABRICATION TECHNOLOGY 
MEMS devices are fabricated by a combination of IC 
fabrication processes and micromachining techniques. 
Silicon micromachining represents the fashioning of 
microscopic mechanical parts from or on a silicon 
substrate, and is an extension of the IC fabrication 
technology. Micromachining has been used, for 
example, to fabricate beams, diaphragms, grooves. 
orifices, sealed cavities, pyramids, needles, springs, 
gears, linkages, and motors. With integrated 
electronics, these microstructures acting as transducer 
elements have been used to realize a gamut of 
microsensors and microactuators.' 

Some of the key silicon micromachining techniques 
are surface and bulk micromachining, substrate 
bonding, and micromolding.' In surface 
micromachining, micromechanical devices are 
fahricated on the surface of the substrate by 
consecutive deposition and patterning of thin films of 
s t ~ ~ t u r a l  and sacrificial materials, with the wafer 
acting as a mechanical carrier. The structural parts of 
the device are encased by the sacrificial layers during 
fabrication. At the end, the sacrificial layers are 
dissolved in a chemical etchant that does not remove 
the structural parts. Polysilicon and silicon dioxide are 
common examples of structural and sacrificial 
materials, respectively, used in a process known as 
polysilicon surface micromachining, which is the 
process used to fabricate the shear stress sensor 
described later in this paper. Surface micromachining 
can be used to fabricate conventional beams, 
diaphragms, and suspensions, as well as more 
complex mechanical structures such as gears, turbines, 
and linkages.' 

Bulk micromachining uses wet and dry silicon etching 
techniques, with etch masks and etch stops, to sculpt 
mechanical devices from the silicon wafer.' Certain 
chemicals, such as KOH, etch the (100) and (110) 
silicon crystal planes much faster than the (1 11) 
planes. This property can be used to create desired 
shapedstrurmres by utilizing etch masks and etch 
stops to selectively expose areas of the silicon wafer to 
the anisotropic wet etchant. Silicon dioxide and 
silicon nitride generally have very slow etch rates in 
the silicon anisotropic wet etchants and make good 
etch masks. Etch stop regions are created by 
manipulating the doping concentration to make 
desired regrons resistive to the wet chemical &chant. 
Silicon pressure sensors, for example, commonly rely 
at least in part on bulk micromachining technology to 
create the pressure sensitive diaphragm. Since the 
geometries that may he fabricated by bulk 
micromachining are generally limited by the silicon 
crystal plane orientations (e.g., generally Manhattan 
planar shapes and sloped side walls) when using wet 
anisotropic etchants, dry plasma etclung of silicon 

using a reactive ion etcher has been used to define 
more complex geometries with curved planar features 
and deep vertical side walls into a silicon wafer.' 

Bonding techniques permit a silicon substrate to be 
attached to another substrate. usually glass or silicon, 
to provide added design flexibility, mechanical 
support, electrical connection, and/or thermal sink/ 
isolation.' Since the silicon fabrication techniques are 
generally planar in nature, bonding extends design 
flexibility in the thickness direction. Electrostatic 
bonding of silicon to glass substrates and silicon- 
fusion bonding - bonding of two wafers at high 
temperature (near IoOoiiC) in an oxygen or nitrogen 
ambient - in tandem with bulk machining has been 
used to fabricate a variety of other MEMS devices 
(e.g., accelerometers. flow sensor. microvalves, 
micropumps. etc.)? 

The aforementioned micromachining techniques are 
augmented by the capabilities of micromolding, a 
process in a which a photolithographicallydefined 
mold is used to plate up metallic microstructures? The 
mold is dissolved away subsequent to plating to 
release the metal microstructures. Techniques, such as 
x-ray photolithography, allow mold features with 
height-to-width aspect ratios over 100, features a few 
microns wide and several hundred microns deep with 
vertical side walls are possible? 

3. MATERIALS BASE 
Single-crystalline silicon is generally the basic 
material for MEMS devices. While semiconductor 
silicon is well-known for its electronic properties, it is 
also an excellent mechanical material (e.g., modulus 
-190GPa) for MEMS applications. However. silicon 
electronics are limited to operations below -200 C, 
and silicon6 excellent mechanical properties start to 
diminish over400 C. In recent years, silicon carbide 
(Sic) has emerged as the leading material candidate 
for applications in high-temperature environments and 
can complement silicon for high-temperature MEMS 
applications. With Sic, diodes and more complex 
electronics have been shown to operate up to -600 C, 
while the excellent mechanical properties of Sic are 
maintained to much higher temperaNreS.8 

In addition to single-crystal silicon, polysilicon. 
silicon dioxide, and silicon nitride are widely used in 
MEMS. Other materials which have been or are being 
experimented with include shapememory alloy 
(SMA) metals, tungsten, diamond-like films. 
piezoelectrics, piezoceramics, polyimides. magnetic or 
ferrous materials such as nickel, and high-temperaNre 
superconductors. While all materials that can be 
processed with thin film technology can be 
incorporated into MEMS devices, limitations arise 
from IC and process compatibility. The former 
becomes important when an IC facility is used for 
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MEMS fabrication. The latter arises from the fact that 
a given device fabrication process is a composite of 
many fabrication steps, all of which must be 
compatible with respect to materials and processing 
requirements. 

Mechanical properties. such as residual stresses. 
elastic modulus, fracture stress. adhesion, fatigue, 
creep, friction, and wear, of thin film materials are 
important in MEMS development. These properties 
have been and are being studied to varying degrees. 
MEMS devices typically have larger surface-to- 
volume ratio, higher smoothness of the contact 
surfaces, and smaller contact forces. As a result, 
conventional wisdom does not always explain the 
observed behaviors. 

4. SENSOR EXAMPLES 
MEMS devices, including both Sensors and actuators, 
are increasingly being studied for aerodynamic 
applications. The sensor developments are more 
mature since actuator applications are generally more 
challenging. And it is in fact the sensors that are 
relevant to the theme of this conference. 

4.1 Microfabricated Wall-Shear-Stress Sensors 
Many boundary-layer control schemes (discussed 
later) require knowledge of the surface shear stress. 
However, the direct measurement of surface shear 
stress has been elusive. Conventional devices were 
simply too large or not sensitive enough for practical 
measurements. Simple and inexpensive direct 
measurement of surface shear stress can be made using 
MEMS technology. Two types of such sensors have 
been developed - one is a floating element design and 
the other is based on a surface mounted hot film 
sensor. 

Floating Element Design: Microfabricated shear 
stress sensors based on a floating element balance 
design. as first demonstrated by Schmidt? are under 
development in our laboratory." Both active and 
passive designs have been demonstrated, and 
integration of the sensors with on-chip electronics is 
pursued. Furthermore, in a collaboration between 
CWRU and Analog devices, Inc., Waltham, MA, 
integrated shear stress sensors have been produced 
which combine surface micromachining with a 2 pm 
CMOS process. These sensors have the transducer 
element and electronics for signal amplification and 
conditioning integrated on the same chip. 

An SEM photograph of a CWRU active shear stress 
sensor is shown in Fig. 1. The sensor is fabricated 
using polysilicon surface micromachining techniques 
and consists of a rectangular sense plate, 100pm x 
IMlgm, suspended by 100pm-long folded beams. The 
beams are flexible in the plane parallel to the surface 
and relatively inflexible in the direction normal to the 
substrate. The plate and beams are fabricated from 

2.2pm-thick phosphorousdoped polysilicon. Comb 
finger structures located on opposite sides of the plate 
are electrostatic actuators capable of moving the 
rectangular plate by electrostatic force when a voltage 
is applied across the outer comb finger pairs. 

As gas flows over the chip, the surface shear stress 
produces a force on the floating element that causes 
the element to deflect. The deflection of the element is 
related to the shear force F and spring constant k by 6 
= Fk. As the plate moves, the overlap area between 
the rectangular plate and a pair of underneath sense 
electrodes changes, producing a change in capacitance 
which can be measured with on-chip electronics. 
Differential pair and charge amplifiers are currently 
fabricated on-chip in a NMOS process which is 
combined with the polysilicon surface 
micromachining process needed to fabricate the 
transducer element. The electrostatic comb actuators 
may be used in a feedback control loop to maintain the 
plate at a null position for improved dynamic range 
and linearity. The actuators also provide the capability 
for self-test. Since the cavity below the plate is 
exposed to the environment, steady ambient pressure 
changes have no effect. 

To calibrate the sensors, a flow calibration channel is 
 designed.''^" The sensor chip is flush-mounted in a 
recessed groove and subjected to a well-defined 
isothermal compressible two-dimensional channel 
flow. The gas enters one end of the flow channel, and 
travels a lengtb sufficient for full flow development 
before reaching the sensor chip. Pressure ports along 
the channel allow the pressure gradient of the flow to 
be characterized. The deflection of the suspended 
plate is measured under a microscope and the 
relationship between flow and deflection is 
determined. It is also possible to monitor the element 
deflection electronically. The shear stress in the flow 
channel is calculated based on the measured pressure 
gradient and Mach number at the sensor location. Ihe 
channel height is determined by the thickness of a thin 
shim stock bolted in between the upper and lower flow 
channel plates. The calibration relation is derived 
from the momentum theorem of fluid mechanics and 
so is independent of whether the flow in the channel is 
laminal, transitional or turbulent. 

The graph in Fig. 2 shows test results for a sample of 
shear stress sensors." Sensors with 100pm and 
120pm folded beams were tested, illustrating that the 

sensitivity of the sensor can be tailored by varying the 
stiffness of the suspended support structure. The 
suspended plate with the longer support beams is more 
compliant, exhibiting a higher sensitivity to shear 
stress. Separate data points indicate test results of 
different sensors, showing that a similar response is 
achieved from one sensor to the next. The devices 
have resonant frequencies of -I3KHz, hut the current 
electronics have a flat response only to -3KHz. 
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Clearly, capturing the high-frequency s t r u m s  in a 
turbulent flow would require a new mechanical design 
and new electronics. 

Surface Hot-Film Design: Hot film surface shear 
stress sensors are commonly used" hut are subject to 
ermr because of heat loss to the substrate. At the 
micro scale, because of the large surface to volume 
ratio, these losses are prohibitive. However, by 
etching away a sacrificial layer underneath a silicon 
nitride diaphragm (Fig. 3). a vacuum ehamher can be 
placed underneath the heating element thus 
significantly reducing the heat loss and enabling a 
functioning, sensitive ~enso r . ' ~~ '~~ '*  The h eatrng ' 

element is made of a uniformly doped polysilicon 
resistor and aluminum metalization forms the metal 
leads. Fig. 4 is a calibration curve showing a linear 
relation between the square of the output voltage and 
the one-third power of the shear stress. The typical 
cut-off frequency of the sensor is 10 kHz when 
operating in theconstant temperature mode. These 
sensors can he assembled in closely packed large 
arrays and can also be mounted on flexible substrates, 

4.2 Micro Pressure Sensors 
Micro pressure sensors consist of a diaphragm with a 
piezoresistor patterned on it for strain measurement or 
else a capacitive readout of the diaphragm deflection. 
The majority of silicon pressure sensors are made for 
automotive and medical applications. however, silicon 
pressure sensors for aerospace instrumentation have 
been available for years from suppliers such as Kulite. 
Technology advances in micro pressure sensors are 
making available pressure sensors which are smaller, 
faster, and provide signal conditioning electronics. 
Frequency responses as high as 2 Mhz have been 
demonstrated for dynamic pressure measurements,'6 
although natural frequencies under 100 kHz are more 
typical. Micro pressure sensors are commonly 
available in pressure ranges from 0-5 PSI up to 0-500 
PSI. Passive devices exhibit outputs up to 100 mV 
over the full scale span. Sensors with on-chip 
conditioning electronics are available with amplified 
output up to 5 V over the full scale span and 
temperature compensation. 

43  Conformal Sensor Arrays in a Smart Skin 
Technology 
In many applications, distributed sensors, actuators, 
and electronics acting over a large surface (larger than 
typical IC chip dimensions) with arbitrary shapes are 
desired. For example, it may be desirable to place an 
array of sensors, actuators, and electronics on the 
curved surface of an aircraft wing. MEMS devices are 
generally fabricated on rigid substrates that are not 
suitable for mounting on curved surfaces, making 
many applications impractical. In the case of the 
aircraft wing, small recesses would need to he 
machined in the wing along with wire through-holes at 
each distributed point. To solve this problem, suppose 
that a thin, flexible, large area sheet could he 

manufactured containing arrays of MEMS, including 
electronics. Such a sheet could he manufactured 
separately in bulk and applied directly to an arhitrary 
structural surface, providing a convenient means for 
sensing, signal processing, and actuation for a wide 
variety of structures. An example of this s n m t  skin 
technology is the heat flux sensor array for measuring 
heat transfer on a turbine blade has been developed at 
Advanced MicroMachines Incorporated (AMMi), 
Cleveland, OH. The concept is outlined in Fig. 5 .  An 
array of heat flux sensors is contained in a flexible 
surface that is sized to conform over a turbine blade or 
other test article. Electrical connections are made by 
metal lines microfahricated in the flexible marerial, 
eliminating the need for external wires. At one end of 
the array, which may he extended before the base of 
the turbine blade and away from the Nrbine gases, an 
interface chip is directly mounted to contact pads in 
the flexible material, eliminating the need for external 
wiring. The interface chip provides signal 
amplification and substantially reduces the number of 
output lines required through multiplexing. The 
sensing array is bonded to the surface of the turhine 
blade, conforming to its shape and providing multiple 
sensor locations distributed across the surface. The 
skin sensor array will allow a detailed area profile of 
surface heat flux to he measured, providing valuable 
data about unsteady heat transfer phenomenon in 
turhomachinery. 

A cross section of an individual heat flux sensor is 
shown in Fig. 6. The sensor is comprised of 
temperature sensitive metal resistors sputtered and 
patterned on a flexible substrate. The insulating 
materials are spin-coated and patterned. During 
processing, the flexible substrate is mounted on a 
silicon wafer to provide rigidity and semiconductor 
material handling compatibility. After the sensors are 
completed, the flexible substrate is removed from the 
silicon wafer. The sensor employs a bridge 
anangement of four temperature sensitive resistors. 
One resistor pair has a thin coating of insulation, 
while the other has a thick coating. As heat flows 
through the sensors into the test article, there is a 
slight temperature difference between the resistor pairs 
due to the larger thermal resistance over the resistors 
with thicker insulation. This temperature difference is 
proportional to the heat flux. The temperature change 
in the resistors produces a change in resistance that 
imbalances the bridge. If a current flows through the 
bridge. there will he a voltage between the output 
nodes that is proportional to the heat flux. 

AMMi has developed a conformal pressure sensor 
array technology. A thin, flexible sheet containing 
multiple pressure sensing elements can he custom 
designed for the requirements of a particular test 
application. The pressure sensor array can he 
mounted onto an arbitrarily shaped test article to 
provide static and dynamic pressure measurements. 
Pressure ranges from 0-5 PSI up to 0-50 PSI are 
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currently available. The array contains interface 
electronics, including signal multiplexing and 
amplification. The sensor may provides over 4 V 
output over the full scale range. 

Aside from the beat flux and pressure sensing 
applications described here, a wide range of MEMS 
devices could be employed in a smart skin for a wide 
variety of surface sensing and actuation applications. 
Incorporation of such devices into a smart skin array 
would further extend the capabilities of sensor 
technologies by providing a convenient means of 
sensor placement on an arbitrary (developable) 
surface. 

5. APPLICATION ISSUES 
Aerospace applications typically require MEMS 
devices to operate in hostile environments, possibly 
subjected to high Mach numbers, high temperatures, 
or excessive vibration. In many applications, high 
accuracy and high reliability are required. The 
suitability of MEMS for a particular application 
depends not only on device selectrion but also on how 
the device is packaged and installed. Specialized 
packaging is often required for rugged and reliable 
operation. Sensor packaging and installation can 
significantly affect the sensor performance, so that 
calibration must be done after packaging and in some 
cases after installation. Sensor accuracy may be 
improved through on-chip or hybrid electronics which 
provide temperature compensation and other signal 
conditioning functions. Self-test features are available 
for some MEMS devices. In cases where the sensor 
must be flush mounted to measure a surface flow, such 
as with shear stress sensors, backside contacts may be 
required to allow electrical interconnection without 
flow interference from wires. Because most MEMS 
research has been focused more on device 
demonstration than implementation in applications, 
the packaging technology is generally less mature than 
the device technology. Furthermore, the sensor 
packaging can substantially increase the cost of a 
MEMS device. Efforts to incorporate MEMS devices 
in applications should consider carefully the 
environment in which the device must operate, the 
performance requirements, and how the device will be 
packaged and calibrated in a given application. 
Paying attention to these issues from the onsef will 
allow the end user to make better decisions in 
matching MEMS technology with application 
requirements for successful results. 

5.1 Durability, Robustness, Drifi 
By and large, the questions of durability, robusmess, 
drift, etc. have not been addressed. MEMS devtces 
however may not be as delicate as they seem The 
silicon has high strength and high Young’s modulus. 
Those few tes@ that have been done so far show that 
MEMS sensors do survive in ordinary testmg 
environments. 

A CWRUIADI shear stress sensor was recently tested 
in a shock tube at NASA-Lewis Research Center.17 
The shock waves were intentionally weak because the 
objective of the tests was to see if the sensor could 
remain functional after being subjected to the starting 
shock system of supersonic wind tunnels. A working 
sensor gave repeatable traces after successive passes 
of a shock wave of strength p 2/p 1 P 1.4 (Ap a 0.4 
psi). SEM inspection of the sensor before and after 
the tests revealed no structural damage. 

Nevertheless, issues of durability, robusmess and drift 
will have to be seriously addressed before there will 
be any meaningful use of MEMS sensors. 

5.2 Deployment of Sensors or Sensor Systems 
As stated at the very beginning of this paper, MEMS 
embodies the integration of sensors, actuators and 
electronics on a single chip. However, the decision as 
to what gets packaged on a single chip is very much 
application dependent. So far. there are no protocols 
established. Some possib 

Wind tunnel applications: MEMS technology can 
provide a very dense packaging of pressure and/or 
shear-stress sensors over a small area to give detailed 
information about local distributions. The signals can 
be multiplexed to minimize the number of lead wires 
needed (as in the case of the pressure sensor arrays 
and heat flux sensor mays described earlier. 
However, this task is already being accomplished to a 
major extent by pressure sensitive paint and shear 
sensitive paint. Alternatively. one can package sensor 
combinations (pressure, shear-stress, heat-flux) on one 
chip with appropriate electronics. This enables 
readings of these disparate quantities at app 
a point. This is indicative of the many poss 
that could be thought of and implemented. 

Flight applicationr: Shear stress sensors positioned 
near the trailing edge of a wing can be used as 
indicators of trailing edge separation, thus indicating 
the need for trim. If we dream further. the on chip 
electronics can cause the trim to be done 
automatically. Also, an may of shear stress sensors 
wrapped around the leading edge could be a way to 
quite precisely locate the attachment line. For these 
applications, the sensors could even be uncalibrated. 
Another flight application would be icing detectors. 
These are small diaphragms (lmm x lmm to 3mm x 
3mm) that are capacitively vibrated. Icing 
significantly changes the vibrational response of the 
sensor and gives a quantitative measure that is 
independent of the pilot’s eyesight. Again, there are 
likely many other possible applications that can be 
developed. 

Telemetering: In principle, telemetering is possible. 
If the transmitter is on the sensor chip or close to the 
sensor chip, then a transmitting antenna and power 
supply are needed near the chip. At present, battery 
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power supplies are quite large by MEMS standards (of 
the order of a number of square centimeters), and the 
receiveis must be fairly close to the transmitters. So 
telemetering may lend itself only to special 
circumstances. 

The eventual use of MEMS sensors in the wind tunnel 
or flight environment will require extensive dialog 
between the testing community and the sensor 
developers and packagers - the testing community to 
find out what is possible, and the MEMS community 
to find out what is desired. Without this dialog, it is 
unlikely that satisfactory M E M S  systems can he 
delivered. 

6. CONCLUSIONS 
MEMS signifies the integration of sensors, actuators, 
and electronics on a single substrate. Because of their 
small size, low cost, high performance, and 
sophisticated functionality. MEMS sensors and 
actuators offer exciting opportunities for 
aerodynamics applications. MEMS sensor 
development for aerodynamic applications is 
becoming mature. While laboratory demonstrations of 
MEMS devices are often promising. significant 
packaging challenges must be overcome for practical 
use. It is important that the MEMS and user 
communities join in defining the implementable 
packages. 
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Fig. 3 -  Schematic of the top [a) and cross-sectional, [b) 
\-iews of the micro shear-stress sensor, [c) SEM 
Picture of the micro shear-stress sensor. 

0% 

Fig. 4 Micro surface shear stress sensor output versus 
shear stress at constant temperature mode. 
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GENERAL DISCUSSION 

FDP Fall Symposium in Seattle, USA, 22-25 September 1997 

Ir. B. Elsenaar, NLR Netherlands: 

This ends the Session on Specific Special Topics, and since I am standing here I might as well 
introduce Jim Crowder, the Technical Evaluator of this Conference. He had a very difficult job 
of sitting here in the lecture room, listening to all the talks, evaluating them and putting them 
together. Jim doesn't need much introduction, but I can just say one reason why we wanted him 
here to evaluate this Conference. He is a very innovative thinking man with good ideas about 
wind tunnel measurements, and he is working in the environment of an industrial company like 
Boeing and this combination makes him excellent, I think, for the evaluation of this Conference. 

J. Crowder, Boeing, USA: 

The 'Technical Evaluator': it is almost operatic; like the 'Grand Inquisitor' or the 'Lord High 
Executioner'. It is with some range of feelings that I am approaching this task. Originally 
proposed to me by my ex-boss, Ron Bengelink, I had a natural reaction to say yes. He said, "it is 
an easy thing". You heard the last comment, that it is a real difficult job. I am satisfied that the 
extent to which I am supposed to be prepared today is limited by the calendar. So, I am going to 
ask that you all contribute comments, opinions, etc., so that the final result will be a bit more 
complete and fleshed out. I sat around the house last night banging my head on the keyboard 
and realized that when you don't have a lot to say, maybe the first thing you do is resort to 
statistics. That will get us warmed up a little bit. By the way, I have been noticing that the 
audience throughout this Conference has been a little inhibited, so loosen up a little bit and I will 
try to provoke some conversation. 

We had 35 papers. Excluding the review papers there are 32 application papers. So,what are the 
topics? Incidentally, this single session format is unique to my experience and I quite appreciate 
it. We all sit together and review all of the papers and presentations rather than go off to our 
specialities - hypersonics in one room and low speed in another room. So, one of my first 
comments is that I am a little conflicted about how that should be managed. I am not 
particularly interested in hypersonic rarefied flow, but I guess I can appreciate the problem. 
Maybe there will be an exchange which is synergistic, to use a common phrase. Flow field: I 
was reading from the original literature of the Fluid Dynamics Panel and was a little surprised to 
see that originally it was intended for wind tunnel application of flow field measurements. In 
talking to some other people with a history of the organization, they said we haven't focused on 
flow fields. There are a lot of things going on on the surface that are of interest. I think that this 
year we are really focusing on flow fields, or at least paying a lot more attention to flow field 
measurements. The other prominent region is the surface reactions. I would like to divide these. 
The flow field is distinctly separate from surface reactions. Filling out the program were topics 

of balance technology, geometry deformation measurements and MEMS. Of course, don't forget 
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rainbow thermometry, I may be a little facetious here, but I was surprised to realize that there is 
a rainbow thermometry. No disrespect intended. 
Of the flow field topics, we can see the breakdown of optical velocimeters into Particle Image 
Velocimetry (PIV) and Doppler Global Velocimetry (DGV). By the way, is it going to be 
Doppler Global or Planar Doppler Velocimetry? Then come optical transmission methods: 
holography, interferomeetry, schlieren and some very interesting evolutionary applications. The 
topic of interest to me, pressure probe surveys, comes in dead last. Of the surface reaction 
topics, skin friction and transition is one and pressure sensitive paint is the other. Now, I didn't 
mean to exclude or dismiss the review papers. These are my comments. Feel free to contribute. 
Paper No. 1 by Heyes and Whitelaw - I thought it was generally a good and complete 
description of optical velocimeters and the paints: pressure and temperature sensing paints for 
surface reactions. Paper No. 2 is a very informative summary of NASA Langley activities. I 
really am impressed by the long-range inflight solar schlieren and I think it is a fantastic 
accomplishment and should be extremely useful in supersonic transport research and sonic boom 
studies. .The third review paper I find is a welcome reminder of the need for cryogenic capable 
measurement systems. A lot of the things we would like to do are shut off from the cryogenic 
environment, or at least it seems like it. Maybe we should keep an open mind on that. 

Regarding cryogenic flow visualization, I am going to quickly assert my prerogative here and 
discuss two topics that were not presented here, but that I thought would be of interest in the area 
of cryogenic measurement systems and flow visualizations. These results are not widely known. 
Fluorescent mini tufts are tufts made of very small fibre, 50 microns, nearly invisible except 

when you image them with fluorescent illumination. They can be attached to a model surface 
with glue. I have conducted in the last year or so a convincing demonstration in the NTF of 
their non-intrusiveness. That was one of the original applications. You could leave these things 
on the model for the whole test program and get free visual data about separation. The NTF has 
extremely stringent surface roughness requirements, so one immediate reaction was that you 
can't put those on the model because you will feel them with your fingertips. You can in some 
situations apply them with no adverse effect. We had a 767 running at 65 million Reynolds 
number, full cryogenic conditions. Careful back-to-back force measurements were made to 
compare tufts on and tufts off, with 8 repeat runs, which is a luxury in NTF. The difference 
between the tufts on and off is less than 0.3 of a drag count, which is the confidence interval. In 
that case, you can leave them on. Now, I have to say, we only had 160 tufts applied near the 
trailing edge in two rows. It is worth remembering that I think there is generally a single 
roughness requirement applied to the entire model, but it shouldn't be. The leading edge is 
sensitive to such roughness. The trailing edge is a completely different kind of flow. Evidently, 
you can put lots of things on the trailing edge and not feel a disturbing effect. 

Cryogenic flow visualization for separation and direction streaks on the surface can, in principle, 
be conducted with liquids, but it is not going to be with oil. It is going to be something like 
propane, which is gas at room temperature but quite a friendly liquid at cryogenic conditions. I 
have demonstrated that propane will accept a fluorescent dye in low concentrations. You can 
see it with UV light. All you need is a way to put it on the model, wind-on. 
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Flow field comments: 
The optical velocimeters occupy a fairly well established sensor type these days. I note that they 
are often described and even defended as being non-intrusive, in that there is no probe in the 
flow. In my paper, I pointed out that there are lots of ways of measuring intrusiveness and that 
includes dollars, man hours and difficulty, so I guess that I would suggest that non-intrusiveness 
in that sense, may not be a particularly important attribute. Some flows require no physical 
presence. A vortex that is about to burst will completely change if you try to stick anything in it. 
However, in my experience, most flows do not have that sensitivity, at least flows relating to 
commercial transports. So there are many applications where a physical presence is not a 
serious disadvantage. The other prominent attribute of these optical velocimeters is an 
instantaneous capture of the flow field. I guess I would like to raise the question, and maybe this 
would be a good time for you to respond, "Is this a productivity issue or an accuracy of depicting 
the unsteady nature of the flow?". If you say I can capture a complete flow field in a second 
compared to a microsecond, there is a million times increase in productivity. However, there 
really is a diminishing return when we talk about time in this sense. A one second measurement 
in a continuous running tunnel is hardly any more advantageous than a 10 second or maybe even 
a 100 second measurement. Somewhere around there there is a break point where the 
productivity really benefits. 

I note in Paper No. 5 that Dr. Kooi showed unexpected unsteady flow in the regions where I 
wouldn't have expected it. In a case like that, the instantaneous capture is essential. Certainly 
there are cases where instantaneous capture of the flow field is essential, and there are cases 
where no physical presence is essential. We should keep in mind the balance of these situations. 
Any comments. 

N. Malmuth, Rockwell Center, USA: 

I am particularly interested in the capability of the pressure probes in connection with porous 
walls and ventilated walls in wind tunnels. Just from an overview point of view I am very 
concerned about their invasiveness and intrusiveness. I am wondering in connection with this 
whole idea what the opportunities are to deal with that, even with the amount of work that is 
going on with this kind of pressure probes, what is our latest assessment of how they could work 
in that kind of environment near ventilated walls? 

J. Crowder, Boeing, USA: 

That is a good question. If you just build a fixed bracket and bolt a rack of probes to the wall 
with a 1 inch thick flange with square comers, you are probably going to suffer the effects you 
mentioned. I think it is a detailed engineering problem to reduce the probe size. Certainly, the 
response of a flow field to a 1 inch diameter probe ought to be different than to a 0.1 inch 
diameter probe, or the probe size needs to be scaled to the characteristic length of the flow. 
Reducing the probe size and providing a more carefully engineered support system, using long 
tapered elements that are distributed over a fairly long length of the wind tunnel, I believe, is a 
practical approach, and similar to what I have been demonstrating in our wind tunnel 
measurements. 
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I should also point out again that one of my other favorite subjects is the so-called Flying Strut 
system. For some classes of flows, I believe that system is readily available now. It is discussed 
in my paper, but it is a way of supporting probes, a physical object in the flow with very low 
disturbance by aerodynamically trimming the support system. 

N. Malmuth, Rockwell Center, USA: 

That became a very challenging problem when we were trying to explore the pressure field in 
the model in the TSAGI wind tunnel. We had a lot of difficulty making that compromise by 
making the support sufficiently rigid, to protect the high q, and then you had the problem that 
you had a very invasive strut that was in there that was completely compromising your ability to 
get accurate measurements. It seemed to me at the time, not being a specialist in 
instrumentation, how challenging that problem really is. Maybe somebody in the audience can 
make other comments. 

B. Elsenaar, NLR, Netherlands: 

One remark I would like to make about productivity versus accuracy and the capturing of the 
whole flow fields. Our experience is that as soon as you have equipment available to map the 
complete flow field, it is used because it gives you so much more information. When we started 
with the 5-hole probe rake (it's intrusive, I agree with you but we didn't consider that to be a 
problem) one out of two customers wanted to use it just to get the good view of what the flow 
was all about. You are willing to do this because you can do it very easily and it doesn't cost 
you a lot of time. If you need half a day to scan the whole flow, nobody will use it. If you can 
do it in 5 minutes or 2 minutes, it is excellent and you are willing to do it even if you lose some 
accuracy. That is my comment. 

J. Crowder, Boeine, USA: 

I agree with that quite a bit, and I would say you are to be congratulated in developing a system 
that has that attribute. I have to confess that in my work at Boeing I have struggled and suffered 
because some of our early traversing probe systems were not obviously non-intrusive and 
required extensive installation time. In that setting, it was completely unsatisfactory and of no 
interest to the customers. Now we are making up for lost time developing more practical 
traversing systems and smaller probe systems, and expect to see a similar reaction with our user 
community. One other comment regarding specifically the TSAGI wind tunnel is that I have 
worked for the last several years with Professor Amiryants of the Dynamics Group there. He 
has developed a flying strut which was demonstrated last yeas in the T-128 wind tunnel at a 
Mach number 0.95 and two atmospheres. This apparatus has a total reach of 2.4 meters and is 
highly swept forwqd to distribute the volume over some length. So there are ways of doing it. 
There are probably ways of doing it that are not on hand yet. I think we need to keep those 
prospects in mind before concluding that a particular method is the way to go. 
From my perspective, the PIV appears to be better developed than DGV. Is there controversy 
over that? Do the results say that? 
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T. Beutner, Wright Patterson AFB, USA: 

I think PIV is certainly better developed, which is representative of perhaps the age of the 
technique. DGV is relatively new in comparison to PIV. 

J. Crowder, Boeing, USA: 

My impression is that they are fairly contemporary. When did these methods become more 
readily available? 

T. Beutner, Wright Patterson AFB, USA: 

Perhaps somebody else can comment on PIV. I think PIV was commercially available by the 
time the first literature reference to DGV came out which was around 199 1. 

J.W. Kooi, DNW, Germany: 

I am wondering what will be the future when we go from 2D to 3D, and I am wondering if DGV 
is not the better way to go. Although I am an advocate for PIV, for the 3D, maybe the DGV is 
the better solution. 

J. Crowder, Boeing, USA: 

I agree with that if the PIV is limited in that respect. 

T. Beutner, Wright Patterson AFB, USA: 

I think that we may see these techniques being complementary and even used simultaneously in 
some tests, if for no other reason than that it is difficult to make an error estimate without an 
independent measurement. Many of the classical error estimation techniques are somewhat 
unsuitable for both of these techniques for reasons that I think are addressed quite well in the 
papers. They have different seeding requirements as well, and they are limited ultimately by 
different aspects of the optical sensors. In PIV we are limited by the spatial resolution of the 
camera; in DGV we are limited by the intensity resolution, not the spatial resolution. So, we 
have competing interests in terms of having a scientific grade camera versus a large number of 
pixels for these two techniques. In fact, the preferred technique may depend more on camera 
technology development and camera affordability than it does ultimately on physics. 

J. Crowder, Boeing, USA: 

I guess it is well known or readily acknowledged that seeding remains a weak link in most of 
these optical velocimeter applications. Is there any feeling or opinion about the relative 
difficulty between PIV and DGV in terms of producing a sufficient quantity and sufficiently 
uniform distribution? 
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J. Fulker, Defence Research Agencv, UK: 

Can I say one thing. Are we sure that we can actually get the seeding into the area that is of real 
interest? The second point is, what is the problem for shadowing on all these techniques, can we 
genuinely get into the parts of the field that we want to see? 

T. Beutner, Wright Patterson AFB, USA: 

I have done a back-to-back PIV and DGV test in a vortical flow field. I will tell you with either 
of them it is very difficult to get the seeding that you need in a vortex core. You get neither 
condensation nor smoke seeding into an anular region of the vortex core and that is a challenge 
with both techniques. The shadowing issue that you point out is a good one, too. The out-of- 
plane velocity components are very challenging for PIV in the center of the core even if you do 
get seeding in there. It is difficult to get a valid sample, or a good cross-correlation where you 
have a high through-plane component and where you are measuring an in-plane velocity 
component. That is a problem that DGV does not suffer from. On the other hand, the frequency 
shift that you see across the whole flow field is challenging; so in the outer flow where the 
velocities are relatively small, it can be challenging for DGV to see enough velocity change 
whereas PIV can handle the smaller velocities. I think with PIV in some of these flow fields you 
almost need to take multiple images with different spacing between .the pulses. With DGV, 
again, we may be forced to use different absorption profiles to cover the velocity range - one 
profile expanded by introducing nitrogen into it. So, all of these techniques may ultimately 
require multiple images of the same flow field in order to cover the whole dynamic range of the 
velocities. 

J. Crowder, Boeing, USA: 

The location of the seed dispenser is an important point. It seems that most users have some 
means of locally seeding a small part of the wind tunnel with a traversing apparatus that will 
move the small local seed plume to the region of interest. This proves another kind of 
intrusiveness. If you have to introduce an object like the seed, and the seed dispenser into the 
flow field, that is another form of intrusiveness. In terms of smoke flow visualization, where I 
have experience, I found that the flying strut apparatus is very effective in introducing a small 
smoke plume anywhere in the flow except the vortex cores, where it gets excluded all the time. 

Another point about capturing flow field data: I wonder how much of this is used beyond 
qualitative judgements of locating a vortex core. I suggest that kind of a simple application is 
probably not as valuable as higher order functions such as deriving vorticity distributions or even 
the lift and induced drag distributions. I have a lot of trouble looking at a vortex vector plot. 
My eyes go to the back of my head. I think that there are probably better ways of displaying 
these raw data. We should think about not focusing on those raw measurements so much as 
reducing them down to some higher order functions that could be more readily compared and 
correlated with forces and CFD solutions. Do the customers like the vector plots? 
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T. Beutner, Wright Patterson AFB, USA: 

It seems to me that if we come up with this sort of detailed flow field information for the simple 
purpose of integrating it to come up with a single number, there must be easier ways to get our 
induced drag. The purpose of these techniques seems to be to give us that insight that comes 
from the whole field mapping, and I resist the temptation to try to reduce that to very simple 
numbers, although it certainly can be done. There has been work, (see SAE Technical Papers 
901935, 901934 and 901933 by van Dam, Brune, Kroo and co-authors) which has looked at 
getting induced drag directly from a 5 hole probe survey of the Trefftz plane. If up have 
sufficient confidence in your velocity measurements to get the vorticity field out of them, you 
can get the induced drag directly. You can get that if you want it, but to reduce the whole field 
measurement to that seems counterproductive. 

J. Crowder, Boeine, - USA: 

I guess I challenge that. Our opinion at Boeing is that induced drag is an important parameter 
that has never been directly measured in the past without these flow field data. We have 
relatively high confidence in the accuracy and utility of induced drag measurements as well as 
the spatial distributions of lift. We can measure the lift with the balance, but we don't have a 
good way of looking at the fine detailed spatial distribution. We can't put in enough pressure tap 
rows. 

I guess this is going into a long discussion and we do have a limited time. Let me counter your 
comment that you would like to see the detail and not reduce it to a single number. I agree with 
that, but I think that there are better ways of doing that than with a complex multi-component 
velocimeter system. We shouldn't lose sight of simple total pressure maps. This relates back to 
some of the data presentations of the vector plots. In that kind of a presentation, I miss the 
details that I come to expect in the wake surveys with small thin wakes that balloon out into 
characteristic regions. It is true that there is no vector pointing in the direction of the vortex. It 
doesn't take much intellect to assign these various blob shapes to certain types of vorticity, so I 
urge that consideration. 

Let's finish up with a few more comments. Technical diversity is great. We should resist the 
temptation to adopt or defend one particular method to the exclusion of others. It has been my 
experience that some organizations, bureaucracies or managers have the opposite trend. They 
see this parallel development as being wasteful; that it is not too difficult to identify the best 
ones to support and let the other ones wither. I don't believe that at all. 

Not to pick on any one organization, but I do see published material from NASA that suggests 
interest in developing an integrated instrumentation package. They go so far as to identify 
specific methods or reactions that would be included in this integration package. Hopefully, 
they are not really committed to just one velocimeter and just one deflection method because we 
would miss out on a lot of valuable diversity. Another comment - somebody mentioned, "better, 
faster, cheaper", and I have to confess I react to that. "Better, faster, cheaper" is what I always 
try to do. I don't need to be told that. Also, when you see "better, faster, cheaper", I think that 
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there is a pressure to maybe knock off the "better" and reduce it down to "faster and cheaper". 
Let's resist that. 

It is kind of traditional in conferences to elect a "best paper", but usually there are hundreds of 
papers, and we would need the Committee sitting in judgement and so forth. That is a luxury we 
don't have. I invite nominations for a best paper: no big deal, no prize. From my own 
perspective, pressure paint is the most exciting and valuable methodology that is coming along. 
I would call it a breakthrough technology. All we have to do is make it work. Even in that 
methodology there are valuable applications that can rely on the qualitative visualization of 
pressure. A simple paint that can be put on without any preparation using cheap imaging and 
illumination systems that would allow these things to be quickly implemented can be quite 
valuable. I think we seriously need to keep looking at all the ways of measuring these pressures 
photochemically. Professor Sullivan in Paper No. 28 lists those. Don't necessarily think in 
terms of intensity measurements. Back to my comment about the best paper, I would suggest 
that Paper No. 30 by Lyonnet is the best. It shows the immediacy of this application, with an 
unusually high data quality. The data are startling in their resolution. It is extremely valuable to 
see the effects of all the potential noise sources. If anyone else has suggestions about which 
paper might be best, please comment. 

I have taken enough time. Thanks for participating. We had some comments going. Back to 
the session chairman. 

B. Elsenaar, NLR Netherlands: 

There is still time for more questions and for more discussion. Any more questions or 
comments? 

Prof. Meier, DLR, Germany: 

I would like to make a more general comment on the Conference. We had a lot of very good 
papers and progress was shown especially in the optical techniques. Also, the classical 
techniques have been represented very well in this Conference. But one point which seems to be 
important for me has not been mentioned up to now. The classical technique of force 
measurement accounts for 90% of the business in development and research. This is the usual 
way to do measurements under the present conditions. Why do we really enforce the optical 
techniques? One aspect has been mentioned already. We would like to have a better impression 
on the spatial distribution of velocities of pressures in the field and get a better knowledge about 
the flow. But is this really needed? Is this really the right way to go? For my feeling, this 
question has not been answered or tackled in the Conference. Maybe it is a question which is 
not really the topic here, but I think we have to consider this question because the cost of the 
application of this modem technique cannot be neglected any more compared to the cost of wind 
tunnels. The laser equipment is fairly expensive and also the time which is used to develop these 
techniques is not negligible. We have to find good reasons that we should use these techniques 
in the future in R & D work. These are not only that we would like to have a better view on the 
flow or better comparisons with numerical results for validation. I believe that the further 
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development of aircraft and other aerospace applications really needs more detailed knowledge 
of the flow field and not only in space but also in time. We need more information about the 
unsteady flows: the reasons for the generation of noise or for fatigue effects have to be detected, 
and this is only achievable if we really use these modern optical or other techniques with a fast 
time response. From my point of view, we have to advance good arguments to go this way and 
I think we have to convince our boards that we have to continue this way like AGARD should 
continue also in the future. 

J. Crowder, Boeing, USA: 

I second your comment. I thought it was very well put. I agree with that to a considerable 
extent. In my experience, when I first developed these qualitative methods, I was very excited. 
Obviously, everybody is going to want information like that about their particular configuration, 
I thought. Then I ran into the comment that, "It is just a pretty picture. What do you do with it? 
You can't link that to the airplane's performance". I responded by saying that you can identify 

types of flows, separation of flows. You can identify, semi-quantitatively. the location of some 
of these features. It was a hard sell. Eventually user interest dropped off. The people who were 
paying the money for the wind tunnel didn't see the value until recently. We had not made a 
more important case that hard numbers can be derived which are extremely beneficial. Recently, 
there was a little emergency on an airplane configuration. There was a disagreement in the wave 
drag distribution, so we implemented these mapping methods and could specifically identify the 
areas of their concern. Highly spatial resolution distributions of lift and profile drag can be, and 
I believe will increasingly be, depended on as we try to refine and optimize our configuration. 

~ 

Regarding the unsteady nature, I have regarded all these flow fields as essentially stationary, at 
least up to a certain frequency domain. Maybe there are some surprises there, but in the 
mappings that I have done which have never been able to measure the high frequency response, 
one can detect and observe reactions that indicate whether or not there are high frequency flow 
components. The feature shown here is a separation and distinctly recognizable with a fluffy 
edge and apparently intermittent boundaries. This other feature is much different. It is 
apparently stable over a long period of time. The sensor is not filtered but the data are sort of 
averaged over time and space with a fast acting sensor. My view of these flow fields is that, in 
the area outside there is an all inviscid field where total pressure is constant everywhere except 
here in the wake. You can make judgements about which parts of the wake profile or 
distribution are stationary or semi-steady and which ones are not being depicted ,correctly. 
Another point that I specially wanted to raise is the difference between a pressure probe-based 
flow field measurement and an optical velocity-based flow field measurement. As I see it, and 
as it has been explained to me by the people who developed the numerical methodology, 
measurement of the total pressure deficit, which defines the wake, is essential for deriving 
profile drag. The profile drag is a very important part of the entire airplane performance. I don't 
see how velocity, by itself, can yield that parameter. So, is there is any comment about the 
utility of velocity measurements alone? 

I 

I 
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N. Malmuth, Rockwell Center, USA: 

I am not addressing your question specifically, but I would like to relate back to Prof. Meier's 
comment because it stimulated some recent experience I had where we were interested at 
looking at a new concept in reducing transition. I won't mention the facility, but it was a large 
facility and we wanted to get not just a transition locus, but the evolution of the transition and all 
the types of stabilities and unstabilities. The only way traditionally we used to do that is with 
hot wires. If we could get three axis fluctuation measurements with that it would greatly 
enhance the information that you can get only in a very skeletal way using infrared to look at the 
locus. The problem that we face is the incredible cost, the setup time to put this all together. 
We had an enormous bill in terms of our planning to do that experiment. I still am impressed 
with that,challenge, I don't know if we are there yet, to set up a test like that where we can get, 
even on a simple shape, a good set of hot wire measurements or equivalent to the velocity 
fluctuation measurements to give us insight into the mechanisms of transition. I think that is a 
real challenge for us today. I don't know if that is controversial, but it is my personal 
perspective. 

J. Crowder, Boeing, USA: 

You picked a good one. Solve that one and you will be, not rich, but famous. I agree with you, 
I don't have anything to suggest for that except that all the various capabilities and attributes 
have to be examined and applied with cleverness. It should be noted that these optical methods 
are very limited in their ability to measure near a solid surface. 

B. Elsenaar, NLR, Netherlands: 

I would like to terminate the discussion at this point due to the time. One final remark I would 
like to make, and you said it yourself already, many methods are complementary to each other. 
It is really bad to pick out only one for application in the future. It depends very much what 
kind of problem you are dealing with and what kind of information you want to get out of it. 
That makes it interesting to compare and to use different methods. I would like to thank Jim 
very much for his evaluation. He is an experimentalist, it was an experiment to run the 
discussion and the technical evaluation at the same time, but I think it made things more vivid. I 
thank you very much. 

Professor C. Ciray, Chairman FDP, Middle East Technical University, Turkey: 

Good afternoon. We have come to the end of the Symposium we started on Monday. In my 
estimation, it was a successful meeting. I will talk to you for about 10 minutes or so. First, I 
would like to express our appreciation for all those who have contributed. I would like to 
mention their names. After, I will take a few minutes to give you information about the future 
prospects and programs. 

This Symposium was conceived something like two years ago in the Panel and the U.S. 
delegation was very kind to invite us to hold the meeting in the U.S. in Seattle. The invitation of 
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the U.S. delegation was translated by the contributions of three important agencies of the U.S. 
They are the United States Air Force, NASA and the Boeing Company. They made handsome 
contributions and we thank and appreciate very much their contributions. We also appreciate 
very much the tour to Boeing. I would like to invite you to express our appreciation to the 
delegation, to the United States Air Force, to NASA and to Boeing. 

These institutions have asked our good friends and Panel Members Dave Selegan and Ron 
Bengelink to organize this meeting, to be the hosts of this meeting. Dave Selegan, who is at the 
same time the U.S. National Coordinator in the Panel, acted as the Local Coordinator in hosting 
us here. On the other hand, Ron Bengelink, also a Panel Member, was responsible for all the 
local arrangements and for the Boeing tour. Of course, many of you appreciated the baseball 
tickets and also the organization at the Conference Center. They have worked diligently and 
whatever they have done, they have done it always with a smiling face. Having the experience 
of being a host myself (and many of you, too) in the past, I am sure you appreciate very much 
what these two gentlemen have done for us. I would like again to ask your appreciation. Thank 
you very much. 

Both of them were seconded by two people. One of them, Miss Cresh from Universal 
Technology Corporation, who is a subcontractor for the U. S. Air Force, handled the 
administration of registration and the logistical arrangements with the Conference Center. Also, 
Miss Sandy Henderson from the U.S. Air Force, Wright Patterson Air Force Base, who is the 
secretary to Dave Selegan, helped with the administration and registration. I would like to ask 
you to show your appreciation to these ladies. 

A very important part of our activities is the companions' program. There were two ladies who 
were behind the companions program. They were Mrs. Nicky Selegan and Mrs. Ann Bengelink. 
Both of them have tried to do their best in order to keep the companions happy and to give them 
a good time while we were working in this hall. On behalf of the companions and of all the 
participants, we would like to extend to Ann Bengelink and Nicky Seragan our appreciation and 
our thanks. 

The reason we came here was the technical meeting, the Symposium. It was conceived in the 
Panel, as I said before some two years ago, but of course the way we are working in the Panel is 
that we form a Technical Program Committee who is responsible for the technical organization 
of the program. As you might have seen in the Symposium announcement, there are 12 panel 
members with their Chairman, Dr. Louis Chan from Canada. I wish I had prepared a vu-graph 
to show their names here; but since you have the green sheet, you can have a look at it. They 
have done a very good job. They have made a good selection from all the papers submitted to 
them. To do this they have spent hours and hours in a number of meetings. I think that the 
outcome was a very, very high level technical program, and I also think that you concur in 
judging that it was a successful program. So if you find this successful, please show your 
appreciation to the Technical Program Committee. 
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The other group of people involved, perhaps the most important contributors, are those who 
have prepared these papers, i.e., the authors, and those who have come here to present the 
papers. I think that they have done a very good job. I didn't have personally many occasions to 
attend the sessions, but in those sessions where I had a possibility to listen to them, I can say that 
the expositions were very good, the presentations very neat. To my judgement the discussions 
were not so lively; I interpret this as the papers were presented concisely, neatly and completely. 
I would like to thank the authors and also those who have come here to present the papers. Of 
course, I have noticed one thing, that the number of ladies who started to present papers in these 
meetings started to increase. I would like to pay a special tribute to the ladies who have made 
representations. Thank you young ladies for the presentations. 

There are some people who were behind the scenes in the booths who were trying to translate 
the presentations. These are Miss Van Damme and Miss Caplan. They have done a very 
difficult job, and if you have benefited and understood some papers which were not in your own 
language, then you owe this to their excellent interpretations and translations of the papers. 

We owe also thanks to Mr. Crowder for his kindness to accept the responsibility as Technical 
Evaluator and, to my estimation, he has very ably led the Technical Evaluation Session. 

We had some other people who have helped us with the audio-visual system, and I would like to 
mention the name of Mr. Lance Cobena and Mr. Jeremy Young. Also, in the convention 
services we have had the help of Ms. Lorri Young who is one of the Conference Center staff. 
We thank them all for their help in running this Conference. 

This meeting was a responsibility of the RTO/AGARD Fluid Dynamics Panel, and there are two 
people who are always behind the scenes, so that everything is done according to the standards 
of the Panel. These are the Executive Officer of the Panel Dr. Jack Molloy, and the Secretary 
Miss Danielle Pelat. We thank you both very much for your expert work. 

There is one group of people that we owe thanks; and it is the audience. Because they have 
cared for this meeting; they have found the meeting important and they have travelled perhaps 
long distances to come to attend this meeting. Also, they have contributed to the discussions and 
they made this meeting more meaningful. Without the audience, any Symposium does not mean 
too much. We had a good Symposium and we thank you for you1 interest in this meeting. 

~ I have completed the first part of my comments and now I would 
about the future. 

ike to show you something 

Many of you during this meeting, presumably, have heard that AGARD is ending, the Fluid 
Dynamics Panel is finished and the future is not very clear and so on. I would like to throw a bit 
of light to this point. We are not at the end of anything; we are starting a new life. This new life 
is going to bear the spirit of AGARD, if old Agardians and you, the audience, are going to 
continue to show your interest. NATO has undergone a certain change. As a consequence of it, 
the research organization of NATO had to go through a certain change, and finally, we have a 
new organization and a new name, The Research and Technology Organization. The Research 
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and Technology Organization has six Panels. You can see the names here. The first one is 
Studies Analysis and Simulation Panel. This is a kind of continuation of the Applied 
Aeronautical Studies Committee of the previous AGARD. The second one is SCI, which is 
System Concepts and Integration Panel. This has the relation to the combination of Mission 
Systems Panel and Flight Vehicles Panel (FVP) of AGARD. The third one is SEP which stands 
for Sensors and Electronics Technology Panel and this is again, a kind of continuation of the 
SPP which was the Sensors and Propagation Panel of AGARD. The fourth, ISP is an entirely 
new panel and its name is Information System Technology Panel. The sixth one is HFM, 
Human Factors and Medicine Panel and this Panel has a relation to the AMP,  Aeromedical Panel 
of AGARD. So, you see that AGARD is there. The AVT, the Applied Vehicle Technology 
Panel, is a combination of the three oldest panels of AGARD: these are Fluid Dynamics Panel, 
the Propulsion and Energetics Panel and the Structure and Materials Panel, so this Panel has a 
large scope of technical interests, but nevertheless I think that with time that this question is 
going to be handled in a better way. You see that all these six Panels have a relation to AGARD. 
Of course, with respect to AGARD, there is one important difference and this difference is in 

the scope of the areas of interest. Within AGARD, we were interested only in aviation, in 
aerospace problems. Now, RTO is not only interested in aerospace, but at the same time in the 
naval problems and at the same time in land force problems. However, this structure is going to 
evolve, but what I want to try to show to you is that AGARD is there. Now as a token of this, 
you can see our near future activities of for example, the Fluid Dynamics Panel. Of course, 
from now on we will not be named Fluid Dynamics Panel. But whenever you see the word 
AVT you understand that it is at the same time the Fluid Dynamics Panel. 

In 1998, we are going to have two symposia. The first one is the Symposium on Missile 
Aerodynamics in Sorrento, Italy. The second one is the Symposium of Fluid Dynamics 
Problems of Vehicles Operating Near or in the Air-Sea Interface. So, you see that we have 
already started to get our hands in naval problems or in the problems at the interface. This 
Symposium is going to take place in Amsterdam, the Netherlands. You see that the special 
courses, the VKI responsibilities, continue. The course on Turbulence in Compressible Flows 
has already taken place at VKI and will also be repeated at NASA Langley. We have a special 
course on Higher Order Discretization Methods in CFD and a third one, Fluid Dynamic 
Research on Supersonic Aircraft. Therefore, the way that the FDP and AGARD was 
contributing to aerospace sciences will continue. 

Finally, I have come to the end of my paper. I am very grateful to you all that you have made 
the trip to come here to attend this meeting. Starting from this afternoon, the participants will go 
back to their countries or to their next destinations. I hope that each of you will have a safe trip 
back home. I would like to see you in other conferences, symposia, and other activities of the 
Organization. 
Thank you, good bye and have a nice trip back home. God bless you all. 
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