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Advanced Aerodynamic Measurement Technology
(AGARD CP-601)

Executive Summary

The demands for higher performance for modem aircraft have led the wind tunnel community, which is
an integral link in the design process, to develop more refined and cost effective measuring techniques.
These technologies have gradually matured from laboratory novelties into instruments regularly used in
aerodynamic testing. The development of these modern measurement techniques has greatly extended
the capability and accuracy of the classical methods for measurement techniques and provided better
insight into flow physics. This Symposium provided a forum for active researchers to address the state-
of-the-art, to exchange experiences and ideas, and for the practitioners to obtain an overview of the
technology and learn how to apply it.

Measurement techniques were presented for flows from subsonic to hypersonic Mach numbers and
environments from cryogenic to high-enthalpy reacting flows. Flow measurements have traditionally
been limited to optical transmission methods and pressure or hot wire probe traversing. In recent years,
there have been many developments using optical scattering from small particles carried with the flow.
These methods raise the prospects for practical wind tunnels systems for mapping of 3-D flow field
velocity components. In addition, the optical scattering techniques have the advantage of being non-
intrusive, in that there is no physical object in the flow, and in some cases, the complete velocity field
can be captured in an instant. The utility of this category of measurement is still being demonstrated.

An other broad category of methods, model surface measurements, includes methods of measuring skin
friction, boundary layer transition, and pressure. Traditionally, arrays of thermocouples and pressure
taps have been used to obtain surface temperature and pressure distributions. These techniques are very
labor intensive and model preparation costs are high when detailed maps of temperature and pressure
are desired. Measurements obtained utilizing Pressure Sensitive Paint and Temperature Sensitive Paint
have the potential to be of extreme value to airplane design programs. These techniques provide a way
to obtain simple, inexpensive, measurements of temperature and pressure with high spatial resolution.



Technologies avancées de mesure aérodynamique
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Synthese

La recherche d’amélioration des performances des aéronefs modernes a amené la communauté des
experts en soufflerie, qui constituent un maillon intégral de la chaine de conception, a développer des
techniques de mesure plus rentables et plus sophistiquées. Ces technologies, considérées autrefois
comme des simples curiosités de laboratoire, ont évolué vers une utilisation quotidienne en tant
qu’outils d’essais aérodynamiques. Le développement des techniques modernes de mesure a permis une
amélioration considérable des possibilités et de la précision des méthodes classiques, ainsi qu’une
meilleure compréhension de la physique des écoulements. Ce symposium a servi de forum sur ce sujet,
ol les chercheurs dans le domaine ont pu faire le point de I’état actuel des connaissances des techniques
de mesure, tout en échangeant des idées et des expériences. Les exploitants ont aussi eu un apercu de
ces technologies et des moyens de leur mise en ceuvre.

Des techniques de mesure ont été présentées pour une gamme d’écoulements ayant des nombres de
Mach allant du subsonique & I’hypersonique et pour des environnements allant du cryogénique aux
écoulements réactifs a haute enthalpie. Traditionnellement, la mesure des écoulements s’est limitée a la
mesure au fil chaud et aux méthodes de transmission optique ou a la sonde de pression. Cependant, ces
dernieres années ont vu bon nombre de développements faisant appel a la diffusion optique a partir de
petites particules ensemencées dans 1’écoulement. Ces méthodes laissent prévoir la réalisation de
systémes pratiques pour la cartographie des composantes de vitesse des champs d’écoulement en trois
dimensions. En outre, les techniques de diffusion optique ont 1’avantage d’étre non intrusifs, dans la
mesure ou aucun objet physique n’est présent dans I’écoulement, et dans certains cas, la totalité du
champ de vitesse peut étre capturée dans un seul instant. L utilité de cette catégorie de mesure continue
d’étre démontrée.

Une autre grande catégorie de méthodes, la mesure de la surface de la maquette, comprend des
techniques pour la mesure de la résistance de frottement, la transition de la couche limite, et la pression.
Traditionnellement, des bancs de thermocouples et des robinets manométriques ont été utilisés pour
obtenir la répartition des températures et des pressions surfaciques. Cependant, il s’agit de techniques a
forte concentration de main-d’ceuvre et si des cartes détaillées de température et de pression sont
demandées, les colits de fabrication des maquettes sont élevés. Les mesures obtenues a I’aide de
peintures sensibles a la pression et a la température peuvent €tre trés précieuses pour les programmes
d’études des aéronefs. Ces techniques permettent d’obtenir, & cofit réduit, des mesures de température et
de pression a résolution spatiale élevée.
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TECHNICAL EVALUATOR REPORT

Fluid Dynamic Panel Symposium on

ADVANCED AERODYNAMIC MEASUREMENT TECHNOLOGY

James P. Crowder
Boeing Aerodynamics Laboratory
Mail Stop IW-82, P.O. Box 3707

Seattle, WA 98124, USA

Wind tunnel testing and much of the associated measurement techniques have been
practiced for many decades and are sometimes regarded as a mature technology. Those
of us working in this arena ,however, realize that there is continuous pressure for
improvement and innovation, if not revolution, in experimental aerodynamic methods for
wind tunnel testing. This recognition is largely responsible for this 81st Fluid Dynamics
Panel Meeting and Symposium on Advanced Aerodynamic Measurement Technology.

The scope of the Symposium was narrow in the sense that the topic was limited to
experimental methods for wind tunnel testing, but broad in the range of applications.
Measurement techniques for all types of aerodynamic reactions and phenomena were
presented for flows from subsonic to hypersonic Mach numbers and environments from
cryogenic to high-enthalpy reacting flows.

The meeting was held in Seattle, Washington, USA during September 22 to 25, 1997.
During the 3.5 days of the Symposium, a total of 35 papers were presented in a single
session format. Of these, 3 papers were invited reviews of selected topics. For the
remaining 32 papers two broad categories emerged: flow field measurements and model
surface measurements. These two categories were responsible for 28 of the 32 papers.

Flow field measurements have traditionally been limited to optical transmission methods,
(schlieren, interferometer, etc), and pressure or hot wire probe traversing. In recent years
there have been many developments using optical scattering from small particles carried
with the flow. These methods raise the prospects for practical wind tunnel systems for
mapping of 3-D flow field velocity components. In addition, the optical scattering
techniques have the advantage of being non-intrusive, in that they have no physical object
in the flow, and in some cases, the complete velocity field can be captured in an instant.
The utility of this category of measurement is still being demonstrated. Since the flow
field contains all the reactions produced by the aerodynamics on the model surface, it
may be possible that the flow field data can provide more than general documentation of
the flow field, and yield model forces.

The other broad category of methods, model surface measurements, include methods of
measuring skin friction, boundary layer transition, and pressure. The latter, known as
Pressure Sensitive Paint (PSP), has the potential to be of extreme value to commercial
airplane programs because of the impact of conventional surface pressure taps on wind
tunnel test cycle time.
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The Symposium was organized into 11 separate sessions of generally 3 to 4 papers. This
allowed good opportunity for discussion and reflection. The following tables summarize

these facts.



Session No. | No. Papers | Session Title [paper no.]

1 3 Overview Papers [1][2][3]
2 4 PIV [4](5][6][7]
3 3 DGV [8][9][10]
4 2 Special Topics (1) [11][12]
5 3 Molecular Diagnostics [13][14][15]
6 1 Special Topics (2) [16]
7 5 Holographic Interf [17][18][19][20][21]
8 6 Skin Friction [22][23][24][251[26][27]
9 4 PSP [281[291[30][[31]
10 3 Balance & Model Defl [32][33][34]
11 1 Special Topics (3), MEMS [35]
No. Papers | No. Sessions Session Numbers
1 2 6,11
2 1 4
3 4 1,3,5,10
4 2 2,9
5 1 1
6 1 8

Comments and observations pertaining to the individual papers are presented below in
the order of the sessions in which the papers were presented.

SESSION 1. OVERVIEW PAPERS.

Three invited papers were presented in this first session. The first

Paper 1, "Review of Optical Methods for Fluid Dynamics" presents a good and complete
description of optical velocimeters (LDV, PIV, DGV) and a useful summary of surface
reacting paints for pressure and temperature measurements.

Paper 2 is an informative summary of many varied activities underway at NASA Langley
Research Center, including focusing schlieren for wind tunnel installations and a unique
long distance in-flight application, various laser sheet visualization reactions,
velocimeters such as PIV and DGV, acoustic measurements with microphone arrays and
wind tunnel model deflections using Projected Moiré Interferometry. The ultimate
schlieren application, surely, must be the startling result of Weinstein in capturing the
shock wave system of a supersonic T-38 airplane at long distance in flight.

The third paper, "Measurement Techniques Developed for Cryogenic Field in T2
Transonic Wind Tunnel," is not so much a review paper on cryogenic methods as a report
of a few specific applications in the T2 wind tunnel. These are not necessarily of general
importance, as the T2 wind tunnel is rather unique, but they are interesting, nontheless. It
is fascinating to learn that naturally occurring ice particles in the cryogenic flow can be
useful as laser velocimeter scattering seeds.

T-3



T-4

The next two sessions, 2, 3 are devoted to flow field measurements using Particle Image
Velocimetry (PIV) [4][5][6][7] and Doppler Global Velocimetry (DGV) [8][9][10],
respectively. Session 4, labeled Special Topics, includes one paper on flow field
measurements with a fast traversing pressure probe[12].

SESSION 2, PARTICLE IMAGE VELOCIMETRY

Paper 4, "Development of PIV for Two and Three Component Velocity Measurements in
a Large Low Speed Wind Tunnel," and paper 5, "Application of PIV in the Large Low
Speed Facility of DNW," are similar in that they both focus on the practical aspects of
applying PIV to large industrial wind tunnels which is no small feat. Paper 4 provides a
lucid explanation of parallax error for 3-D measurements in a perpendicular cross-plane
and the process of Stereo-PIV correction. Both papers discuss the importance of
instantaneous flow field data capture in the context of unsteady flow properties.
Examples of turbulent separated flow are shown to illustrate the velocity field variability.

In paper 5 velocity data are presented showing large variability in the position of trailing
vortex features behind a high-lift flapped wing at a distance of 2 spans. In the experience
of this reviewer, such differences are unexpected. This behavior may be indicative of a
critical stability condition or vortex meander induced by unsteady onset flow rather than
ordinary turbulence.

Paper 6, "Analysis of Complex Flow Fields by Animation of PIV and High Resolution
Unsteady Pressure Data," describes a welcome attempt to develop useful data
presentation and visualization tools to accommodate the vast amount of flow field data
produced by these techniques.

Paper 7, "Recent Advances in Particle Image Velocimetry," is a interesting and
informative account of many of the detailed problems and techniques required in
implementing PIV in industrial wind tunnels. Sample data from a low speed 7-by-10-
foot wind tunnel are presented.

SESSION 3, DOPPLER GLOBAL VELOCIMETRY

It appears that DGV is somewhat of a competitor to PIV in that it is the only other
recognized technique in which an entire flow field is captured in one instant. It is also
sometimes claimed to be better suited for 3-D measurements.

Paper 8, "Recent Developments in Doppler Global Velocimetry," includes a frank
discussion of the problems and limitations of applying DGV in a large industrial wind
tunnel. The statement ". . . the [DGV] instrument described here is qualitative in nature."
is telling. As a qualitative flow field survey system, it is rather ineffective, in terms of the
great effort to achieve such modest results. Time will tell how practical the quantitative
potential of the method is in such wind tunnel settings.

Paper 9, "Planar Doppler Velocimetry for Large-Scale Wind Tunnel Testing," makes a
serious effort to estimate the potential performance of the method based on careful
analysis and small laboratory experiments. Many details of possible system refinements
are discussed.



The final paper in the DGV session, paper 10, unfortunately, was not available in an
English version nor is there an English abstract. The Symposium does provide
simultaneous French-English translation, but it is sometimes difficult to remain focused
on a technical presentation with the additional effort of listening to a translation.

Apparently the paper presents a discussion of the suitability of various laser wavelengths
for DGV.

SESSION 4, SPECIAL TOPICS (1)

Paper 11 on "Rainbow Thermometry", a technique to determine the temperature of
individual aerosols particles in a spray, examines the error effects of non-sphericity of the
particles.

One additional paper on flow field measurements, paper 12, "Airplane Flow Field
Measurements and the Flying Strut Traverser," was presented in this session. This is a
two-part report where the first relates recent experience in the use of fast traversing
pressure probe systems for quantitative measurements of airplane model wake properties
in industrial wind tunnels. The measurements provide detailed spatial distributions of
airplane model lift and drag with excellent agreement to the overall balance force
measurements. In addition to the total drag, the system can decompose the drag into
profile and induced drag components. The second part of the report describes the Flying
Strut Traverser, an aerodynamically trimmed and actuated system with the potential to
greatly simplify the application of pressure probe surveys to very large wind tunnels and
to in-flight settings.

SESSION 5. MOLECULAR DIAGNOSTIC TECHNIQUES

The three papers included in this session are all concerned with optical techniques for
high enthalpy, hypersonic flows and combustion. These typically have extremely short
run times and are very hostile to intrusive instrumentation.

Paper 13, "Molecular Diagnostics for Rarefied Flows," is an extensive review of point,
line-of-sight and imaging measurements using, 1. Rayleigh and Raman scattering, 2.
Electron Beam Fluorescence and 3. Coherent Anti-Stokes Raman Scattering. Application
examples from the ONERA F4 hot shot facility are presented.

Paper 14, "Rotational and Vibrational Temperatures and Density Measurements by
Coherent Anti-Stokes Raman Scattering in a Nonequilibrium Shock Layer Flow ," relates
CARS results in a nonequilibrium shock layer air flow induced by a two-dimensional
body. Results are compared to theoretical Navier-Stokes results with good agreement.

Paper 15, describes Planar Laser Induced NO-Fluorescence Spectroscopy experiments in
the L2K arc-heated high enthalpy facility.

SESSION 6, SPECIAL TOPICS (2)

This session includes only one paper, number 16, "Time Resolved Temperature
Measurements in Transonic Turbine Vane Wake Flows." The report describes use of a
special temperature and pressure sensor traversed through the wake of a transonic cascade
vane in a continuously running facility. The sensor response permits identification of
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high frequency periodic behavior associated with vortex shedding and unusual
temperature redistribution effects in the wake of cascade vanes.

SESSION 7. HOLOGRAPHIC INTERFEROMETRY

Paper 17, "Application of Optical and Interferometric Methods in Experimental
Aerodynamics,” describes many different techniques developed and employed at TsAGI,
Moscow in a range of aeronautical applications. These include clever adaptations of
classical shadowgraph, schlieren, and interferometer techniques and methods of video
photogrammetry for measuring shape and displacement of solid surfaces including a
system for measuring the aeroelastic deformation of a full scale helicopter rotor in a large
wind tunnel. The paper contains many images showing typical results.

Paper 18, "Recording and Processing of Interferograms by Spectral Characterization of
the Interferometric Chain," did not appear with English text nor abstract. Without having
participated in the presentation and simultaneous translation, this reviewer is hard pressed
to comment on the paper. It appears to present a study of circular cylinder wake shedding
by high-frame-rate photography of using a color coded interferometer readout system.

Paper 19, "Advances in Aerodynamic Holography," is an review of holographic systems
for a wide variety of applications. These include long-range holography, tomography,
resonance and real-time holography, and four wave mixing. These examples are largely
based on work performed at MetroLaser.

Paper 20, "Holographic and Tomographic Interferometry for the Study of Unsteady
Compressible Flows," is an account of 2-D projection holographic interferometer results
from a small supersonic wind tunnel and a nine-view 3-D tomographic interferometer
studying a small round jet with screech. The system employs a pulsed ruby laser
illumination system to freeze high frequency unsteady motion.

Paper 21, "Development of High Speed Interferometry Imaging and Analysis Techniques
for Compressible Dynamic Stall," describes a specialized apparatus to produce multiple
high quality interferograms for 2-D airfoil undergoing dynamic pitch motion in a air
stream at M=0.3. A unique optical configuration called Point Diffraction Imaging (PDI),
employs a pinhole as an optical mask which is produced in place by the illuminating
laser. A time series of up to 224 sequential images can be captured by film photography
at rates up to 40,000 frames per second. The results are impressive.

It is apparent from these papers that methods sometimes considered “classical” are far
from static and undergo continuous innovation and evolution. It is also apparent that
many of these developments applied to hypersonic, for example, might not be recognized
by persons working in low speed flow. The opportunity to expose all the Symposium
attendees to the entire range of applications may lead to serendipitous discovery.

SESSION 8. SKIN FRICTION MEASUREMENTS

The seven papers in this session constitute the most populous in the Symposium. That is
welcome, as one sometimes has the impression that skin friction is the forgotten stepchild
of aerodynamic parameters of interest, at least in the commercial airplane business. We




have never had a good way to measure it, so we learned to live without that information.
The results presented below suggest that may change soon.

Paper 22, "Wall-Shear Stress Measurement with IR-Thermography," provides a useful
summary of the skin friction problem and describes two new skin friction measurement
methods. The first is a small sensor built into the model surface with a heater and a
directional array of thermocouples. The other method employs a laser to momentarily
heat a spot on the model surface. An IR camera then images the heated spot from which
the time history of the temperature decay can be extracted. The advantage of the later
system is that nothing is installed in the model itself.

Paper 23, "Skin Friction Measurement and Transition Detection Techniques for the
Ludweig-Tubes at DLR," describes three different systems for facilities with short run
times, very high unit Reynolds number and cryogenic temperatures. The three basic
methods are oil film interferometer, heated thin films and thermocouples.

Paper 24, "Surface Forces Measurement of High Spatial and Temporal Resolution by
Means of Liquid Crystal Foils and Piezofoils," describes experience with sensors
intended for in-flight use at low speeds. The systems are: temperature responsive liquid
crystal material on an electrically heated graphite film, piezofoil sensor arrays and surface
hot film arrays. Despite the word "forces" in the title, the results presented are practically
limited to use as transition detectors. The liquid crystal foil technique employs a layer of
temperature sensitive encapsulated liquid crystal material applied over a thin sheet of
graphite which is electrically heated. Results from an in-flight experiments with a large
foil of 0.4-by-1.2-m dimensions on a laminar glove appear very effective. The visible
patterns sometimes include high spatial resolution details of crossflow transition streaks.
The piezofoil sensor is said to be very effective at responding to high frequency boundary
layer disturbances in natural transition and forces excitation.

Paper 25, " Application of Oil Film Interferometery Skin-Friction to Large Wind
Tunnels," is an engaging account of several demonstrations in production wind tunnels of
this very simple technique. A frank discussion of the productivity limitations due to the
one-shot nature of the measurements is presented.

Paper 26, "Visualization and Measurement of Surface Shear Stress Vector Distributions
Using Liquid Crystal Coating," demonstrates the possibility of quantitative areal shear
stress distribution measurements. The demonstration is limited to the case of circular jet
impinging on a flat plate at a non-perpendicular angle. The discussion includes a useful
review of the illumination and viewing requirements for detecting the color shift
parameters related to the shear stress.

Paper 27, "Shear Sensitive Liquid Crystals in Subsonic and Transonic Wind Tunnel
Testing," relates experience with liquid crystal coatings over a wide range of Mach
numbers in a typical industrial wind tunnel setting to observe multiple surface features
such as boundary layer transition, separation and reattachment, and shock wave position.
Satisfactory results were demonstrated in qualitative visualization of transition and
separation. Investigation of the prospects for quantitative measurement of boundary layer
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parameters by analysis of color concluded that the problem was too complex for
industrial wind tunnel applications.

SESSION 9. PRESSURE PAINT TECHNIQUES

The four papers presented in this session represent a good cross-section of the efforts
underway around the world in this important technology.

Paper 28, "Applications of Temperature- and Pressure-Sensitive Paints in
Aerodynamics," is a very effective review of most of the possible applications of this
important technology so far identified. The potential advantages of lifetime or phase-
shift measurements schemes are highlighted. The possibility of pressure paint application
in a cryogenic flow is mentioned with extremely low concentrations of oxygen.

Paper 29, "Study Result for the Application of Two-Component PSP Technology to
Aerodynamic Experiment," presents results of improved PSP technology to eliminate one
of the most troublesome aspects of the method, the need for static reference images. In
addition it was interesting to hear of this work from one of the originators of the basic
technology, Prof. A. Orlov. Results of an application to a large helicopter rotor at
forward speed are presented.

Paper 30, "Two-Component PSP Investigation on a Civil Aircraft Model in S2MA Wind
Tunnel,." presents very high quality results of a production PSP application in the
ONERA S2MA wind tunnel. A careful comparison with conventional pressure
instrumentation suggests that the technology is fully suitable for routine use in an
industrial production wind tunnel environment.

Paper 31, "Low-Speed Flow Studies Using the Pressure Sensitive Paint Technique,” is an
attempt to document the suitability of PSP for flow speed applications and to identify the
limiting factors in such applications. Acceptable results at speeds as low as 20m/s were
possible, but the potential source of errors are strongly dependent on so many
environmental factors that these findings are not generally applicable.

SESSION 10, BALANCE AND MODEL DEFORMATION MEASUREMENTS
These three papers return to the more mundane (but no less important) concerns of wind
tunnel testing technology. They are a useful reminder that incremental progress in
conventional technology is equally important as technology breakthroughs.

Paper 32, "Status of Internal Strain Gage Balance Development for Conventional and for
Cryogenic Wind Tunnels," relates the results of 12 years of improvement effort in
Germany for the design, fabrication and calibration of internal balances for cryogenic
wind tunnels. These efforts have relied on electron beam welding methods and the
development of automatic calibration apparatus. Application of these results to
conventional wind tunnel testing environments is an important outcome.

Paper 33, "Summary Report of the First International Symposium on Strain Gauge
Balances and Workshop on AoA/Model Deformation Measurement Techniques," is a
account of the syposium sponsored by NASA in October, 1996. The views of the nine
panel members are summarized and a short discussion of the papers presented are given
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in the separate topics of balance design and automatic calibration, mathematical modeling
and uncertainty analysis. A workshop on AoA and model deformation, immediately
following the balance symposium is briefly discussed. A list of paper titles and authors is
presented.

Paper 34, "Model Deformation Measurements at NASA Langley Research Center,"
describes the rationale for and the development of a video-photogrammetry system being
used in several NASA wind tunnel facilities. Examples from the 16-foot, UPWT 12-foot,
NTF, TDT, and 12-foot semi-span facilities are described. Another technology,
Projection Moiré Interferometry is briefly described.

SESSION XI, SPECIAL TOPICS (3)

The single paper in this session, and the final event of the Symposium, paper 35, "MEMS
Applications in Aerodynamic Measurements Technology," offers a fascinating,if not
teasing, view of future sensor technology using Micro-Electro-Mechanical-Sensor
methods. It is apparent that much of the promise of this technology is still far from
routinely practical.

OBSERVATIONS ON FLOW FIELD MEASUREMENTS

It is appropriate to make a few observations about the trends in industrial flow field
surveys, as exemplified by the papers in sessions 2 and 3. There is increasing recognition
that the flow field contains useful information that has not heretofore been properly
exploited. There may still be a poorly developed sense of what actual benefit can be
realized from the flow field data, however. There is also an almost universal presumption
that a measurement system offering instantaneous data capture with no physical probe in
the flow enjoys an obvious, if not overwhelming, advantage compared to a system
requiring data acquisition over a long time using a physical probe in the flow.

Clearly, for flows having a significant variability in time, and which might be critically
unstable to small disturbances, the above attributes might be essential. However, there
are a large class of aerodynamic flows, with significant economic importance, that do not
fall in that category. The productivity of an apparently conventional probe traverse
system can be vastly improved over past conventional practice. The results reported in
paper 12 show that a complete airplane wake survey has been accomplished in less than
20 minutes with the potential for further reductions by a factor or 2 or more. The data
acquired in such a survey, comprising nearly 50,000 individual measurement points, can
provide incredible detail of the spatial distributions of lift and drag and can provide a
separate measure of induced drag, which has never before been accomplished.

In almost all cases these flow fields are stationary and can be accurately characterized by
long time average measurements. Even though a physical probe located in the flow field
may produce a disturbance, our experience shows convincingly that the disturbance can
be nearly insignificant. In fact the traversing machinery is, by far, a more significant
disturbance than the actual probe. By careful design and integration with the wind tunnel
facility, minimal overall disturbance is possible.
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Furthermore, on the issue of intrusiveness, there are many ways to characterize it, besides
a physical presence in the flow. Cost and complexity are, in some cases, far more
important to the success of an experiment, than a small probe positioned in the flow.

A final point: velocimeters measure velocity. An aerodynamic flow field in the wake of a
vehicle cannot be completely characterized by distributions of velocity components
alone. The local total pressure in the wake must also be measured if there is to be a
determination of the profile drag. In addition to quantitative measurements, the size,
shape and character of the wake, defined as the area of reduced total pressure behind an
airplane, can be an extremely graphic qualitative indicator of many important aspects of
aerodynamic flows.
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ABSTRACT

There are many methods for measuring the velocity, pressure
and temperature characteristics of the flows around solid
bodies and this paper considers their relative advantages with
special consideration of the needs of wind tunnels. The
emphasis is on optical techniques for which brief descriptions
of the principles and requirements are provided together with
an indication of applications and their findings.

1. INTRODUCTION

The descriptions and discussion which follow apply to all
forms of external acrodynamics though they focus more
closely on the requirements of aircraft and, in particular, of
model testing. It can be difficult and expensive to make
accurate measurements in flight so that improvements in drag
performance are often judged on fuel consumption over a very
long flight and in high-lift performance by flight tests with
angle of attack close to stall and consequent risk. Exceptions
include the use of tufts and dyes, as described for example in
references 27 and 49, and the more recent use of laser-Doppler
velocimetry, reference S51; the former are necessarily
qualitative and the latter still at the development stage though
with excellent possibilities. In both cases, a priori knowledge
of the flow region of importance is essential and may be
acquired from computations or from model tests or some
combination of the two.

Models are manufactured to scales which allow more
convenient examination than the real vehicle which, in the
case of aircraft and flight, invariably means smaller and within
a wind tunnel. The related problems of scaling are well known
though solutions are less readily available. Transition occurs at
a similar physical distance in model and reality but the
corresponding chord Reynolds number may be different by
factors of more than ten so that physical knowledge is required
and is not always sufficiently accurate to ensure proper
scaling. Further information is available in many previous
contributions including those of references 84 and 85.

In general, it is much easier to measure the flow around a
model in a wind tunnel than over a vehicle in flight. Thus, for
example, the Pitot tubes of flight are generally stationary
whereas those in a wind tunnel are usually readily translated;
and the laser-Doppler anemometer of reference 51 had to
measure in a predetermined region whereas those of wind
tunnels are, at least in principle, limited only by optical access.
The extrapolation from wind tunnel to flight is not, however, a

simple matter with implications for tunnel and model’

arrangements and for the ability to correctly simulate
transition and separation. This topic is not considered here but
remains of fundamental importance and with imperfect
resolution so that skill is often required to interpret wind-
tunnel measurements. It is important to remember that static

pressure holes, thermocouples, Pitot tubes and even hot-wire .

systems are much cheaper to obtain or fabricate, and easier to
use, than the optical techniques considered here.

The methods considered here for the measurement of pressure
and temperature require that the surface be coated with
material which is sensitive to the property to be measured and
that it can be viewed conveniently by a camera or cameras.
This is likely to be easier to achieve in small wind tunnels.
Also, it is desirable that the measurements be achieved at the
same time as other measurements so that interference with
other techniques, for example, the use of a pressure-tube rake,
erosion or chemical interactions as a consequence of the flow,
the tunnel pressure, droplets or particles have to be avoided.

It is useful to consider the requirements and possible
advantages of the optical methods for the measurement of
local velocity, namely laser-Doppler, particle-image and
Doppler-global velocimetry, in a general way prior to the
more detailed discussions of the chapters. Optical access is
required for all opticah methods and, for velocity
measurements, this means for transmitted light beams and the
observation of a measuring volume which may be a local
region as for the first or a light shect for the second and third.
The lasers involve sufficient power to require the imposition
of safety requirements as does the seeding material which the
three techniques require to scatter light. The first method is in
contrast with the second and third in that it measures on-line
and discontinuous signals as a function of time at one local
region with a measurement duration which depends on the
concentration of droplets or particles; measurements at
additional locations require that the measuring volume be
moved. Particle-imaging and Doppler-global velocimetry
observe a region of a light sheet which may be small or large,
and is generally large for application to wind tunnels where an
overview of the flow is required; as a consequence, the
requirements of signal-processing instrumentation may be
expected to be more extensive in terms of storage and speed of
data transfer so that real-time information is more difficult to
obtain. These light-sheet techniques are themselves different
in that the former is based on observation of the movement of
discrete droplets or particles and the latter on the movement of
an ensemble of particles in the measurement region associated
with each of an array of detectors, so that, the discrete phase
for the second method may consist of higher concentrations of
smaller sizes.

The purposes of the paper are to describe and appraise
methods for the measurement of the important characteristics
of external aerodynamic flows. The emphasis is on optical
methods and comments on non-optical methods are included
for completeness and to provide a more traditional base
against which to evaluate the more modern optical methods.
The descriptions and discussions have been prepared with
reference to the application of the techniques on and around
models in wind tunnels. It should be remembered, however,
that wind tunnels have been in operation for many years and
with instrumentation other than that based on optical methods.
The measurement of drag still remains a main purpose of
many wind-tunnel experiments so that the improvement of
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drag-count accuracy has priority in many cases. Similarly,
information from flow visualisation together with velocities
from total-head probes and wall static pressure taps, are often
sufficient for the acrodynamic designer

Of course, measurements are also required in liquid and in
internal flows and the techniques reviewed here may also be
applicable though with some different requirements. Optical
access is required for the successful application of optical
methods and may present special difficulties for some internal
flows. Similarly, their application in liquid flows requires a
transparent liquid and may involve problems associated with
liquid and solid materials with different refractive indices.
Also, the requirement for seeding is likely to be different since
the number density of naturally-occurring particles may be
larger in liquid than in air and the frequency range of turbulent
fluctuations may be smaller by an order of magnitude or more.

Review papers reflect the experience and interests of the
authors and are invariably conducted with a background of
other reviews. Some of these previous reviews are introduced
in the later sections of this paper. In addition, the reader is
referred to the references 5,33,40 and 67 for recent reviews
which encompass some of the topics considered here.

The paper has been prepared in two main sections, following
this introduction. These sections consider surface methods for
pressure and temperature and velocimetry techniques for local
and free stream velocity characteristics. In each case, these
chapters include brief descriptions of the techniques, a review
of their application in wind tunnels and, where appropriate,
comments on non-optical alternatives. The paper ends with a
summary of the more important conclusions.

2. SURFACE TECHNIQUES

2.1 Surface pressure

The simplest way to measure surface pressure is to make use
of holes normal to the surface and connected to pressure
transducers. The design of the holes has been considered, for
example, in Livesey et al (1962) to which the reader is
referred for further information and it should be noted that
there can be uncertainties associated with the holes, the
orientation of the flow with respect to the body, the
transmission of the pressure information, the transducer and
the instrumentation which follows. It is also possible to
measure surface pressure by observation of pressure-sensitive
paint (PSP) and this topic is considered in the following
paragraphs.

The method is based on the relationship between the intensity
of the fluorescence signal from a coated surface or on the rate
of decay of the fluorescence signal, to the static pressure at the
surface and can be measured by photosensitive devices. The
surface or model under investigation is usually coated with a
layer of a photoluminescent medium suspended in a
permeable adhesive binder, illuminated at a wavelength which
causes fluorescence and observed by a camera. The potential
advantage is that the pressure distribution over the surface can
be recorded without the need for holes in the model whilst
limitations may include the sensitivity of the method, optical
access within wind tunnels and interference from other
techniques including the particle or droplet-based Doppler
methods for velocity measurement. Nevertheless, the method
has been applied with success to wind tunnel models by
Dowgwillo (1996) and to flight tests, Abbitt et al (1996). In
most cases, steady state pressure has been measured but the
response of the PSP to pressure fluctuations has also been
examined, for example by Baron et al (1993) and Carroll et al
(1996). The majority of the work reported has been carried out

in the aircraft industry and hence is concerned with the study
of pressure distributions on aircraft models. Applications to
the automotive and power industries have been considered by
Burns and Sullivan (1995).

Basic principles

The sensitivity of luminescent materials to pressure has been
known for many years, for example Kautsky (1939), and an
early application to flow visualisation has been described by
Peterson and Fitzgerald (1980). More quantitative
measurements have been described by Ardasheva et al (1985)
and Bukov et al (1992) and applications to acrodynamics have
followed with emphasis on the measurement of intensity, the
so-called radiometric method, and more recently on the
fluorescence lifetime method. The two approaches are
considered briefly in the following paragraphs and both
depend on the Stern-Volmer relationship between intensity
and pressure, that is: '
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where 1 is the luminescent intensity of the paint, Iy is the
luminescent intensity in the absence of oxygen quenching, 7 is
the time constant of the emission decay, 1o is the time constant
in the absence of oxygen, K is the Stern Volmer quenching
constant and c is the concentration of the quenching material.

Radiometric mode

An experimental arrangement for the measurement of intensity
is shown in figure 1 and comprises a light source to illuminate
the surface, an arrangement of lenses and a camera to record
an image of the surface and a computer to process the results.
If the concentration, c, is linearly dependent on pressure, then
the Stern-Volmer relation for the radiative mode can be
written as:
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where p is the local pressure. I; is not known but using an
image recorded at a known reference pressure, it can be
cancelled out and the pressure field can be determined. In
wind-tunnel applications, the reference image is usually
obtained in the absence of the airflow and is referred to as the
wind-off image.

The illumination source depends on the experimental
conditions and on the particular form of PSP but is usually
blue or ultra-violet and examples include a low voltage
tungsten halogen lamp by Dowgwillo et al (1996), a mercury
vapour lamp by McLachlan et al (1995)), a CW argon ion
laser by Morris et al (1993)) and a pulsed Nd:YAG laser by
Davis et al (1997). It should also be noted that that PSP can
undergo photodegredation at a rate which is proportional to
illumination intensity so that high energy lasers sources must
be used with caution, McLachlan and Bell (1995). The image
recording system usually includes a filter to ensure than only
the PSP emission is recorded and CCD cameras are usual,
with best precision achieved by using a scientific grade,
cooled CCD camera with a slow readout ratc and 16 bit
resolution.

Limitations of the radiometric technique in wind tunnels
include model movement and distortion, temperature
variations, interference from other measuring methods and the
response of the PSP’s to pressure fluctuations. The

normalising procedure used to cancel Iy requires an intensity
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The frequency doubled Nd:YAG laser offers particular
benefits in that it can produce pulses of visible light (532nm)
with energies of up to 500mJ and pulse duration’s of around
10ns. The pulse repetition rate of a single laser is typically
20Hz and it is customary to operate two lasers in tandem
thereby producing a train of double pulses at a frequency of
20Hz with an almost infinite range of pulse separations. This
approach is well suited to situations were a single double
exposure image or a series of un-correlated double exposure
images is required. If transient-flow phenomena are to be
characterised, a rapid sequence of frames is required and a
copper-vapour laser can be preferable since it has a repetition
rate of the order of 20 kHz, but with a pulse energy of the
order of 10mJ so that larger seeding particles may be required.

Image Capture

Photographic emulsion and CCD arrays can both be used to
capture images. CCD’s have much to commend them: they
can be sensitive and so enable the light scattered from very
small particles to be detected and they allow direct transfer to
a computer for processing. Their spatial resolution is,
however, limited with 512 x 512 elements a common matrix
and the area investigated is less than that which can be viewed
using high resolution photographic emulsions.

Photographic emulsion is favoured in many investigations and
has the advantages of wide dynamic range and good spatial
resolution with 200 lines per millimetre common in
commercial film. This approach is comparatively cheap and
sequences of images can be recorded with high-speed cine
cameras as by Lin and Rockwell (1994) and Oakley et al
(1996). The major drawback is the time taken for film
processing and the subsequent interpretation.

Signal processing

PIV data consists of either multiple exposure images or a
sequence of single exposure images. If these are recorded
using a CCD camera they may be down loaded directly to a
PC in digital format for processing. If the images are recorded
photographically they must interrogated by some means,
dependent on the processing technique, to extract particle
image data and vectors.

The processing depends on the number density of droplets or
particles achieved. For very low seeding densities particle
tracking may be used with images paired to form velocity
vectors as by Cenedese and Paglialunga (1990), Hassan and
Canaan (1991), Heyes and Turner (1992), Okamoto et al
(1995), Siu, Taylor and Whitelaw (1996) and Gui and
Merzkirch (1996). With increasing particle number density,
this approach becomes time consuming and the alternative is
to divide the image into a number of sub images referred to as
interrogation regions sized so that it may be assumed that the
velocity within each region is constant (see figure 7). A spatial
correlation of each interrogation region can then be used to
detect the particle image displacement. The correlation may be
an auto-correlation, used for multiple exposure images, or a
cross-correlation, used for frame sequence images. The
maximum peak in the correlation indicates the most
commonly occurring particle image displacement and
therefore describes the velocity vector associated with the
interrogation region. This correlation procedure is repeated for
each interrogation region so that velocity vectors may be
obtained throughout the image plane.

The reliability of the auto-correlation method is dependent on
the number of particle image pairs per interrogation region,
the size of the particle images and of interrogation region and
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the velocity gradient within each interrogation region and
these factors have been investigated, for example by Keane
and Adrian (1990) and Lawson (1994). The amplitude of the
maximum in the auto-correlation depends on the number of
particle image pairs and, by defining a minimum acceptable
signal to noise ratio, Keane (1990) showed that a minimum of
10 vectors are required in each interrogation region. Between
exposures particles may move into or out of the interrogation
region in both the in-plane and out-of-plane directions. This
results in unpaired particle images generating noise in the
correlation plane and impeding detection of the signal peak.
The interval between exposures, the thickness of the light
sheet and the size of the interrogation region may all be used
to control this source of error. Keane has suggested that these
variables should be chosen to ensure that the particle
displacement represents no more that 30% of the dimensions
of the interrogation region in the in-plane direction and no
more than 30% of the thickness of the light sheet in the out-of-
plane direction. It should also be noted that there is a lower
limit on the displacement that can be measured due to the zero
displacement peak in the auto-correlation plane. Velocity
gradients within the interrogation region reduce the height and
increase the width of the correlation peak. To combat this
Keane has suggested that the particle displacements should
vary by no more than one particle image diameter across the
interrogation region.

A number of ways of implementing the auto-correlation
processing technique have been developed. The earliest is the
Young’s fringe method. Here a photographic multiple
exposure image is interrogated with an un-expanded laser
beam each interrogation region being illuminated in turn. Pairs
of particle images behave like double slits and a fringe pattern
is generated the spacing and orientation of the fringes
corresponding to the magnitude and orientation of the particle
displacement in the interrogation region.

It is normal practise to record an image of the fringe pattern
using a video camera and to process this image by taking a 2-
D Fourier transform of the fringes thereby revealing the auto-
correlation function. In the early days of PIV low speed
computers made this approach time consuming and to combat
this, an entirely optical processing technique of interrogating
the fringe pattern was developed (Mao et al (1996) and
Jackobson et al (1992). However, today, with the advent of
high speed desktop computers, a direct imaging method has
become the most common way of processing multiple
exposure PIV images. Here, cither, the PIV image is
illuminated with an incoherent white light source and an
image of each interrogation region recorded in sequence using
a scanning CCD video camera or, the entire image is digitised
using a frame scanner and interrogation regions defined
digitally thereafier. In both methods the image data is passed
to a computer for processing. A two dimensional auto-
correlation is calculated by means of FFT’s. This process is
computationally intensive but relatively speedy due to modern
computer power enabling an image which would have
previously taken several hours to process to be processed in
several minutes. A similar approach can also be used for
processing if images of the flow are directly recorded by a
CCD camera. This removes the wet processing and image
scanning stages and thereby offers the potential for high speed
and perhaps even on-line data processing.

Some of the performance limitations of the auto-correlation
technique, discussed above, can be relaxed if single exposure
images are to be processed since, here, the cross-correlation
approach can be adopted.
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Cross-correlation does not generate a zero order peak in the
correlation plane. This has a number of advantages. It allows
lower velocities to be measured and hence, adhering to the
30% displacement rule, enables smaller interrogation regions
with commensurately greater spatial resolution to be used, By
similar reasoning processing also becomes less sensitive to
out-of-plane motion and velocity gradients.

Directional ambiguity

Two images of a particle can provide a two-dimensional
vector and the direction of flow provided that the time order of
the images is known. Image coding techniques can enable
time order to be established and various methods have been
suggested. Marko and Rimai (1985) used variable pulse
duration’s to create images as a series of dots and dashes but
processing is problematic. Gharib et al (1985) used
phosphorescent particles which produced a bright images
followed by decaying streaks but, again, post-processing was
required to determine direction. Farrugia et al (1995) preferred
a three-pulse sequence which also required specialised
processing but here a triple-correlation algorithm was
developed to extract vectors and direction automatically.

Reeves et al (1995) described a polarisation sensitive mask
which enabled the light scattered by particles from each pulse
to be distinguished. A pockel cell was used to give successive
laser pulses orthogonal polarisation. The mask enabled the
scattered light from each pulse to be differently spatially
filtered so that orthogonal fringes were superimposed on the
particle images. Digital filtering then separated the exposures
to allow cross correlation processing. Successive images may
also be colour coded as by Stefanini (1992) with a
combination of a CW argon ion laser and a ruby pulsed laser.
Copper vapour lasers with their dual wavelength output can be
used to achieve the same result.

Where the time-record of images is not known, it is necessary
to make use of shifling methods similar to those described
earlier in connection with laser-Doppler velocimetry. In the
case of PIV, it is necessary to shift the image as described, for
example by Adrian (1986) and shown in figure 8. A shift is
applied to the particle images so that the vectors are in the
same direction and the known shift is subtracted by the
computer to provide the true vectors complete with their
direction. The size of the shift applied must be greater than the
maximum reverse flow velocity and sufficient to ensure a non-
zero vectors.

Methods of image shifting have been reported by several
authors. Wormell and Sopchak (1993) developed a system
with a high resolution CCD camera to record double exposure
PIV images and electronically moved the first image across
the CCD chip by up to 16 pixels in a time interval of less than
150 ms. Landreth and Adrian (1988), Lourenco (1993) and
Molezzi and Dutton (1993) makes use of the beam-steering
characteristics of bi-refringent crystals so that successive laser
pulses experienced different deflections as they passes through
the crystal. Raffel and Kompenhans (1995) preferred the use
of a rotating mirror in front of the camera which was able to
apply image shifts up to 500 m/s.

Applications

Many applications of PIV have been described and most seem
to be demonstrations of the method rather than its use to
determine new information of fluid mechanics and this reflects
the relative newness of the method. Recent examples include
those of Liu et al (1996) who used a stereoscopic PIV to
investigate a turbulent boundary layer, Bryanston-Cross et al

(1991) who applied PIV to the flow in a transonic annular
turbine cascade, Reeves et al (1996) who reported
measurements in a firing internal combustion engine and
Lawson et al (1994) who examined the flow through a normal
shockwave in a de Laval nozzle. An excellent review has been
provided by Adrian (1991) and, together with co-authors, he
has made useful contributions to fluid mechanics. In the
comments which follow, applications of PIV to acrodynamic
studies primarily in wind tunnels are described and it should
be noted that they also tend to be demonstrative with little new
knowledge of fluid mechanics. There is also a tendency to
provide limited information of seeding densities, and few
substantiated estimates of the ability of seeding material to
follow the flow.

Shih et al (1995) report the study of leading and trailing edge
flows on a pitching airfoil (NACA 0012) in a water filled
towing tank. Towing speed was varied from 5-25cm/s giving
chord Reynolds numbers in the range 5000 to 25000. Seeding
particles were commercial metallic coated particles of
diameter 11um and a specific gravity of 2.6, illumination was
provided by a CW argon ion laser beam reflected from a
rotating polygonal mirror. Images were recorded
photographically with image shifting being employed to
resolve directional ambiguity. Processing was by the Young’s
fringe method and calibration showed that an uncertainty of
1.5% was present in the velocity measurements. Instantancous
velocity and vorticity fields were obtained but no cycle
resolved data was recorded. At the leading edge primary
separation, interaction of the primary vortex with the reversed
boundary layer and subsequent secondary separation were
observed.

Wernet et al (1996) describe an investigation of the dynamic
stall vortex on a pitching airfoil placed in a low speed wind
tunnel with a freestream velocity of 28m/s and pitched up and
down at a frequency of 6.67 Hz. The tunnel was locally seeded
with olive oil droplets of diameter 1um using several Laskin
nozzles. Double exposure PIV images were recorded
photographically, illumination was provided by a dual
oscillator Nd:YAG laser and a rotating mirror image shifting
mechanism was employed. Image processing was by the
Young’s fringe method and typically 3000 vectors were
extracted per image. Images were recorded at a rate of about
1Hz so that a cycle resolved image sequence could not be
obtained. Good agreement was seen between experimental
data and a numerical prediction of the flow field although
cycle to cycle variations of the flow were observed.

Horner et al (1996) investigated blade vortex interaction to
simulate the interaction of a rotorcraft blade with the tip
vortex from a proceeding blade. A rotating NACA 0015 airfoil
section of chord 0.149m and radius 0.94m was placed in a low
speed wind tunnel with a free stream velocity of 47 m/s and
rotated to give a tip speed of 59m/s. A vortex generator was
place upstream of the rotor to generate a vortex whose axis
coincided with that of the tunnel. PIV measurements were
made in a cross sectional plane at 90° to the free stream. The
tunnel was seeded with 20um micro-balloons with an average
specific gravity of 0.06 and illumination was provided by a
pulsed ruby laser. Images were recorded photographically
using a 35mm camera and a triple pulse sequence with varying
pulse separation was used to code the images and provide
directional information. Processing appears to have been by a
particle tracking method since actual particle image pairs were
identified. The processing technique used took up to two hours
per image and hence only selected images were processed.
This study provided quantified flow visualisation of the




splitting of the imposed vortex for head on collisions and
enabled secondary vortex generation to be observed and its
effect studied.

Willert et al (1996) reported the use of high speed video and
high resolution CCD imaging systems. Both systems allowed
single exposure image pairs to be recorded and hence cross-
correlation processing. The purpose built high speed system
allowed a minimum exposure time of 0.8 ms and a minimum
image separation of 0.8 ms and was demonstrated in a free jet
at some 60 m/s with seeding by olive-oil droplets of 1um
diameter, an imaged area of 45 mm by 30 mm and velocity
uncertainties of around 0.4 m/s. The high resolution system
included a 1000 by 1000 pixel interline transfer camera which
allowed image separation to 1 ps and a continuous sequence
of images to recorded at a frame rate of 15 Hz. It was used to
study tip vortices from helicopter rotor blades in a wind tunnel
with free stream velocities of up to 31m/s, a working section
of 6 x 8 m and an imaged area of 65 x 65 mm. The freestream
velocity was nearly perpendicular to the light sheet and
uncertainties in the in-plane velocities were large. In this
study vectors were observed within 30 seconds of image
capture so that during the test the camera could be relocated to
view several areas and concentrate of regions of particular
interest.

Stewart et al (1996) examined the wake behind a 1/8" scale
model car and the flow over a swept wing ina 3 x 1.5 m low
speed wind tunnel with a pulsed ruby laser and seeding by an
oil smoke generator. Double exposure photographic images
were recorded and image shifting by a rotating mirror allowed
the determination of the flow direction. A two camera
stereoscopic imaging system was developed primarily to
remove parallax errors but which also enabled through-plane
velocity components to be measured. In both studies the light
sheet was oriented at 90° to the freestream but the out-of-plane
motion was less than 30%. Significant differences were noted
between the instantaneous car wake flow and that obtained by
point measurement using a split film probe. The instantaneous
flow consisted of a random series of vortices whilst the flow
field obtained with the probe showed a single large scale
vortex. However, by averaging 10 instantaneous PIV vector
fields qualitative agreement between the PIV and probe
measurements was observed.

Bryanston-Cross et al (1995) examined transonic flow in the
wing-pylon region of a 5.7% scale model of a wing and engine
combination in a 2.74 x 2.44 m transonic tunnel. Seeding was
with polystyrene spheres of 0.5um diameter and a CCD
camera was used to collect double exposure images without
image shifting. The imaged area was 25 x 25 mm and 16 co-
planar images were summed so that an area of 0.1 x 0.1m was
examined. The light sheet was oriented parallel to the
freestream, the seeding was sparse so that a particle-tracking
algorithm was used, and velocities in excess of 300 m/s were
measured with an uncertainty of £2% and the existence of a
cross flow shock was detected.

3.5 Doppler global velocimetry

Doppler global velocimetry (DGV) allows flow velocities to
be obtained by measuring the Doppler shift in the frequency of
light scattered by seeding particles suspended in a flow and
illuminated by a laser light sheet. The principle is similar to
that of LDV technique and one of the common features is that
the frequency shifts generated by the flow velocities are
usually too small to be measured directly. With LDV, this
problem can be overcome by heterodyning the Doppler shifted
scattered light with unshifted light or with light scattered
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through a different angle and with DGV, the Doppler shifted,
scattered light is collected through a spectroscopic cell. If the
laser frequency is centred on an absorption line of the material
in the cell and has a bandwidth less than the width of the
absorption line, changes in frequency due to Doppler shift will
cause a change in transmission. Therefore, if an image is
formed of the light sheet, frequency variations will be
manifest as variations in the intensity of the image so that,
with appropriate calibration information, velocity may be
calculated throughout the illuminated region.

There are many substances with absorption lines in the visible
part of the electromagnetic spectrum and that chosen for DGV
has usually been iodine vapour, partly because its absorption
spectrum is well known, see for example, Gerstenkorn and
Luc (1979). lodine vapour has also been used to stabilise the
frequency of lasers including the Argon-ion laser, as by Camy
(1977) and Chebotayev (1990), and the Nd:YAG laser, as by
Arie (1993) and both are suitable lasers for DGV.

The layout of a simple DGV measuring system is shown in
figure 9 with a CCD video camera to record an image of the
light sheet. In theory the image should exhibit intensity
variations which correspond to velocity variations in the flow
but the intensity of the image also varies as a result of local
variations in the seeding density and in intensity across the
light sheet. Thus, a second unfiltered image of the light sheet
is recorded by a separate camera and is used to normalise the
filtered image so that, in the absence of extraneous scattered
light from nearby surfaces, the intensity variations are a
function of velocity only.

The magnitude of the Doppler shift depends on the flow
velocity and on the scattering and illumination directions
according to the following expression:

Ay = vofé—f!V

c

where o and i are unit vectors in the scattering and
illumination directions respectively, V is the velocity vector, ¢
is the speed of light and v, is the frequency of the illuminating
radiation. With this arrangement a single characteristic
velocity component V' in a direction at ninety degrees to the
bisector of the scattering and illuminating directions is
measured. Figure 10 shows the relative orientation of the
illumination, scattering and measured velocity vectors
respectively, it can be considered as a plan view of the system
in figure 9. From this it is clear that the technique may be
extended to measure three velocity components with a single
collector and three differently oriented light sheets or, more
probably, with a single light sheet and three collectors
arranged to measure different velocity component.

The main features of the method and the potential advantages
include simultaneous measurements of velocities throughout
the illuminated plane. The absorption line filter can
discriminate between increases and decreases in frequency so
that flow direction is automatically detected. Even with low
resolution cameras, each image might typically contain
250,000 velocity vectors. There is no need to resolve the
individual particle images so that, provided the density of the
discrete phase is sufficient, large areas of the flow can be
imaged and object distances of the order of 10m can be used.
Also, extension to measure of three velocity components is
comparatively simple in principle although problems
associated with equal precision of the three components
remain, as mentioned in connection with laser-Doppler
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velocimetry.

In the remainder of this section, the components of an
instrument are considered together with the important choices.
Previous applications are then considered and relative
advantages highlighted. The section concludes with a brief
discussion of the prospects for DGV for commercial wind
tunnels.

Absorption Line Filter

The arrangement of a typical iodine vapour filter consists of
iodine crystals in a glass cell that has been evacuated and
sealed. Sublimation results in the formation of iodine vapour
whilst solid crystals form in the coldest region of the cell. By
providing a cold finger at a temperature below that of the main
body of the cell, it can be ensured that no crystals form in the
main body and particularly on the windows. The vapour
pressure within the cell, and hence the level of absorption, are
controlled by varying the temperature of the cold finger and
the accuracy of measured velocities depends on this control
.Large variations in the body temperature can also change the
absorption characteristics by Doppler broadening and, again,
temperature  control is required. The transmission
characteristics are a functions of the optical depth defined as
the product of the path length through the cell and the number
density of the iodine vapour. Increase in the optical depth
increases the slope of the absorption line and hence resolution
is improved, although the level of non-resonant background
absorption also increases with number density which
decreases dynamic range. Hence choice of cell design and
operating parameters is a compromise for a particular optical
depth; a large cell with a long path length provides good
dynamic range or alternatively a cell with high number density
can be compact but with reduced dynamic range. Most
researchers have adopted the latter approach with a typical cell
length of S0mm though McKenzie (1996) recommended a cell
length of 150mm and a stem temperature of 40°C.

The light sheet is imaged through the cell and the windows
should be of good optical quality. They may be diffusion
bonded onto the tube forming the cell body although Morrison
(1995) suggested that this can lead to distortion. A better
approach may be to glue the windows to the ends of the tube.
Care is required to ensure that the iodine vapour does not
break down the seal material and Morrison has recommended
the use of silicon-based adhesives. An additional advantage of
this approach is that anti-reflection coatings may be applied. A
more detailed review of the features and properties of iodine
vapour can be found in Chan et al (1995).

Laser Light Source

By considering the features and potential advantages discussed
above, it is clear that the light source should meet particular
requirements. It should operate at a frequency corresponding
to the absorption line of the absorber, usually iodine, and
should provide sufficient power to enable the light scattered
from small seceding particles to be detected. Also, it should
enable very short duration exposures so that near-
instantaneous velocities can be measured and provide a rapid
sequence of images to be recorded so that time-varying flows
can be characterised.

The argon ion CW laser and the Nd:YAG pulsed laser have
been used for most applications, in part due to availability.
Neither offers all the features listed above and the choice is,
again, a compromise. The 514.5nm line of an Argon ion laser
lies conveniently close to the P(13)/R(15) line of iodine and
single-frequency operation can be achieved readily by an

intra-cavity etalon which restricts the output to a single
longitudinal cavity mode with a line width of about 2MHz
This does not guarantee absolute frequency stability since both
the etalon and the laser cavity are susceptible to thermal
expansion but the possible consequences of frequency drift
and mode hopping can be overcome by feedback control of
the length of the laser cavity using iodine vapour as an
absolute frequency reference, Chebotayev (1990). The main
drawback of argon ion lasers is their limited power output
with maximum values around 4W in single-mode operation,
and this limits the dimensions of flow areas to be investigated.

The pulsed, frequency doubled, Nd:YAG laser produces
pulses with duration of around 10ns so that a frozen, near-
instantaneous image of high-speed flows is possible with pulse
energies up to 500mJ so that very small seeding particles can
be imaged. One drawback is the pulse repetition rate which is
usually less than 100Hz and implies that many unsteady flows
cannot be resolved.

Single frequency operation is achieved by injection seeding
using a diode pumped CW Nd:YAG with its beam introduced
into the cavity of the host pulsed laser. The high reflector of
the host is mounted on a piezoelectric drive and the cavity
length is tuned to match the frequency of the seed laser to
provide a single frequency corresponding to that of the seed
laser. Although it is claimed that this system produces single
frequency output for >99% of the output pulses, McKenzie
(1996) has reported that the output frequency is randomly
modulated by approximately £+10MHz and that frequency drift
of up to 10MHz/min can occur. Thus frequency stability
cannot be guaranteed and it is necessary to monitor the laser
output frequency of each pulse if accurate velocity
measurements are to be made. Hence four signals have to be
measured corresponding to the filtered and unfiltered Doppler
shifted light to detect frequency variations due to flow velocity
and filtered and unfiltered unshifted light to enable a laser
frequency datum to be obtained and allow velocities to be
calculated.

Data recording and processing .

Scattered light is collected by means of a CCD video camera.
Such cameras have a response to changes in light intensity that
is intrinsically linear and high quantum efficiency to allow
faint images to be detected. A typical camera contains 512 by
512 individual CCD elements making it possible to obtain
262144 vectors from a single exposure. Furthermore, a wide
range of relatively cheap CCD-based cameras are available.
Dark-current noise and photon statistics can limit the accuracy
of measurement. The use of a scientific grade cooled chip can
improve matters and McKenzie has also suggested the use of a
16 bit CCD camera to improve resolution. He estimates that a
Doppler shift resolution of 2MHz, corresponding to 1.5m/s
(for a typical set-up) can realistically be expected.

Processing a DGV image involves calculating a transmission
level for each element and using this to calculate a velocity
vector for the corresponding region of the flow using the
known iodine vapour transmission characteristics. This
requires comparison of the filter and unfiltered images on a
pixel-by-pixel basis, a process known as image normalising. It
is important that the two images are recorded at the same
maghnification by both cameras and that correct alignment be
established between an element containing a given part of the
image on each camera. The problems of this alignment are
exacerbated by non-orthogonal viewing angles. The steps
required to overcome such problems and achieve accurate
image registration, as discussed by Meyers (1996).



Principle sources of uncertainty

In addition to the CCD noise sources discussed above the
principal source of error to which the DGV technique is
susceptible is surface scatter. Nearby surfaces either windows,
walls or model surfaces will scatter light which will contribute
to both the filtered and unfiltered images. Since this light will
not undergo any frequency shift it will produce a bias in the
velocity data obtained. The effect can be minimised by taking
a reference image of only surface scatter and subtracting it
from all subsequent data images. However, this approach can
never be wholly effective since in the presence of seeding
different surface scatter conditions will exist. This problem is
likely to be greatest for measurements close to model surfaces
and to date the authors are unaware of any attempt to quantify
the accuracy of the DGV in the vicinity of a surface.

Applications

The technique is relatively new and most research has been
concerned with developments and laboratory demonstrations,
for example Komine et al (1991), Thorpe et al ( 1994, 1995 &
1996) Ford and Tatum (1996), Chan et al (1995 & 1995) and
McKenzie (1996).

Wind tunnel applications have been reported by Meyers et al
(1991, 1993, 1994 & 1996) although these too have been
demonstrative. Nevertheless Meyers (1991) has examined
vortical flow over a delta wing in a wind tunnel setting and the
results reveal unsteady surging of the vortical flow, although
the accuracy of the measurements is not discussed. Thus, at
worst, the technique provides useful semi-quantitative
visualisation in the plane orthogonal to the flow. The
laboratory investigations of McKenzie (1996) suggest that
quantitative velocities can be measured within £2m/s in many
cases.

Meyers (1996) reported measurements of three components of
velocity in a high temperature jet at 500m/s, in a wing tip
vortex on a model in a 30 x 60 f# wind tunnel and in the entry
flow for a helicopter tail rotor on a model within a 14 x 22 ft
low speed wind tunnel. The object distances extended to 18m
and velocities were measured with uncertainty of better than
+2m/s. Difficulties included misalignment of the receiving
optics for the three components, uncertainties in sparsely
seeded regions and temperature instability of the iodine cell.
Replacement of the argon laser by a pulsed Nd:YAG laser and
the use of a 10 bit video camera is expected to improve
resolution and the temperature stabilisation of the iodine cell
can and will be improved.

4. SUMMARY

Wind tunnels have been in operation for many years and have
provided valuable information to aircraft designers in the
absence of optical methods so that if these methods are to be

. adopted in commercial wind tunnels, they must achieve one of

two goals. Either they must replace conventional
instrumentation and allow the same measurements to be made
with greater accuracy, over extended regions, in less time or at
lower cost or, alternatively, they must enable new and greater
insight into flow physics thereby providing previously
unavailable information. Wind tunnel testing can be
expensive, hence, techniques falling into the first category will
quickly find favour in industry although those in the second
category are most likely to improve the design process. Of the
technigues reviewed, the use of parameter sensitive paints
complies most closely with the first requirement.

Conventional pressure measurement is achieved by discrete
pressure tappings at the model surface and requires advance
consideration of the locations at which pressure data will be
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most valuable. Optical measurement offers the possibility of a
continuous pressure distribution regardless of internal model
structure so that combined force and surface pressure
measurements can be made with the same model. Limitations
may be introduced by model displacement, temperature and
illumination intensity variations and restricted optical access
on complex geometry and the radiometric mode resolution is
limited to around 300Pa so that the technique is best suited to
flows with large pressure variations, for example compressible
flows at moderate to high Mach numbers. The lifetime mode
is relatively new and its characteristics have yet to be fully
investigated but, initial reports suggest that it is independent of
intensity variations, may operate at higher overall pressures
than the radiometric mode and may offer improved resolution.

The other techniques can enhance knowledge of flow physics
and particularly of local velocities. They may be used to
provide immediate information of flow and turbulence
characteristics and to calibrate computational methods.

The velocimetry techniques require the flow to be seeded and
this provides a major challenge. Particles and droplets may be
toxic, may stick to surfaces and obscure windows and yet must
be present in large quantities. They may also contaminate
parameter sensitive paint precluding combined use of both
methods. No universal seeding scheme exists and tunnel
specific solutions must be sought.

Laser Doppler velocimetry is reliable, robust and accurate and
two and three-dimensional measurements may be made, where
optical access permits, and close to surfaces with mean and
turbulence information readily available. It may encompass a
range of velocities from zero to supersonic recognising the
increasing difficulty of flow seeding as velocity increases. It
provides velocity information at discrete locations which can
be advantageous but also implies a need to traverse the
measurement volume if measurements are required at more
than one location.

Particle image velocimetry enables velocities to be measured
throughout a light sheet and spatial characteristics may be
derived with mean and turbulence obtained if images are
recorded over a period of time. A rapid sequence of images
may also be used to characterise transient flow phenomena.

Doppler global velocimetry is a relatively new technique,
which, like PIV, enables velocity to be measured throughout
an illuminated plane although it is sensitive to out-of-plane
velocity components. The technique is directionally sensitive
and data processing is relatively simple so that on-line
processing is a realistic option and processing multiple frames
for time dependent properties can be achieved. Some seeding
restrictions may be removed in that individual seeding
particles need not be resolved and imaging large flow areas or
large object distances are theoretically possible.

As a final comment on the velocimetry techniques, a large
number of demonstrative laboratory experiments have taken
place ‘and a gradually increasing number of wind tunnel
applications have been reported. The techniques offer a range
of capabilities and are becoming increasingly reliable and
robust. Further developments will require more applications in
the industrial setting and it is incumbent on researchers and
industry to pursue this next stage.
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1. Summary

Instrumentation systems have always been
essential components of world class wind
tunnels and laboratories. Langley continues
to be on the forefront of the development of
advanced systems for aerospace applications.
This paper will describe recent advances in
selected measurement systems which have
had significant impact on aerospace testing.
To fully understand the aerodynamics and
aerothermodynamics influencing aerospace
vehicles, highly accurate and repeatable
measurements need to be made of critical
phenomena. However, to maintain
leadership in a highly competitive world
market, productivity enhancement and the
development of new capabilities must also be
addressed aggressively. The accomplishment
of these sometimes conflicting requirements
has been the challenge of advanced
measurement developers. However, several
new technologies have recently matured to
the point where they have enabled the
achievement of these goals.

One of the critical areas where advanced
measurement systems are required is flow
field velocity measurements. These
measurements are required to correctly
characterize the flowfield under study, to
quantify the aerodynamic performance of test
articles and to assess the effect of
acrodynamic vehicles on their environment.

Advanced measurement systems are also
making great strides in obtaining planar
measurements of other important
thermodynamic quantities, including species
concentration, temperature, pressure and the
speed of sound. Langley has been on the

forefront of applying these technologies to
practical wind tunnel environments.

New capabilities in Projection Moiré
Interferometry and Acoustics Array
Measurement systems have extended our
capabilities into the model deformation,
vibration and noise measurement arenas.

An overview of the status of these techniques
and recent applications in practical
environments will be presented in this paper.

2. Flow Visualization

2.1  Focusing Schlieren

Focusing Schlieren is a technique that has
long historical roots but only recent fruit.
This technique has the unique advantage of
being able to focus in on a particular plane in
the flow to image. Normal Schlieren only
obtains an integrated image. Focusing
Schlieren systems have been developed and
used since the late 1940’s.! However, these
systems were limited by the small size of
their field of view and their optical
complexity requiring tedious set-up and
stability. A breakthrough in the utility of this
tool came in 1991 with the introduction of a
Fresnel lens and a simplified optical system.”
Since this time Focusing Schlieren has been
utilized to investigate a wide range of
aerospace and nonaerospace applications.’

An example of the application of this
technology includes work performed in the
0.3 meter Transonic Cryogenic Tunnel. This
facility is a recirculating facility which
typically operates at 100°K. This type of
facility poses challenges for any optical
technique due to the thermal gradients and the

Paper presented at the AGARD FDP Symposium on “Advanced Aerodynamic Measurement Technology”,
held in Seattle, United States, 22-25 September 1997, and published in CP-601.
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side effects which include tunnel movement
and condensation. This problems highlighted
the unique advantages of the focusing
schlieren system for ignoring the parts of the
flowfield which were unimportant. An
example of a shuttle system imaged in this
facility is displayed in figure 1. This type of
image would have been severely distorted in
a normal Schlieren system.

Figure 1. Focusing Schlieren image in
the 0.3 meter Transonic Cryogenic
Tunnel.

A recent extension to focusing Schlieren
technology has allowed flow field images of
aircraft in free flight to be obtained.” In these
experiments a sliver of the sun is used as the
light source. The aircraft is required to pass
through the field between the imaging system
and the sun to obtain the image. Dramatic
images of supersonic aircraft have been
obtained. An example of these is shown in
figure 2. Currently, this technique is being
improved to better track the movement of the
sun and is also being expanded to devise an
air to air system, such that a follower aircraft
can interrogate the test aircraft in flight.

I b s e RS TN

Figure 2. Focusing Schlieren image of
a T-38 in flight. Supersonic shock
waves are clearly seen.

2.2  Rayleigh Scattering

Both Rayleigh scattering and laser induced
fluorescence have unique capabilities to
obtain quantitative information from the flow
field. However, we have also successfully
utilized these techniques to meet challenging
flow visualization requirements. These laser
based systems allow us to surgically select
planes of interest for visualization.

Rayleigh scattering has been utilized to
characterize the mixing of “fuel” into a
supersonic combustor.” In this experiment,
helium was utilized to simulate combustible
hydrogen injected into a Mach 6 air flow.
The experimental setup is illustrated in the
upper left of figure 3. The helium was
injected through three ports, parallel to the
flow. The Rayleigh data was taken
downstream of the injectors and in a plane
perpendicular to the flow, creating a cross
section of the mixing. As discussed in
reference 5, the scattering medium in these
studies were molecular clusters formed by the
expansion cooling. A UV excimer laser
provided high power light energy. The
detection system was based on a single-
intensified CCD camera. Considerable effort
was placed on reducing the scattering in the
experimental setup and compensating for
detection challenges (camera field variability,
perspective distortion, calibration, laser
fluctuations, e.g.).

A sample of the data from this experiment is
shown in the bottom right of figure 3. These
data were taken 10 injector heights



downstream of the injectors. The dark area is
actually an absence of signal. This absence
of signal is attributable to the presence of
helium because of the low scattering
efficiency of this gas. The bright area reflects
the air flow, in this case filled with molecular
clusters. These data provided unique insight
into the turbulent nature of this mixing.
Comparisons were made with 5 hole probe
and CFD calculations which led to a better
understanding of the three techniques and the
flow itself.

Excy L

Hetiam
Flow

Figure 3. Rayleigh mixing visualization
study. Experimental setup and sample
data.

2.3 Laser Induced Fluorescence

In addition to the benefit of using a laser
sheet based technique for flow visualization,
LIF allows us to select a particular molecule
to visualize, giving us a species specific
visualization. Obviously, this is constrained
to molecules that are fluorescent. This
benefit was exploited in a recent study of a
hot, Mach 2 annular air jet.® In this study
both Rayleigh scattering and laser induced
fluorescence were utilized. The system being
studied was a supersonic hydrogen air
combustor. This device injects supersonic
hydrogen into a flow of supersonic air
producing sustained external combustion.
This external combustion field was then
studied with these techniques. In particular,
the hydroxyl radical (OH) is probed because
it is an intermediate in the combustion
process and is easily accessible
spectroscopically with current laser
technology. The laser system employed here
is a xenon chloride excimer laser operating
near 308 nm with a 96 mJ per pulse output.
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This laser was spread into a sheet and passed
through the flow in the same plane as the
flow axis. Figure 4 shows an example of the
data obtained in this study. The
instantaneous LIF images show that the
spatial and temporal OH signal profiles in the
vitiated airstream were not uniform as
portrayed in the average images. The
instantaneous images showed striation
patterns or alternating regions of high and
low signal levels along the axis perpendicular
to the flow. These striation patterns were
unexpected and are the focus of future studies
of this combustion system.

Figure 4. LIF images above a Mach 2
combustor.

A recent variant of this technique has utilized
locally seeded iodine visualize the flow in the
wake of simple aecrodynamic models.” In
these studies localized seeding is performed
by painting a small area of a porous ceramic
model with a tincture of iodine. When the
model is injected into the flow, the adsorbed
iodine is entrained into the boundary layer,
follows the model contour, and ultimately
mixes into the wake region. Planar
“snapshots” of the wake flow are taken by
exciting the iodine with an ArF excimer laser
sheet at 193 nm and observing the
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fluorescence in the 210-600 nm region with
an intensified CCD camera.

3. Velocity

3.1 Laser Velocimetry

Laser Doppler Velocimetry has been utilized
extensively at NASA LaRC to investigate
flow field velocities. There are currently
operating systems in the Basic Aerodynamic
Research Tunnel and the 14’ x 22’ Wind
Tunnel. These systems provide routine
measurements on a customer demand basis.
In addition there are several mobile systems
which are used for unique measurements.
Currently a considerable amount of work has
been done in conjunction with Ford Motor
company. In this effort, measurements have
been made of air flow though blower ducts,
circulation within the vehicle and of course
velocity profiles of the air flow over the
vehicle.?

3.2  Particle Image Velocimetry

Particle Image Velocimetry has been used on
a wide variety of application to obtain
velocity measurements across a planer field
of view. This technique relies on imaging
individual particles which are typically
injected into the flow field being studied.
Two images are obtained separated in time.
The two images are then compared to obtain
the distance through which the particle has
traveled and hence its velocity. A recent
publication provided an overview of several
applications of this technology’. PIV has
been successfully utilized to obtain velocity
measurements in the LaRC High Reynold’s
Number Mach 6 Tunnel, the Counter Flow
Diffusion Flame Laboratory, the Jet Noise
Laboratory and the Chemical Vapor
Deposition Reactor laboratory in addition to
several traditional low speed wind tunnels.

Figure 5 shows an example of the data obtain

over a wedge in the High Reynold’s number
Mach 6 Tunnel. The individual vectors

represent particle velocity in that region. The

front edge shock can be clearly seen as a
velocity change above the model. This
instrument was then utilized to obtain data on
sensitive supersonic models.
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Figure 5. PIV data obtained above a wedge
in a Mach 6 flowfield.

A combustion study utilized PIV in the
Counter Flow Diffusion Flame Laboratory.
The flame system is composed of two
opposing tubes which contain the fuel and air
respectively to produce a disk shaped flame.
The nature of flame formation and extinction
is studied in this facility. The PIV was
utilized to quantify the flow velocity of the
fuel and air up to and through the flame zone.
Figure 6 shows an example of this data. The
figure shows the incoming air flow and the
spreading of the flow as it combines with the
fuel flow and produces combustion.
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Figure 6. PIV data obtained at the exit
of an opposed jet burner.



3.3 Doppler Global Velocimetry

A relatively new technology, Doppler Global
Velocimetry, has experienced a rapid rise m
popularity among wind tunnel researchers."”
The reason for this popularity is the unique
capabilities of this system coupled with
simplicity of the optical design. The unique
capabilities include the ability to obtain
quantitative measurement of flow velocity
across a plane in the flow, instantaneously
(within a laser shot or camera cycle).
Relative to PIV, this technique does not
require the identification of individual
particles in the flow, but rather relies of the
scattering of any media in the flow. The
light scattered from these particles is Doppler
shifted due to the motion of the particles.
The shifted light is “filtered” using a
molecular absorption line filter. This filter
essentially transforms the change in
frequency due to the Doppler shift to a
change in intensity due to the molecular
absorption. Therefore, a measure of intensity
of the light is directly related to the frequency
shift and thereby the velocity of the flow.
Both cw and pulsed laser sources have been
used with molecular optical cells and off-the-
shelf CCD cameras to produce exceptional
instrumentation systems.

Several exciting applications have already
been performed with this type of system. A
few will be highlighted here. Some of the
early work concentrated on repeating
measurements that had been quantified by
laser velocimetry years before. To this end, a
study of vortlcal flow over a delta wing was
undertaken'' In this study DGV images were
compared with data obtained from traditional
LDV experiments on the same model. An
example of this data is displayed in figure 7.
Although the data is early in the development
process, it was still possible to obtain
instantaneous quantitative measurements
which compared favorably with the
measurements which were obtained over an
eight hour period!
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Figure 7. DGV images of vortex above
a delta wing.

Recently, some work has been done to assess
the apghcability of DGV to supersonic flow
fields'* This study included experimental
studies of particle lag and its effect on these
type of measurements. Figure 8 shows an
example of the data obtained. These data
display the velocities in a vortical flow above
a delta wing set a 24 degrees angle-of-attack
and at Mach 2.8. The expected flow
structure is clearly delineated with a grid
density sufficient for comparison with
computational fluid dynamics.
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Figure 8. DGV images of a vortex in a
supersonic flow above a delta wing.

A variant of DGV called Planar Doppler
Velocimetry has also been explored at
Langley."” This technique utilizes a pulsed
Nd:YAG laser to study turbulent
environments. In this study the system was
utilized to study the instantaneous velocity
structure of a round, Mach 0.85, high
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Reynolds number, compressible air jet in the
LaRC Small Anechoic Jet Facility. Figure 9
shows an example of these data. The
reference and Doppler images are combined
to produce the velocity image which is
quantitative in intensity.

Velocity Image

Reference Image Doppler Image

Figure 9. PDV images of a combusting
jet.

4.4 RELIEF

Raman Excited Laser Induced Excitation
Fluorescence is a relatively new technology
which has been developed to measure
velocity. In this technique molecular species
in the flow are “tagged” electronically with a
laser system and then interrogated later to see
where they have gone. Knowing the time
between tagging and interrogation the
velocity can be deduced. Recent work at
Langley has focused on the details of the
RELIEF technique, including flow tagging
improvement, fraction of the molecules
tagged, vibrational deactivation by water
vapor, vibrational up-pumping in oxygen and
modeling of the oxygen Schumann-Runge
LIF process."

4. State Properties

4.1 Absorption

A rugged, easy to implement, line-of-sight
absorption instrument has been developed to
make simultaneous measurements of the OH
concentration and temperature at ten spatial
positions."” The system utilizes a low
pressure water vapor microwave discharge

cell as the light source. Fiber optic coupling
of the light source to the investigated region
and back to the detector is employed. The
signal is spread over a number of spectral
channels to obtain the frequency distribution
and thereby the temperature. The absolute
magnitude of the signals is measured to
calculate the OH concentration. The system
has been tested on a flat flame burner and
used to make measurements in a scramjet
combustor.

4.2  Rayleigh Scattering

Quantitative Rayleigh scattering in supersonic
tunnels has been the area of considerable
debate for the past several years. Although
all of the factors are not well understood, it is
clearly true that molecular clustering can
cause considerable interference with Rayleigh
data at low temperatures. A recent study at
elevated temperatures obtained excellent
Rayleigh results in a supersonic facility.'®
These studies were performed in the LaRC
Mach 6 High Temperature wind tunnel. This
tunnel can achieve stagnation temperatures up
to 700 °K. The high temperature capability
eliminates the clustering effects observed
earlier.

Model flow field measurements were
obtained on a 38.1 mm diameter cylinder.
Measurements were made in the free stream,
in the region behind the bow shock in front
of the model and the region behind the
model, including the wake. An ArF excimer
laser was focused into a sheet to interrogate
the regions of interest. The Rayleigh
scattering was collected with a single
intensified CCD. Figure 10 displays a
collage of some of these data overlaid on
CFD calculations for the model. The
correlation’s are remarkably good. In fact,
the discrepancy in the spreading of the wake
has been attributed to incompleteness of the
CFD calculations. Obviously a broader light
sheet will be investigated so that we can
obtain data over a larger field.



Figure 10. Rayleigh data obtained in
15" Mach 6 high temperature tunnel
compared with computational fluid
dynamics calculations.

4.3 Laser-Induced-Grating
Spectroscopy

Degenerate Four Wave Mixing (DFWM) and
Two-Color Laser-Induced-Grating
Spectroscopy (TC-LIGS) have been
investigated to determine their applicability to
combustion diagnostics at NASA LaRC.'

We have been specifically interested in
utilizing these techniques to investigate water,
since it is an important end product in the
combustion of hydrogen containing fuels.
These techniques offer coherent output, good
spatial and temporal resolution and easy
extension to linear and planar imaging.
Although laser-induced population gratings
do not appear feasible in practical flame
environments, laser induced thermal gratings
have been observed and utilized to study
water. Measurements where obtained at 266
nm and spectra were obtained in a flame
system. A line image was also obtained by
spreading the beams with a cylindrical lens.
Figure 11 shows the optical alignment for
these studies. These studies were only proof
of concept, follow-on work will quantify
these results.
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Flow Intersection of sheets

Flat flame
burner

Figure 11. Optical alignment for LIGS.

5. Physical Deflection
5.1  Projection Moiré Interferometry

Projection Moiré Interferometry (PMI), a
method for measuring wind tunnel model
deformation, has been under development at
NASA - LaRC. PMI is a simple, yet
powerful technique that has been used since
the early 1900’s for surface topology and
shape characterization. Past efforts to use
PMI for wind tunnel model deformation
measurements revealed limitations in the
technique - particularly directional ambiguity.
Recent advances in electronic image
acquisition and image processing have
overcome these limitations, and have made
PMI a viable instrument capable of measuring
whole field, 3-component displacement
vectors of any visible point on the model
surface.

A single component PMI system consists of
an illumination source, Ronchi ruling, CCD
camera, and frame grabber. Using the
illumination source and ruling, a series of
equi-spaced, parallel lines are projected onto
the object surface. A reference image is
acquired in a non-deformed (or wind off)
condition to digitally record the projected line
pattern. Under load, the model will have
moved, and the projected lines will appear to
lie in different spatial locations. When
subsequent images of the deformed state are
acquired and subtracted from the reference
image, Moiré fringes are formed. The
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geometric configuration of the instrument

and projected line pitch dictate the Moiré
fringe spacing. Using this relation and fringe
counting via image processing, the
displacement field can be determined. With
commercial hardware and generic RS-170
video cameras, fringe sensitivities of 0.5 mm
are common. Advanced image processing
and fringe interpolation techniques can extend
this resolution to 1/10 to 1/20 of a fringe.

PMI requires no surface preparation or
registration targets to be placed on the model.
Moir€ fringes can be observed in real time
providing the test engineer immediate video
feedback regarding model position. If
desired, this capability allows the engineer to
reposition the model before acquiring
aerodynamic data, thus minimizing
deformation effects. At LaRC, PMI systems
are being designed with high power, 800-810
nm laser diodes as the illumination source.

PMI is currently being investigated for
measuring dynamic rotor blade deflection,
and for unification with other instrumentation
systems. Towards these goals, two proof-
of-concept tests have been planned: (1) a
combined PMI/DGYV rotor craft test in the
Langley 14- x 22- foot tunnel to investigate
rotor blade / wake vortex interaction, and (2)
a unified instrumentation test in the Langley
Unitary Plan Wind Tunnel comprised of
PMI, video photogrammetry, DGV, and
PSP. Long term PMI applications include
measuring deformation profiles of active
feedback controlled rotor blades in simulated
flight conditions.

5.2  Electro-Optical Holography

Electro-Optic Holography (EOH) is a laser
based, full field diagnostic technique used to
measure micron sized deformations in
statically displaced or vibrating structures.
Using CCD cameras and video
framegrabbers, EOH acquires digital
holograms of an object under load. When
these holograms are computationally
interfered with a reference hologram, fringes
indicative of the object displacement are
formed. For a normal incidence
configuration, each fringe represents 1 laser

wavelength of displacement. Using this
relation and fringe counting via image
processing, the displacement field can be
determined. In contrast to scanning
vibrometers, the deformation of the entire
surface is measured simultaneously, at video
rates.

EOH research at Langley has been
directed toward the development of an
instrument for routine use in studying aircraft
fuselage vibration and active noise control.
Recently, EOH testing was conducted on an
aircraft sidewall model for finite element
model (FEM) enhancement and validation.
Example results from this test are shown in
Figure 12, which compare experimentally
measured and computationally predicted
mode shapes. Other EOH applications
currently being pursued are (a) the
measurement of hysteresis and fatigue
induced disbonds in Rainbow and Thunder
piezo-electric actuators, and (b) methods to
extract the complex-valued velocity and
power flow from EOH measurements.

EOH Measurements

FEM Predictions

Figure 12: Comparison of EOH
measurements vs. FEM predictions for
the aircraft sidewall model. Field-of-
view is 7.5 x 18.5 inches.



6. Acoustics
6.1  Acoustic Array

There is an increasing demand to measure
aircraft noise to meet strict regulations. This
has required an increased emphasis on the
development of technologies to measure
noise. One of the areas which has received
considerable emphasis recently is
microphone-based directional acoustic array
technology. Unique data processing
algorithms have been developed to allow
noise spectra and noise source image maps to
be obtained. An acoustic array consisting of
35 individual microphones arraigned in
logarithmic spirals has been designed and
built at Langley (figure 13).'"® The necessary
software was also developed in-house and
utilized in a series of test to study airframe
noise. In particular, the noise associated with
the edge of a wing flag was interrogated. A
model wing was placed in the Langley Quiet
Flow Facility and the acoustic images were
obtained under typical flight conditions.

Figure 13. LaRC Acoustic Array in the
Quiet Flow Facility, investigating wing
flap edge noise.

6.2  Particle Image Velocimetry

One of the more unique applications of
particle image velocimetry involved the study
of acoustic particle displacements and
velocities in a normal incidence impedance
tube used to test nacelle liner structures. The
PIV system utilized high energy pulsed
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Nd:YAG lasers to illuminate particles
introduced into the tube. Images of the
oscillatory particle motions were captured
using a high resolution digital camera and
analyzed using classical spatial
autocorrelation techniques. For this work,
the flow field consisted of a zero-mean,
acoustically driven flow induced in a closed
impedance tube having a square 2- by 2-inch
interior cross section. The acoustic source
was capable of generating pure tones over a
frequency range of 500-3000 Hz at sound
pressure levels from 90 dB to 120 dB. For
each test frequency and sound pressure level,
a series of 20 separate PIV images were
acquired. Autocorrelation analysis of these
images generated a mean velocity field
containing 285 vectors. To obtain a highly
accurate mean particle displacement over the
entire field of view of the acquisition camera
(approximately 42 mm®), the 285 vectors
were averaged to give one particle
displacement and hence velocity for each
acquired image. The 20 individual particle
displacements, one for each image, were
further averaged to yield a single particle
displacement for the test condition. Different
sets of particle displacement measurements
were made for a variety of frequencies,
sound pressure levels, and synchronization
phases between the acoustic driver and the
laser system. The results, which were in
good agreement with theoretical predictions,
indicated an excellent ability of the instrument
to measure submicron particle displacements
in a zero-mean flow. These measurements
were the first of their kind obtained with PIV
techniques.

7. Micro-electro-mechanical
Systems

Several investigative studies have been
performed on MEMs devices to ascertain
their usefulness in acrodynamic
environments. We have recently placed an
optical based skin friction sensor developed
at MIT'® in the Langley 0.3M cryogenic
tunnel to asses its characteristics. These
initial studies have shown the great potential
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of these devices and indicated some areas for
improvement.
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Measurement techniques developed for cryogenic field
in T2 transonic wind tunnel
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ABSTRACT

T2 is an induction driven wind tunnel (fig. 1) in which
Reynolds number variations are obtained by increasing
the total pressure (Pt = 1,4 to 3bar) and reducing the
total temperature (T{= 300 to 110K). The flow is

driven by an injection of dry air at ambient temperature
and cooled by another injection of liquid nitrogen.
Advanced development of conventional techniques and
modern measurement techniques have been performed
for low-temperature cryogenic flows.

This paper presents the evolution of the specific tools
sometimes developed, always tested and mainly used for
different 2D or 3D flows at ambient and cryogenic
conditions.

Firstly it gives the developments performed in the field

of anemometer and pressure probes to measure the flow

quality of the cryogenic wind tunnel. Secondly it
describes the use of infrared technique for the
qualification of the boundary layer transition on 2D and
3D models. Finally this paper presents some L.D.A.
typical 2D and 3D measurements at ambient condition
and the adaptation of this velocity measurement device
to-work in cryogenic condition.

NOMENCLATURE

Afilm/Awire : amplitude ratio (film / wire probes)
C : model chord

Ch : station number

d : distance from the wall

Mj : local Mach number

My : free stream Mach number

P : static pressure (bar)
P; : total pressure (bar)

(p)’ : static pressure fluctuations

R¢ : Reynolds number based on model chord length
t : time (seconds)

T : static temperature (K)

Tt : total temperature (K)

Tw : wall temperature (K)

(Tat)’ : stagnation temperature fluctuation
(pu)’ : mass flow fluctuations

o : model angle of attack (°)

€ : emissivity coefficient

A : wavelength

INTRODUCTION

The use of cryogenic technology has produced real
progress in wind tunnel testings, permitting the
attainment in high Reynolds numbers and so the good
simulation of aerodynamic phenomena existing on
aircraft in flight.

In the T2 wind tunnel, an induction system using
ambient temperature air and driving the flow in the
circuit at pressure up to 3 bar is combined to a
cryogenic operation, cooling the flow by liquid nitrogen
injection. The T2 wind tunnel operated at ambient
temperature under pressurized conditions from 1975
until its cryogenic adaptation in 1981. The increase in
Reynolds number provided more aerodynamic studies in
a wide range of transonic flows for basic research and
industrial applications. During the same time period,
instrumentation and new models, well adapted to low
temperatures, were developed to analyse the flow
characteristics connected with Reynolds number
variations.

After a brief presentation of the main features of the
wind tunnel we will describe the tools mainly used on
different 2D or 3D models : anemometer and pressure
probes for flow quality measurement, infrared technique
for the qualification of the boundary layer transition and
L.D.A. for flow velocity measurement.

1. THE T2 WIND TUNNEL

1.1. Different Parts of the Circuit

The diagram presented in figure 2 gives a good idea of
the main parts of the pressurized transonic cryogenic
wind tunnel T2 (Ref. 1).

The settling chamber of square section (1,8xl,8m2) is
followed by the convergent part with a contraction ratio
of 22. The test section is 0,39m wide, 0,37m high and
1,32m long and is equipped with 2-D adaptive walls to
avoid transonic blockage and to reduce wall interference
effects. In the downstream section, a sonic throat
regulates the test Mach number between 0,6 and 1.
Flow is produced by the high pressure dry air injected
through the trailing edges of the turning vanes in the
first corner downstream of the test section (fig. 2). The
liquid nitrogen injection, necessary to cool the flow, is
located in the driven air mixing chamber, which is
immediately after the injector corner. The exhaust of the
air-nitrogen mixture takes place in the first diffuser -
between the test section and the injector corner. A

Paper presented at the AGARD FDP Symposium on “Advanced Aerodynamic Measurement Technology”,
held in Seattle, United States, 22-25 September 1997, and published in CP-601.
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compressor supplies, at a pressure of 80 bar, a 45 m3
tank with the injection compressed air. The cooling

liquid nitrogen is moved from the 20 m3 storage tank
to the pressurized test tank, for the run.

1.2. Test Section

The T2 test section is equipped with flexible top and
bottom walls made of INVAR plates, 1.3 mm thick,
each one controlled by 16 hydraulic jacks (fig. 3). This
is the 2-D adaptive wall part of the tunnel (Ref. 2).

Wall adaptation is performed in real time by an iterative
strategy which converges in about 3 or 4 iterations (4
seconds/iteration) during the run (Ref. 3). For 2D flows,
a 2D adaptation method allows to cancel wall
interferences around 2D airfoils ; for 3D flows, a 3D
method designed for 2D wall deformations minimizes
wall interferences around various types of 3D models
(bodies of revolution, aircrafts, half fuselage-wing).
Sidewalls of the test section are equipped with round and
rectangular windows. Some of them are made of a
special glass and are used for optic measurements in the
test section (infrared, laser).

1.3. Operating mode for cryogenic runs

During the short duration of the run (60 to 120 s), good
conditions are obtained through the use of two mini
computers to control the flow (Ref. 4), the adaptation of
the walls and the measurements (fig. 4). The first
computer is devoted to the control of the parameters
(My, Py, T¢), the second one handles the control of the
measurements and exploring system, data acquisition
and wall adaptation.

We present, in figure 4, a typical run at My = 0.750,
Ty=120K, P{=3bar, with the evolution of the
main flow parameters versus time during the time.

The operating chart of the T2 wind tunnel is presented
in figure 5 for two stagnation temperature levels (Tat =
290K and 120K). The usual operating domain of T2
covers the range of Mach number from 0,3 to I,
stagnation pressure from 1 to 3 bar, temperature from
120 to 300 K, Reynolds number from 3 to 29 million
(chord = 0.18 m) and testing time from 30 to 120 s
(Ref. 5).

2. FLOW QUALITIES MEASUREMENTS
The wind tunnel fluctuation level (mass flow and
pressure), is an important parameter for the laminar
studies. When the transition location is freely moving
with the test conditions (the Mach number, the angle of
attack, the Reynolds number, the wall temperature,...)
the fluctuation level becomes very influential (Ref. 6);
so it has to be known in all the range of the wind tunnel
conditions.

2.1. Instrumentation to Measure Flow
Quality

To qualify the flow disturbances in T2, an unsteady type
instrumentation was developed measuring the
fluctuations of the static pressure (p)', the mass flow
(pu), and the stagnation temperature (Tat)' in the test
section at transonic speeds (Ref. 6 and 7).

A probe, equipped with a small cryogenic pressure
transducer, measured the static pressure fluctuations (fig.
6). This transducer (Kulite XCQL-7A-093-4D) was
calibrated at different temperature levels ; the frequency
range is from O to 10 kHz. A complete calibration of
the probes has been performed before the T2
measurements (Ref. 9) to determine the right calibration

coefficients applied for the tests.

The mass flow fluctuations were measured with a hot
film probe (Dantec 55R71), likewise calibrated with
temperature ; the probe was kept at constant temperature
by the anemometer and the frequency range was from 0
to 10 kHz (fig. 6). Other probes (Dantec 55R31 and
55R41) were recently compared in T2 test section to a
wire probe with measurements performed at low
pressure into the turbulent boundary layer developing on
the side wall of T2 test section (6mm from the wall for
a boundary layer thickness 8=15 mm). An example of
the spectra is given in figure 7. The agreement is good
at very low frequency (f<1 Hz) but a systematic shift
depending on the Mach number exist for f>100 Hz (fig.
7). This problem is connected to the fact that the heat
fluxes between the hot film and the silica support are
much more important compare to those in the wire
probe. At low Mach number this conduction effect is
crucial for the film probe and so the difference is greater.
Moreover for low frequencies (D.C or F<1 HZ) the
conduction of the backing material dominate the
dynamic property, at high frequency (f>100 Hz) the
penetration depth of the thermal waves is small and the
attenuation coefficient seems constant (fig. 8). The
wedge probe 55R31, with a smaller damping coefficient
(fig. 8), can easily be used for transonic cryogenic
measurement with small corrections. This probe has
been used in ETW, to measure the flow qualities in the
test section.

For total temperature fluctuations a special probe has
been designed around a cold wire of 2.5 pm diameter
(Ref. 8). This probe measures the temperature of the
flow at a constant speed of 50 m/s, fixed by a sonic
throat located just upstream of a vacuum pump (fig.
11). The temperature of the wire is nearly equal to the
total temperature of the flow, its bandwidth is 0 to 600
Hz. After a calibration using the time response of the
wire to a heating pulse produced by a laser, the measures
are corrected up to 3 kHz by the experimental transfer
function.

2.2. Flow quality measurements in T2

The fluctuation measurements are presented in figures 9,
10 and 11 in a dimensionless form versus the total
temperature of the flow, from 140 K to 300 K. Several
Mach numbers (from 0.7 to 0.77), were experimented
here for different temperature levels ; these conditions
correspond to a laminar airfoil test.



The static pressure is reduced by the total pressure Pt of
the flow. The rms. level of p'/Pt seems quite constant
with temperature (fig. 9), the 0.28% value is nearly
independent of the flow conditions, only a small change
is observed with the bandwidth analysis.

The relative mass flow fluctuations versus test section
Mach number, measured at different stagnation
temperatures, are presented in the figure 10. They are

roughly constant around an average value of 1.10°3.

The relative temperature fluctuations (T't/Tat) increase
when the temperature decreases : from 0.02% (Tat’ rms.
=(0.06K) at ambient temperature to 0.12% (Tat’ rms. =
0.17K) at 140K (fig. 11). Most of the energy
corresponds to the low frequencies ; the fluctuations are
attributed to the temperature regulation process, the
liquid nitrogen spraying, the imperfect mixing of the
driving-air (at room temperature) with the driven
cryogenic flow, and the wall heat fluxes.

3. INFRARED THERMOGRAPHY

It is essential to know experimentally the transition
location on a model as the transition location greatly
modifies the airfoil characteristics. Connected to laminar
studies, some different techniques have been developed
and used to qualify the transition front on 2D and 3D
models : hot films (Ref. 10), thermocouples (Ref. 12),
longitudinal probings with a pitot tube (Ref. 10), liquid
crystals (Ref. 11) or infrared visualizations. These
different typical methods are complementary and often, it
is necessary to get different information sources to define
accurately the transition front location. Up to now, the
principle often used in T2 wind tunnel is based on the
wall temperature measurement, giving a local
information with thermocouples or global information

with liquid crystal or infrared visualizations. In our case

the best adapted system for both ambient temperature
and cryogenic condition is the infrared thermographic
device giving a map of wall temperature.

The different key points for the use of such a system in
cryogenic condition are the infrared camera, the
traversing window, and the coating material of the
metallic models working at low temperatures, necessary
to avoid the mirror effect.

3.1. Infrared equipment

We use a classical high wavelength camera
INFRAMETRICS 600 (8-12um), which observes_ the
model upper side through a lateral ZnSe glass window
(fig. 12 and 13). As we can see on figure 12 the angle
between the camera and the normal to the model surface
is close to 65° which is close to a limit for the
emissivity performance. In spite of this observation
angle we can sec a great part of the model upper side in
good condition, without any lens.

This device can be used by two different ways :

- for model global visualizations in order to oversee the
boundary layer state during the tests (Ref. 12 and 13)

- to determine more accurately the transition front
location. Before the tests some reference marks are put
on the model and we perform some pictures without
wind to have good references of the model. After the
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tests the infrared measurement files are treated on a P.C.
computer, achieving temperature distributions along the
model chord to determine the transition front location.
Moreover this classical infrared camera works correctly
only down to 200K.

E T W team asked for different researches in order to find
solutions for transition qualification in cryogenic
condition : the Physic Division of ONERA had in
charge the development of a new long wavelength
camera working well down to 100K ; our department
had developed some coating materials for metallic
models working at low temperatures.

3.2. Metallic model preparation

For our applications of infrared measurements we chose
the solution of metallic model coated with painting for
different reasons:

- first for the manufacturing accuracy and the
surface finish of the model (better results with metallic
support),

- secondly for the mechanical behavior of the
structure during the tests in cryogenic and pressurized
conditions,

- for the equipment with thermocouples and
pressure taps, easier to be installed in metallic models,

- finally for the use of existing models.

During the first phase of the work we chose usable
materials , well adapted for the test conditions and easy
to install on different types of models without alteration
of the shape and the roughness (Ref. 14 ).

In the second phase of the study tests have been
performed on selected materials : mechanical, thermal
and optical tests have been carried out to qualify the
coating materials. So we selected 3 to 4 aeronautic
paintings with the requirement of spraying in 2 layers :
the first one sticking to the metallic wall and the second
one achieving a good infrared response and a nice surface
finish necessary for laminar flows.

Optical and mechanical tests have been performed on the
different coating painting.

The optical tests are relative to the emissivity
measurement as a function of the observation angle (fig.
14), in a large wavelength (fig. 15). To measure the
emissivity for different view angles, the different
samples were fixed on a heating support (T=60°C : the
emissivity coefficient is no dependent of the temperature
level), close to a black body reference. The support
could rotate and made possible directional emissivity
measurements between 0 to 70° (fig. 14). The
emissivity coefficient is higher than 90% (3-12 pum) up
to 70° view angle.

To measure the emissivity evolution with wavelength
for different thicknesses of the coating material (fig. 15)
another method was used ; tests were performed in an
integrating sphere. In the first step the integrating
sphere is empty and the incident light is sent in the
sphere and the detector measures the intensity versus the
wavelength. In the second step the sample is put in the
center of the sphere with 15° angle with the incident
light. The detector records the flux reflected by the



34

sample for different wavelength. The emissivity is given

by the KIRCHOFF's law € = 1 - R (R is the ratio of the

2 records). In the wavelength less than 20um the
emissivity level is greater than 90% for painting
thickness greater than 10 - 15 pum ; for the metallic
surface alone, without coating, the emissivity is very
low (close to 10%).

During cryogenic, pressurized tests the model is
submitted to severe conditions like thermal gradients,
forces due to the flow, thermal cycles, moisture,....
Mechanical and thermal tests have been performed on
the tests samples trying to reproduce the wind tunnel
conditions. Figure 16 gives the envelope of the
mechanical and thermal tests performed, and a picture of
the result of adherence test. After 5 thermal cycles
(300K ----> 77K) the sample was notched with a blade.
An adhesive tape was strongly glued on the coating and
pull out, then the surface was observed. Concerning the
adherence, the best results were obtained with the use of
wash primer under the painting.

For laminar studies it's necessary to achieve a very good
surface finish of the model, mainly in the leading edge
region in order to keep laminar the boundary layer. The
surface roughness of the painting was not sufficient and
a large improvement was achieved by polishing. Very
good values, between 0.2 to 0.5 wm were reached, very
close to the surface finish of the metallic walls. Finally
the thickness of the coating is very close to 60 - 70 um
on the tested samples and we use the same thickness
order on the models. .

In the third part of the study we have performed different
tests in wind tunnel (down to 170K) to verify the good
behavior of the paintings on different models, using our
classical infrared camera (Ref. 16 and 17). Up to now,
these coating paintings are currently used for all the
laminar studies needing infrared visualization. This
technique is interesting because we can perform infrared
measurements on existing models. All these tests are
completely reported in (Ref. 15).

3.3. Transition detection principle
The first technique based on the temperature equilibrium
level is difficult to achieve due to:

- the time needed to obtain a perfect temperature
equilibrium on laminar models,

- the laminar/turbulent temperature difference which
decreases when the total temperature of the flow
decreases,

- and the pressure gradients inducing adiabatic wall
temperature gradients which can mask the difference
when the transition occurs.

We prefer the second technique based on a small
temperature step of the flow ; the observation of how
the model comes back to the equilibrium indicates the
nature of the boundary layer. The easiest way, applied in
T2, is to stop the cooling phase of the model (fig.4) few
degrees before reaching the nominal temperature. In this
case the measurements begin when the model is 5 to 6
K warmer than the flow and its wall temperature is
decreasing slowly during the time, to the adiabatic
condition ; the total temperature of the flow is kept
constant. The heat fluxes between the model and the

flow are calculated considering a monodimentional sheet
of metal. In fact the thin skin of the model, 3mm thick,
is used as a flux meter, and the conduction heat fluxes
are neglected. The strong difference in the Stanton
number evolution along the chord indicates the
transition location. Figure 17 shows a good example of
this determination : distributions of Mach number,
measured temperature and Station coefficient along the
model chord for a typical test are given. The transition
location is well defined in this configuration (Ref. 12
and 13).

3.4. Infrared Visualizations

Figure 18 shows a typical visualization with a natural
transition from laminar (clear region) to turbulent (dark
region) on a 2D model close to 240 K. Because the
temperature equilibrium is not yet reached (model
warmer than flow), heat fluxes are greater on turbulent
region than on laminar one. So the temperature on
turbulent region is lower than on laminar one as
indicated by the infrared visualization which is an
instantaneous temperature map of the model surface. At
high Reynolds number the inspection of the infrared
image gives information about the possible appearance
of turbulent cones during the test around critical
temperature condition (Tat = flow dew point
temperature) as behind local roughness (in the
background of the figure 18). Another colored infrared
picture is given (fig. 19) for a test close to 240K on an
axisymmetric body. In this configuration the transition
location is well defined by the rapid color change in the
middle of the picture ; the left part corresponds to the
laminar part with higher temperature level. In addition
temperature distribution along the model equatorial line
can be drawn from the infrared image file, to define
accurately the beginning of the transition front (fig. 19).

4. LASER DOPPLER ANEMOMETRY

4.1. Laser Doppler Anemometer

The last important device developed for T2 wind tunnel
is the 3D laser Doppler anemometer ; it is used since
1990 at ambient condition for aerodynamic 2D or 3D
measurements for boundary layer and wake survey. The
different main parts of the bench are given (fig. 20) : the
three displacement axes with computer controlled
motors, the laser source (15 watts) and optical couplers,
2 emitting optics and their monomode optical fibers, the
2 receiving optics and the 3 real time Doppler F.F.T.
processors (Burst Spectrum Analyser). The main
characteristics of the mechanical, optical and electronic
parts are given in figure 21. The flow is seeded with oil
droplets of 1 um in average diameter in the return leg of
the circuit (Ref. 18, 19 and 20), the diameter of the
measuring volume is close to 130 pm .

Up to now aerodynamic measurements have been
performed only at ambient condition, to qualify the
lateral boundary layer effect, the steady and unsteady
shock waves, the shock wave - boundary layer
interaction on a 2D model, or the 3D flow downstream
of the model of a modern transport aircraft, in the T2
test section. First there is a typical result obtained




through the steady shock wave on the upper side of a
OATI15A 2D model (fig. 22). The horizontal probings
performed at 10, 30 and 60 mm above the model wall
give a good idea of the intensity variation, the area and
the shape of the shock wave. For the probing near the
wall, the length of the shock wave step is given by the
drag of the seeded particles.

A great problem for the laser velocimetry measurements
is the wall approach which determines the part of the
boundary layer we can measure. Among the different
boundary layer probings that we performed on several
models, we have observed important differences on the
minimum  distance from the wall where the
measurements were not valid (fig. 23). The forward
scattering configuration is the most favorable case : the
distance is close to 0.5mm. On the other hand this
distance becomes important with great angles between
the emitting light and the wall (back scattering
configuration). A typical example of 2D velocity
measurements gives the secondary field in the wake of a
3D model (fig. 24) ; we can see the different vortices
generated by the upsweep of the rear part of a modem
aircraft model.

4.2. Adaptation For Cryogenic condition

The key points of laser velocimetry in cryogenic
condition are the glass window well designed for
important temperature gradients (without frosting of the
external surface and allowing a good transmission of the
beams into the test section) and the seeding of the flow.
The first point was studied by the use of 2 thick (60mm)
silica windows (fig. 25). The important thickness solves
the problem of pressure (mechanical behavior) and
temperature during the short T2 run time. A
computation of the temperature front propagation in the
silica material have been done for the definition of the
window size (fig. 25). The result is in good agreement
with the temperature measurement on the external
surface of the window : during the run this part of the
glass remains effectively at ambient temperature. In
addition the expansion coefficient of the silica material
is very low, so the window accepts a great temperature
gradient without breaking the glass.

The 2D velocity measurements have been performed in
the center of the empty T2 test section at Mv = 0.77, Pt
= 1.7b for different temperature levels, with and without
seeding. The forward scattering configuration was
chosen with a yaw angle (20°) to simulate future 3D
measurements (fig. 26).

When Tat is decreasing, it achieves successively the
H,O dew point (210K) and ‘the CO2 condensation

point(135K) of the flow ; for these two levels a lot of
small icicles appear in the flow and the frequency
acquisition of the velocimeter becomes greater than at
ambient temperature (fig. 27). Moreover the validation
rate is decreasing due to the saturation of the photo-
multiplier : in fact there are a lot of small particles in
the flow and it's necessary to decrease the electric supply
of the photo-multipliers. So below the dew point it’s
not necessary to inject oil particles in the wind tunnel,
ice particles of the flow are sufficient to measure
correctly the velocity (fig. 27). From a quality point of
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view, there is a good agreement between the velocimeter
information (with and without seeding) and the velocity
coming from the wall pressure measurements (fig. 28).
This investigation is encouraging for future tests
concerning laser aerodynamic measurements in cryogenic
condition.

CONCLUSION

T2 is an induction, pressurized, transonic wind tunnel,
converted since 1981 for cryogenic operation. It is an
internal insulated facility, equipped with a high
performance automatic control system and a test section
with a 2D flexible wall system for adaptation.

We present the evolution of the specific tools
sometimes developed, always used for different 2D or
3D flows at ambient and cryogenic conditions.

The developments concern the anemometer and pressure
probes to measure the flow quality of the cryogenic
wind tunnel. The goal of the different studies was to
know as better as possible the tools we used to perform
the measurements : the static and dynamic bandwidth of
the different probes. In laminarity studies the use of
infrared technique for the experimental qualification of
the boundary layer transition on 2D and 3D models is a
very good tool for tests at ambient and cryogenic
condition. We have developed the coating painting
working well at low temperatures, to improve the
infrared pictures and the accuracy of the transition front
determination.

The last device developed around T2 is the 3D laser
velocimeter, very useful at ambient condition and now
able to measure in cryogenic condition.

The association of research and industrial activities
allowed to analyze various subjects in an extended
Reynolds number range model performances,
transition, laminar flow (low turbulence level),
buffeting and 2D or 3D wall adaptation performances,
drag reduction technique.
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REQUIREMENTS : Z(mm)

- Velocity range : 100 to 450 m/s
- Data acquisition : 60 to 90 s for 30 to 50 points
- Measurement accuracy : 1 m/s

TRAVERSING DEVICE:

- Displacements : X=17m,Y=04m,Z=06m
- Positionning accuracy : = 0.03 mm
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| M=0.73 a=2°

; " . C=150 mm

- Displacement speed : 12 mm/s
(+ 0.2 s for the starting and stopping phases)

OPTIC DEVICES:

o

(mm)

- Argon laser source : power ligth 15 Watts
High power transmitter :

6 beams (3 colors), 6 Bragg cells,

6 monomode optic fibers 10 m length
2 emitting optics and 2 receiving optics

3 photodetectors

Focal tength : 800 and 600 mm
Measuring volume diameter : 130 um

Interfringe : d = 5 pm

ELECTRONIC DEVICE: 3 B.S.A.

- 16 frequency bandwith : Af from 977 Hz to 32 MHz
- 12 central frequency : Fc from 610 Hz to 64 MHz

- Samples number : N =8, 16, 32, 64

- Accuracy on Fd : 64 x 102 x Af/N

- Synchronisation : measurement of arrival and transit
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Figure 21 - 3D laser doppler anemometer
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Figure 24 - Secondary field in a 3D wake flow
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DEVELOPMENT OF PIV FOR TWO AND THREE COMPONENT VELOCITY
MEASUREMENTS IN A LARGE LOW SPEED WIND TUNNEL

P.W.Bearman, J K.Harvey and J.N.Stewart*
Department of Aeronautics
Imperial College of Science, Technology and Medicine
London, SW7 2BY, UK

SUMMARY

The use of particle image velocimetry, PIV, to
make measurements in flows generated around
models in a low speed wind tunnel is
described. The tunnel test section employed is
3m wide by 1.5m high. The problems
associated with using PIV in air at large scale,
and how they can be overcome, are discussed.
Stereoscopic PIV is used to measure all three
components of velocity in planes across a
flow. Errors due to parallax that are present in
velocity components measured in the plane of
a light sheet when there is an accompanying
flow through the sheet, are corrected. The
flows studied are generated by a 1/8th scale
passenger car model and a 1/8th scale model
of an aircraft with a wing sweep of 70°. It is
found that a reasonable estimate of a mean
flow field can be obtained by averaging as few
as ten instantaneous spatial distributions of
velocity.

LIST OF SYMBOLS

d distance between light sheet and camera
lens

M Magnification

s distance between optical axes of cameras

u through-plane velocity .

v, apparent velocity due to parallax

x distance of particle from optical axis

1. INTRODUCTION

A number of recent developments in
experimental aerodynamics have been
associated with obtaining simultaneous multi-
point measurements of flow quantities. There
are several reasons why multi-point
measurements are attractive and perhaps the
most obvious is that their use can drastically
cut wind tunnel running times. For example,
traversing a flow field with a single probe can
be very time consuming and while the probe

*Now at Sira Technology Centre

is in one position no information is being
gained from the rest of the flow. From a more
fundamental viewpoint, multi-point
measurements have the potential to provide
new information about complex flows. At
most practical Reynolds numbers many flows
are unsteady, either resulting from the
generation of turbulence or due to the motion
of organised vortex structures. Multi-point
measurements can provide unique information
about the spatial structure of the unsteadiness.
This paper is about the implementation of one
such technique, particle image velocimetry
(PIV), for measuring the instantaneous spatial
distribution of velocity in a low speed wind
tunnel.

Techniques such as hot-wire anemometry and
laser Doppler velocimetry are used to measure
velocity at a given location in a flow. The
resulting signals can be analysed to produce
time-averaged quantities such as mean
velocity, r.m.s. velocity and power spectra.
Further information about flow structure can
be obtained by measuring more than one
component at a location, or by measuring
simultaneously the velocity at two locations.
However, it is difficult to obtain much more
from two-point measurements than time-
averaged information about the size of eddy
structures in the flow. Investigators have used
extensive arrays of hot wires to obtain more
detailed spatial information but then there may
be concerns about the interference these arrays
cause to the flow. Also such arrays are rarely
able to cover the whole flow area of interest
with a sufficiently fine resolution. LDV has
the advantage of being non-intrusive but the
conventional technique is not suited to making
measurements at many points simultaneously.
However, it should be noted that single point
techniques are very effective for studying
certain aspects of flows and, working within
the framework of the Reynolds-Averaged
Navier Stokes equations, they are a useful tool

Paper presented at the AGARD FDP Symposium on “Advanced Aerodynamic Measurement Technology”,
held in Seattle, United States, 22-25 September 1997, and published in CP-601.
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for helping to validate CFD codes and for
providing information to assist in the

'development of turbulence models. Their main

limitations are that they are time consuming
and they are unable to provide information on
the instantaneous structure of flows.

When investigating a complex flow it can be
very instructive to carry out flow visualisation
studies. Particle image velocimetry (PIV),
which provides measurements of instantaneous
velocity fields, is related to visualisation but
has the added advantage of being a
quantitative method for determining flow
structure. Also valuable additional physical
insight can be obtained by calculating the
vorticity field from the velocity estimates. PIV
is now a widely used technique (Adrian!) and
one which is undergoing continuous
development. The goal is to have a quick,
reliable and easy to use method that can be
employed in a large scale wind tunnel, as a

. matter of routine, to measure all three

components of velocity over extensive planes
of the flow. Much of the early development
work on PIV was carried out in water at small
scale and with low flow velocities. Many of
the problems associated with its use are
minimised in such flows because relatively
large seeding particles can be used, say of
order 50um, and less stringent requirements
are placed on both the illumination and the
particle image recording medium. For
example, in small scale water flows it is
possible to make use of relatively low power
continuous lasers and to record particle
positions directly using a standard video
system.

In air much smaller particles have to be used
to ensure that they will follow the flow
closely, and in the work to be described here
oil droplets with diameters of the order of 1p
m have been used. A pulsed, 10 Joule, ruby
laser is employed as the light source and this
can provide sufficient illumination to record
particle positions over areas roughly 20cm
square. To obtain estimates of velocity, the
laser is pulsed twice and images of the
particles are recorded for each pulse on a
common medium. If the light sheet is directed
normal to the main flow then the combination
of pulse separation and light sheet thickness
has to be chosen such that the majority of the
particles remain within the sheet during the

time between pulses. Otherwise an excessive
number of unpaired particles will contaminant
the records. To ensure that about 75% of
particles remain within the light sheet requires
a thickness equal to roughly four times the
distance particles move between pulses. In the
present work the particles move of the order
of 0.5mm and hence the light sheet thickness
used was 2mm. Increasing the thickness of the
light sheet, while keeping the illuminated area
constant, reduces the level of illumination and
hence, for a given PIV system, the sheet
thickness used effectively fixes the maximum
flow area that can be investigated.

When working at large scale in air the device
used to record particle positions needs to have
a very high spatial resolution. While CCD
cameras might seem an attractive choice, they
do not yet match the high degree of resolution
that can be obtained from a conventional film
camera. Hence, in order to maximise the flow
interrogation area, film cameras have been
used as the recording medium in this study.
Clearly one of the main disadvantages of this
is that the film has to be processed before the
images can be interrogated. In order to
analyse the films they are mounted in a PC
controlled traverse and a CCD camera is used
to view small areas. Data from these areas is
then transferred to the computer for analysis.
Considerable effort was directed towards
developing a fast and accurate interrogation
method and 128 x 128 pixel areas are
analysed using an autocorrelation method
based on direct fast Fourier transforms. A
DSP32C digital signal processing card was
installed in the PC to speed up this
interrogation process. Experience has shown
that the main difficulty with PIV is obtaining
good quality records of particle images and,
relatively, the interrogation of these images is
fairly straightforward.

A familiar difficulty associated with the
interrogation of particle positions is the
uncertainty of +180° in the determination of
flow direction if the sequence of image
recording is unknown. In this study a rotating
mirror is placed between the flow plane and
the camera, in common with a number of
other PIV systems, to impose an artificial shift
on particle images between pulses. This shift,
which has to be larger than any shift due to




the flow, is removed in the interrogation stage
to reveal the true flow direction and speed.

An error that may arise in velocity estimates
obtained from PIV when working at large
scale is associated with perspective or
parallax. In any flow field illuminated with a
thin light sheet, where seeding particles
possess a component of velocity normal to the
sheet, parallax gives rise to an apparent
velocity which is added to the true velocity in
the plane of the sheet. The magnitude of this
error is related to the flow velocity through
the sheet and the distance the measurement
point is away from the optical axis of the
recording device. By using two cameras to
take stereoscopic pictures of the area under
investigation, the flow velocity through the
sheet can be estimated and the velocities in the
plane of the sheet corrected. Although the
velocities through the sheet are not measured
to as high an accuracy as those in the plane of
the sheet, the technique to be described here
provides a means of measuring all three
components instantaneously. Examples of
other studies using stereoscopic PIV are
regorted by Prasad and Adrian? and Liu et
al°.

The aims of the present paper are to: (a)
demonstrate the use of PIV in a wind tunnel
with a test section 3m x 1.5m and to present
two component velocity measurements made
in the wake of a 1/8th scale vehicle model and
a 1/8th scale swept wing aircraft; (b) to
discuss the problem associated with parallax
and to present a method for removing the
error it introduces into velocity
measurements; (c) to describe the use of
stereoscopic PIV to measure all three
components of velocity within a flow plane
and to present results obtained with the swept
wing model.

2. EXPERIMENTAL ARRANGEMENT
2.1 The General Arrangement

A PIV system has been developed for use in a
low speed wind tunnel with a test section 3m
wide by 1.5 m high, located in the
Department of Aeronautics at Imperial
College. The majority of the work carried out
has been at flows speeds of 15 to 20m/s.
These are convenient speeds to use in this
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tunnel but in principle there is nothing to
prevent the technique being used at higher
speeds. A diagram illustrating the general
arrangement of the PIV system is shown in
Figure 1. Many of the features have already
been introduced in the previous section and
will not be repeated here. One of the most

SEEDED FLOW PAST
OBJECT OF INTEREST
N

FILM (IMAGE PLANE)

CYLINDRICAL PULSED
LASER BEAM

Figure 1 General arrangement of a PIV
measurement system

challenging aspects of PIV is to supply
seeding particles, in sufficient concentration,
that will both follow the flow and scatter
enough light to be observed by the recording
device. The seeding used was smoke from a
Concept Comet smoke generator which was
introduced some distance upstream of models.
A substantial number of seeding sources were
investigated but this proved to be the most
suitable.

Single photographs and stereoscopic
photographs were taken with Bronica SQ-Am,
120 format, motorised cameras. The main
film employed in the investigation was Kodak
Technical Pan 2415. Flat field lenses with
focal lengths of 110mm are used and it has
been found, with the particular arrangement
employed, that to obtain successful PIV
photographs magnifications of at least 0.15
have to be used. This is in order to be able to
resolve the images of 1pm seeding particles;
even when using the very high quality, near
diffraction limited lenses that were employed
in this investigation. For stereo operation the
cameras were mounted one above the other
and a single mirror provided the image
shifting for both cameras. The mirror for
single and double camera operation was fixed
on a turntable rotating at constant velocity.
The laser was fired using a signal from the



4-4

turntable indicating when the mirror was in
the correct position. Illumination was supplied
by a Lumonics HLS4, Q-switched, double
pulsed, holographic ruby laser. This provides
two spatially uniform pulses of light, each
with a duration of 25ns and a maximum
energy of 5 Joules, which can be separated by
between 1 and 500ps. The choice of 694nm
wavelength red light is not ideal because films
are substantially more sensitive to green, but
at the time the laser was purchased high
power Nd:Yag lasers proved unable to match
the beam quality of holographic ruby lasers.
Now there are high power dual Nd:Yag lasers
available that have been specially developed
for PIV.

Experiments have been carried out using this
system to measure velocities in the flow
generated by a range of wind tunnel models
(Stewart et al4, Bearman et al%). In this paper
we describe the results of measurements made
in the wakes of a 1/8th scale passenger car
model and 1/8th scale half model of a variable
sweep aircraft, donated to the Department by
British Aerospace.

2.2 Parallax Removal and the Measurement
of Three Components

The origin of the parallax or perspective error
introduced by particle motion normal to the
light sheet is illustrated in figure 2 where, for

LASER SHEET

/ PARTICLE
?

CAMERA AXIS 1

LENS 1

FILM PLANE |

Figure 2 Origin of the perspective or parallax
~error

the particular flow shown, the particle
velocity in the plane of the sheet is zero. On
the film plane a displacement arises between
consecutive images which is related to the
through-plane velocity, u, the distance the
particle is away from the optical axis of the
camera, x, and the distance, d, between the
sheet and the camera lens. In the interrogation
process an apparent velocity, v, is predicted

in the plane of the light sheet, given by v, =
u x / d. Clearly, for a given flow, this error
can be reduced by using a longer focal length
lens. However, high quality, long focal
length, lenses are expensive and even with
such a lens the error cannot be completely
eliminated. An alternative approach, which is
the one followed here, is to photograph
simultaneously the same area of flow using a
second camera. The arrangement is sketched
in figure 3 where it can be seen that a
different velocity in the plane of the light
sheet will be predicted from the analysis of
each photograph. From this information, and
knowing the distance between the optical axes
of the cameras, it is possible to evaluate u and
to correct the velocity in the plane of the light
sheet to its true value of zero. In the general
case, the particle will have components of
velocity in all three directions and this will
generate appropriate displacements on the
films of the two cameras. The equations
relating the true in-plane velocity components
and the through-plane velocity to the
components measured in the plane of the light
sheet are straightforward and easily
incorporated into a data processing
programme (see for example Gauthier and
RiethmullerS).

LASER SHEET

; ANRTICLE
: aN

CAMERA AXIS | i CAMERA AXIS 2

LENS 1 LENS 2

FILM PLANE | FILM PLANE 2

Figure 3 Set up for stereoscopic PIV

In this study stereoscopic PIV has been used
both to remove parallax errors and to obtain
estimates of through plane velocities. It should
be noted that using this technique these
velocities can only be recovered from the
areas of the flow where the focal areas of the
two cameras overlap. Using conventional
cameras side by side this means that the flow
area over which it is possible to obtain
velocities is less than that for single camera
PIV. During the data analysis stage for
stereoscopic PIV the position of a point in the
flow and its corresponding positions on the




two negatives have to be known accurately.
This was achieved by arranging for a very
thin wire to pass through the light sheet, close
to a corner of the area being photographed.
The image of the wire appears as a dot in
each negative and is used as the reference
point.

From an analysis of the errors in estimating
velocity components it can easily be shown
that, for a given error in measuring the
displacement between images on a negative,
the error in the resulting in-plane velocity
components is inversely proportional to the
magnification, M; which is the ratio of a
length in the film plane to a length in the flow
plane. However, the corresponding error for
the through-plane component can be
substantially higher and the ratio of this error
to the error on the in-plane components is
given by 2d / S, where S is the distance
between the optical axes of the two cameras.
Employing the values used in this
investigation the ratio of errors is around 10.
Hence we can expect significantly more
scatter in the estimates of the through-plane
component of velocity than for the in-plane
ones.

While discussing errors it should be noted that
an inaccuracy is introduced by the rotating
mirror used to generate image shifting. As
discussed by Raffel and Kompenhans’, the
mirror rotates through a small interval during
the time between laser pulses and this has the
effect of rotating the focal plane of the
camera. This produces an apparent through-
plane component of velocity which gives rise
to an error in the object plane which is similar
to that caused by parallax. In stereoscopic PIV
it is seen from the discussion above that it is
important to have accurate estimates of the
displacements in the object plane in order to
calculate the through-plane component. Hence
this error has been removed in the post
processing stage using equations given by
Oschwald et al8.

2.3 Data Processing

An outline of the data processing has already
been given and it has been noted that particle
displacements between laser pulses are found
by using a direct autocorrelation method. This
involves searching for the position of the

highest peak in the autocorrelation function,
after the peak at zero displacement which
corresponds to particles correlating with
themselves and which must always be the
highest one. Without using any special
processing technique the accuracy with which
the position of a peak can be detected is
limited to the pixel resolution used to record
the particular segment of a negative. Since
estimates of the through-plane component of
velocity are very sensitive to errors in
measuring displacements on the film, it is
important to try to keep these errors as small
as possible. Sub pixel accuracy in locating a
peak can be achieved by assuming some form
for the correlation function in the vicinity of a
peak and fitting this to the available data. The
effectiveness of various peak searching
routines has been investigated by Lourenco
and Krothapalli® and they conclude that
simple curve fitting methods are not
necessarily the most accurate. Their
recommendation is to use a multi-grid
interpolation procedure known as Whitaker's
reconstruction. This involves first locating the
maximum from the original measured grid of
points and then constructing a sub-grid around
this at half the original spacing using an
interpolation routine based on an n x n array
of points. The process is repeated p times and
in theory should provide the peak location to
an accuracy of 2°P th of a pixel. Lourenco and

. Krothapalli, working with synthetic data,

recommend using a 5 x 5 array of points but
with our real data we found that an 11 x 11
array was needed to obtain the same accuracy.
Using such a large array introduces a very
considerable increase in the analysis time for a
data set. However, we found that using a
bicubic spline fit to a peak its location could
be identified to almost the same accuracy as
employing Whitaker's reconstruction. Hence,
in order to keep analysis times to a minimum
we have used the spline fitting method.

The ideal result from a PIV experiment is to
have reliable estimates of velocity at every
mesh point over a regular grid. In practice
there will often be points where the analysis
procedure either cannot determine a velocity
or returns an incorrect estimate. The most
common reason for this is that the seeding is
not sufficiently concentrated. In many cases
this results in the correct peak being lower
than one or more other spurious peaks in the
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autocorrelation function and hence the
interrogation algorithm returns the wrong
velocity. Fortunately an incorrect estimate is
usually quite different to the true value and
hence can be easily detected by comparing its

- value with that of its near neighbours. An

automatic checking routine is built into the
software and if a suspect velocity is identified
then it is replaced by the estimate obtained by
using the next lowest peak. The revised
estimate is checked and is either accepted or
rejected. If after checking a number of peaks a
realistic velocity cannot be found then a zero
is returned for that mesh point.

Within a turbulent flow no two instantaneous
velocity fields measured using PIV will be the
same. Measuring a large ensemble of velocity
fields it would be possible to recover the kind
of time-average statistical data on turbulence
that is routinely obtained using hot-wire
anemometry and LDV. However, assuming
velocity is normally distributed, it can be
expected that to obtain r.m.s. values to an
acceptable accuracy might require upwards of
10,000 estimates. Presently this is impractical
and, until there are significant further
advances, PIV should be viewed as a
complementary technique and not one which
replaces single point measurement methods.
However, when averaging across a number of
instantaneous velocity fields, very few seem to
be required to generate an acceptable estimate
of the mean velocity field. Averages across
ten sets of PIV data will be shown.

3. EXPERIMENTAL RESULTS

3.1 Two Component Velocity Measurements
Behind a Car Model

The wake of a three-dimensional body like a
car is complex and dominated by streamwise
vortex structures. These vortices originate
from various features of the upstream body
and may interact with each other both around
the body and in the near wake. Until
relatively recently the instantaneous structure
of such wake flows has been very difficuit to
measure but with the advent of techniques
such as PIV much more detailed information
can now be obtained.

A typical measurement (for further details see
Wang et all0), obtained using PIV, of the
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Figure 4 Instantaneous cross flow velocities in
the wake of a car model

instantaneous velocity field in a cross flow
plane in the wake of a car model is shown in
figure 4. This plane is situated 23% of the
car's length downstream of the car. It is seen
that the wake is composed of a substantial
number of coherent vortex structures and they
move apparently randomly in time and space.

If the velocity fields obtained from a small
number of PIV measurements are averaged
then the fine detail of the multiple vortex
structures is lost and the twin vortex
structures seen in time-average measurements
appear. This is illustrated in figure 5 where
the outcome of averaging only 10 sets of
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Figure 5 The average of ten velocity
distributions

instantaneous velocity measurements is
presented. The apparent asymmetry in the




resulting vortex structures may be due to
averaging too few a number of instantaneous
fields. The many longitudinal vortex
structures observed in the instantaneous flow
will have originated from various features of
the complex car body. On the basis of these
measurements, the concept of a car wake
consisting mainly of a pair of contra-rotating
turbulent vortices would appear to be wrong.

A surprising feature of Figure 5 is how
smooth the resulting plot appears, bearing in
mind that each velocity estimate is based on
so few data values. However, this average is
not the same as that obtained by traversing a
hot wire or an LDV and taking the mean of
ten velocity readings at each point.
Presumably this would be much more
scattered. Using PIV any spatial correlation
within the flow is preserved and it is the
average of a small number of complete fields
that is calculated whereas with single point

measurements each data point is obtained for a .

separate realisation of the flow. To date this
powerful feature of PIV does not seem to hav
been fully exploited. :

The data presented in this section are subject
to two important limitations. One is that only
the components in the plane of the sheet are
measured and, secondly, these components are
subject to a parallax error which becomes
significant towards the edges of the
measurement area. In the following section
these restrictions are removed through the use
of stereoscopic PIV.

3.2 Two and Three Component Velocity
Measurements behind a Swept Wing

The 1/8th scale, half model of a generic
aircraft, incorporating the swept port wing, is
1.75m long and was mounted on a base plate
7cm above the floor of the 3m x 1.5m wind
tunnel. By slightly elevating the model any
interference effect from the floor boundary
layer was minimised. The model is shown in
figure 6. Measurements were carried out for a
variety of sweep angles and for various angles
of incidence. For the results to be presented in
this section the laser sheet entered normal to
the free stream direction and was placed 3cm,
which is a distance equal to 28% of the tip
chord, downstream of the wing, as shown in
figure 7. The wing sweep was 70° and in the
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Figure 6 1/8th scale aircraft model

results to be presented the incidence of the
model was 8°.

Light sheet

Figure 7 Position of the light sheet

A typical set of velocity measurements for the
in-plane component obtained from one
negative, and hence including the parallax
error, is illustrated in figure 8. The profile of
the wing at the tip, as seen from downstream,
is also pictured. The leading edge is at the
origin of the co-ordinate system and it should
be recalled that the measurement plane is a
littte way downstream of the tip. The
corresponding plot using data from both
negatives to remove the parallax error is
shown in figure 9.

Differences are most obvious around the
edges of the plots, for example in figure 8
there is an unrealistic out flow measured along
the boundary above the upper surface of the
wing. The plot of true cross flow velocities
shows a number of interesting features, the
most obvious one being a large clockwise
vortex above the wing. Near the origin there
is evidence of a smaller anticlockwise vortex,
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Figure 8 Velocities without parallax
correction

with a relatively high velocity flow between
the vortices. Below the wing the cross flow
velocities are small. By tracing back along the
vortices it was found that, as expected, the
large vortex originates at the wing leading
edge. The second vortex is shed from the
wing tip at its inboard edge. Under the
influence of the stronger leading edge vortex
it is rapidly convected outwards from the
fuselage and in the figures appears in a
position near the leading edge of the wing.
with a relatively high velocity flow between
the vortices. Below the wing the cross flow
velocities are small. By tracing back along the
vortices it was found that, as expected, the
large vortex originates at the wing leading
edge. The second vortex is shed from the
wing tip at its inboard edge. Under the
influence of the stronger leading edge vortex
it is rapidly convected outwards from the
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Figure 9 Velocities with parallax correction

fuselage and in the figures appears in a
position near the leading edge of the wing.

A series of plots of the velocity field for this
flow were obtained and in each the positions
of the main vortices and their strengths were
slightly different. The flow is turbulent in the
vortices and so the fine structure was quite
different between plots. In order to obtain a
rough estimate of the mean flow, data from
ten instantaneous velocity fields was averaged
and the result is shown in figure 10. As with
the measurements in the car wake, it is
surprising how smooth the resulting plot
appears.

The vorticity field corresponding to the
velocity field plotted in figure 10 is shown in
figure 11. The main leading edge vortex and
the vortex shed from the trailing edge are the
dominant features. The small patch of
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Figure 10 The average of ten velocity
distributions
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Figure 11 Distribution of vorticity: brighter
contours + ve vorticity

anticlockwise vorticity at about the three
quarter chord point is thought to be spurious
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and due to there being insufficient correct data
in this area.

Being restricted in this paper to black and
white plots it is difficult to show all three
components of velocity together. In figure 12,
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Figure 12 Plot of all three velocity
components. The scale gives the
range of velocities through the
plane.

taken from a colour plot, the magnitudes of
the in-plane component are given by the
lengths of the lines and the through-plane
component is related to the brightness of the
lines, but not in a consistent manner. In the
darker areas of the plot above the main vortex
and below the wing the velocity is near the
free stream velocity. For the particularly
bright lines the velocity is roughly 90% of the
free stream and near the centre of the main
vortical region it is between 60 and 70%. It
should be noted that in this plot the origin of
the co-ordinate system has been moved to the
trailing edge.

4. CONCLUSIONS

Stereoscopic PIV has been shown to be
suitable for use in a large, low speed wind
tunnel. It has been used to correct for the
parallax error that occurs while measuring
velocity components in the plane of a light
sheet when there is a through-plane velocity
component present. The technique has also
been used to measure all three components of
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velocity simultaneously across a flow plane.
However, it was noted that the error in the
through-plane component is likely to be
substantially greater than that for the other
two components. The PIV measurements
reveal interesting features of the instantaneous
spatial structure of the wakes of a car and a
swept wing flow. An interesting finding is
that a surprisingly good estimate of the mean
flow field in the wakes of these models can be
obtained by averaging as few as ten
instantaneous velocity fields.
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SUMMARY

Particle Image Velocimetry (PIV) is a non-intrusive
measurement technique capable to measure the
instantaneous velocity field in a two-dimensional plane.
This technique has matured to a state that it now can be
employed on a routine base in large industrial wind
tunnels. For that reason, the German Dutch Wind
Tunnel has acquired a two-component PIV system for
its Large Low Speed Facility. The main components of
the system are a high speed video camera, a powerful
pulsed Nd:YAG laser and for evaluation of the
recordings a software system. The tracer particles are
introduced in the flow by means of a rake mounted in
the wind-tunnel settling chamber.

A first application of the PIV system was the
measurement of the trailing wake of transport type
aircraft model. The measurement plane was positioned
perpendicular to the main flow direction and the video
camera was mounted on a traversing system installed
inside the test section far downstream the model. One of
the important results was that in the individual velocity
plots an unsteady vortex was found almost absent in the
time averaged results.

The PIV system cannot only be used in the closed wall
test section of the DNW-LLF, but also in the Open Jet
test section. Because of the large size of the facility the
set-up requires both for the video camera and the pulse
laser a stable support. This could be realised by using
existing support systems.

LIST OF SYMBOLS

M magnification factor of PIV recording:
pixels/mm

Vy flow velocity in y-direction

Vv, flow velocity in z-direction

Ve cross flow velocity Vi = \/_ Vi+ V2
T laser pulse delay

1. INTRODUCTION

Non-intrusive measurement techniques are not only
applied because they lack the interference with the flow
and hence the possible introduction of measurement
errors, but also because there are many applications
where direct probing of the flow is prohibitive. Clear
examples of this are measurements in high temperature
or aggressive fluids or gases and the measurement of the
flow field around rotating systems like helicopter rotors,
aircraft propellers and the rotating parts of gas turbine
engines. Additionally flow fields generated by rotating
systems have in common that they are periodical which
requires a fast responding system even to obtain a true
averaged value. Such a capability is offered by a hot
wire or a hot film measuring system, but the time con-
suming, intrusive and delicate character of the probes
limits application in industrial wind-tunnel environment.

For subsonic to supersonic flow two non-intrusive ve-
locity measurement techniques, Laser Doppler Ane-
mometry (LDA) and Particle Image Velocimetry (PIV),
have emerged over the past fifteen years as reliable
systems and have proven their capabilities in a number
of applications (Ref. 1,2). As far as wind tunnel testing
is concerned the applications were mostly limited to
small or moderate sized facilities. This is not surprising
as use of LDA or PIV in large low speed facilities like
the German-Dutch Wind Tunnel (DNW-LLF)' requires
powerful lasers and high quality long range optics and it
was not until recently that this equipment became avail-
able.

! Since 1996 the foundation DNW includes three low
speed wind tunnels. To identify uniquely the large wind
tunnel, formerly known as the DNW, this facility is now
called DNW-LLF.

Paper presented at the AGARD FDP Symposium on “Advanced Aerodynamic Measurement Technology”,
held in Seattle, United States, 22-25 September 1997, and published in CP-601.
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In 1995 a program was started to upgrade the
measurement capabilities of the DNW-LLF and in this
framework DNW decided to buy a PIV-system. That
PIV was favoured over LDA had to do firstly with the
expected interest from customers in general and
secondly with the expected higher productivity of the
PIV system. Although the LDA and PIV have
overlapping capabilities, one of the well-accepted
advantages of the PIV over LDA is its capability to map
two-dimensional velocity vectors over a certain area
instantaneously. Compared to the LDA which measures
the velocity vector on a point by point base, measuring
over an area at once allows to capture coherent
structures. This feature makes PIV very attractive for
measuring velocity distributions in vortices such as
found in the wake behind a wing or the in the vortex
system shed by a helicopter rotor. Testing of helicopter
rotors forms an important market for DNW-LLF. Map-
ping a complete area at once contributes also to the high
productivity of the PIV system. For a large facility like
DNW-LLF productivity is a prime factor.

Although PIV has matured to a tool applicable in the
industrial wind tunnel environment, it is not possible to
buy off the shelf systems. Therefore, the DNW ordered
the DLR Institute of Fluid Mechanics to design and
build a PIV system for use both in the closed test sec-
tions of the DNW-LLF and in the Open Jet. The latter is
mostly used for helicopter rotor testing.

To validate the system concept and to build up experi-
ence it was decided to use the PIV system in two differ-
ent types of tests. The first case selected was the meas-
urement of the development of the vortex system down-
stream of an aircraft model (Ref. 3). During landing and
take-off the trailing vortices from preceding aircraft can
be dangerous to the following aircraft. The air safety
regulations require a minimum separation based on the
expected intensity of these vortices. Because the flow
field of interest extends in stream wise direction over a
distance of many wing spans, in a wind tunnel test
recourse has to be made to relative small scale models
installed in the test section as far upstream as possible.

The second case in the validation process not yet com-
pleted but planned in the very near future is the meas-
urement of the velocities in the vortices from a helicop-
ter rotor model. The sting-supported model will be
placed in the Open Jet of the DNW-LLF.

The paper describes the components of the newly ac-
quired DNW PIV-system and presents the results from
the first application of the system. Following this the set
up for the measurement of a rotor will be discussed.

2. THE PIV SYSTEM

2.1 The Image Recording System

Detailed descriptions of the various implementations of
PIV can be found in Ref. 4 and 5. The most wide
spread method is to take at least two consecutive images
from small particles suspended in the flow under inves-
tigation. When the camera shutter is fully opened the
particles are illuminated twice during a short time pe-
riod by a thin laser light sheet carefully positioned per-
pendicular to the camera axis (see Fig 1). By measuring
the particle image displacement, either by particle
tracking or locally applying statistical methods, the two
dimensional projection of the local velocity vector can
be calculated using the image magnification factor, M,
and the time between the two pulses from the laser.

Since 1986 the DLR Fluid Mechanics Division has been
developing PIV systems with the emphasis on systems
applicable in the DLR wind tunnels. This imposes a
number of additional requirements not present in a typi-
cal laboratory environment. The PIV system has to be
easily portable and its components need to be modular
to adapt to the unique features of each wind tunnel. For
large facilities with high operating costs reliability is of
principle concern. Another set of requirements arises
from the fact that nearly all applications of PIV take
place in air at moderate to high speed and some times
with high centrifugal force: small seeding particles are
needed to accurately follow the flow which in turn re-
quires the use of high powered lasers in conjunction
with high quality imaging equipment. This holds in par-
ticular in large facilities where distances between obser-
vation area and recording equipment can be consider-
able (for DNW-LLF up to eight meters).

The current existing PIV systems and systems under
development at DLR are outlined in Fig 2. To the left of
the figure the classical two-dimensional PIV systems are
given whereas at the right side the systems capable to
record the third, out of plane velocity component are
indicated. These three-dimensional systems are still
under development and have not matured to a state that
they can be used in an industrial wind tunnel. It was
therefore from the start of the development of the sys-
tem for DNW clear that it should be a system capable to
measure two velocity components at once.

Of the three two-component systems, the photographic, .

single frame/ double-exposure recording set-up is the
oldest (Ref. 6). To remove directional ambiguity which
may occur for example in areas of reversed flow, a ro-
tating mirror has been used (Ref. 7) and recently also
through the use of a birefringent crystal plate. Im-
provements in the spatial resolution of a factor of two of
this system have been achieved by replacing the
Young’s fringe method of interrogation of the photo-
graph by a digital interrogation method based on high
resolution scans of the recording (Ref. 8)



The digital approach significantly reduces processing
time because there is no longer need to produce a high
contrast contact copy prior to interrogation. This has
resulted in turn around times of about an hour. From a
point of view of productivity for a large facility an hour
is still too long. This has to do with the fact that chang-
ing to the next observation area takes rather long be-
cause of the time needed for alignment of the laser light
sheet and the calibration of the image. In general the
decision to move to the next position is only taken after
the processed data have been approved as valid data.
Therefore, it was decided that for the DNW-system the
photographic recording would not become the prime
recording system, but would only be used as a kind of
back-up system.

To speed up the processing of PIV data video based
approaches have been developed and successfully ap-
plied (Ref. 9). In the video approach two separate re-
cordings are taken with the results that the directional
ambiguity is completely removed. Initially use of video
based systems were limited to low speed application in
water. This is a direct consequence of the low frame rate
of conventional video, typical 25 Hz (CCIR video stan-
dard) or 30 Hz (RS-170 video standard). Later on the
video technique has been improved and the speed range
increased considerably. Despite the improvements the
standard video camera still has one major disadvantage,
its triggering is not fast enough to capture asynchro-

nous, rapidly changing flows like the ones generated by

rotor and propeller blades or flapping airfoils.

In an effort to provide a video based PIV system suit-
able of capturing unsteady flow phenomena, a special
camera has been designed by DLR. The PIV-camera is
based on a high-speed video camera containing eight
CCD sensors with a burst rate of 1 million frames per
second (Ref. 10). Instead of eight the PIV-camera has
only two sensors, which increases the light sensitivity of
the camera by a factor of four compared to the eight-
sensor design. The minimum exposure time, 1, for this
camera is 0.8 ps.

How attractive the video system might look from a
point of turn around time, the draw back is its much
lower resolution. The dual sensor camera provides ap-
proximately 23 by 18 discrete velocity vectors, whereas
the standard 35-mm photographic film, digitised at 100
pixels per millimetre, yields about 56 by 37 discrete
vectors at comparable measurement uncertainty. Due to
the low resolution mapping a certain area would require
a multiple displacement of the camera. Although the
images could be merged to together, coherent structures
larger than the viewed area cannot be covered. This low
resolution was therefore not acceptable for the DNW.

As a compromise between the high resolution of photo-
graphic recording and the high speed of the video sys-
tem a third camera was developed and selected for the

5-3

DNW PIV-system. In this case the camera incorporates
full-frame interline CCD technology. The difference
between this technology and the technology used in the
above described high speed video camera is that full-
frame interline design allows the shuttering (exposing)
and the storage of entire array of pixels and not just
every other line. A direct consequence of this is that the
vertical resolution is doubled. The camera has a 15 Hz
frame rate and a 1000 by 1000 pixel array, which results
in a spatial resolution of 31 by 31 velocity vectors. Be-
cause the camera has a build-in digitiser and memory to
store the picture, direct viewing of the recording is not
possible. But via an interface the digitised data is trans-
ferred at a rate of about 20 Mbyte/s to the memory of a
PC and presented on the monitor. This allows almost
online viewing of the unprocessed recordings.

To permit the recording of two full frames at short in-
terval the camera had to be exactly synchronised with
the laser. To this end the timing for the pulsed laser is
coming from the camera. A special frequency di-
vider/multiplexer was designed to synchronise the 15
Hz frame rate of the camera with the 10 Hz rate of the
pulsed laser. This allows a recording speed of pairs of
PIV images of 5 Hz. The phase of the timing signals is
set such that the first laser light pulse occurs shortly
before the interline transfer in the sensor is started,
while the second laser light pulse follows shortly there-
after. This procedure is similar to those described in
Ref. 11 and 12. The minimal delay time, 1, between two
pulses have been found to be for low light levels as low
as 1 ps, but for high saturation levels of the exposed
pixels the delay time increases to 5 - 10 ps.

2.2 Particle Illumination

The light source for illumination of the particles is a
pulsed Nd:YAG laser with a dual oscillator and a
second harmonic generator supplying two consecutive
pulses at a maximum rate of 10 Hz, each pulse has an
energy of 320 mJ and the pulse width is 3 ns. Nd:YAG
lasers produce light with a wavelength of A = 1064, but
the harmonic generator changes this to A = 532 nm
(green) and the interval between the two pulses can be
set between 1lus and 1 s. Note that photographic film is
more sensitive to green than to for example red light as
produced by ruby lasers. PIV measurements over long
distances not only require powerful lasers but also
excellent characteristic like the spatial intensity
distribution, co-linearity, beam pointing stability ( <
100 prad) and energy stability.

To obtain a thin light sheet, typical thickness in the or-
der of 0.5 mm, the round light beam emitted by the
pulse laser goes through a set of spherical and cylindri-
cal lenses. '
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2.3 Seeding Generator

It is clear from the principle of PIV that it can be said to
be a ‘direct’ velocity measurement technique, because -
in contrast to hot wire or pressure probe techniques - it
is based on the direct determination of the two funda-
mental dimension of the velocity length and time. On
the other hand, the technique measures indirectly, be-
cause it is the tracer particle velocity, which is deter-
mined instead of fluid velocity. Therefore, fluid me-
chanical properties of the particles have to be checked
in order to avoid large discrepancies between fluid and
particle motion. First applications of PIV have already
shown that it is much more difficult to provide high
quality seeding in high speed gas flows compared to
applications in liquid flows (Ref. 13-17). The problems
are similar to those, which are faced when applying
LDA. It is clear that the diameter of the particles must
be very small in order to assure a good tracking of the
fluid motion. But the fact that the light scattering
properties reduce with decreasing particle diameter has
also to be taken into account and a compromise has to
be found. This problem is discussed in literature
intensively (Ref. 18-20).

The most common seeding particles for PIV inves-
tigation of gaseous flows are oil particles, which are
generated by means of Laskin nozzles. Pressurised air,
injected in olive oil, leads to the formation of small oil
droplets. The aerodynamic diameter of the olive oil par-
ticles is about 1um. In wind tunnel flows the supply of
tracers is very often difficult. The particles, which are
mostly used, are not easy to handle because many
droplets formed from liquids tend to evaporate rather
quickly and solid particles are difficult to disperse and
very often agglomerate. Therefore, the particles cannot
simply be fed preceding the measurement, but must be
injected during the test into the flow just upstream of the
test section. The injection has to be done without sig-
nificantly disturbing the flow, but also in a way and at a
location that guaranties homogenous distribution of the
tracers. Since the existing turbulence in many test fa-
cilities is not strong enough to mix the fluid with parti-
cles which where added at one position sufficiently, the
particles have to be supplied out of a large number of
openings. Distributors like rakes consisting of many
small pipes with a large number of tiny holes are often
used. This requires particles, which can be transported
inside small pipes. Below a description of an atomiser is
given which generates suitable particles and has been
used for most PIV measurements in airflows. The
particles generated by this device are non toxic, stay in
air at rest for hours, and don't change in size signifi-
cantly under various conditions. In closed circuit wind
tunnels these particles can be used for a global seeding
of the complete volume or for a local seeding of a
stream tube by a seeding rake with a few hundred tiny
holes like the rake used at DNW-LLF. This rake is
relatively large and measures 2.5 m x 2 m. It is mounted

on a traversing mechanism in the settling chamber

" upstream the cooler, the grids and screens. Because of

the size of the rake three aerosol generators containing
40 Laskin nozzles each are used.

Each generator (Fig 3) consists of a closed cylindrical
container with two air inlets and one aerosol outlet. Four
air supply pipes mounted at the top dip into vegetable
oil inside the container. They are connected to one air
inlet by a tube and a valve each. The pipes are closed at
their lower ends. Four Laskin nozzles, 1 mm in
diameter, are equally spaced radially in each pipe. A
horizontal circular impactor plate is placed inside the
container, so that a small gap of about 2 mm is formed
by the plate and the inner wall of the container. The
second air inlet and the aerosol outlet are directly
connected to the top. Two gauges measure the pressure
on the inlet of the nozzles and inside the container,
respectively. Compressed air with 0.5 to ‘1.5 bar
pressure difference against the outlet pressure is applied
to the Laskin nozzles and creates air bubbles within the
liquid. Due to the shear stress induced by the tiny sonic
jets small droplets are generated and carried inside the
bubbles towards the oil surface. Big particles are
retained by the impactor plate; small particles escape
through the gap and reach the aerosol outlet. The
amount of particles can be controlled by switching the
four valves at the nozzle inlet. The particle
concentration can be decreased by an additional air
supply via the second air inlet. The mean size of the
particles generally depends on the type of liquids being
atomised but is only slightly dependent on the operating
pressure of the nozzles. Vegetable oil is the most
commonly used liquid since it is said to be less
unhealthy than many other liquids. However, any kind
of seeding particles, which can not be dissolved in wa-
ter, should not be inhaled. Most vegetable oils (except
cholesterol-free oils) lead to polydisperse distributions
with mean diameters of approximately 1 pm.

2.4 Data Processing

After transfer of the recordings from the video camera
to the PC memory, the recordings are next temporarily
stored on the hard disk of the PC. For a first inspection,
the data is processed on the PC and thereafter as soon as
possible transferred over a link to a workstation for final
processing. :

The core of the evaluation software is based on cross-
correlation analysis using small, 32® pixel, interroga-
tion windows similar to that described in Ref. 9. The
interrogation windows have an overlap of 50 percent
(16 pixels). This cross-correlation analysis program
includes a multiple pass algorithm in which a number of
passes (typical three) are used to off set the interroga-
tion window with respect to each other in accordance
with the local displacement vector. This procedure as
described in Ref. 21 has the advantage of significantly




reducing the measurement uncertainty and improving
the signal to noise ratio (i.e. higher data yield). Between
each of the interrogation passes an outlier search algo-
rithm eliminates vectors which deviate significantly
from their neighbours to prevent the following interro-
gation to lock onto the suspect displacement data. In the
final pass, the peak detection algorithm is limited to a
smaller search region within the correlation plane to
recover displacement data, which may not otherwise be
found. No outlier detection and replacement is per-
formed after the last pass of the interrogation. Since the
interrogation windows can only be shifted by integer
amounts the multiple pass algorithm converges after
typically three passes and generally requires approxi-
mately twice the interrogation time as the standard, sin-
gle pass interrogation.

Once the displacement data has been calculated, the data
is converted to velocity using the known magnification
factor, M, and the exposure delay t. Further on the co-
ordinates of the measurement plane are inputted in the
program to relate the measured velocities to the model
bound co-ordinate system.

3 PIV MEASUREMENTS OF THE TRAILING
VORTEX BEHIND A WING

3.1 Wind Tunnel and Model

For this test a half model of a twin-engined aircraft
model in high lift configuration was mounted at the up
stream end of the closed test section of the DNW-LLF.
The DNW-LLF is an atmospheric, single return wind
tunnel with two exchangeable test sections, of which the
smaller one has a convertible cross section. Of these two
sections the largest one has a cross section of 9.5 by 9.5
m* and the convertible either 8 by 6 m? or 6 by 6 m?
The length of the 9.5 by 9.5 m? and the 8 by 6 m’
configuration is 20 meters but due to the longer
transition needed the 6 by 6 m? test section is just 15 m
long. All test sections have at the downstream end
breathers which purpose is to keep the static pressure in
the test section at ambient. The maximum speed in the
largest test section is 62 m/s, in the medium size a speed
of 117 m/s can be achieved, whereas the maximum
velocity in the smallest test section is 153 m/s. Most of
aircraft related testing is executed in the 8 by 6 m? test
section and so was the test described in this paper.

The half model tested represented a typical medium
range, 150 passenger aircraft at a scale of 1:13.6 which
resulted in a span of the half model of 1.25 m. Before,
the same model was tested in the low-speed wind tunnel
of Daimler-Benz Aerospace Airbus in Bremen, Ger-
many (Ref. 3). Of the two available high lift configura-
tions, the one with the double slotted type was selected
for the PIV test. The aircraft engine was represented by
a through-flow nacelle, which simulates the flight idle
condition.

5-5

The half model was firmly attached to the bottom of the

test section with an angle of attack of seven degrees. A
143-mm high peniche ensured that the fuselage was
well outside in the test section boundary layer. Fig 4
gives a picture of the model in the test section. Because
the model was mounted at the very upstream end of the
test section, it was possible to follow the wake devel-
opment over a long distance, up to seven wing spans.
All tests were executed at a free stream velocity of 60
m/s, which equals a Mach number of 0.18.

3.2 Set-up of the PIV system

With the two-component PIV-system a choice had to be
made whether the stream wise or the cross flow veloci-
ties should be measured. The vorticity in the wake of a
wing is proportional to the lift of the wing and is the
most significant parameter for describing the wake de-
velopment. This vorticity is calculated from the cross
flow velocities Vy and V, .Therefore, it was decided to
measure the cross flow velocities. As a consequence the
camera must by put inside the flow; viewing in
upstream direction and the light sheet had to be
projected perpendicular to the main flow direction. The
PIV set up is schematically shown in Fig 5. An
arrangement with the camera inside the flow with the
observation area perpendicular to the main flow
direction is very demanding in a number of respects.
The camera and the camera support are directly exposed
to the flow and are subjected to flow-induced vibrations.
An additional critical condition is the short residence
time of seeding particles in the light sheet. Previous 5-
hole probe results (Ref. 3) showed the maximum cross
flow velocity V; is only in the order of half the free
flow velocity. This requires the delay time 1 between
two pulses to be as short as possible and to increase the
light sheet thickness to its maximum in order to record
enough particle pairs. However increasing the light
sheet is limited while otherwise the light intensity and
hence the light scattered by the 1 pm oil droplet
particles falls below the minimum level needed for
exposure of the video camera. Finally, to capture an as
large as possible part of a vortex, a large observation
area is required which translates to a reduction of the
displacement in the image plane. This cannot be
compensated because of the fixed thickness of light
sheet does not permit the pulse delay 1 to be increased
accordingly.

In the final configuration the parameters were optimised
with respect to each other such that a pulse delay of 1=
20 ps resulted in a particle displacement of 1.2 mm
normal to the light sheet which had a thickness of about
3 mm. With a particle displacement of 3 mm the related
in-plane displacement is 0.6 mm. Given an observation
area of 0.2 by 0.2 m, this gives a displacement of one to
two pixels on the CCD sensor. A one to two pixel dis-
placement results in a dynamic range of 20, because the
noise level in the recovered displacement data is in the
order of 1/10" to 1/20™ of a pixel.
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As a further measure to increase the change that a
particle is illuminated twice the second-pulse-light sheet
was shifted in flow direction by a small amount (1 mm).

The video camera was mounted on a remotely control-
lable traversing system. It was decided to place the
traversing system as far downstream as possible to
avoid any interaction of the traversing system with the
flow at the observation position. Practical limitations
resulted in a distance between the model and the trav-
ersing system of eight meter. A careful alignment of
traversing plane with the laser light sheet guaranteed

that once the magnification factor M and the spatial -

position of the observation area was measured, the cam-
era could be moved to scan the flow field. The travers-
ing system has a vertical range of about two meters and
in the horizontal direction it can move 1.9 meters. Two
- planes have been scanned: one plane 0.93 m or 0.37
span widths behind the tip, the other one 5.0 m or 2.0

span widths downstream of the origin. At both loca- .

tions, also data obtained from scans with a 5-hole probe
rake were available.

As shown in Fig 5 the Nd:YAG pulse laser (see section
2.2 ) was mounted at the outside of the sidewall of the
test section. The whole set up was build up on an optical
bank using standard available X-95 elements. This re-
sults in a stable but still very flexible set up. The trans-
mitting optics included a mirror to turn the laser beam
over 90 degrees. Two spherical and two cylindrical
lenses have been used to generate a light sheet with a
thickness given above and a height of approximately
0.4 m at the observation area.

3.3 Results

A typical result obtained 5 m downstream of the model
is represented in Fig 6. The figure shows a vector map
as a result of one double-frame analysis. Structures of
two vortices, the tip vortex and the flap vortex can be
easily recognised. The averaged velocity vector maps
were compared with the results from the five-hole probe
measurements, published in Ref. 3 and the overall
agreement was very good. The location of the aerody-
namic centre of the model within all represented vector
maps is zero in vertical and horizontal direction.

Fig 7 shows composed vector maps of the main part of
the observation plane at 0.93m downstream of the wing
tip. One video frame area of 0.2 x 0.2 m? is too small to
represent the main two vortices. The partly superim-
posed single frames cover the area of the stronger flap
vortex and the tip vortex. In addition, the area between
the two vortices where the cross velocities compensate
each other is perceptible. The individuai PIV results
(before being averaged, i.e. instantaneous flow fields)
showed an unsteady vortex (Fig 8), which was almost
absent in the five-hole probe results and in the averaged

PIV results as well (Fig 9). The mean induced drag, for

‘example, calculated from this data would be too small.

The location of the centre of the flap vortex in Fig 6 and
Fig 7 are only marginally different. The vortex is almost

stable in his position. However, the less strong tip vor- -

tex changes its position by rotating around the stronger
flap vortex. Results from the five-hole probe measure-
ments, which were also made at several positions in-
between 0.93m and 5m emphasize that it is about half a
revolution of the tip vortex around the flap vortex. Thus
for the investigated wing configuration the roll-up cen-
ter of this particular wake is the region of the flap vor-
tex.

An estimate of the accuracy of each individual velocity
vector can be made based on the pixel diameter. In the
present recordings the particle image diameters are of
the order of two pixels such that a conservative estimate
for a 32° pixel interrogation window is 0.1 pixel, which
translates approximately 3 per cent of the free stream
velocity.

4 TEST SET UP FOR ROTOR TESTING IN THE
OPEN JET

Measurements of velocity distributions in the down
wash of a helicopter rotor require a more complex test
set-up. The laser pulse has to be synchronised with the
rotor in order to get instantaneous velocity distributions
of one particular azimuthal rotor angle. In addition the
laser sheet has to be oriented and traversed remote
controlled to make images of tip vortex cross-sections at
different locations and of different blades. In order to
keep the same seeding particles focused within two
successive images (requirement for the data analysis, in
particular for the cross-correlation) the dynamic
behaviour of the traverse and support facilities have to
be of small amplitudes in the secondary flow of the
open jet configuration of the DNW-LLF. The depth of
field of the applied video camera lenses is about 2 mm,
the thickness of the laser-sheet is in the same order of
magnitude. Thus the distance fluctuation between the
camera and the laser light-sheet may not exceed 1mm.
Fig 10 is a top-view of the test set-up in the Open Jet of
the DNW-LLF for rotor testing. The laser system (Laser
head and light-sheet optics) is built up on an already
existing traversing support mechanism, which moves
the laser-sheet in wind direction. The PIV-camera is
installed on a two-dimensional traversing system, which
is located on top of a tower so that the camera is on the
same height as the rotor plane. This two-dimensional
traversing system is the same as used for thr PIV
measurements in the closed ‘test section (see section 3).
Fig 11 is a three-dimensional view on the set-up in the
Open Jet.

However, the most critical component is the seeding of
the flow. The particle size, the seeding concentration



5 CONCLUSIONS

A Particle Image Velocimetry system for the
measurement of two velocity components has been
developed for the Large Low Speed Facility of the
German Dutch Wind Tunnel. A flexible system set-up
allows to use it both in the closed and the Open Jet test
sections. The main components of the system are a full-
frame interline CCD video camera with a 1000 by 1000
pixel array, a pulsed Nd:YAG laser of which each pulse
has an energy of 320 mJ, a seeding generator installed
in the settling chamber of the wind tunnel and a
software package for analysis of the PIV recordings.

The first application of the system was the measurement
of wake of a transport aircraft model at two different
streamwise locations. Because the objective of the
experiment was to trace the streamwise development of
the vortices in the wake, the 0.2 by 0.2 m? measurement
plane was set perpendicular to the main flow direction.
Although there was a strong out-of-plane velocity
component, excellent PIV recordings have been made.
One of the established advantages of PIV is its
capability to measure the instantaneous velocity field
and the recordings taken showed a vortex which
position changed from recording to recording. By taking
the mean value over a large number of recordings this
randomly moving vortex averages out. This underlines
that PIV is very suitable to map flows containing large
unsteady coherent structures.

The next application of the PIV system are
measurements of the flow field of a scaled helicopter
rotor in the Open Jet test section of the DNW-LLF.
This requires a special set up of the PIV system. Using
existing support structures the requirements could be
met. In the near future the stability of the system will be
tested.
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SUMMARY

This paper describes the use of animation in the analysis
of data from unsteady aerodynamic tests where the
phenomena of interest vary both temporally and
spatially. Particular emphasis is given to results from
an investigation of blade vortex interaction (BVI) where
both flow field and surface pressurc data were recorded.
It is shown that animation can be used, in a manner akin
to basic flow visualisation, to identify the interesting
features of such a flow and to, thus, guide more detailed
conventional analysis techniques. The method adopted
in this study involved the acquisition of a series of PIV
images which were then processed and subsequently
interpolated onto a regular grid. The temporal variation
in velocity at each grid point was then established by a
further interpolation between PIV frames. Finally,
particles were placed in the initial velocity field and their
subsequent trajectory during the interaction process
calculated using a multi-step integration method.

LIST OF SYMBOLS

c blade chord

Cp pressure coefficient
r position vector

X distance along chord
1% velocity vector

t time

Y azimuth angle
INTRODUCTION

Many of the most significant advances in the
understanding of complex fluid dynamic phenomena
have occurred through some form of flow visualisation
(Ref. 1). The principal reason for the success of
visualisation as an interrogative tool lies in the ability
of humans to observe and, therefore, document flow
features which evolve over both time and space. One
major drawback, however, of this form of
experimentation is the lack of quantitative information
which can be obtained from a simple visualisation test.
As a consequence of this, flow visualisation has
traditionally been used to provide an initial description
of the flow which is then subsequently enhanced by
other forms of quantitative measurement.

In recent years considerable attention has been focused
on the role of high quality experiments in the validation
of Computational Fluid Dynamics (CFD) codes. In
particular, much effort has been directed towards the
acquisition, by non-intrusive technologies, of
quantitative off-body flow field data. In this respect,
Particle Image Velocimetry (PIV), has successfully
provided global flow field information for a wide range
of test cases. At the same time, advances in other areas
of measurement, such as pressure transducer
manufacturing technology and PC based data acquisition
capabilities, have significantly reduced the cost of
interrogating complex flow fields in great detail. These
benefits have been exploited by researchers at Glasgow
University and Heriot-Watt University, in the
development of a facility which has the capability to
provide simultaneous surface and flow field data for
unsteady flows (Ref. 2). The elements of this facility
were developed as separate entities at the respective
Universities but have been used effectively together in a
variety of projects during a long-standing collaboration.

As with any major data acquisition facility, the volume
of data collected by this combined facility can be
immense. This is, of course, generally advantageous
and reduces the risk of non-measurement of important
flow phenomena. On the other hand, it can be very
difficult to identify the key features of a very large data
set without considerable effort on the part of the
researcher. Even then, the particular analysis technique
or domain can have a considerable bearing on the
outcome of the investigation and often important
phenomena are overlooked. Ideally, it would be
beneficial to conduct flow visualisation tests to gain a
superficial understanding of the flow behaviour in
advance of analysis. Often, however, the actual test
conditions cannot be reproduced with enough confidence
in a low speed flow visualisation facility and this option
is, therefore, not possible. PIV helps to bridge the gap
between the 'quick look' superficial type of analysis and
more detailed quantitative investigations. Nevertheless,
when the flow is temporally varying it is often still
difficult to evolve a clear mental picture of the flow
development simply from a series of PIV vector plots.
One solution to this problem is to use the information
contained in the vector plots as the basis for an
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animation of the flow field over a given time period.
This approach, which in many ways may be considered
as numerically reconstructing the original flow field,
allows key features to be easily identified. When
combined with animated surface pressure data, the
technique is even more powerful.

In the past, analysis of time varying pressure data was
relatively straightforward since generally, as a result of
limitations in measurement technology, only a small
number of measurement points were used. This is no
longer the case and the current system at Glasgow
University has the capability to measure two hundred
channels of data at 50kHz per channel. This system has
recently been applied to the measurement of unsteady
surface pressures on a variety of wing planforms subject
to pitching motions (Refs. 3,4). Animation has played
an important role in the interrogation of the resulting
data by identifying both spatially and temporally varying
phenomena at the early stages of the analysis process.

In the present study, PIV and surface pressure data from
a wind tunnel based blade vortex interaction experiment
(Refs. 5,6) have been used to develop an animated
representation of the flow field and blade surface loading
patterns as a single vortex interacts in a no minally
parallel manner with a rotating blade. The animation
can be configured either as an animated series of vector
plots or as a particle field. In each case, the information
obtained is subtly different and provides valuable insight
into the interaction phenomenon.

EXPERIMENTAL FACILITIES

Particle Image Velocimetry

The PIV system used in the present study has been
developed at the Fluid Loading and Instrumentation
Centre of Heriot Watt University over a number of
years. Unlike many commercial systems, it provides a
great degree of flexibility allowing image capture both
digitally and using a variety of wet film formats.
Processing can then be carried out either using auto-
correlation or via in-house particle tracking algorithms.
Processing times depend on the method of image capture
used but, with a digital camera, quasi-real-time PIV is
possible. The PIV system has been used extensively in
a range of wind tunnel projects at speeds up to 50m/s;
this has been ‘the maximum speed of the wind tunnels
used to date.

Particle Image Velocimetry is a technique which allows
the velocity of a fluid to be simultaneously measured
throughout a region illuminated by a two-dimensional
light sheet (Refs. 7,8). ‘Seeding’, flow following
particles are introduced into the airstream and their
motion used to determine the kinematics of the local
fluid. The particles are chosen to be near neutrally
buoyant and to efficiently scatter light.

The motion of the particles is recorded via multiple
exposure photographic methods either using
conventional wet-film or using a digital camera. From a
knowledge of the time between recording the position of
consecutive images, together with the camera
magnification, and allowing for lens distortion and
perspective effects, the velocity of the particles is

obtained. The recording parameters are chosen to obtain
good spatial separation of the images, ensuring accurate
and reliable velocity measurements.

The illumination is most commonly provided by a laser,
shaped into a planar ‘sheet’ using cylindrical lenses. An
advantage of using a laser source is that many lasers
have a pulsed output with a pulse duration and a
repetition rate making them suitable as a stroboscopic
illumination source. In the present system, there are
various laser configurations available for illumination
purposes depending on the particular application and on
the size of the viewing area under consideration. The
illumination method used for the particular case
presented in this paper, is outlined below.

Various strategies exist for image analysis in the present
system (Ref. 9,10), these are accessed via menus on a
PC based software suite. Depending on the density of
the particle images a choice can be made between
tracking and correlation approaches. Tracking is selected
when the discrete particle image groups can be
distinguished. This technique was used in the BVI study
described below.

During analysis, the flow image transparency is searched
using a custom built scanner offering high
magnification. The interrogation window is illuminated
by an incoherent light source, and the image region then
digitised and subjected to processing and filtering
algorithms to improve image quality as a precursor to
the evaluation of particle velocity. The velocity
measurement procedure usually consists of a statistical
algorithm to establish the global distribution of
displacements of the particle images. This information
is then used in identifying the particle image pairs or
groups using a windowing method. Where significant
changes in the flow characteristics take place, an
adaptive processing algorithm based on a neural net
strategy significantly improves successful grouping.
Where appropriate, directional ambiguity can be resolved
using image coding or ‘tagging’ (Ref. 11).

Unsteady Pressure Measurement System

In the system developed at Glasgow University, the
signals from a large number of miniature pressure
transducers are input to a specially designed signal
conditioning unit of modular construction with each
module containing its own control board. On instruction
from the computer, the control board automatically
removes all offsets to below the A-D converter
resolution and adjusts all gains as necessary. In fact,
during a test, the computer samples the maximum and
minimum of each transducer output and adjusts the gains
accordingly to improve the data acquisition resolution.
The data acquisition is carried out by a PC
microcomputer interfaced with proprietary Bakker
Electronics BE256 modules which provide the necessary
analogue to digital conversion. The software used for
data acquisition is TEAM 256. At present, the system
has 200 channels, each of which is capable of sampling
to a maximum rate of 50KHz, giving an overall
sampling rate of 10MHz. For most applications, the
system utilises Kulite differential pressure transducers of
type CIQH-187 with one side of the pressure diaphragm



open to the ambient pressure outside the wind-tunnel via
tubing.

BLADE VORTEX INTERACTION
INVESTIGATION

Blade vortex interaction, can occur on helicopter rotors
under conditions of powered descent or vigorous
manoeuvring. This interaction has been identified as a
significant source of noise and vibration in rotorcraft
and, as such, has been the subject of many experimental
and computational studies (Refs. 12,13,14).
Experiments were conducted in the University of
Glasgow Handley Page wind tunnel on an untwisted,
non-lifting, single blade rotor ‘which interacted in a
parallel or oblique manner with an oncoming vortex
generated upstream of the rotor disk by a stationary wing
(Refs. 15,16). In this study, particle image velocimetry
was used to document flows about the rotor blade during
interactions and the blade was instrumented with a
chordal array of ultra miniature pressure transducers
which could be moved to a variety of span locations.
The experimenial set-up is illustrated in Fig. 1.

FAN SHAFT -
HUB BLADE WITH OUTBOARD

-7 INSTRUMENTATION POD
COUNTER"
~ WIND
WEIGHTS 3 DIRECTION
— "
8 VORTEX
\ = GENERATOR
.
YORTEX GENERATOR
SUPPORT  ~_
Fig. 1.  Glasgow University Blade-Vortex Interaction

Facility

The aluminium rotor blade had a NACA 0015 aerofoil
section, with a 0.149 m chord and a 0.9426 m radius.
The vortex generator comprised of two adjoining NACA
0015 aerofoil sections spanning the height of the test
section 2.1 rotor radii upstream of the rotor hub.
During the test sequence, conducted in the 1.61m x
2.13m octagonal test section, the tunnel speed was 47.0
m/s while that of the rotor tip was 59.25 m/s. The
vortex strength was controlled by setting the two
sections of the vortex generator at equal but opposite
incidence. The horizontal position of the vortex
generator was altered to control the angle of intersection
between the interaction vortex and the blade, resulting in
either a nominally parallel or oblique BVI. The vertical
position of the aerofoil junction on the vortex generator
was varied to allow an examination of interactions for
different blade-vortex separation heights.

The outer portion of the rotaling blade was constructed
in a modular fashion which allowed an instrumentation
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pod to be positioned at a variety of span locations.
Using this pod, which contained twenty eight ultra-
miniature pressure transducers distributed around the
blade chord, it was possible to obtain a series of high
temporal resolution chordwise pressure distributions
throughout the interaction. PIV data were collected in
two planes oriented perpendicularly to the tunnel free
stream, one plane at .78 rotor radii upstream of the
rotor hub, and the second at (.94 rotor radii. In this
paper, pressure and PIV data collected at the 0.78 span
position are presented for a head-on interaction case.

During testing, the flow in the closed-return wind tunnel
was seeded with Expancel DE20 micro-balloon particles
which were illuminated by a pulsed sheet of laser light.
This form of seeding produced average particle density
levels which were sufficient for particle tracking but
were oo low for correlation methods. The particles had
an average diameter of 20 microns and an average
specific gravity of 0.06. To minimise flow field
disturbances, an upstream facing 35 mm camera (Nikon
F801) was mounted five chord lengths downstream of
the measurement plane below the rotor hub. Images
were collected on Kodak Recording Film 2475 using a
55 mm flat field lens. The camera mount was
constructed of 49 mm box section mild steel, attached
directly to the floor of the wind tunnel bay, thus isolated
from the vibration of the tunnel and rotor system. A
fairing covering the camera mount and the lower half of
the rotor shaft was also employed to shield the camera
mount from any aerodynamic buffeting. An
accelerometer attached to the top of the camera mount
indicated that errors in velocity measurement due to
camera vibration were less than 0.3% of the maximum
velocities recorded in the measurement plane.

The laser light was provided by a Lumonics HLLS4 ruby
laser. The laser beam was formed into a light sheet of
using a bi-concave lens and a convex lens in an
appropriate configuration. In this case, the thickness of
the light sheet was around 10mm which was necessarily
high due to the strong three-dimensionality of the flow.
Triple pulses of laser light were used to generate
multiple images of each seed particle on the
photographic film, thus allowing later calculation of
local velocities in the vicinity of each particle. Laser
pulses were separated by 50 to 100 us, with each
individual pulse having an energy of approximately
1.5]J. Directional ambiguity was addressed in a select
number of tests by setting the first inter-pulse interval
longer than the second. This procedure resulted in
unequally spaced 3 spot patterns which can be used to
derive flow direction. Most tests, however, utilised
constant inter-pulse intervals of 80 ps.

During image processing, the film negatives were
mounted on an X-Y traverser and interrogated using a
CCD camera and microscope lens arrangement. Each
35mm negative was subdivided into 80 frames (512 x
512 pixels) which were individually digitised. Computer
software was then employed to automatically identify
particle pairs or triples, and determine local velocity.
The general set-up of the PIV system is shown in Fig.2.
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Fig. 2. PIV measurement system

ANIMATION OF PIV IMAGES

For animation purposes, it was necessary to obtain a
reasonable sequencing of images throughout the
interaction process. To achieve this, around twelve PIV
images were recorded at each of a series of azimuth
positions for a particular setting of the vortex generator.
It was found that the position of the interaction vortex
changed by as much as two core radii horizontally and
vertically between images recorded for identical
geometric configurations. This presented significant
problems for conventional averaging methods since the
number of images required for each case would have had
to have been very high to obtain any meaningful
average. When the tests were conducted, the processing
time for the particle tracking system was around one
hour per negative and so fixed-point averaging was not
considered to be a viable option in this case.
Interestingly, the capability of the present PIV system is
such that it would be possible to adopt this approach if
the tests were carried out today. An alternative scheme
was, therefore, employed which entailed examining each
of the collected images to determine the relative position
of the blade and the vortex core. Once this had been
done, it was possible to determine a best fit to the
vortex trajectory as it passed the blade. Images for
sequencing were then selected on the basis of the
proximity of the vortex exhibited in the image to this
best fit trajectory. A typical vortex track generated by
this method is shown in Fig. 3. for a near-miss
interaction. It is notable that the vortex track produced
by this method is slightly irregular. From this it is
obvious that the strength of the PIV images obtained in
the study lies in their clear resolution of the spatial
domain. Nevertheless, the resulting images will convey
the main features of the temporal development of the

flow as the interaction progresses. This is essential if
the images are to provide the basis for a subsequent flow
animation.

100- : ) . ) .

|

1004 b
-200 -100 0 100
Horizontal Distance (mm)

Vertical Bistance (mp)

Fig. 3. Typical best-fit vortex trajectory

Unlike correlation methods, particle tracking produces
irregular velocity vector plots. Whilst this type of
output provides valuable information on the general
flow structure, it does not provide the necessary
consistency between consecutive frames required for
animation. Consequently, the first stage in the
animation process was to transform the basic vector
plots onto a regular grid. The pitfalls of interpolation of
PIV data are well documented (Ref. 17) but, given that
the resulting animation was to be used as a qualitative
guide to analysis, absolute accuracy was not an
overriding concern. For this reason, a simple four-point
weighted averaging scheme was used to obtain the
required velocity vectors on the regular grid.

At this stage, a series of regular PIV vector plots
corresponding to a range of azimuth positions were
produced. Since the camera used in the experiments had
a fixed position, a grid point in one frame was spatially
coincident with the corresponding points in all the other
frames. For the example presented in this paper, nine
images were used as the basis for an animation covering
twenty two degrees of azimuth.

The next stage in the process involved interpolation
between these images to produce a high enough frame
density for smooth animation.  Interpolation was
conducted on a point by point basis for both the
horizontal and vertical velocity components. This
involved determining the velocity components at a given
point on the grid in each PIV frame together with the
temporal separation of consecutive frames. By curve
fiting, or simple interpolation, it was then possible to
determine the variation of velocity with time at that
particular grid point. Various strategies were employed
to establish this velocity variation as a function of time.
These included linear interpolation, least squares
polynomial fitting and the use of B-splines. In the latter
two cases, considerable manual intervention was required
to inspect the curve fit and to modify the fitting
procedure where necessary. It was found, however, that
in the case presented here the general characteristics of
the resulting intermediate frames were relatively
insensitive to the method of fitting and so direct linear
interpolation was used. In cases where the temporal
resolution of the PIV frames was lower, the B-spline
method proved to be more appropriate.



Once interpolation had been carried out for all the grid
points, it was possible to produce a basic animation of
the velocity vector field. This form of animation is
useful as it highlights the distortion of the main vortex
fragments as the interaction progresses. The main
weakness, however, of velocity vector plots is that it is
often necessary to remove a particular velocity
component to allow the main flow features to become
distinguishable. This makes it very difficult to gauge
the temporal distortion the fluid field under the combined
influence of the aerofoil and the interacting vortex. To
do this, it is necessary to use the information contained
in the vector plots to numerically reconstruct the fluid
behaviour. In the present study, this was achieved by
the animation of particles introduced into the flow on
the same initial grid as that used in the vector diagrams.
The initial particle positions are shown in Fig. 4. It
should be noted that the particle image frame represents
a flow area of 355mm by 355mm and that all vector
plots are scaled in the same way.

Fig. 4. Initial particle field

The movement of particles within a temporally varying
velocity field can be estimated by a suitable multi-step
method or via some form of predictor-corrector
algorithm. Previous studies of numerical vortex models
(Ref. 18) have indicated that a third order Adams-
Bashforth multi-step integration scheme provides
suitable accuracy for a velocity field of this type. This
method can only be applied after the flow has progressed
beyond the first-two time steps and so it is necessary to
adopt a different initial approach. Since the time step
used in the present calculation was very small,
corresponding to less than 0.5 degrees of azimuth
movement, the initial particle displacements could be
estimated by a simple displacement based solely on the
initial velocity field, i.e.

F(o)=7(t) + ‘7(‘0»?(‘0 )) At 4y

Once this displacement had been computed, a four point
weighted average calculation was used to establish the
velocities at the new particle locations. The second
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displacement of the particles was calculated using the
second-order Adams-Bashforth equation

F(r)=7(n)+ [%][3‘7(‘1 F(n )) - ‘7(’01 F(to ))] 03

Once again, as was the case after every particle
displacement, the new particle velocities were calculated
using the weighted four point averaging scheme applied
to the appropriate velocity vector map. All subsequent
particle displacements were determined using a third-
order Adams-Bashforth scheme.

23V(ty_y. F(tn-1))

Fiw) = Fltns )+ [%} 16V (ty_,F(ty-1)) 3

+5‘7(IN_3’ F(IN'3))

RESULTS AND DISCUSSION

Ideally the results of the animation process are best
viewed in video form. It is, however, still informative
to examine individual frames which may highlight key
flow features. In this section, selected particle and
vector plot animation frames are presented together with
the original PIV vector plots and pressure data. The
particular BVI case considered here is that of a head-on
parallel interaction at 78% of the rotor radius. Many
of the key physical results from this case have been
presented in Ref. 16 and, consequently, only the
additional information which can be obtained from
animation will be highlighted here.

In Figs. 5a and 5b, frames are presented from the vector
plot and particle animations, for the 171 degrees of
azimuth case. At this stage, the blade is in close
proximity to the interaction vortex and is, consequently
experiencing considerable upwash. The vector plot
exhibits an arched appearance on the upper surface of the
blade where relatively high velocities exist. Although
enhanced velocities are also experienced on the lower
surface, these are considerably less than their upper
surface counterparts. The distortion of the particle field
also illustrates these effects. In particular, the
acceleration of the fluid upwards past the leading edge of
the blade is characterised by a convex distortion of the
particle field on the left hand side of the vortex.

‘Similarly, the increased velocity on the upper surface of

the blade appears as curvature in the particle grid.

As may be expected from the above, the corresponding
chordwise pressure distribution presented in Fig. Sc. has
the general appearance of a blade at positive incidence.

By 174 degrees of azimuth, the blade has begun to
penetrate the vortex core and, in doing so, begins (o
experience weaker upwash than before. This is
illustrated in the original PIV vector plot, Fig. 6a, in
the interpolated vector plot, Fig. 6b and in the particle
field, Fig 6¢c. At this stage, the distortion of the vortex
is considerable and, in fact, this distortion is a precursor
to separation of the core into upper and lower surface
fragments.
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Fig. 5c.  Chordal pressure distribution
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The interpolated vector ficld mirrors the original PIV
results well. Some problems are however, apparent near
the leading edge of the blade where very high velocities
are directed towards the surface and appear as vectors
which apparently penctrate the surface. Closer

examination, however, reveals that the tails of the
vectors, at which the velocities are actually evaluated, all
lie outside the blade contour. Whilst this effect is not
uncommon in vector plots, where high velocity
gradients exist close to a surface, it is indicative of a
potential weakness of the particle animation method. It
is difficult to obtain detailed velocity measurements in
very close proximity to the surface of a solid body in
this type of flow field. Thus, the information used to
displace particles in the numerical flow field lacks the
detail necessary to stop a particle from being convected
through a solid surface. It would be possible to impose
a boundary condition at the solid surface to prevent this
but the benefits are minimal, as the gross features of the
flow are adequately represented elsewhere. For this
reason, particles which convect through the blade surface
are, in the present method, simply absorbed.

Fig. 6a.  Original PIV vector plot (¥=174°)
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Fig. 6b. Interpolated vector plot (¥=174°)

At this azimuth angle, the extent to which the gross
particle field has been deformed is considerable. Of
particular note is the region above the leading edge of
the blade where the particle density has become sparse.
This is caused by divergence of the flow at the edge of
the vortex as some particles try to follow the vortex
rotation whilst others accelerate over the upper surface of
the wing,
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Fig. 6¢.  Particle field (W¥=174°)

It is interesting to note here that the distortion of the
particle field depends on the history of the velocity field.
For this reason, distortions in the particle field will tend
to lag the dominant features of the vector plots. This
effect is clearly illustrated when considering the region
of flow divergence identified above. In the vector plots,
divergence occurs slightly aft of the leading edge,
whereas the evacuated region in the particle field, which
has been generated as the blade moves towards and into
the vortex, is ahead of the blade.

Another interesting feature of these results is the
impression of fluid rotation which they give. The
vector plots, which do not include the motion of the
blade, appear, for example in Fig. 5, to show a vortex
rotating rapidly ahead of the blade. It is, of course,
possible to clarify this in the vector plots by adding a
velocity legend or a reference vector for the blade speed
but, even then, the deformation of the vortex during the
interaction prohibits a clear inference of this effect. In
fact, the edge of the undisturbed vortex core would only
progress through half a revolution in the time taken for
the full interaction to occur.

The relative rotation of the vortex with respect to the
aerofoil motion is more clearly illustrated in Fig. 7.
where the distortion of the central section of the particle
grid is shown as the interaction progresses. In fact, the
figure shows that the rotation of the near field is slowed
substantially during the interaction. It would also
appear that it only regains momentum well after the
vortex has left the trailing edge of the blade.

In Fig. 7, by 174 degrees of azimuth, the central grid
has rotated from its original position and is beginning to
deform as the blade penetrates the vortex. The
deformation of the grid continues as the interaction
progresses to 180 degrees of azimuth. At this stage, as
shown in Fig. 8a, the vortex has apparently divided into
upper and lower surface fragments which convect across
the chord at different speeds. These fragments influence
the local pressure distribution in the manner described by
Horner (Ref. 16), to the extent that their manifestation
is easily identified in Fig. 8b. It is also interesting to
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note that, with the rearward progression of the vortex,
the lower surface of the blade has become the suction
side.

T y T Y T

P=174°

¥=180°

¥=184°

¥=191°

1 A " _ 1

Fig. 7. Deformation of near field during interaction

By 184 degrees of azimuth, the particles above the blade
in Fig. 7 have become clustered around the core of the
upper vortex fragment shown in the original vector plot
in Fig. 9. Below the blade, particles are also clustered
near the apparent core of the lower vortex fragment and
the deformation of the grid is increased by the upward
curvature of the flow towards the trailing edge.

As the vortex passes the trailing edge, it interacts with
the wake of the blade and vorticity which is shed during -
its passage. The resulting flow pattern is complex and
is well illustrated by the interpolated vector flow field at
189 degrees of azimuth in Fig. 10. It should be noted
that the area of rotation at the far left of Fig. 10. is the
vortex trailed from the tip of the rotating blade and has,
thus, not been produced by the local interaction
considered here. Apart from this, it is possible to
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discern both the upper and lower surface fragments and
an additional shed vortex.
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Fig.8b.  Surface pressure distribution (‘*¥=180°)
? F
Fig. 9.  Original PIV vector field (¥=184°)

The distortion of the central particle grid, caused by the
passage of the vortex from the blade, is illustrated in the
final image of Fig. 7. corresponding to an azimuth
angle of 191 degrees. As may be expected, the level of
distortion in this image is substantially greater than

“before. Despite this, the link between the upper and

lower vortex fragments, is illustrated well by the
clustering of the particles. The extent to which the
interaction has affected the entire flow field is illustrated
in Fig. 11. In addition to the features already discussed,
the upward convection of the aerofoil wake due to the
influence of the vortex is clearly visible in this figure.
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Fig. 10. Interpolated vector field (‘¥=189°)

Fig. 11.  Particle field (W¥=191°)

Although the particle fields presented here appear to
correlate well with the original PIV images, care must
be taken when interpreting them as they are based on a
discrete series of vector plots of cross-flow velocity. In
fact, since the flow is not planar, new particle positions
are actually those which would be expected at a distance
downstream of the measurement plane, corresponding to
the travel of the freestream in the animation time step.
over the full interaction presented here, a particle
initially in the measurement plane would be expected to
travel 0.3m downstream. If the flow is two-
dimensional, then this presents no difficulty. In this



case, however, the interaction, although nominally
parallel, is known to produce deformation of the
convecting line vortex (Ref. 18). The error introduced
into the animation results by this effect is uncertain
since the extent of the vortex deformation is, itself,
unknown. Nevertheless, it is unlikely that any
curvature in the vortex trajectory significant enough to
induce large-scale errors. This sensitivity of the
animation to this effect will, however, be investigated in
future studies by using the bank of available results to
increase the temporal resolution of the PIV images on
which the animation is based.

CONCLUSIONS

The results from a wind tunnel based PIV study of blade
vortex interaction have been used to create velocity
vector and particle animations of the flow field. Frames
from these animations, which illustrate many of the key
features of the interaction process, have been presented
together with the original PIV results and unsteady
pressure data. The animation provides a useful
supplement to conventional techniques, particularly in
the initial stages of analysis of spatial and time varying
flow fields.
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Abstract

This paper presents new trends in Particle
Image Velocimetry and practical aspects
relevant to the application of the technique to
large scale wind tunnel testing. The various
problems and their solutions to the operation of
PIV in large scale wind tunnels are discussed.
Application of the technique in mapping
complex flows are also presented.

1. Introduction

The Particle Image Velocimetry technique
was first developed in the late seventies and
early eighties to provide the two, in-plane,
velocity components in a two-dimensional
region of a seeded flow. Since its introduction
the PIV technique has gained tremendous
acceptance and has been successfully used to
map a wide variety of flows ranging from very
low velocity laminar flows in liquids to
supersonic flows. Most of the reported
measurements to date were carried out in
relatively small scale and in well controlled
laboratory settings. The fact that the practice of
PIV requires relatively modest means and that
experiments can be conducted with reduced
turnaround time and economy, as well as its
inherent high data capacity, PIV is regarded has
having great potential to become a major
measurement tool in large research and
production type wind-tunnels.  As such the
introduction of PIV as a standard wind tunnel
measurement tool would result in superior
diagnostic capabilities and economy. Therefore
the challenge is to make this transition from
small to large scale facilities feasible. With this
goal in mind, an experiment was carried out in
the 7x10 foot wind tunnel at the NASA Ames
Research Center, in the Summer of 1996. The
experiment was aimed at evaluating the
capabilities of current PIV systems and

technological barriers needed to be overcome to
make its usage economical, easy and with a high
degree of accuracy. Specifically, we set out to
demonstrate that the PIV method can be applied
to large scale environments, and capable to map
a complex flow field. Based on this experience,
a program was set forth to design, develop and
implement an integrated PIV system into large
scale wind tunnels at NASA Ames Research
Center. In the following various solutions to
problems encountered in the 7°x10 test are
proposed and tested in laboratory experiments.

2. Summary of the NASA Ames 7x10 foot

Wind-tunnel test

The test carried out at NASA Ames
consisted of mapping the cross-stream velocity
field of a vortex generated by a flap edge. The
test was performed in the 7x10 foot, subsonic,
wind-tunnel

As shown in figure 1, the test-section of the
close circuit wind-tunnel is 7feet high by 10 feet
wide, and a length of 15 feet. The wing model
tested was a NACA 63,-215 Mod B profile
airfoil with 2.5 ft chord and a span of 5 ft. It
featured both a % leading edge LB-546 slat with
a chord of 4.5 inches at a 10 degree angle of
attack, and an half span Fowler flap with a 9
inch chord, fixed at an angle of attack of 39
degrees. The flap edge generates a highly
turbulent vortical structure which is the
measurement subject. The free stream flow
velocity was maintained at about 65 m/sec. The
PIV set-up is illustrated in figure 2. The flow
was seeded by small micron size (0.5-5 pm)
smoke particles, produced by a pair of Rosco
4500 generators, and illuminated by a dual
cavity, Spectra-Physics PIV-400 Nd-Yag laser,
delivering 400 ml/pulse at wavelength of
532nm. The laser light was directed from the
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laser, just outside the test section, by a system of
mirrors mounted on an optical rail attached to
the tunnel floor. The light beam was shaped into
a 0.5 mm thick sheet by a system of cylindrical
lenses.  Furthermore the laser sheet was
positioned at 18 inches from the flap trailing
edge. .

The flow images were acquired as double
exposures by a Kodak 4.2 Megaplus digital
camera with a resolution of 2000x2000, square 9
micron pixels. The camera was fitted with an
especially designed, f#4, 75mm focal length,
Tessar form lens, and a rotating mirror to
resolve the velocity direction ambiguity. An
area of the cross stream of about 0.4x0.4 m* was
recorded by the camera which was positioned
inside the tunnel test section, in the protective
pod at a distance of 1.7 meters from the
illuminated plane and with its axis normal to the
plane. The image acquisition and processing
system resided on an IBM 390 RISC Station
capable of storing up to 32 image pairs at a rate
of 1.5 Hz. The recording camera was mounted
on a protective pod (Figure 3) attached by a
rigid mount to the floor of the tunnel.

A typical double exposure image is shown
in Figure 4. In this image the region of lighter
seeding corresponding to the vortex core. These
flow images are processed by an algorithm from
which the velocity is obtained by correlating the
images of corresponding particles

To obtain valid and accurate measures of
the velocity, good quality doubly exposed images
are essential. Good ‘quality images are those in
which the majority of the particles illuminated
by the first laser pulse are also illuminated by
the second illumination pulse. In flows with a
very  significant  out-of-plane  velocity
component, such as in the present case, this is
not easily achieved. To ensure that the highest
number of corresponding image pairs is
acquired we purposely misaligned the
combining optics of the dual laser cavity to
produce the second illumination pulse
downstream of the first one. The single frame
cross correlation algorithm was used to convert
the image data into velocity field. Each velocity
vector was the result of an interrogation of
64x64 pixels which in turn corresponded to a
physical size of about 3 ~ 4 mm. The velocity
field and its corresponding vorticity field are
shown in Figure 5. The data shows that the flap-
edge vortex was captured with fidelity. Although
this test was for the most part successfil, there

were some important lessons learned to make
PIV an user friendly instrument in large scale
wind tunnels. These are detailed in the next
section.

3. The relevant issues in PIV Wind Tunnel
testing

Not withstanding the importance of
correctly managing the flow seeding, the most
important factors were the laser illumination,
simplification of the image acquisition set-up,
improved accuracy and resolution of the
processing scheme and capability to obtain time
resolved data.

3.1 Laser Nlumination
Typically, the light detected by the
recording media in PIV measurements is that

which has been scattered 90° to the incoming
laser light. Extremely energetic light sources
are required because of the low efficiency of this
scattering process, and the small dimension of
the scattering particles. The specific amount of
laser energy required in a particular situation is
a function of tracer type and size, concentration,
recording lens aperture and magnification, and
on the sensitivity of the solid state array at the
particular laser light frequency. The timing
between laser pulses is the other important
requirement. In order to capture two closely
spaced images produced by high speed tracers,
i.e. spacing of the order of 100-300pum, the time
interval between laser pulses is typically of the
order of lusec. .

Solid state frequency-doubled Nd-Yag
lasers are the only available laser sources
capable of satisfying these requirements. These
laser systems can provide repetition rates from
10-100 Hz and pulse energies up to 0.5J/pulse in
the single pulse mode of operation. The
operation of these lasers in a double pulse mode,
necessary for PIV use, has been a major
difficulty. Typically manufacturers only have
been capable of providing dual pulse operation
with pulse separations in the range from 1-150 p
sec, at the expense of energy output. This
limited range is obviously insufficient to cover
all ranges in velocity, in particular in very high-
speed flows. A method of solution to this
problem is the dual laser configuration. This
configuration originally used by Kompenhans
and Reichmuth and Lourenco is currently
marketed by laser manufacturers and presents



both advantages and inconveniences. The
advantage of this system is its flexibility of use,

- as it provides dual laser pulses with the same

energy over an infinite range of time
separations. The difficulties in the usage of
such a system are due to the stringent alignment
requirements to keep the two beams collinear,
and the difficulty of obtaining perfectly similar
beams from the two lasers. These factors
contribute for decreased correlation between the
image pairs as particles illuminated by the first
light pulse are not illuminated by the second
pulse and vice versa. Therefore appropriate
laser illumination is obtained only when the
light beam has sufficient energy to produce
detectable images by the recording sensor, i.c.
the CCD array. One has also to ensure that the
illumination sheet produced by each of the lasers
of the dual cavity be properly aligned. The
definition of “proper” alignment being
dependent on the flow characteristics. For a
two-dimensional, or quasi-two dimensional,
flow, it means that both sheets must lay in the
same plane, whereas in a three-dimensional
condition, as it was the case of the flap edge
experiment, the optimal configuration may
involve a slight lateral shift. As illustrated in
figure 6 the optimal lateral shift results in a
maximum number of pairings. Since this
condition is not unique, a solution to ensure
optimal laser alignment has been proposed and
is currently being implemented.

The proposed arrangement is sketched in
figure 7. It consists of two cameras that
intercept the laser beams image at two locations
of the beam path. Optimal beam alignment is
achieved by manipulation of the mirrors 1 and 2
and when the cross correlation of the images is
maximum. A parallel displacement between the
two beams is accomplished by means of a beam
displacer in the path of beam 1 before the
combining element 3.

3.2 Camera Set-up

Two aspects need to be considered. First,
elimination of the optical and mechanical
complexity imposed by the rotating mirror, i.c.
introduce alternative means to resolve the
direction of the velocity vector. Second,
eliminate the need to place the camera at fixed
90 degrees view to the image plane, thus
allowing for its placement outside the tunnel test
section.

The elimination of the rotating mirror
apparatus is now possible by the introduction of
video cameras capable of recording two images
in quick succession from which the velocity field
is derived using a cross-correlation algorithm.
At Fluid Mechanics Research Laboratory the
Kodak ES1.0 camera is fully integrated in the
PIV systems. This camera was implemented by
Kodak in collaboration with the FMRL. At the
heart of camera is the CCD interline transfer
sensor, KAI-1001 with a resolution of 1008(H) x
1018(V) pixels. Each square pixel measures 9
pm on the side with 60 percent fill ratio with
microlens, and a center to center spacing of
9um. The camera is also equipped with a fast
electronic shutter and outputs eight bit digital
images, via a progressive scan readout system,
at a rate of 30 frames per second. A unique
feature of the camera is its ability to be operated
in the “triggered dual exposure mode”.
Operation in this mode is possible due to the
CCD sensor architecture, which incorporates
both a light sensitive photodiode array and a
masked register array. During the exposure
cycle, light is converted to charge in the
photodiode area of the array; after exposure, the
charge on the photodiode is transferred to the
masked area of the array. The maximum time
for complete transfer of the charge is 5 usec;
using a programming feature of the camera’s
control electronics, this time setting can be
made as small as 1 psec; however image quality
may not be preserved, as the times less than 5
usec may be too short to ensure that all charge is
transferred, especially in the case of very high
intensity images. @ The image acquisition
sequence in the “triggered dual exposure mode”
is as follows: the image acquisition is initiated

by an external trigger signal; the first image is

illuminated by the first laser of the dual laser
system, which is triggered in advance, to
account for the usual delay between flash lamp
trigger and Pockells cell trigger, i.e. by 160-180
usec. The first image is then transferred to the
read-out section of the sensor, within 1-5 psec,
and a second laser pulse illuminates the again
the photodiode section of the sensor, which has
been depleted of the charge. To achieve total
separation between the two images, the second
trigger pulse to the Pockells cell of the laser is
delayed with respect to the first pulse by an
amount that exceeds Susec.
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The above described arrangement makes it
possible to acquire up to 15 image pairs per
second. The fact that the image pairs are
recorded in separate frames, and that the image
pair separation is variable from 1 microsecond
up to several hundreds of microseconds, makes
this instrument appropriate for general and
simple use in flows with velocity reversals as
well as very wide dynamic velocity range from
very low speed (Inm’s/sec) up to very high speed
(100’s m/sec) flows.

The camera is integrated with either a PC
Pentium or Dec-Alpha computers with image
data acquisition is dome using an Imaging
Technologies ICPCI board, which resides on a
single slot of the PCI bus. The computer’s
operating system in usc are the Windows 95 or
NT environment. The image acquisition
program has the flexibility to store image
sequences directly to RAM at a rate up to 120
MBjyte/sec. Because of this high rate up to four
cameras may be used simultaneously by a single
computer. This feature is essential for some of
the work described in the following paragraphs,
namely the mapping of the three velocity
components, and the resolving of time velocity
fluctuations.

The conventional mode for PIV recording
uses the camera normal to the laser sheet.
However, it is not always possible to use this
mode, especially when it dictates that the
camera be placed inside the Wind tunnel
facility., To overcome this problem it is
desirable to place the camera at an angle. In
this off-axis mode, the condition for sharp focus
across the image plane is obtained under the so-
called Scheimpflug condition. As shown in
figure 8 the condition is satisfied when the
object plane, the image plane and the lens plane
intersect at a common point. The condition for
sharp focus is obtained at the expense of a
varied magnification across the image plane,
combined with a perspective view. Automatic
algorithms for the perspective correction have
been developed and calibrated against known
displacements. Also shown in figure 8 is a
example of one of such calibration experiments.
In this experiment a pure rotation is imposed on
a flat target that generates a speckle pattern.
Using the image recordings before and after the
rotation a displacement field is obtained. The
filed is then post processed to account for the
perspective and the original rotation is
recovered.

The above experiment shows that it is
possible to recover with the least amount of
error a purely two dimensional motion from off-
axis recordings. The problem is more involved
when a third component exists. In this case it is
necessary to have two simultaneous recordings
of the same scene to resolve the displacement
field, as shown in figure 9. The arrangement in
figure 9 is the one currently adopted for three-
dimensional measurements in our laboratory.
Automatic features for camera focusing and
triangulation algorithm for the accurate
determination of the vector field are being
developed and tested at present. An additional
benefit for using the cameras in the off-axis
mode is that alignment towards the forward
scatter mode of the seeding particles results in
recording that detect smaller particles in higher
numbers, resulting in increased signal to noise
ratio and accuracy.

3.3 High resolution algorithms.

In order to obtain details of boundary layer
structures and strain rates such as vorticity, it is
essential that the velocity field is captured with
high degree of accuracy and spatial density. In
particular, the velocity gradients near solid
surfaces are of importance to characterize near
wall flow structure.

An image matching approach is used for the
digital processing of the image pairs to produce
the displacement field. In this approach one sets
up a cost function, C, to be maximized (or
minimized), which models the match between
two corresponding regions of the images.
Typically, if I; and the I are the image intensity
distributions of the first and the second image,
we write,

C(s) = 0{1, .1, (¥)}

where it is assumed that the second image is an
exact translated copy of the first image, we may
write,

- - -
I,(x)=1,(x-As)
or
- - - -
L (x)=1(x)*&(x+As)
-
where A s is the average image translation and

the function I, usually represents a small block
(interrogation window) in a larger image, I,.

N
The match is obtained for the value s that



maximizes (or minimizes) C. The cost function
we choose to maximize is the cross-correlation,
G, defined as:

- -~ - < - e T
G(x) = [,()* () = [L(x)],(x- u)d u
The cross-correlation is effectively computed
using Fourier transforms. The peak position is
found with sub-pixel resolution by means of a
Gaussian interpolator as described by Lourenco
and Krothapalli (1995).

A extension of this method aimed at
obtaining velocity ‘data with high spatial
resolution has been developed and successfully
implemented. This development is aimed at
resolving some of the drawbacks that afflict the
conventional cross~correlation approach when
applied to the study of flow with large velocity
and/or seeding density gradients. Because the
typical correlation size are of the order of 16-32
square pixels or so, the measurement represents
an average over the same interrogation region,
which can be weighted towards the areas of
higher seeding density and reduced velocity
within the interrogation region itself. With the
new processing approach the particle images
themselves comprise the interrogation region,
which have sizes ranging from 3 to 4 pixel
square. Such a scheme will allow not only
accurate representation of the gradient fields as
well as measurements in the proximity of a solid
surface.

The displacement between corresponding
image pairs is found in the usual manner by
means of a cross-correlation, and to each
location half way the distance between image
pairs a velocity (displacement) vector is
assigned. Therefore, unlike the traditional way
the velocity is evaluated in an unstructured grid.
The velocity at regular grid points is computed
using a least squares fitting algorithm that uses
the velocity vectors in the neighborhood of a
grid point to fit a second order polynomial such
as:

- o 2 - - 2 - - -
u=ax +bx+cy +d-y+ex-y+f

A marked advantage of this approach is that the
accuracy of interpolated velocity remains of
second order, as well as that of its derivatives
found by differentiating the previous equation.

¥ Aad - - -
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A comparison of the results calculated for the
shear layer of a jet using the conventional and
the high resolution processing was carried out.
Figure 10 is the superposition of the original
flow images obtained in quick succession with
the mesh where the velocity and its derivatives
are calculated. The corresponding velocity and
vorticity fields, computed with the high
resolution and conventional schemes are
displayed in figures 11 and 12 respectively.
Visual inspection of the results illustrates vividly
the previous argument. The new scheme which
is very efficient, incorporates a vector validation
procedure, which makes it independent of an
operator. The time it takes to compute a vector
field depends on the computer hardware and it
ranges from 350 mesh points/sec on a PC 133
MHz Pentium to 1,400 mesh points /sec on a
200 MHz dual Pro.

3.4 Time resolved data

An inconvenience of conventional PIV is
that the time representation of the flow is
usually limited to the frame rate of the recording
camera. This drawback, however, can be
resolved if two cameras record the same location
in space but separated by a small time interval.
In this fashion the cross-correlation of the
velocity, or that matter, any derivative field may
be obtained. From the cross correlation function
the corresponding spectrum can be computed.
The advantage here being that the spectra is
now obtained for all points in space. This idea
was put to test using a well documented jet flow,
as we set out to determine the shear layer roll-up
frequency. Groups of 15 velocity fields delayed
with respect to other 15 fields by times that
ranged from O to 1.2 msec were used to compute
the cross-correlation of the vorticity field.
Figure 13 is a composite that shows the
evolution of the correlation with time.

4. Conclusions

The objective of our research program is to
develop and implement a fully integrated PIV
system for use in large scale, e.g. 80x120 foot
wind tunnel at the NASA Ames Research
Center. A first attempt towards this goal was an
experiment conducted in the 7x10 foot,
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production, wind tunnel, which identified

critical areas for development of a user friendly

PIV system. A requirement for this system is

that it must be used by non PIV expert

personnel.

Optimal solutions for the identified
shortcomings of standard PIV systems, namely
the camera set-up, illumination management
and processing schemes were developed and
thoroughly tested in a laboratory environment.

As a result, a second generation high
resolution PIV system has been developed. This
system features the following capabilities:

e Multi-camera imaging capability which
supports three velocity component as well
as time resolved measurements,

¢ High density coupled with very high spatial
resolution and accuracy of the velocity and
its derivatives,

e Self-check for measurement errors,

Very efficient computation algorithms

portable to any computer platform.
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Figur 10: Raw image data for jet flow with computation mesh
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Recent Developments in Doppler Global Velocimetry
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Abstract

Doppler Global Velocimetry is a non-intrusive wind tunnel diagnostic technique which has the
potential to make simultaneous three-component velocity measurements over entire planes in the flow field.
Measurements of velocity are based on determining the Doppler shift of single frequency laser light scattered
off particles in the flow field. This technique has been used in the Subsonic Aerodynamic Research
Laboratory wind tunnel at Wright Laboratory to make qualitative measurements of the flow associated with a
vortex-tail interaction. This flow field is typical of the flows seen on twin-tail fighter aircraft. This paper
presents results obtained with the DGV instrument and reports the current progress and recommendations
towards developing an improved diagnostic system.

Background

Doppler Global Velocimetry'* (DGV) and the closely related techniques of Filtered Rayleigh
Scattering”, Planar Doppler Velocimetry*"!, and Filtered Planar Velocimetry'>" are a relatively new class
of diagnostic techniques which offer the promise of making non-intrusive, simultaneous velocity
measurements over an entire plane in the flow field. DGV measures the Doppler shift of light scattered by
seed particles in the flow. The Doppler shift (Av) of light scattered from a moving particle is dependent on
the incident light wavelength (A), the velocity of the scattering particle (V), and the observation (6) and
incident light (1) directions. This relationship is given as:

Av=Ve(5-1 (1)

A
Measured Velocity

Component, (6 - 1)

Scattering Direction of
Laser Illumination Observed Light, 6
Direction, 1 \

Figure 1. Vector relationships of incident and scattered light and the measured velocity component.

Thus, the measured velocity component lies along the bisector of the incident light and observation
direction vectors. If the frequency shifts are accurately measured, the velocity of a particle in the flow field
may be determined. The crucial aspect of this technique is the ability to make measurements of the rather
small frequency shifts associated with the scattered light. For this measurement, an absorption line of
molecular iodine is used. By using a laser light sheet and cameras to image an entire plane of the flow, the
velocity measurements may be extended over that plane as well. In addition, since the measured velocity shift
is made in the direction determined by the vector difference of the 6 and 1 vectors, different velocity
components may be measured by using cameras which observe the light sheet from different directions.
Thus, it is possible to make three-component velocity measurements over an entire plane of the flow field.

The iodine cell has steep absorption profiles at the frequencies of both an argon-ion laser (514.5 nm)
and a doubled Nd:YAG laser (532 nm). Velocimetry systems based on this technique have been
demonstrated using both of these laser systems. Both laser systefns have unique advantages associated with
them. Argon-ion laser systems are widely available, having been used in fringe-type laser velocimetry
systems. The argon-ion laser is a continuous wave laser, which reduces the system integration requirements

Paper presented at the AGARD FDP Symposium on “Advanced Aerodynamic Measurement Technology”,
held in Seattle, United States, 22-25 September 1997, and published in CP-601.
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for synchronization with cameras, and which can reduce laser speckle problems in the data images. The
argon-ion laser also has a narrow linewidth (approximately 10 MHz) when operated with an etalon. Tuning
of the argon-ion laser frequency is accomplished by tilting the etalon, resulting in discrete mode hops in the
laser frequency. A frequency doubled Nd:YAG laser can be operated in single frequency mode by using a
seeding laser which offers finer control of the laser frequency. This fine control is useful not only for
adjusting the laser to the desired point on the iodine absorption line, but also for experimental determinations
of the absorption line shape. The Nd:YAG laser also allows unsteady flows to be investigated with short
duration (10 nanosecond long) pulses, eliminating the implicit time-averaging of the argon-ion laser.
However, the short pulse duration of Nd:YAG lasers also creates high power loadings on optical elements,
which can lead to damage on some wind tunnel windows. The Nd:YAG laser also has a wider bandwidth of
approximately S0 to 100 MHz, and a 10 MHz pulse-to-pulse variation in frequency as a result of the
frequency lock-in system used to match the cavity length to the frequency. An additional difficulty of
implementing Nd:YAG lasers in a DGV system is the reported presence of a frequency variation across the
laser beam. This chirp has been identified by at least two researchers®'® and is suspected as an error source in
measurements with a third Nd:YAG system’. This chirp could create both a nominal frequency variation, as
well as a line width variation across a light sheet formed with a Nd:YAG laser.

Experimental Setup

The availability of an existing argon-ion laser system, as well as the advantages of that system for
use in the desired wind tunnel governed the laser choice for this preliminary investigation. The experimental
setup used in this work is shown in Figure 2. The laser light sheet was formed by scanning the laser beam
over a plane oriented normal to the model surface. For each velocity component measured, two cameras were
used, both of which viewed the same field in the flow. The signal camera viewed the field through the iodine
cell, while the reference camera viewed the field directly. The reference camera allowed intensity variations
not due to Doppler shifts (i.e. light sheet power variations, smoke variations, etc.) to be accounted for in the
image processing. While this system results in the signal and reference cameras viewing the flow field from
slightly different angles, it has an advantage over split image systems in that higher signal levels can be
obtained by eliminating the beam splitter. This advantage can be important for cases where large fields are to
be imaged or in cases where laser power or smoke density is limited. Smoke was introduced at the inlet of the
wind tunnel using a 100 port smoke generation array and theatrical smoke generation fluid. In addition,
condensation occurs naturally in the vortex core regions.

Argon-Ion Laser Scanning Mirror for Light Sheet formation

I P

Iodine Cell
[
[ CD Signal Camera

| | Reference Camera

Overlapping
Field of View

Figure 2. Schematic of Optical configuration.

The cameras used were monochrome RS-170 video standard cameras. The analog output from these
cameras was fed to 8-bit analog-to-digital frame grabbers. The cameras were operated in an interlaced mode
which produced alternate odd and even fields ever 1/60th of a second. Each field produced a 512 (H) by 256
(V) field. Since the scanning light sheet and smoke density both change considerably during this interval, the
odd and even fields were separated and processed as separate images. A video sync generator was used to
synchronize all six camera fields and frames.

During normal operation, slow drifts in frequency will be observed in the argon-ion laser. In
addition, the laser will occasionally hop between two stable modes, separated in this case by approximately
76 MHz. Therefore, it is necessary to monitor the nominal frequency of the laser, and occasionally to -
manually tune the laser back to the center of the iodine absorption curve. This monitoring was achieved by
splitting off a small portion of the laser beam and passing it through a separate iodine cell. Two photodiodes
monitored the intensity of the sampled beam before and after it passed through the iodine cell, and this
information was recorded with each camera image and was used to determine the nominal laser frequency at
the time the cameras acquired a frame.



A 7.6 cm diameter, 5.1 cm long iodine cell was used and was housed in a 12.1 cm long insulated box
with secondary windows to reduce cooling on the iodine cell windows. Copper cladding and strip heaters
were used to control the temperature of the body at 65 degrees C, and the cold finger at 45 degrees C.
Experimental scans of the absorption line, obtained by mode-hopping the laser through the absorption line,
were used in conjunction with a theoretical iodine absorption profile® to develop the nominal absorption line
curves. Temperatures were monitored on both the barrel and cold finger of the iodine cell and were used to
adjust the absorption line curve based on the theoretical model. For this iodine cell design, the barrel
temperature is taken as the vapor temperature, and the cold finger temperature is used to determine the vapor
pressure based on an empirical equation’. Figure 3 shows three nominal absorption profiles: one
corresponding to the test conditions, one showing the effect of a 5 degree C variation in the body temperature,
and one showing the effect of a 5 degree C variation in the cold finger temperature.

Stem 45 deg., Body 65 deg.

Transmission (I/1o0)
o
H

------- Stem 45 deg., Body 70 deg

— — — — Stem 50 deg., Body 65 deg.
0 \ . S i N n " T

T 1

0 500 1000 1500 2000 2500 3000 3500
Frequency (MHz) from Nominal Frequency

Figure 3. Iodine Absorption Profile near 514.5 nm.

As can be seen in Figure 3, the absorption profile is rather insensitive to the vapor temperature, so
that temperature variations over the body of the cell are unimportant, provided that the temperature of the
body is sufficiently high to avoid crystallization of iodine on the cell windows. The absorption profile is very
sensitive to temperature variations in the cold finger, however, and careful control and monitoring of the cold
finger temperature is crucial to stabilize the absorption profile.

By tuning the laser frequency to the center of one side of the iodine absorption profile, small shifts in
the frequency of the laser light show up as large intensity variations when viewed through the iodine cell.
The second camera serves as a reference camera for the measurement, and allows intensity variations due to
effects other than frequency shifts to be accounted for. For a nominal camera location on top of the wind

tunnel, a shift of approximately 3 MHz is expected for a 1 m/s velocity component in the direction of
sensitivity. '

Data Processing

Multiple steps are required to process the DGV data. As the technique is based on intensity
measurements, care must be applied throughout the processing to preserve the accuracy of the intensity
measurements on a pixel-by-pixel basis. '

Minor manufacturing variations in the production of CCD arrays may cause pixel-to-pixel
differences in gain and offset values. Pixel calibrations were performed on each camera to flatten the
sensitivity of the array. These calibrations were based on diffuse illumination of the array at two distinct
intensities, and resulted in a relative gain curve for each pixel in the array. Background shots were subtracted
from data shots to remove stray light illumination and dark current values on a pixel by pixel basis.
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Flat field corrections were also performed in place to account for optical path differences between
the two cameras. For these calibrations, smoke was used to fill the light sheet field and the laser was tuned
outside the absorption curve in order to obtain a flat field which was most representative of the illumination
obtained in data shots. Flat field corrections of this sort could also be performed using a white card in the
plane of the light sheet, however the broad-band absorption characteristics of the iodine cell are different
from the absorption in response to a narrow bandwith signal at the peak of the absorption curve. Therefore,
use of a white card for this correction will result in an offset in the flat field correction. A series of 60 images
were recorded and the processed images were averaged for these flat field corrections in order to minimize
the effect of any variations in smoke density throughout the field of view.

The data from the six cameras must also be mapped into overlaying images. This was accomplished
using a dot card image in the plane of the laser light sheet to perform a bilinear interpolation of the raw
images into overlaying images. This procedure also eliminated perspective distortions and any slight
magnification differences from the data images.

By ratioing the corrected images from the signal and reference cameras, a measure of the
transmission of light through the iodine cell is obtained. This information, combined with a lookup table of
the iodine transmission profile and a reference system monitoring the nominal laser frequency, gives a
measure of the frequency shift of the scattered light collected across the field of view. Use of Equation 1
allows this information to be transformed into a velocity map of the flow field.

Low pass filtering is essential to reduce high frequency noise in the images. The modulation transfer
function is a measure of the sharpness of an image. The MTF of the camera-lens system results from a
combination of electronic leakage and the f number of the lens. By choosing a low pass filter which removes
frequency variations higher than the MTF in the raw image, the high frequency noise associated with pixel-to-
pixel variations can be removed without degrading the signal. In this case, a 5 by 5 low pass filter was
applied to each of the images before perspective distortions were removed.

[Dot Card ] [ Pixel Calibration ] [Flat Field CorrectionsJ fBackground image ][ Data Shots J

Remove Background
lllumination

Flatten Pixel Sensitivity

Low Pass Filter

Remové Perspective
Distortions

Adjust for Optical
Transfer Function

Ratio Signal/Reference

(todine Cell Calibration |} Determir;::1 ‘l;requency
IS

Determine Velocity

[ Geometry of Setup }
Figure 4. Data processing flow chart. :

Wind Tunnel

Wind tunnel testing was conducted in the Subsonic Aerodynamics Research Laboratory (SARL)
wind tunnel at Wright Laboratory. The SARL wind tunnel is an open circuit, low speed tunnel and has a
3.05m x 2.13m test section, see Figure 5.  Over 50 per cent of the test section walls are made of optical
quality plexiglas windows. This test section configuration is ideal for the implementation of DGV and similar
optical techniques, since it allows optical access from a wide range of viewing angles.
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Figure 5. Subsonic Aerodynamic Research Laboratory (SARL) wind tunnel.

These tests measured the interaction of a leading edge vortex generated by a sharp leading edge delta
wing with twin vertical tails. Leading edge sweep on the model was 70 degrees. The tail shape was chosen to
be characteristic of an F-15 tail planform. Tails were located along a radial line originating at the apex of the
delta wing. This tail position was chosen to lie along the vortex core trajectory. Tests were conducted both
on the clean wing and on the wing with tails, shown in Figure 6. The model had sharp leading edges on both
the wing and tail surfaces in order to fix separation points. The model was tested at 23 degrees angle of
attack at a Mach number of 0.2 and a Reynolds number of 1.94 x 10° (based on root chord). At this
condition, no vortex bursting was present over the model surface on the clean delta wing. However the
presence of the tails caused the vortices to burst near the mid-chord location. Furthermore, the bursting is
unsteady and a considerable oscillation can be observed in the burst location.

444. mm

I"‘208"|

l— 323 —

Figure 6. Delta wing model with tails.

Limitations of the Technique

Since this technique is based on making intensity measurements in order to determine frequency
shifts, there are a variety of error sources which may lead to biases or random uncertainties in the data. Any
effect which varies the intensity of the recorded light could result in an error in the measured velocity. Some
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effects, such a smoke variations or laser power variation, may be accounted for by using the reference image.
Some optical effects have the potential of varying the intensity recorded between the reference and signal
cameras. These effects can include camera variations, polarization sensitivities, angular dependence of the
scattering intensity, background light variations, etc. Some of the effects can be minimized by in-situ
calibration procedures or careful setup of the optical system, but residual errors remain difficult to quantify.
Secondary scattering off particles, wind tunnel windows, and the model surface will contribute to the noise
level in the recorded images. Additionally, any effect which alters the frequency of the laser or the absorption
characteristics of the iodine cell will result in uncertainties in the velocity measurement. The argon ion laser
will mode hop between stable modes when used with an etalon, and must be monitored during data
acquisition. Iodine cells must be operated at stable temperatures, and the absorption length of the cell will
vary for off-axis light rays.

Many of these effects have been considered in laboratory studies, and attempts to address the
ultimate capability of the technique have indicated a 2 to 5 m/s accuracy may be achievable, however, this has
not been consistently demonstrated in practice. An added complication of working in a large facility is the
effect of environmental variables, vibrations, temperature changes, etc. on the system. At the present state of
development, the Doppler Global Velocimetry instrument described here is qualitative in nature.

As the intent of these tests was a feasibility demonstration, a rigorous error analysis has not been
undertaken. The dominant source of error in these tests was expected to be the least significant bit errors
from the 8-bit video cameras used for data acquisition. When combined with the frame grabber boards, these
cameras gave an effective 6.5 bit resolution, suitable only for qualitative studies. In addition, residual errors
associated with polarization sensitivities, secondary scattering of light from both particles and the model
surface, and calibrations in the data processing are difficult to assess. While this technique is advancing
rapidly towards a quantitative capability, it is useful as a velocity discriminating flow visualization technique
in its current state of development.

Results

Typical results obtained by conventional flow visualization are shown in Figures 6 and 7. These
show a laser light sheet flow visualization study on a delta wing with and without vertical tails. The light
sheet is located at 97% of the root chord and is oriented perpendicular to the model, which is at 23 degrees
angle of attack. Typical of such qualitative flow visualization, these images are useful in locating the position
of the vortex core. In the SARL wind tunnel, condensation can be achieved in the vortex core if the relative
humidity of the atmosphere is sufficiently high. In addition, smoke introduced at the inlet of the wind tunnel
can be used to visualize the vortex flow patterns outside the vortex core.

Figure 6. Delta wing flow visualization. Figure 7. Delta wing with tails flow visualization.

Figures 8 and 9 show the same data as Figures 6 and 7, but in this case the images have been
postprocessed to remove perspective distortions. In addition, saturation regions have been removed from the
images. This allows a much better measurement of the vortex locations, and is also a necessary step in the
processing of the data for the DGV technique.
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Figure 8. Delta wing flow visualization with Figure 9. Delta wing with tails flow visualization
perspective distortions removed. with perspective distortions removed.
-40 my/s I +15 s

Figure 10. Delta wing flow at 97% chord. Figure 11. Delta wing with tails flow at 97% chord.

R

Figure 12. Delta wing flow at 75% chord. Figure 13. Delta wing with tails flow at 75% chord.

The value of the DGV instrument for flow visualization is clearly seen in the next two figures.
Figures 10 and 11 show typical DGV results on the same configuration as above. These figures show
considerably more details of the vortical flow on the delta wing at 98% root chord. The measurements are
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sensitive to a velocity component in the direction (-.211 i , -.005 } , 978 k), where i ; } , and k are unit

vectors in the downstream, spanwise and upward directions, respectively. Results are shown both with and
without tails in place, and represent an average of 60 camera frames. A clear difference is seen between the
two flow fields, showing the strong influence of the tails on the overall flow field. These figures also reveal
structure in the vortex flow around the tails which cannot be discerned in the conventional flow visualization
measurements above. Since 60 frames are averaged, and since an individual frame represents an exposure
which is quite long with respect to some of the unsteady aerodynamic effects contained in this flow, these
frames may be considered to be time-averaged, and therefore indicate an artificially diffuse vorticity field for
the unsteady case.

The sensitivity of this overall flowfield to the presence of the tails can be seen in the next two
figures. Figures 12 and 13 show DGV resuits on the deita wing at 75% of the root chord. This location
corresponds to the leading edge of the tail root. While this plane is ahead of the tails, the effect of the tails is.
felt upstream, as they cause vortex bursting well upstream of their location. This effect can be seen in Figures
12 and 13, as a strong vortex core is observed in Figure 12, whereas a more diffuse vortex is seen in Figure
13.

Although signal fill on each of the individual cameras was acceptable, inconsistencies in smoke
seeding resulted in areas of saturation and signal dropout on each of the component cameras. As a result, the
determination of orthogonal velocity components was limited to small regions having acceptable signal levels
on all six cameras simultaneously. These problems could be addressed by improvements in the smoke seeder
system, as well as the use of scientific grade cameras having a better dynamic range.

Comparisons to a computational fluid dynamics (CFD) solution' of the clean delta wing showed
that while the qualitative results obtained with the DGV instrument matched the solution quite well, the DGV
instrument had remaining gain and bias errors for these measurements. Some of these errors were traced to
cross-talk between frame grabber boards used with the cameras. Other possible problems include the
potential for Mie scattering intensity variations over the small angle spread of the two cameras, and
associated polarization sensitivities in the system. This issue can be addressed by using an optical
configuration similar to that used by McKenzie’, but with an associated drop in signal levels to the cameras.

Continued investigation of this technique in the SARL wind tunnel is proceeding. Several
modifications and improvements to the system described above have been made. A scientific grade camera
has been incorporated in the system in place of the 8-bit cameras used for the results shown above. This
camera provides 14-bit intensity data and 1024 by 1024 pixel arrays. A Nd:YAG laser has been incorporated
in the system. This laser allows for finer frequency tuning and increased power levels. The short duration
pulse also allows camera shutter speeds to be increased. This is particularly useful for reducing background
illumination from sunlight entering the tunnel through the inlet, diffuser and building windows. A split image
system is currently being used which allows simultaneous imaging of both the signal and reference images on
a single camera. This system has the advantage that only one high quality camera is required for each
velocity component, and that angular variations in Mie scattering are less problematic. However, cross-talk
between the signal and reference sides of the split image system is severe for the middle third of the array. A
polarizer has been incorporated in front of the beam splitter cube to reduce polarization sensitivities in the
receiving optics and to suppress some secondary scattering off the windows and model surface. Preliminary
investigations with these modifications in place indicate that the improved dynamic range of the cameras and
higher power of the Nd:YAG allow this imaging system to be used while maintaining acceptable signal levels
in both the reference and signal images.

Conclusions

Doppler Global Velocimetry has been demonstrated as a technology capable of making non-
intrusive, velocity discriminated measurements simultaneously over an entire plane in a wind tunnel flow
field. Continued advancements to the accuracy and robustness of the technique are resulting in more varied
applications in complex flow fields. The technique is capabie of providing coherent views of unsteady flow
fields while simultaneously improving wind tunnel productivity. These tests have demonstrated the feasibility
of making DGV measurements in a large scale facility, and also point to several remaining challenges
associated with applying a DGV system in a large facility. Continued refinements to the system design are
expected to advance this technique to a quantitative velocity measurement technique which will




simultaneously provide detailed flowfield measurements in wind tunnels while reducing the run time required
for those measurements.
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Planar Doppler Velocimetry for Large-Scale Wind Tunnel Applications

Robert L. McKenzie
* NASA Ames Research Center, MS 260-1, Moffett Field, CA 94035-1000, USA

Abstract

Planar Doppler Velocimetry (PDV) concepts using a
pulsed laser are described and the obtainable minimum
resolved velocities in large-scale wind tunnels are
evaluated. Velocity-field measurements are shown to be
possible at ranges of tens of meters and with single-
pulse resolutions as low as 2 m/s. Velocity measure-
ments in the flow of a low-speed, turbulent jet are re-
ported that demonstrate the ability of PDV to acquire
both average velocity fields and their fluctuation am-
plitudes, using procedures that are compatible with
large-scale facility operations. The advantages of PDV
over current Laser Doppler Anemometry and Particle
Image Velocimetry techniques appear to be significant
for applications to large facilities.

1. INTRODUCTION

Planar Doppler Velocimetry (PDV) has been
shown by several laboratories'” to offer an attrac-
tive means for measuring spatially resolved, three-
dimensional velocity vectors everywhere in the
plane of a laser light sheet in a flow. When com-
pared to other well-known optical methods for
measuring flow velocities, PDV is particularly ad-
vantageous for use in large wind tunnels, even at
low speeds, because of its inherently strong radio-
metric signals, the simplicity of its optical align-
ment requirements, its relaxed requirements on the
nature of the aerosols that must be seeded into the
flow, and the absence of any need to optically re-
solve or track individual particles."* Early demon-
strations of PDV (also called “Doppler Global Ve-
locimetry” by some authors) were made in low-
speed flows,> but with only limited quantitative
comparisons to other measurements. More recent
demonstrations were made in supersonic flows>’
where the Doppler shift is large and less sensitive to
measurement noise. The use of both pulsed and

* Author’s address after Jan.1, 1998: Physical Sciences Re-
search Associates, 825 Cathedral Drive, Sunnyvale, CA
94087. E-mail address: mckenzie@netgate.net

continuous-wave (cw) lasers have been demon-
strated, but PDV using pulsed lasers is particularly
attractive because it provides repetitive, instantane-
ous, images of the velocity field, from which both
average velocities and their instantaneous and sta-
tistical fluctuations may be determined.

This paper updates and summarizes the studies
reported in Refs. 1 and 2, in which the factors that
affect the measurement capabilities of PDV using
pulsed lasers are characterized and its low-speed
performance is demonstrated. The applications of
particular interest are to large, low-speed, wind
tunnel facilities of the type used for the develop-
mental testing of commercial aircraft. There, ve- -
locities can be less than 100 m/s while distances
from the test region to external instrument locations
can exceed several meters.

Reference 1 reported a detailed theoretical
evaluation of PDV that was designed to determine
the fundamental measurement capabilities of the
technique. The results showed that signal levels
from a practical instrument should be large enough
to allow the useful application of PDV in large-
scale facilities and that minimum velocity resolu-
tions less than 2 m/s are feasible for a wide range of
test conditions and facility sizes. Reference 2 re-
ported an experimental study that incorporated a
high-fidelity, single-velocity-component, PDV sys-

tem and a suite of PDV image-processing software

designed for pulsed laser applications. The main
objectives were to validate the PDV measurement
noise model used to characterize the measurement

- uncertainties and to experimentally demonstrate the

minimum resolved velocity that could be achieved
using a PDV system designed for high accuracy. In
this paper, the preceding PDV performance evalua-
tions are updated to include all of the experimen-
tally revealed and evaluated contributors that affect
the minimum resolved velocities. The predictions of
minimum resolved velocities are supported by PDV

Paper presented at the AGARD FDP Symposium on “Advanced Aerodynamic Measurement Technology”,
held in Seattle, United States, 22-25 September 1997, and published in CP-601.
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measurements of the known surface speeds of a
rotating wheel. In addition, the application of PDV
to a low-speed, turbulent jet flow is reviewed that
demonstrates an experimental procedure allowing
the average velocities fields and their turbulent
fluctuations to be determined in a way that is com-
patible with large wind tunnel operations.

2. FUNDAMENTALS OF PLANAR DOPPLER
VELOCIMETRY
2.1 The PDV Concept

Figure 1 illustrates the PDV concept along with
some optical refinements that were used for these -
studies. Light is scattered by aerosols in the flow
from a light sheet created by a pulsed, narrowband
laser. The scattered light image is recorded by a
charge-coupled-device (CCD) camera system with
optics that split the image into two paths; one that
passes through an iodine vapor cell and the other
that bypasses the cell. The iodine vapor provides a
sharp-edged spectral filter with optical transmis-
sions at certain frequencies that are sensitive to
small changes in the frequency of light scattered
from the moving particles. The frequency changes
are caused by the Doppler effect owing to the mo-
tion of the scattering particles. The images from
each optical path enter the camera lens with a slight
displacement so that they are separated into two
views of the same scattering region.

A laser that is particularly suitable for this ap-
plication is the frequency-doubled, injection-seeded,
Nd-YAG system. It is a high energy, pulsed laser
that operates at a wavelength of 532 nm where the
iodine absorption spectra is rich with spectral fea-
tures. It can also be made to operate with a band-
width of less than 150 MHz, which is sufficiently
narrow compared to the 400 MHz spectral half-
width of most of the iodine spectral features, so that
frequency changes as small as 1 MHz can be re-
solved.

Normally, the laser is tuned to a frequency
where the transmission of the iodine vapor filter is
approximately 50 percent. Doppler shifting of the
scattered light frequency then causes the light en-
ergy that is transmitted by the filter to either in-
crease or decrease from its unshifted vahie, de-
pending on the direction of the particle motion.

Subsequent image processing determines the
locations of pixels in each view of the split-image
that record light from the same object region, and
then maps and divides the filtered view by the un-
filtered view, pixel by pixel.? The result is a nor-
malized image with gray scales that ideally depend
only on the magnitude of the Doppler frequency
shift. The image of Doppler-frequency-shifts from
each laser pulse can then be related to the instanta-
neous magnitude of one component of the flow ve-
locity vector for all points in the light sheet. The
direction of the component depends on the observa-
tion angle. Three identical camera systems with
different observation angles provide three separate
vector components, all for the same laser pulse.

Field of view

Reference
image

Puised Nd-YAG laser

Fig. 1. Planar Doppler Velocimetry configuration for the
measurement of one velocity component,

The equation governing the Doppler shift in fre-
quency owing to light scattered by a moving parti-
cle can be written in generalized vector notation as

Av=[”7° (a - y]-y (1)

where Av is the difference between the frequency of
the Doppler shifted light and the incident laser light,
¥, is the frequency of the incident laser light, and ¢
is the speed of light. The geometry of the measure-
ment is described by the underlined variables, which
are vectors as shown in Fig. 1. The unit vector [
defines the direction of the incident light, the unit
vector a defines the direction of light scattered to-
ward the observer, and V is the velocity vector of



the scattering particle. The difference vector, S = a
- I, determines the direction and relative magnitude
of the velocity component that is associated with the
measured Doppler shift. An analysis of Eq. (1)
shows that for observation azimuth angles between
45 and 135 degrees, measured relative to the direc-
tion of /, and a laser wavelength of 532 nm, the
term in brackets varies from 1.5 to 3 MHz per m/s,
thereby indicating the magnitude of Doppler fre-
quency shift that must be resolved for a given ve-
locity resolution.

2.2 Optical System Refinements

Several optical refinements appear in Fig. 1
when compared to the PDV optical systems first
reported.>* One is the use of a single camera with a
split-image optical system in place of the simpler,
but more costly, two-camera systems originally re-
ported. This feature makes more acceptable the use
of expensive, scientific-grade, camera systems to
achieve the maximum, single-pulse, accuracy pos-
sible from a PDV instrument.

The iodine cell used here, with a vapor path
length of 15.2 cm, is several times longer than most
other cells designed for PDV. The increased length
reduces the fractional influence of localized thermal
gradients from convection-cooled window faces on
the spectral transmission uniformity across the field
of view. A penalty of this feature is the slightly re-
duced field of view that results from a more distant
entrance aperture.

A reference tab is shown in the camera view
ahead of the light sheet. It provides a stationary
target to monitor the laser frequency fluctuations
from pulse to pulse. This requirement is necessary
because the fundamental PDV measurement is the
instantaneous difference in frequency between the
light scattered by the moving particles and the inci-
dent laser light. The laser frequency fluctuates from
pulse to pulse because the high-energy, Nd-YAG,
laser system uses a low-energy, narrowband, injec-
tion laser to induce its oscillation to a narrow band
width. Frequency locking between the two lasers is
maintained by modulating the cavity length of the
host laser to match the axial-mode frequency of the
injection laser. Consequently, the output frequency
of the host laser is also modulated with peak am-
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plitudes of approximately + 10 MHz that are ran-
domly sampled by the laser pulses. Without moni-
toring of the laser frequency from pulse to pulse,
the modulation would appear as a false PDV veloc-
ity fluctuation of * 3 to 7 m/s that would dominate
all other noise sources. Moreover, during the time-
period of a typical PDV measurement, the mean
laser frequency may drift by a significant amount,
thereby adding a possible, time-dependent, system-
atic velocity error. However, frequency differences
can be resolved that are much smaller than 10 MHz
by using the unshifted transmission of light from the
reference tab to determine the instantaneous laser
frequency for each pulse. The difference is meas-
ured most accurately if all targets are viewed
through the same iodine filter cell. For this work,
the reference tab was illuminated by diverting a
small fraction of light from the laser beam, trans-
porting it through an optical fiber, and projecting it
onto the tab.

The optical arrangement shown in Fig. 1 in-
cludes the usual placement of a non-polarizing
beam splitter (NPBS) ahead of the iodine cell to
separate the incident light into filtered and unfil-
tered views. For this study, it was combined with a
polarizing beam splitter (PBS) in front of the cam-
era lens to minimize errors in the normalized image
that are related to variations in the polarization of
the scattered light. Ideally, the NPBS must divide
the image into two views with a consistent ratio of
transmission to reflection, regardless of the polari-
zation of the scattered light. Although the incident
laser light usually maintains some definite, fixed,
polarization characteristic, the scattered light from
aerosol scattering is generally slightly depolarized
while the secondary scattering from windows and
walls is almost entirely depolarized. This depolari-
zation energy fluctuates with variations in the local
aerosol density and will appear as uncompensated
signal fluctuations in the normalized image unless
the NPBS transmission for s- and p-polarizations
are exactly equal, or only one polarization compo-
nent reaches the camera lens. For an NPBS that is
used at its design wavelength, the transmissions for
s- and p-polarizations are typically specified to be
matched within 3% but the difference can be much
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larger at other nearby wavelengths or when quality
control is poor. Thus, to limit the observed light to
just one polarization after image splitting, a PBS
was placed in front of the camera lens. Fortunately,
when a linearly polarized laser is used, most of the
scattered light from the aerosol is also linearly po-
larized. Hence, by rotating the PBS to maximize its
transmission for a particular optical system orien-
tation, there is no significant signal loss from aero-
sol scattering but any depolarized light from win-
dows and walls is attenuated up to 50%.

3. RESPONSE FUNCTION

The response function is the fundamental feature
that controls the quantitative accuracy of a PDV
measurement. It relates the normalized signal for
each pixel to a relative frequency. (i.e., a frequency
in absolute units but relative to an arbitrary offset
frequency, v’.) An example is shown in Fig. 2.
Once the response function is known, the normal-
ized signals from all pixels in the PDV image can
be converted to relative frequencies. The differences
in frequencies between the incident laser, deter-
mined from the stationary reference tab image, and
those obtained from the aerosol scattering image
establish the Doppler frequency shifts, 4v, which
can then be directly related to one component of the
absolute velocities everywhere in the image using
Eq. ().

The shape of the response function depends on
several spectral features of the iodine filter cell,
including;: the radiative strength of the selected io-
dine spectral absorption feature, the presence of
underlying spectral features, the optical path length
through the filter cell, and the temperature and
pressure of the iodine vapor in the filter cell. The
spectral transition group cataloged® as line number
1109 was shown to be one of the stronger absorp-
tion features within the tuning range of the 532 nm
laser and its blue side was shown to have minimum
interference from neighboring transitions.' Filter
cell conditions can be easily achieved so that its
spectral transmission varies with frequency from
near zero to approximately 0.8, where a non-
resonant background absorption becomes dominant.

The filter cell used for these measurements con-

tained iodine vapor at its vapor pressure of ap-
proximately 1 torr. The cell was made of fused sil-
ica and consisted of a cylindrical body that enclosed
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Fig. 2. The response function for the blue side of the iodine
vapor line 1109 at a cell stem temperature of 45 °C and a
body temperature of 100 °C. The repeatability of the fitted
response function is shown for two, independent, laser fre-
quency scans. The fits for each scan are indistinguishable.

the optical path and a small side stem. The 7.6-cm-
diameter body cylinder had optically flat windows
at each end with an internal separation of 15.2 cm.
The 7-cm-long by 1-cm-diameter stem was attached
perpendicular to the body cylindrical wall and cen-
tered on its longitudinal axis. The entire assembly
was encased in an insulated housing with only the
window faces exposed. The body was heated to
temperatures higher than the stem so that iodine
condensation always occurred in the cooler stem.
Consequently, the iodine vapor pressure was con-
trolled by the stem temperature while the vapor
temperature was coupled to the body temperature.
The body and stem temperatures were maintained
by two, independently controlled, heater tapes; one
that heated the body cylinder to approximately 100
°C and the other that heated a copper heat-sink sur-
rounding the stem to approximately 45 °C. These
conditions have been shown to maximize the spec-
tral sensitivity of the response function for the cell
length used here.' However, accurate knowledge of
the iodine vapor pressure and temperature was
never necessary because the actual response func-




tion was always determined experimentally.

The response function can be determined using
the PDV system in place by scanning the laser fre-
quency while recording a sequence of images that
include a view of the reference tab. As an example,
the normalized reference tab signals from two inde-
pendent spectral scans are shown in Fig. 2. The
scatter in the data is caused by the pulse-to-pulse
random sampling of the + 10 MHz laser frequency
modulation used to maintain narrowband locking.
To obtain a smooth response function that is both
physically realistic and representative of the ex-
perimental data, an synthetic iodine spectrum is
computed for vapor conditions that approximate the
cell conditions. It is used as a basis function and
fitted to the scan data with a nonlinear, least-
squares method. The fit is optimized by adjusting
three parameters that control the amplitude of the
basis function, its frequency span, and its frequency
offset. The basis function for Fig. 2 was computed
assuming a stem temperature of 45 °C and a body
temperature of 100 °C, which were the set-point
values of the temperature controllers. The adjusted
fits for the two scans are overlapping and not dis-
tinguishable in Fig. 2. The basis function is most
sensitive to the assumed stem temperature.! How-
ever, similar fits starting with basis functions com-
puted for stem temperatures of 40 to 50 °C were
also nearly indistinguishable from those shown.
Thus, the repeatability of the response function ob-
tained using this data analysis scheme is generally
very consistent, providing the thermal condition of
the cell is kept stable. Since the actual response
function is particularly sensitive to small changes in
the cell stem temperature, its measurement is re-
peated whenever a change in cell environment is
suspected.

4. IMAGE PROCESSING
4.1 Background and Flatfield Corrections

The CCD image can contain a substantial elec-
tronic background signal in addition to contribu-
tions from stray laser and room light. An average
background image may be recorded with low noise
by accumulating a large number of open-shutter
exposures, either with the laser beam blocked or
without aerosols in the flow. However, this aver-
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aged background does not contain possible contri-
butions of secondary scattering from nearby win-
dows and walls that are illuminated by aerosol
scattering. The experiment must be configured to
minimize those contributions.

The flatfield image provides a measure of the
non-uniform optical response distribution at the
image plane and it enables the necessary correction
of the PDV images. The optical response distribu-
tion includes the variations in pixel sensitivities and
the aggregate transmission variations in the optical.
system along all optical paths from each point in the
object plane to the pixel that is illuminated by it.
The acquisition of a correct flatfield image is a par-
ticularly critical step toward achieving accurate
PDV measurements because the optical response
distribution is always different for each split-image
view. The ratio of the two images is undistorted
only after a suitable flatfield correction is made to
the entire image. On the other hand, the flatfield
image does not require a uniformly illuminated tar-
get because both split-image views see the same
illumination distribution, but it must reproduce the
optical losses for the total light energy reaching
each pixel over all optical paths through the collec-
tion optics. This requires the flatfield to have its
target located at the object plane were the optical
system is focused, which is the plane of the laser
light sheet. Moreover, to best reproduce the fre-
quency-dependence of the transmission losses
through the iodine cell and its surrounding optics,
the flatfield should be acquired using laser illumi-
nation with the laser operating at a frequency that
falls near the spectral range of the response func-
tion. .

" One convenient laser frequency for flatfield ac-
quisition is where the iodine cell transmission has a
spectral plateau so that the transmission is locally
insensitive to frequency. Then a flatfield may be
obtained using aerosol scattering from the laser
light sheet with the seeded air flowing. However,
the laser frequency must be sufficiently displaced
from the onset of any frequency-dependent cell ab-
sorption, or the flow speed reduced, so that the
transmission remains unaffected by Doppler shifts
induced by the flow. This approach takes advantage
of the situation in low-speed flows were the Dop-
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pler shifts are generally small compared to the
spectral plateau widths available in the iodine
spectrum. An alternative and easier approach is to
operate the laser broadband so that its spectral
bandwidth encompasses several iodine spectral
features. The filter is then insensitive to all Doppler
shifts. However, while this latter approach appears
to be valid, it has not yet been demonstrated suc-
cessfully. ‘

Both the PDV image and the flatfield can also be
affected significantly by the strong angular depend-
ence of aerosol scattering in polarized light, par-
ticularly for scattering at azimuth angles greater
than 45° from the incident light direction. The large
angular variations in scattered intensities can create
large signal gradients across the aperture of the
camera lens so that slight differences in alignment
of the two split-image views will create a different
signal distribution in each view. However, these
polarization effects will be identical in both the
PDV image and in the flatfield image if they are
both acquired at the same aerosol scattering condi-
tions. Thus, the most accurate flatfields are always
acquired using aerosol scattering from the flow.
This approach should be favorable for large-scale -
wind tunnel applications because it can be per-
formed just before acquisition of the PDV data and
without requiring entry into the test section or a
change in facility operating conditions.

4.2 Split-Image Mapping

Pixel mapping to allow image normalization was
accomplished for this study by first obtaining an
image of a mapping card that contains an orthogo-
nal array of equally spaced dots and a central reg-
istration cross. To provide accurate mapping, the
card must be located in the same object plane as the
light sheet and its image must be obtained using the
same aperture (f-number) used for the PDV meas-
urements. For this study using a single camera sys-
tem, the card was aligned normal to the camera axis
so that all regions of the card remained within the
focal depth of the image. However, when more than
one camera system is in use, the mapping card must
be aligned in the plane of the laser light sheet so
that pixels in all camera systems can be registered
to the same locations in the light sheet. Having the

card aligned with the light sheet also provides a
convenient means to determine each camera’s azi-
muth and elevation angles relative to the incident
light direction, as required by Eq. (1), by measuring
the apparent change in dot spacings and the relative
angles between their rows and columns.

The mapping errors were evaluated by compar-
ing interpolated pixel mapping coordinates from
images for two different card orientations. The bi-
linear interpolation schemes used for this work were
found to achieve root-mean-square (rms) average
differences over the entire image of less than 0.3
pixel units, with maximum differences up to 1.5
pixels near the image boundaries.

4.3 Sampling Errors and the Necessity of Pixel
Binning

In addition to mapping uncertainties, signal
sampling errors by the finite-sized pixel areas also
degrade the accuracy of the normalized images.
Each pixel acts as an integrator of the underlying
charge-distribution induced in its semi-conductor
substrate. This integrated sampling loses some of
the spatial detail in the incident signal distribution
and can lead to large signal ratio errors when the
signal gradients are large over a pixel dimension.
Reference 2 shows that the sampling can introduce
signal ratio errors as large as a factor of two in ex-
treme cases for a single pixel-pair. An obvious
means of reducing sampling errors is to integrate
the signal distribution over larger areas by collect-
ing blocks of pixels into bins and summing their
signals. No signal is lost but the spatial resolution is
reduced. Bin sizes with three pixels on a side (so-
called “3x3 binning”) was shown to be a minimum
size for reducing the sampling errors to acceptable
levels.? Although binning sacrifices spatial resolu-
tion, it minimizes excessive spatial noise that would
otherwise degrade the useful spatial resolution of
the velocity field. Thus, very little recoverable in-
formation is actually lost. Moreover, in cases where
signal gradients in the image are small compared to
a pixel dimension, 3x3 binning has no significant
effect on the spatial resolution.

5. PDV MEASUREMENT UNCERTAINTIES
The uncertainties in measured velocities are re-



lated to the statistical uncertainties that affect the
individual pixel signals in each split-image view and
their normalization ratios.' Recalling the notation
from Ref. 1, the combined effects of statistically-
independent fluctuations from all stochastic proc-
esses, whether from noise in the PDV signals or due
to the turbulent fluctuations in the flow, can be
characterized by the sum of their individual mean-
square variances. An equivalent parameter is the
square-root of the total variance, traditionally called
the root-mean-square (rms) standard deviation. The
noise-to-signal ratio (NSR) is then the ratio of the
rms-standard-deviation of signals from each pixel to
its average signal for a multitude of pulsed images.
Reference 1 develops a formulation to estimate the
noise/signal ratio of the normalized image, which
contains the signal ratios, S,,=S, /S, where §; and
S> denote the signals in individual pixel pairs from
the filtered and unfiltered views of the split image,
respectively. The noise-to-signal ratio for S;;is de-
noted as NSR,.. Since S, is the independent vari-
able for the response function, the variance of S,
combines with the response function sensitivity
(ie., dv/dS;; in Fig. 2.) to determine the variance
in the frequency differences and their corresponding
velocity variances. The related rms-standard-
deviations in velocity are defined here as the so-
called “minimum resolved velocities.”

5.1 Sources of PDV Measurement Noise

Sources of noise in PDV signals can be sepa-
rated into two types; those that are statistically-
independent for each view in the PDV split image,
and those that maintain some correlation between
the filtered and unfiltered views. The statistically-
independent noise originates from radiometric
sources that are associated with the detection of
light and with the electronic nature of CCD detec-
tors, such as photon-statistical noise, readout noise,
and dark charge noise. The primary source of cor-
related noise is the high-contrast, granular, speckle
pattern that appears in any observation of scattered
light from a target illuminated by a coherent laser.
For PDV using cw lasers and video cameras, the
speckle noise is usually time-averaged nearly to
zero over the usual 30-ms video cycle period and is
consequently diminished in the PDV images. How-
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ever, for PDV using pulsed lasers, the instantane-
ous speckle noise amplitudes in an unnormalized
image dominate all other noise sources. Fortunately,
only the signal ratios from two, simultaneously re-
corded, views are necessary for the PDV signal
analysis and both views contain nearly the same
speckle pattern from each laser pulse. If the obser-
vation angles of both views were exactly identical
and the mapping was precise, the speckle pattern
would be completely correlated and would disap-
pear in the signal ratios from pulsed lasers, just as
all other spatial features disappear that are common
to both views. However, the speckle pattern is
highly sensitive to observation angle while identical
observation angles are rarely achieved, so that only
partial correlation can be expected in practice. An
important difference between the behaviors of ra-
diometric noise and speckle noise is that the NSR;,
for radiometric noise depends on the local average
signal levels, while for speckle noise it is independ-
ent of signal level and controlled mainly by the
fnumber of the collection optics.”

5.2 Noise Reduction by Binning and the Unex-
plained Speckle Background

The reduction of the signal-ratio variance by
binning depends on the nature of the noise. If a bin
contains Nj pixels, the variance in the signal ratio is
normally reduced as if the related NSR,> were mul-
tiplied by a factor of //Np . However, preliminary
experiments” have shown that when speckle was the
dominant noise source, one component of NSR;,
varied with /~number and decreased with Nj as ex-
pected; but an additional, residual background was
also present that could be defined by a constant
NSR,; = 0.04, independent of f-number. Moreover,
it was not reduced by binning. Although the origin
of the background is not completely understood at
this time, several observations and conjectures can
be made. For the background to be insensitive to
binning, it must be the consequence of an uncom-
pensated, temporal variation in the sequence of
split-image signals. In addition, since the back-
ground noise occurs in the signal ratios even when
the laser is broadband, its is not believed to be from
temporal fluctuations either in laser pulse energy or
in its pulse frequency. Finally, since the background
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noise only appears when speckle is dominant, it 1s
suspected to be related to the highly sensitive po-
larization effects that are always present when
speckle is a dominant feature. Such effects would
be time-dependent because of temporal variations in
the behavior of polarized scattering by the aerosol
field from pulse to pulse and would be observable
because the flatfield correction compensates only
for the average behavior of the aerosol scattering.
However, more definitive experiments will be nec-
essary to confirm these speculations.

6. ROTATING WHEEL EXPERIMENTS

A rotating wheel is an ideal target to evaluate the
PDV minimum resolved velocities because it pro-
vides a surface that is moving with a linear distri-
bution of known velocities. The results provide a
preliminary indication of the minimum resolved
velocities that are possible in fluid flows, at least to
the extent that the uncertainties in PDV measure-
ments associated with scattering from an opaque
surface correspond to those for aerosol scattering in
a fluid flow.

Examples of average velocity field images and
their corresponding uncertainty amplitude images
from a rotating wheel are reported in Ref. 2. The
rim speed was 57.9 m/s, with a corresponding rim-
to-rim Doppler shift of £111 MHz. The radial dis-
tribution of average velocities along a line from the
center of rotation to the advancing rim is plotted in
Fig. 3. It follows a linear distribution with the ex-
pected average slope but contains an organized
modulation of approximately + 5 m/s that appears
only on the advancing side of the wheel. Since the
modulation is a systematic error in the average ve-
locity, it is not caused by noise in the measurement.
It appears to be the result of spatially distributed
frequency variations in the expanded laser beam
that have discrete steps of approximately 10 MHz.
A similar behavior with larger modulations was
observed by Forkey et al.” for the same type of la-
ser. However, the organized modulations appearing
in Fig. 3 will be spatially compressed in the thin
light sheets used for PDV in fluid flows and their
organized behavior suggests that correction meth-
ods analogous to the flatfield corrections might be
possible.
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Fig. 3. Comparison of PDV average velocities on a rotating
wheel with actual surface velocities, along a radial line from
the wheel center to the advancing rim. The modulations are
believed to be caused by spatially-separated variations in the
frequency of the expanded laser beam.
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Fig. 4. Comparison of experimental minimum resolved ve-
locities along a radial line on the rotating wheel with esti-
mates using constant and local average signals.

The measured distribution of minimum resolved
velocity on a line from rim to rim through the center
of the rotating wheel is shown in Fig. 4, along with
two estimates that include the effects of speckle and
binning.” For one estimate, the local average signals
are used. Those results match the experimental data
near the wheel center but under-estimate it with a



growing difference as the rims are approached. This
radially-symmetric departure behaves as if it were
the consequence of poor wheel-speed regulation that
is oscillatory about the set-point. Additional noise
in the velocity measurements on the advancing side
of the wheel may be caused by intensity amplitude
fluctuations in the apparent laser side-band fre-
quency components, thereby accounting for the
larger differences on the advancing side. The other
noise estimate is based on a constant average sig-
nal, chosen to match the noise at the wheel center. It
demonstrates that the radial distribution of velocity
uncertainty is controlled mainly by the vanation of
the response function sensitivity with S;;. In any
case, Fig. 4 demonstrates that velocities can be
measured using PDV with uncertainties generally
less than 5 m/s and with minimum uncertainties
below 2 m/s.

7. LOW-SPEED, JET FLOW EXPERIMENTS

Velocity fields and their fluctuations have also
been measured in the unsteady, low-speed, flow
from a free-jet with axial velocities near 60 m/s.
The primary objectives were to demonstrate the
ability of PDV velocity field measurements to yield
the expected results in a fluctuating air flow that is
seeded with an aerosol of a type used in large fa-
cilities, and to do so using procedures that are com-
patible with large-scale wind tunnel operations.

The jet was a bench-top apparatus that incorpo-
rated a 27-cm-diameter rotary blower. Air from the
room was entrained into the center of the impeller
and exhausted radially into a tangential plenum.
The unsteady flow from the plenum exited into the
room air through a 5-cm-diameter, cylindrical, noz-
zle as a free jet. To provide aerosol seeding, a train
of drops from a commercial “fog fluid,” that is used
for the generation of theatrical smoke (believed to
be a mixture of propylene glycol and water) was
heated on the recessed tip of a soldering iron. The
resulting vapor was drawn by a venturi tube into
the impeller inlet flow. The seeding system provided
small concentrations of a liquid aerosol in the jet
that were not easily visible in room light but could
be readily seen in the laser light sheet.

The laser beam was formed into a parallel sheet,
approximately 1-mm-thick, that encompassed all of
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the seeded jet flow. Two optical configurations
were used that measured velocity components with
different directions. In one, the light sheet crossed
the jet centerline axis at 90° and the scattering was
observed at an azimuth angle of 41° from the jet
centerline axis, which resulted in PDV measure-
ments 1n a plane normal to the jet axis but with
velocity components that pointed downstream 20°
from the jet centerline. The axial component was
estimated by projecting the measured component
onto the axial direction. The second configuration
used a light sheet that crossed the jet centerline axis
at 45° but measured velocity components aligned
with the jet axis. The light sheets in both arrange-
ments crossed the jet centerline at the same axial
location and shared a common vertical line. The
axial velocities obtained from both configurations
on the common line were found to be the same,
which confirmed the lack of any significant trans-
verse components and justified the use of projec-
tions of the non-axial velocity components to infer
axial velocities in the plane normal to the jet axis.
PDV velocity fields in the jet flow were obtained
using a procedure that is favorable for large-scale
wind tunnel operations because, once the map card
image is obtained for a given camera alignment, no
entry into the test region is required and all subse-
quent data may be acquired remotely. The back-
ground and response function data were obtained
prior to operating the jet, and the flatfield image
was taken using aerosol scattering from the seeded
flow with the laser detuned, as discussed in Sec. 3.
Figure 5(a) shows the average axial velocity
field derived from a 100-frame sequence of PDV
images, using the optical geometry that measured
velocity components 20° to the jet axis. The image
has been numerically rotated to simulate a view
looking directly upstream. The velocity fluctuations
are characterized by the velocity fluctuation field,
<U">/U, shown in Fig. 5(b), where <U"> denotes
the rms-standard-deviation of axial velocity and U/
is its local average value. The measured velocity
fluctuations have been corrected to remove the es-
timated contributions from measurement noise,
which was statistically subtracted with the aid of a
noise model that computed the noise variance using
the average PDV signals from the flow.” The rela-
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tive fluctuation amplitudes in the flow become large
in the shear layer while individual single-pulse im-
ages display an ensemble of intermittent radial flow
excursions by large eddies. Although this intermit-
tent behavior in free jets is expected, data of this
type illustrate the unique capabilities of a PDV
system using a pulsed laser to reveal the average,
time-dependent, and statistical nature of an un-
steady flow.

Fig. 5. The average axial velocity field and its relative fluc-
tuation field, measured in a plane normal to the centerline
axis of a low-speed, turbulent jet. The view in each image is
upstream along the jet centerline. U denotes the local, time-
averaged, velocity and <U"> is the standard deviation of
velocity fluctuation amplitudes that have been corrected to
remove the estimated measurement noise contributions.

An indication of the quantitative accuracy of the
average PDV measurements in the turbulent jet is
shown in Fig. 6, where the average axial velocities
implied from impact pressure probe measurements
compare reasonably well with PDV measurements
along the same radial line across the jet. Distur-
bances to the average PDV velocities from side-

band frequency variations in the laser beam would
not be as obvious here as they are in the rotating
wheel measurements because they are spatially
compressed in the light sheet and fall mostly outside
the shear layer where velocities are near, or below,
the minimum resolution.
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Fig. 6. Comparison of PDV average axial velocities along a
radial line through the jet center with velocities implied from
impact pressure probe measurements.

8. PDV CAPABILITIES FOR LARGE-SCALE
WIND TUNNEL APPLICATIONS

The measurement capabilities of PDV can be
characterized using estimates of the limiting obser-
vation ranges and aerosol optical densities that are
associated with signal levels covering the full dy-
namic range of modern CCD detector arrays, and
combined with an evaluation the minimum resolved
velocities that are achievable at those signal levels.

8.1 Observation Ranges and Aerosol Density
Requirements

To determine the limiting observation ranges and
aerosol optical densities, an acrosol-scattering
model has been developed' that relates the scatter-
ing efficiency of a typical seed material and the pa-
rameters of the collection optics to the CCD detec-



tor signal levels. The formulation is based on Mie
scattering theory and an empirical model of aerosols
with a distributed range of particle sizes that simu-
late the smoke or seed materials usually introduced
into large wind tunnels flows. The results are shown
in Fig. 7, where the range, R, is the distance from
the sample volume to the collection optics and is
proportional to the size of the facility. The optical
path length, C,. , is the sum of the distance that
the laser light must travel through the seeded flow
to the sample volume, plus the distance that the
scattered light must travel back to the detector. The
primary parameters are the unfiltered CCD signal
level, S-, the observation range, R, and the optical
density of the aerosol. The optical density depends
on the aerosol particle density and on the aggregate
scattering efficiency by its distribution of particle
sizes. To define the optical density in terms that are
readily measurable, it can be related to its effect on
the easily-measured laser beam transmission along
the optical path. The transmission is characterized
by the laser pulse energy ratio, F/E, , where E, is
the pulse energy entering the path and E is the at-
tenuated pulse energy at the path exit. The remain-
ing independent parameters were chosen to repre-
sent typical experimental conditions for a large
wind tunnel application. Their values are listed in
the title of Fig. 7. The choice of laser sheet height,
Ay, may be related to the facility size (range) and to
the CCD array size by requiring that the light sheet
fill at least 1/2 of the field of view of the CCD im-
age to accommodate the spilt-image optics. This

~ criteria leads to a maximum sheet height of 4y =
0.1R for a typical 10-mm CCD array height when
combined with a normal photographic lens focal
length of 50 mm.' Consequently, the height of the
hight sheet will also increase with range to match
the increase in scale of the flow being studied.

Two representative flow-seeding cases are
shown in Fig. 7. Case 1 represents the situation in
smaller facilities where the seed material is allowed
to fill the entire flow channel. Then the total laser
transmission path is at least Cpon=2R. Case 2 rep-
resents the alternative situation for very large fa-
cilities where seeding is best done only in the flow
region being investigated, which avoids unnecessary
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Fig. 7. Estimated observation ranges for selected unfiltered
scattering signals, Sz, and a constant ratio of laser sheet
height to range, 4y/R=0.1. Estimates are for a laser pulse
energy = 300 mJ, pixel area = 25x25 um?, CCD detector
quantum efficiency = 0.3, and /1.4 collection optics.

attenuation of the laser and scattered light by the
aerosol. In that case, the minimum dimension of the
seeded region must be at least equal to the sheet
height, so that C,.n=A4y. However, in both cases the
sheet height fills half of the field of view, so that
4y/R=0.1 is maintained. In addition, the optical
density has been limited to the maximum that is
possible from customary smoke-generation equip-
ment. However, that limit affects only the minimum
optical transmission obtainable in Case 2 and only
at the maximum signal that can be recorded
(500,000 electrons). Hence, most types of com-
monly-used smoke generators are expected to be
adequate for PDV applications at all useful ranges.
Fig. 7 indicates that for facility sizes less than
1.5 meters (Case 1), signals should be readily ob-
tainable that will reach the saturation signal of the
CCD array (S;= 500,000 electrons). In addition, it
shows that when localized seeding is used (Case 2),
accurate PDV measurements (i.e., for S; = 10,000
electrons) should be possible at ranges up to 50
meters when 4y/R=0.1. Figure 7 also shows that
the range becomes insensitive to optical transmis-
sion below E/E,= 0.8, so that the use of greater
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aerosol optical densities will not increase the signal
levels or the useful range significantly.

8.2 Minimum Resolved Velocity Capabilities

The minimum resolved velocity is estimated by

,combining a realistic model of the noise sources in
the PDV signals with the spectral response function
of the iodine vapor filter. The results of the previ-
ous estimates' are upgraded here to match the ra-
diometric noise parameters to those determined ex-
perimentally as described in Ref. 2, and to add the
effects of speckle noise. The assumed detector pa-
rameters simulate state-of-the-art, commercially
. available, scientific-grade, CCD arrays selected

because of their suitability for PDV measurements.
Specifically, they pertain to a 576 by 384 pixel ar-
ray with a readout rate of 430 kHz, cooled to -50
°C, and with 16-bit digital resolution. The combined
readout noise, dark charge noise, and digital uncer-
tainty is then only * 2 counts out of 50,000. How-
ever, signal-dependent photon-statistical noise and
uncorrelated speckle noise-will add to that value.

The estimated minimum resolved velocities are
shown in Fig. 8 for a data analysis that incorporates
3x3 binning. The response function is the same as
shown in Fig. 2. The range of mean velocities for
each case shown is limited by the dynamic range of
the response function, which was confined to signal
ratios between .05 and .95. The laser frequency was
chosen to give an unshifted filter transmission of
0.2, which encompasses a wider range of positive
mean velocities. Similar curves, predicted for the
laser tuned to frequencies with an unshifted filter
transmission closer to 0.5, will have the nearly
same dynamic range of mean velocities and mini-
mum resolved velocities, but will be shifted to lower
mean velocities. This feature allows the dynamic
range of the velocity measurements to be adjusted
to match the experiment. Other schemes have been
proposed that extend the dynamic range by adding
an inert gas to the cell vapor mixture to reduce the
response function sensitivity.” Two unfiltered signal
levels are represented in Fig. 8; one at the minimum
useful value (10,000 electrons) and one that is mid-
range (250,000 electrons) for a CCD detector with
a well depth of 500,000 electrons. Two noise mod-
els are also represented; one in which the speckle
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Fig. 8. Estimated minimum resolved velocities using a PDV
noise model for selected unfiltered scattering signals, Sz, with
and without the constant speckle background represented by
NSR;2=0.4. Both cases assume 3x3 binning,.

background is included and one without it. Because
the speckle background is represented by a constant
NSR;; = 0.04 that dominates all other noise sources,
the minimum resolved velocities predicted with it
included depend mainly on the average signal ratio
and follow the shape of the response function. They
are relatively insensitive to the magnitude of the
unfiltered signal level because the signal-dependent
noise is not the primary contributor. However,
without the speckle background, the minimum re-
solved velocities are nearly an order of magnitude
lower and show a primary dependence on the unfil-
tered signal level. These results motivate the search
for a means of reducing the speckle background. In
any case, the lowest resolved velocities in Fig. 8
agree with the rotating wheel results and show that
the resolution of single-pulse velocities below 2 m/s
should be possible. When pulse averaging for Ny
pulses is incorporated, minimum resolved velocities
will be reduced by a factor of (//Npu)”. Thus, the
averaging of velocity fields from 100 laser pulses
should provide averaged velocity resolutions as low
as 0.2 m/s.

Figures 7 and 8 are related by their common
values of the unfiltered signal level, S;. They com-



bine to show that single-pulse PDV measurements
with minimum resolved velocities below 2 m/s
should be possible in aerodynamic test facilities
with sizes to tens of meters.

9. SUMMARY

The main objective of this study has been to
evaluate the application of Planar Doppler Veloci-
metry (PDV) using a pulsed laser to low-speed
flows that are typical of large-scale wind tunnel
facilities. The predictions of minimum resolved ve-
locities are improved by including experimentally
characterized noise sources and are verified by
PDV measurements of the known surface speed of a
rotating wheel. In addition, PDV measurements in
the flow of a low-speed, unsteady, jet flow demon-
strate a procedure that measures both average flow
velocities and their fluctuations in a way that is
compatible with large wind tunnel operations. Fi-
nally, an aerosol scattering model is combined with
a model of the noise sources in a PDV measurement
to estimate the limiting facility sizes and minimum
resolved velocities that are possible with a high-
fidelity PDV system using a pulsed laser. In gen-
eral, this study indicates that PDV velocity field
measurements, using commercially available, Nd-
YAG laser and CCD imaging systems, should be
possible at ranges of tens of meters, and with sin-
gle-pulse, minimum resolved velocities below 2 m/s.

The advantages of PDV over current Laser
Doppler Anemometry and Particle Image Veloci-
metry techniques appear to be significant for appli-
cations to large aerodynamic facilities. In particu-
lar, the main attributes of PDV that are not matched
by the other methods are: (a) PDV with a pulsed
laser can provide all three components of velocity,
everywhere in the field of a single light sheet, from

individual laser pulses, while using relatively simple -

image processing and data analysis procedures, (b)
PDV does not require the alignment of multiple la-
ser beams or light sheets, thereby relaxing the sen-
sitivity of the optical system to facility movement or
vibration and reducing the complexity of its instal-
lation and operation, and (c) PDV does not require
the optical resolution or tracking of individual par-
ticles or acrosol gradients, thereby relaxing the
control requirements for seed material densities and
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sizes, extending the useful observation range, and
possibly even allowing the use of intrinsic smoke or
dust that may be present in the flow of some facili-
ties or flight environments. Although the other
methods can usually provide lower minimum re-
solved velocities, they appear to become advanta-
geous only when lower velocity resolutions are a
key requirement in the aerodynamic experiment.
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1. SOMMAIRE :

La Vélocimétrie Doppler Globale est une méthode non intrusive
basée sur la mesure du décalage Doppler de la lumiére diffusée par
un écoulement ensemencé en particules illuminées par un plan
laser A la fréquence v. Observé i travers une cellule d’iode tout
décalage Doppler est traduit immédiatement en une variation de
I’absorption de la lumiére. Cette technique permet de donner le
champ des vitesses de I'écoulement ensemencé, & une cadence
d’acquisition qui ne dépend que du dispositif d’enregistrement.

Les études réalisées d ce jour utilisent un laser & argon ionisé
monomode dont la raie verte est fortuitement accordée sur deux
raies d’absorption non résolues de ['iode dont I'intensité dépend
fortement de la température. Pour s’en affranchir, un laser a
colorant continu accordable en fréquence a été utilisé, permettant
un choix extrémement aisé d’une raie d’absorption d'une molécule
dont la population est peu dépendante de la température et le profil
plus ou moins raide en fonction de la gamme de vitesse & mesurer.

Les premiers tests ont €té réalisés sur un disque tournant, les
vitesses déterminées par DGV sont en bon accord avec celle
mesurées par tachymétrie, puis des mesures ont été réalisées en
soufflerie. Le point est fait sur les améliorations apportées pour
augmenter la précision.

2. INTRODUCTION

Les moyens de mesures des vitesses en aérodynamique étaient,
pendant de nombreuses années, limités aux sondes & fil chaud ou
anémoclinométriques introduites dans ['écoulement et dont
I'embout coincide avec le volume de mesure. Ces dispositifs
classiques présentent l'avantage d'une grande simplicité
d'utilisation. Les inconvénients inhérents 4 de telles sondes
proviennent principalement du champ de perturbation créé par la
sonde qui modifie la grandeur locale au point de mesure considéré.

Les techniques optiques non intrusives de vélocimétrie laser
interférentielle et de vélocimétrie bipoint [1, 2] ne permettent
d’accéder 4 la mesure de la vitesse qu’en un point de I'écoulement,
et sont inadaptées aux écoulements perturbés dans lesquels les
informations spatiales varient plus rapidement que le temps
d’acquisition des données.

Dans le domaine d’investigation des écoulements tourbillonnaires,
I'apport de la Vélocimétrie Doppler Globale, en anglais DGV
(Doppler Global Velocimetry) est capital. En effet, cette méthode
non intrusive permet non seulement de visualiser un écoulement
mais aussi d’obtenir les caractéristiques du champ de vitesse en de
nombreux points de celui-ci en un temps trés court, ce qui
n’impose plus 4 I’écoulement d’étre stationnaire. L application de

cette méthode de mesure s’ouvre donc a des essais en souffleries
et & des essais en vol de maquettes de laboratoire au cours desquels
on s’intéresse particuliérement a [’évolution temporelle du sillage.

3. PRINCIPE DE LA VELOCIMETRIE DOPPLER
GLOBALE

La tomoscopie laser est une technique trés utilisée depuis
plusieurs décennies pour visualiser les écoulements et mettre en
évidence la structure des tourbillons. Pour cela un moyen de
visualisation tel qu’une caméra observe un plan laser rendu visible
par un ensemencement de ['écoulement avec des particules [3].

Les premiers travaux concernant la DGV ont débuté aux U.S.A.en
1991. La DGV est une nouvelle technique non intrusive qui
permet de déterminer le champ de vitesse a partir de la lumiére
diffusée par les particules traceur de I'écoulement. La mesure est
effectuée simultanément pour tous les points du plan. Le principe
de la DGV, décrit dans les travaux de J. F. Meyers et coll [4, 5], est
basé sur la mesure du décalage Doppler de la lumiére diffusée par
des particules ensemengant I'écoulement et éclairées par une nappe
laser 4 la fréquence v accordée sur une raie d’absorption de 1’iode.
Les particules suivant un écoulement de vitesse moyenne V, et

traversant un faisceau laser a la fréquence v sont d’abord
considérées comme récepteurs en mouvement, puis comme sources

.en mouvement. La relation donnant le décalage en fréquence regu

par le détecteur est : _
5-1) -
Av =-——)- V
- c
ol représente le vecteur unitaire dans la direction de propagation
du laser, O le vecteur unitaire dans la direction d’observation et ¢

la célérité de la lumiére. Vue a travers une cellule remplie de
vapeur d’iode jouant le réle de discriminateur de fréquence, la

_variation de fréquence de la lumiére diffusée est immédiatement

traduite par une variation d’absorption. La variation locale
d’intensité correspond A la mesure locale de la vitesse. Cette
variation d’intensité lumineuse ainsi produite est normalisée par
rapport 3 une image de référence. La fonction de la caméra de
référence est d’obtenir la carte d’intensité issue du champ de
particules illuminées sans 1’influence du filtre. Le traitement de
I'information est effectué  la vitesse d’acquisition du moyen de
prise de vue utilisé.

Le montage de la figure 1 peut se décomposer en trois parties : la
source lumineuse, la cellule 4 iode, et la partie détection et
acquisition des informations qui s’articulent autour d’un
€coulement ensemencé en particules.

Paper presented at the AGARD FDP Symposium on “Advanced Aerodynamic Measurement Technology”,
held in Seattle, United States, 22-25 September 1997, and published in CP-601.
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Figure 1 : Montage expérimental de la DGV

La partie du rayonnement la plus intense (95%) forme un plan de
lumiére. La lumiére diffusée par les particules traceur de
I’écoulement est visualisée dans notre installation par une caméra
unique suivant un chemin optique de référence et un chemin
traversant la cellule d’iode. La deuxiéme partie du faisceau (5%)
est envoyée sur une cellule 3 iode de référence pour étudier la
fluorescence et l’absorption de I'iode. L’enregistrement de la
fluorescence par un photomultiplicateur, associé a un filtre passe-
haut, permet d’identifier les raies de [’iode. Le photomultiplicateur
et I’amplificateur a détection synchrone sont reliés a I'interface du
laser. Un boitier de commande permet de fixer la fréquence
d’émission du laser trés précisément 4 mieux de 1MHz dans le
profil de la raie.

Le rapport des niveaux d’éclairage obtenus pour les couples de
pixels de référence et de mesure permet de remonter 4 la vitesse
locale. Ce traitement permet d’éliminer les variations d’intensité
causées par d’autres phénoménes que ceux liés & la vitesse
(variation en densité de particules, diffusion de lumiére, réflexions
parasites, taille de particules et puissance laser par exemple).

En déplagant le détecteur, donc en modifiant la direction (0 . {)ou

en changeant la direction de propagation de la nappe laser ( £) il est
possible de mesurer d’autres composantes de la vitesse. Il est facile
de concevoir une technique de DGV a trois composantes en
utilisant plusieurs détecteurs ou de multiples faisceaux avec
différentes directions de propagation.
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4. EMISSION LASER

4.1 Laser a fréquence fixe

Les premiéres expériences [4, 5] ont utilisé un laser a argon rendu .
monomode longitudinal & 514,5nm. Un laser fonctionnant sur un

seul mode longitudinal et un seul mode transverse est la meilleure

source de lumiére monochromatique connue. La largeur spectrale

d’un laser monomode (3 MHz) est trés inférieure a celle de la

.double raie d’absorption P13 -R15 (43-0) de I'iode, et méme

souvent inférieure 4 la largeur naturelle (1,5 GHz) due 2 la durée de

vie finie de I’état excité. Une des méthodes utilisées pour obtenir

un rayonnement laser monomode [6], est celle de I’étalon

intracavité. De fortes pertes sont générées pour tous les modes sauf

un en introduisant une petite cavité Fabry-Pérot, d’espacement fixe,

dans la cavité laser. La cavité est une lame de verre a faces

rigoureusement paralléles, a faible facteur de réflexion.
Typiquement, au moins 75% de la puissance, qui était répartie dans
I’ensemble des modes qui oscillaient simultanément avant
’introduction de la lame, peut se retrouver dans le mode unique
obtenu. En inclinant plus ou moins {a lame par rapport 4 I’axe du
laser on peut changer la fréquence de résonance privilégiée, a
I’intérieur de la largeur de la raie. Dans cette étroite limite, la
fréquence du laser est accordable, soit par inclinaison de la lame
étalon, soit en faisant varier la température de celle-ci. Pour un
laser & argon ionisé, une largeur de raie de quelques MHz est
obtenue grice a l'utilisation d’un interférométre Fabry-Pérot
intracavité et de deux miroirs équipés de cales piézoélectriques
installés sur un résonateur en Invar.




4.2 Laser accordable en fréquence
L’émission laser issue d’un laser & colorant est généralement
monomode (500KHz) et accordable. Le milieu actif est un colorant
organique, dont la particularité est de présenter une émission qui
fluoresce sur une trés large bande. Le colorant est excité par
I’absorption de lumiére fournie par une source de lumiére
extérieure et émet des radiations de longueur d'onde plus élevée que
celle de la lumiere de pompage. Ces lasers doivent étre pompés par
une autre source laser émettant dans le voisinage du maximum de
la bande d’absorption du colorant. Le choix du colorant est
conditionné par le domaine spectral d’émission désiré, domaine
dans lequel la longueur d’onde peut étre accordée a toute valeur au
moyen d'un filtre de Lyot et de deux étalons de Fabry Pérot.. Tous
les colorants n’ont pas le méme rendement : les rhodamines 110 et
6G sont de loin les colorants qui présentent le meilleur rendement
: pour une puissance de pompage de 8W (laser Ar+), la Rhodamine
6G peut émettre une puissance maximale d’environ 1,5 W en
fonctionnement monomode dans la région 570-620nm.

Afin d'exploiter de maniére optimale les propriétés d'accordabilité
de cette cavité laser et de réduire encore la largeur de la raie
monomode, la source laser est munie d'un dispositif de stabilisation
en fréquence et de mesure précise de la longueur d'onde.
L'ensemble des éléments constituant le laser a colorant
commercialisé par COHERENT est piloté par un systéme
informatique AUTOSCAN. Ce systéme permet le pilotage en
fréquence du laser, la gestion des séquences de balayage en
fréquence et la création de fichiers comportant la fréquence optique
et plusieurs données acquises sur des entrées périphériques sous
forme d'une tension analogique [0 - 10 V].

La DGV nécessite une nappe laser continue présentant des
parameétres géométriques réglables (hauteur, divergence et
épaisseur). Il est possible d’utiliser un ensemble compact associant
des lentilles sphériques et cylindriques qui permet, sans changer les
composants, d'obtenir une nappe laser & bords parall¢les et de
largeur réglable [7]. ’

Pour des besoins en soufflerie ot la nappe laser doit étre de grande
dimension, il faut :

- soit se contenter d’une nappe a bords divergents qui
nécessite de repérer |’angle d’illumination de chaque point
duplan;

- soit utiliser un systéme comprenant un miroir
multifacettes placé A la focale d’un miroir sphérique ou
d’une lentille de Fresnel de trés grande dimension. Dans ce
cas le balayage du faisceau ne permet pas de réaliser des
mesures pour des écoulements fortement instationnaires.

Les lasers 4 argon classiquement utilisés en DGV travaillent & une
puissance maximale de I’ordre de SW. Le laser & colorant peut
fournir une puissance laser monomode accordable de 2W.

5. LE DISCRIMINATEUR DE FREQUENCE

5.1 La cellule d’iode '
La cellule d’iode est constituée d’un cylindre en verre fermé par
deux fenétres en verre 4 faces paralléles dans laquelle ont été placés
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quelques cristaux d’iode avant d’étre scellée sous vide. Pour éviter
la condensation de I'iode sur les parois de la cellule, la quantité
d’iode introduite est totalement vaporisée a la température de
thermostatisation. La pression de vapeur saturante de l'iode solide
est donnée en fonction de la température par la loi de Dewar (8] :

log(P(mmHg)) = 10,0392-3137/T) (2)

La température de remplissage de la cellule a iode est de 313K. La
cellule est installée dans une enceinte thermostatée 4 323K a + 1K.

5.2 Choix des raies et prise en compte de la structure hyperfine
La molécule d’iode présente deux états €lectroniques principaux :
I’état X, état de plus basse énergie ou état fondamental et I'état B,
un état excité. Il existe de nombreuses transitions entre 1’état X et
I’état B conduisant a un spectre d’absorption comportant un grand
nombre de raies. Le spectre d’absorption de la molécule d’iode est
parfaitement identifié, il sert de référence pour calibrer les spectres
d’autres molécules [9]. Les raies d'absorption ou d'émission des
molécules ne sont jamais tout 3 fait monochromatiques : elles
présentent, i des pressions trés faibles et a trés basse température,
une largeur dite naturelle et lorsque la pression et la température
augmentent, les raies subissent diftérents types d’élargissement. A
basse pression, inférieure 4 quelques centaines de Pa. les raies
subissent principalement un élargissement Doppler. La vitesse due
a I'agitation thermique des espeéces absorbantes induit un décalage
fréquentiel autour de la fréquence centrale v,, par effet Doppler.
L'élargissement obtenu est inhomogéne puisque chaque molécule
émet A une fréquence différente, proportionnelle d sa vitesse propre.
La largeur Doppler de la raie 4 mi-hauteur est :

avec:
m, masse moléculaire de I’espéce absorbante ou émettrice,
c, la célérité de la lumiére,
k, constante de Boltzman,
T, la température absolue.

Les différents niveaux rotationnels présentent une structure
hypertine due au couplage entre le moment cinétique de rotation et
le moment cinétique nucléaire. Pour la molécule d’iode chaque
niveau rotationnel de nombre quantique pair se subdivise en 15
compbsantes hyperfines et chaque niveau de nombre quantique
impair en 21 composantes. La structure hyperfine conduit a un
élargissement inhomogéne de la raie, ayant des conséquences
similaires a I’élargissement par effet Doppler, c’est-a-dire*.un
étalement de la fréquence centrale de la transition. La figure 2
présente l’enregistrement de la transmission des raies d’absorption
de I’iode R70 (23-0) et P 73 (23-0) en tonction de la fréquence.

Le spectre d’absorption montre des raies dissymétriques dues 3 la
présence d’une structure hyperfine non résolue et une forme
différente suivant le caractére pair ou impair de la raie. Le profil de
transmission de la raie paire est plus "tassé” que celui de la raie
impaire qui couvre de fagon évidente un plus vaste domaine

spectral.
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Figure 2 : Spectres de transmission des raies R70 et P73

Pour réaliser le discriminateur de fréquence, le choix se porte sur
une raie d’absorption de I’iode parfaitement résolue dans la gamme
d'émission du laser présentant une forte absorption. La raie doit
présenter un profil d’aile le plus linéaire possible. La longueur du
profil doit étre choisie en fonction du domaine de vitesse étudié de
maniére i contenir le décalage induit par effet Doppler. Pour les
gammes de vitesses élevées, comprises entre 150 m/s et 450 m/s,
et pour des variations de vitesses de ’ordre de plus ou moins 150
m/s, ’amplitude du décalage Doppler, pour des angles
d’observation classiques, est d’environ 0,3 GHz. Pour des vitesses
plus élevées trois solutions sont possibies.

La premiére consiste & accorder le laser sur une fréquence située en
dehors de la raie de l'iode afin que la fréquence de la lumiére
diffusée aprés décalage Doppler soit ramenée dans une aile du
profil d’absorption.

La seconde technique consiste 4 rechercher dans le spectre
d’absorption une zone d’absorption mal résolue dans laquelle
plusieurs raies superposées conduisent a un élargissement plus
important qu’une raie isolée.

La troisitme méthode consiste & passer d’un profil Doppler de la
raie & un profil collisionnel en jouant sur la pression partielle de gaz
neutre dans la cellule [10, 11]. Dans ce demier cas un gain
important en domaine de fréquence peut étre obtenu aux dépens de
la sensibilité. Pour le domaine des faibles vitesses, entre -50 m/s et
+ 50 m/s, le choix se portera sur des raies présentant un profil le
plus raide possible. Dans le cas de I'iode moléculaire, le nombre de
composantes hyperfines (15 ou 21) facilite ce choix. Une
altenative consisterait a choisir une autre molécule présentant une
structure hyperfine plus étroite, c’est & dire un profil de raie
d’absorption plus raide permettant d’accéder & une gamme de
vitesse inférieure & plus ou moins 50 m/s sans nuire & la sensibilité.
C’est le cas en particulier du Brome.

5.3 Mesure de [’absorption de I’iode

L étalonnage en fréquence d’une raie d’absorption de I’iode est
réalisé directement dans la zone étudiée au cours d’un balayage en
fréquence. La figure 3 donne 1’évolution de I’absorption pour la
raie P75 (23-0). Une partie de la lumiére diffusée par les particules
traceur maintenues & vitesse nulle dans la zone de I’écoulement

traverse la cellule d’iode thermostatée placée devant la partie
mesure de la caméra.
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Figure 3 : Evolution de I'absorption en fonction de la
frequence pour la raie P75 (23-0)

La raie P75 (23-0) présente une évolution du profil dissymétrique.
L’aile droite de la raie d’absorption présente un profil quasiment
linéaire dans sa partie médiane avec une pente beaucoup plus raide
(+7,35 MHz/ % absorption) que pour sa partie gauche (-12,52
MHz/ % absorption). Le spectre d’étalonnage est obtenu en
effectuant une acquisition d’une image par pas de 1{0MHz lors du
balayage en tréquence de la raie a la cadence d’acquisition de la
caméra. Afin de ne pas bruiter les images, celles-ci sont stockées
directement dans la mémoire RAM de 'ordinateur. La caméra
utilisée est une caméra COHU 4912-5000. Pour chaque partie de la
raie d’absorption un polynéme d’ordre 5 permet de recalculer le
décalage Doppler en fonction de la variation d’absorption pour le
dépouillement des images de DGV.

Le choix de la raie d’absorption se porte sur une raie trés intense
permettant ['obtention d'une pente du profil d’absorption
importante.Un certain nombre de paramétres spectroscopiques
(facteurs de Franck Condon, taux d’absorption, ...) sont & prendre
en considération pour se placer dans les conditions expérimentales
optimum. Celle-ci sont aisément remplies grace a la souplesse du
laser accordable en fréquence.

5.4 Dépendance en température de la raie d’absorption

La variation de pression de vapeur saturante de l'iode varie
fortement avec la température (2). Dans le cas de la DGV, il
apparait immédiatement que la stabilisation en température de la
cellule a iode est importante puisque dans une gamme de
température de 273K & 340K, un défaut de thermostatisation de 1K
conduit a une fluctuation de pression comprise entre 5 et 10%. Il est
donc nécessaire de stabiliser la température de la cellule 4 une
valeur inférieure a4 £ 0,1K afin de limiter 3 + 1% 1’erreur absolue
sur la pression. Comme il a déja été précisé, ce probléme peut étre
en partie résolu en fabriquant une cellule a iode scellée sous vide
dans laquelle des cristaux d’iode ont ét€ placés en masse suffisante
pour atteindre la concentration nécessaire a I’absorption requise,




puis de chauffer cette cellule 4 une température supérieure a la
température de vaporisation T. Dans ces conditions, méme en
chauffant la cellule a une température supérieure a T, la
concentration en iode ne variera pas.

Seule la population rovibrationnelle évoluera. En effet, la fraction
de Boltzmann (f,) des niveaux rovibrationnels fondamentaux v" =0,
I varie en fonction de la température. L'évolution de la fraction
rotationnelle Afren % / K est inférieure 4 + 0,02 %/K pour J”" =75
alors qu’elle atteint 0,3%/K pour J"=15 dans la gamme de
température comprise entre 300K et 325K. Une stabilisation en
température de +1K est donc relativement facile a obtenir. Le choix
des raies d’absorption de 1'iode s’orientera vers des raies présentant
un niveau rotationnel J” correspondant au maximum de la fraction
de Boltzmann f, dans la gamme de température choisie [11].
Ensuite il reste a accorder la fréquence du laser sur une raie
d’absorption. Le choix correspond a la raie v'=0; I"=75 (23-0) 4
la fréquence de 519813,4126GHz. Dans ces conditions, une
variation en température de 3K se traduira par une variation en
concentration de I’iode dans I’état J” de 0,05%.

La figure 4 présente la variation de ["absorption maximale dans [a
cellule en fonction de la température pour la raie P75 (23-0). La
transmission a été obtenue en jouant non pas sur |'épaisseur de la
cellule d’iode mais sur la concentration en iode, tout en gardant une
pression inférieure @ 1500 Pa pour éviter un élargissement
collisionnel des raies de |'iode.

5.5 Cellule de brome

Selon la gamme de vitesse rencontrée, il est possible d'appliquer la
technique de discrimination fréquentielle sur une autre molécule
que |'iode afin d’obtenir une évolution d’absorption différente.
Dans le cas des vitesses faibles, ["utilisation du brome se justifie
par la présence de structures hyperfines 4 6 ou 9 composantes au
lieu de 15 ou 21 pour I'iode, d’ou un spectre d’absorption moins
large. Les faibles vitesses seront alors déterminées avec une plus
grande précision. De plus le brome présente |’avantage d’étre une
molécule relativement bien caractérisée par les spectroscopistes.
La pression de vapeur saturante varie en fonction de la température
suivant la loi :

P,,(Pa) = exp (41,885 +0,42776 T - 0,0013747 T (4)

Pour la DGV, la stabilisation en température de la cellule & brome
est encore plus délicate que dans le cas de l'iode puisqu’'une
variation de température de |K conduit a une fluctuation de
pression comprise entre 4 et 6%. Il est donc nécessaire de stabiliser
la température de la cellule & mieux de + 0,2K pour avoir une erreur
absolue sur la pression de vapeur saturante inférieure a +1%. De
méme que pour la cellule d’iode, en utilisant une cellule de brome
scellée sous vide, en augmentant la température la concentration en
brome ne variera pas. Il suffit alors de se placer au minimum de
variation de la fraction de Boltzmann correspondant 4 J"'=50 pour
éviter une évolution de la population rovibrationnelle trop
importante. Pour une variation en température de + SK |'évolution
de la fraction rotationnelle est inférieure a + 0,1% pour des J”
compris entre 50 et 70. Le mode opératoire sera alors le méme que
pour la cellule d’iode, c’est-a-dire qu’'il suffira de chauffer la
cellule de brome & une température supérieure a la température
utilisée pour le remplissage et d’accorder la fréquence du laser sur
une raie d’absorption J” proche de 60.
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Figure 4 : Evolution du maximum d'absorption en fonction de
la température de la cellule d'iode pour la raie P75 (23-0)

6. AMELIORATIONS DES MESURES

6.1 Optimisation des mesures de DGV
La qualité¢ des mesures de DGV nécessite ['optimisation de
plusieurs points. Certains ont déja é1é présentés, il s’agit en
particulier :
- de la possibilité de choisir une raie d’absorption de |’iode
en fonction du domaine de vitesse a étudier ;

~ du choix d’une raie d’absorption peu sensible a des
fluctuations de température ce qui simplifie la
thermostatisation de la cellule d’iode :

- de I’étalonnage sur site de |'absorption en fonction de la
fréquence d’émission du laser avec des pas en fréquence
trés faible pour modeéliser le mieux possible I'évolution de
la loi d’absorption en fonction du décalage en fréquence.

D’autres points importants doivent étre pris en compte pour
améliorer la précision de mesures de DGV, il s’agit en particulier
de I’ensemencement en particules, de la prise de vue, et du
traitement des images.

6.2 Ensemencement en particules

L’ensemencement en particules traceur de ['écoulement est un
probléme délicat commun a plusieurs techniques aussi bien
qualitatives (tomoscopie) que quantitatives (vélocimétries
interférentielle et bipoint, PIV et DGV). Le probléme principal
concerne le suivi le plus fidéle possible des particules dans les
zones 4 fort gradient de vitesse. Pour cela les particules
submicroniques suivent mieux l'écoulement que les particules de
taille supérieure, mais cela au détriment de la diffusion de la
lumiere qui est fonction du paramétre de taille. Il a été choisi de
tracer |'écoulement avec des particules d'encens. Ces particules
sont submicroniques, et polluent trés peu les hublots de
visualisation.
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6.3 Etalonnage des caméras

La DGV met en ceuvre des caméras CCD. Chaque pixel de la
caméra ne donne pas une réponse équivalente aux autres pixels
pour un méme niveau d’éclairement. De méme le courant
d'obscurité varie pour chaque pixel. Le niveau de gris de chaque
pixel est donc corrigé en fonction d’une loi d’étalonnage prenant en
compte la réponse pour différents niveaux de gris et du courant
d’obscurité. Différentes lois de corrections ont été utilisées, la loi
faisant appel a un polynéme du deuxiéme degré donne de bons
résultats. Cet étalonnage est réalisé a partir de prises de vue pour
différents diaphragmes d’un écran monochrome éclairé
uniformément. Cette correction est de loin la plus importante.

6.4 Méthode optique de mesure d’angles
Comme le montre la figure 3, la composante de vitesse mesurée est

la projection de la vitesse sur le vecteur 0 ~1

laser

direction de la
composante de
vitesse mesuree

sens de I'écoulement
Y4

>

direction d'observation

Figure 5 : Position des angles d’observation et d'illumination
en DGV

Le décalage Doppler présente une forte dépendance angulaire qui
s'exprime alors par :

Av=v\lj|.[co.\'(9 +) =cos(y)] (5)

avec 0 |'angle entre le rayon laser et |'axe optique de la caméra,
W Pangle entre le rayon laser et le vecteur vitesse. La projection
du vecteur vitesse sur O est proporticnnelle a cos(8—y), et la

projection de v sur -I est proportionnelle & cos . Il est nécessaire
de mesurer au moins deux angles : I'angle entre la direction
incidente de la lumiére et la direction d’observation et |'angle entre
la direction incidente de la Jumiére et l'axe principal de
I’écoulement. Or, il s’avére qu’une imprécision de mesure de *+1°
sur chaque angle induit une erreur totale de 1.5% sur la
détermination de la vitesse. Une méthode précise de mesure de ces
angles est donc indispensable. Cette méthode fait appel a des
mesures par autocollimation du faisceau. Une erreur maximale de
lecture sur chacune des positions est de 37, ["erreur totaie sur la
détermination de la vitesse est de 0,03%.

6.5 Traitement de I'image
La caméra CCD détecte une image de 752 pixels par 582 pixels sur
une profondeur de 8 bits. Chaque image enregistrée est constituée

de deux demi-images (figure 6) : celle de droite correspondant au
signal référence et celle de gauche correspondant au signal ayant
traversé la cellule d’iode noté A.L.F. Pour éliminer les fluctuations
de la lumiere émise par le laser ainsi que les inhomogéné€ités du
plan laser, I'image A.L.F. est normalisée par rapport a I'image de
référence. Les deux images doivent alors étre superposables.

ALF Relerence

Figure 6 : Enregistrement d'une image de DGV

6.6 Recalage des images

L’enregistrement des deux images d’une mire montre que I"image
A.L.F. est déformée par rapport a I'image de référence. En etfet,
celle-ci a subi des déformations dues principalement i la différence
de chemin optique entre la lame séparatrice et le miroir, 4 la
position du miroir qui n’est pas parfaitement perpendiculaire au
plan laser, et a la présence des deux hublots de la cellule d’iode.
L’image enregistrée est divisée en deux images de 376 pixels par
582 pixels chacune. Pour étre superposables les deux images
doivent avoir exactement la méme taille et la méme position.
Celles-ci sont caractérisées par les coordonnées d’une vingtaine de
points sélectionnés au pixel prés sur chaque image.

Soient (x,y) et (x’,y") les coordonnées respectives des points
sélectionnés sur les images A.L.F. et référence. Donner 4 la mire
"A.LF.” la méme position et la méme taille que la mire
"Référence” revient a transtormer les coordonnées (x. y)en (x', y ).
I s"agit de trouver la composition d’une rotation d’angle 6, d’une
translation de coordonnées (h, k) et de deux homothéties (S, S,)
respectivement suivant x et y tels que :

x'=8 xcosB-S ysinf+h
y'=S ycosB+ S, xsinB+k

Cependant, étant donné que les points sont sélectionnés a plus ou
moins un pixel prés la transformation n’est pas exacte. Ainsi, la

transformation recherchée est celle minimisant I'erreur :

E=Y {[x'--(S, x;cosB - S, y, sinB)- h]* +
[y’ (S, ¥, cos + S, x;sinB) + k]*}

L’étude de l'algorithme de minimisation est détaillée dans le



paragraphe suivant. Pour une sélection de 20 points, |'erreur E est
inférieure a 0,4 pixel par point.

Figure 7 : Exemple de recalage d’'une mire

6.7 Algorithme de minimisation
L’opération de minimisation de E est réalisée sous le logiciel
MATLAB. L’algorithme de minimisation, ou méthode de descente,
utilisé ici se base sur les techniques d’interpolation quadratique et
cubique. Celui-ci fait appel a des processus itératifs du type :

o) = X+ @*p

ou p détermine la direction de déplacement & partir du point x, et
o* est un facteur dont la grandeur donne la longueur du pas dans la
direction p.

Soitd la fonction 4 minimiser telle que :
d=lIF(A.x) - fell

Le probléme ici consiste d& déterminer le point le plus bas de
I'ensemble K tel que :

K= {(AdINF(Ax)-f(x)ll <d}

Le principe de base de la méthode de la descente est le suivant : une
premiére estimation (A,.d, ) du point le plus bas (A*, d*) de K est
donnée. Une direction descendante déterminée est suivie pour
obtenir une estimation (A, d,,,) pour laquelle d,, <d,. Si K est
un ensemble convexe, il existe un seul point pour lequel on ne peut
aller plus bas, c’est le point le plus bas de K. Il est donc possible de
trouver un systeme particulier engendrant une suite d’estimations
toujours décroissantes et qui converge vers (A*, d*). La méthode
de descente comporte deux étapes : la détermination de la direction
de descente p, et la détermination du déplacement limite le long de
cette direction. Ici, une méthode polynomiale impliquant une
interpolation est utilisée pour déterminer la direction p.
L’interpolation quadratrique prend en compte une fonction d ordre
2 et l'interpolation cubique. Le minimum de ces fonctions est
déterminé pour la valeur du déplacement limite le long de la
direction de descente a*. La détermination des coefficients des
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deux équations est réalisée en combinant trois (cubique) ou quatre
(quadratique) gradients. La direction de descente est déterminée en
construisant une famille de normales a K dirigées vers |’extérieur.

6.8 Dégauchissement des images

L'image d’un plan laser vue par une caméra dont |’axe optique
différe de la normale conduit 4 une déformation de celle-ci. Un
dégauchissement de 1'image doit donc étre effectué a la fois
verticalement et horizontalement. La figure 8 présente les résultats
d’une image vue sous un angle de 12° redressée verticalement puis
horizontalement.

Figure 8 : Image de mire vue sous un ange de 12° puis
dégauchie

7. APPLICATION A LA MESURE DE VITESSE PAR DGV

7.1 Détermination de la vitesse d’un disque en rotation

Les premiers travaux ont été effectués sur un disque tournant de
8cm de diamétre dont la vitesse de rotation, comprise entre 5000 et
30000 tours/minute, est mesurée par un tachymetre [12 a 14]. Le
montage expérimental est sensiblement le méme que
précédemment, un faisceau de lumiére paralléle 4 la fréquence v
du laser éclaire le disque de fagon uniforme. La lumiére diffusée
par I’ensemble du disque est observée. La fréquence laser est fixée
la plus proche possible de la fréquence du milieu de I’aile de la raie
d’absorption choisie. Sur le diamétre vertical du disque est relevée
I"intensité absorbée (figure 9). C’est en effet sur cette ligne que sont
observées les variations des vitesses les plus grandes.

J
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Figure 9 : Evolution de I'absorption le long d'un diameétre
vertical d'un disque tournant
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A chacune de ces intensités, est attribué, a partir de la courbe
d’étalonnage de la raie en transmission en fonction de la fréquence,
un décalage Doppler auquel correspond une vitesse. Les vitesses
mesurées par DGV et tachymétrie sont en bon accord (figure 10).

VDGV mvs

200 4
- VIV ma
* Vihie me

100 4

V Tachy m/s
o
L) 100 100 Joo

Figure 10 : Comparaison de la vitesse déterminée par DGV
et par tachymetre.

7.2 Validation des mesures de DGV sur un écoulement

Afin de valider les mesures de DGV sur un écoulement, des essais
ont été réalisés en soufflerie dans une veine vide. L'écoulement est
ensemencé par de la fumée d’encens. L’étalonnage de I’absorption
en fonction de la fréquence a été réalisé sur un verre dépoli placé
dans le plan laser ou sur la fumée d’encens maintenue a vitesse
nulle. La figure 11 présente le balayage en fréquence de la raie
P75(23-0) de l'iode pour deux écoulements ensemencés, ['un i
vitesse nulle, I’autre a la vitesse de 57 m/s mesuré par Pitot.

1
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o8t v=0m/s
0.7f

06F

0.5F
0.4r
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03

0.2t

0.1+

4] 20 40 60 B0 100 120 140 160 180 200
* 10 Mhz

Figure 11 : Etalonnage de I'absorption a deux vitesses
différentes en fonction de la fréquence [raie P75 (23-0)] .

Le balayage est réalisé a la cadence de 250 Mhz par seconde et
I'enregistrement des images a la vitesse de 25 images par seconde.

Il apparait immédiatement que les deux courbes présentent un
décalage constant sauf dans la région du maximum d’absorption ce
qui prouve que I’étalonnage de la raie peut étre effectué a vitesse
constante.

Sur la figure 12 sont comparées les mesures de DGV réalisées sur
trois écoulements A vitesses différentes aux mesures effectuées par
Pitot. Les résultats présentent une bonne concordance. Les mesures
présentées, ont été réalisées d partir d’une image moyenne
provenant de 150 images. Le traitement des images unigues a
conduit a des résultats comparables. Pour les mesures déterminées
par DGV deux calculs ont été effectués. Le premier modéle
correspond a une approximation linéaire de I’évolution de I'aile
droite de la raie d’absorption (noté DGV linéaire). Le deuxiéme
modéle fait appel 4 une évolution polynomiale d’ordre 4 de
I"absorption en fonction de la fréquence. Cette méthode est la plus
précise lorsque les décalages Doppler deviennent importants.

70
m/s

V DGV lincaire
V DGV Polynome

— V Pitnt

VoPitoet mi/s

U] 1n 20 30 40 30 6l 70

Figure 12 : Comparaison des mesures de vitesse par DGV
et Pitot effectuées en soufflerie.

7.3 Détermination du champ de vitesse d’un écoulement par
DGV

Un exemple complet du traitement d’une image est présenté, il
s’agitd’un écoulement ensemencé en particules d'encens. La taille
de la fenétre visualisée est de 150 mm de haut par 90 mm de large.
L’épaisseur du plan laser est de | mm, ce qui correspond a un
volume par pixel de 0.114 mm3.

La figure 13 correspond a une image dont les premiers traitements
ont été une correction du niveau de gris et de courant d’obscurité
pour chaque pixel de la caméra. Sur les deux demi-images, une
réflexion parasite du plan laser sur le hublot de la soufflerie est
visible. Un défaut ponctuel apparait en bas de chaque demi-image.
L’ensemencement est assez inhomogéne, il est situé dans la partie
basse de la zone visualisée, et présente une structure bilobée, avec
la partie basse plus riche en particules que la partie haute.



Figure 13 : Image de DGV aprés correction en niveau de
gris et courant d'obscurité de la caméra

Pour éliminer le bruit de chaque pixel un traitement faisant appel
4 un filtre passe bas a été effectué. Le résultat est reporté en figure
14.

Figure 15 : Image de DGV aprés recalage
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Figure 16 : Carte des vitesses

La demi-image référence est ensuite recalée sur la demi-image vue
A travers la cellule d’iode aprés avoir soustrait une image
correspondant au bruit de fond, le résultat est présenté en figure 135,
Une image assez homogeéne est obtenue, les zones ensemencées
conduisent a un niveau de gris, relativement constant. La zone non
ensemenceée reste trés bruitée.

A partir de I'image recalée un premier traitement permet de passer
au décalage Doppler en comparant les variations de transmission
la courbe d’étalonnage de la raie en transmission en fonction de la
fréquence. Puis un deuxiéme calcul est effectué prenant en compte
les angles d’observation et d’illumination pour chaque point du
plan observé. La carte des vitesses obtenue est présentée en figure
16.

8. CONCLUSION ET PERSPECTIVES

La DGV est une technique qui présente un grand intérét en
mécanique des fluides et tout particuliérement pour déterminer le
champ des vitesses aérodynamiques d’un écoulement, ce demier
pouvant étre inteme ou externe.

Cette méthode, décrite pour la premiére fois en 1991, meten oeuvre
un laser d argon ionisé rendu monomode par |’utilisation d’une
cavité Pérot-Fabry et excitant fortuitement les raies d’absorption
P13 etR15 (43-0) de l'iode moléculaire.

La nouveauté essentielle apportée par ce travail repose sur
I'utilisation d’un laser a colorant monomode accordable en
fréquence. Nous avons ainsi fait apparaitre les points déterminants
pouvant bénéficier de sa souplesse par comparaison i la DGV

réalisée a fréquence fixe :

-un accord en longueur d’onde associé 4 une connaissance
précise de sa fréquence d’émission obtenue & partir des
mesures de fluorescence dans une cellule d’iode de
référence ;

- le balayage en fréquence de la raie d’absorption choisie
pour réaliser |'étalonnage de la transmission ;

- le choix d’une raie d’absorption d’une molécule utilisée
comme discriminateur de fréquence présentant une faible
dépendance en température de sa fraction rovibrationnelle,
une forte absorption, et une forme optimisée de sa
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transmission en fonction de la gamme de vitesse a étudier.

Les premiéres mesures de vitesses par DGV appliquées a un disque
tournant présentent une bonne concordance avec les vilesses
obtenues 4 partir de la connaissance de la vitesse de rotation du
disque.

Les mesures réalisées sur un écoulement en soufflerie sont
également en bon accord avec les mesures obtenues par Pitot.

Outre |'apport du laser & colorant I’amélioration de la qualité des
mesures passe par un bon recalage des images, par un étalonnage
de chaque pixel en niveau de gris, par une thermostatisation de la
cellule d’iode, par un ensemencement le plus homogéne possible.
Tous ces points traités avec le plus grand soin, améliorent de fagon
sensible les résultats.
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1 SUMMARY

A theoretical model is presented to compute the
monochromatic rainbow interference pattern formed by
ellipsoidal homogeneous, transparent particles. The
model is applied to predict the effect of droplet non-
sphericity on the errors in the particle temperature and
size measurements, performed by rainbow thermom-
etry. These results have been employed to achieve
a quantitative validation of the experimental non-
sphericity detection method, based on the comparison
of different types of size measurements of the same
droplet, derived from different interference structures
that are visible in the rainbow pattern. As such, con-
fidence can be established in the temperature measure-
ment as far as the selected spherical droplets are con-
cerned.

2 INTRODUCTION

2.1 Rainbow Thermometry

Rainbow thermometry is a unique laser-based, non-
intrusive technique which measures the temperature of
an individual transparent, spherical particle. In 1988,
the technique was introduced in the domain of fluid dy-
namics by Roth, Anders and Frohn (Refs. 1, 2) and
later further developed by Van Beeck and Riethmuller
(Ref. 3) towards the measurement of particle size and
velocity and to the detection of non-sphericity. Sankar
et al. (Refs. 4, 5, 6) studied the applicability of the
technique for fuel combustion sprays. However, the po-
tential of the technique lies in the entire field of research
on transparent sprays, droplets and spraying systems as
far as thermal energy is involved.

The principle of rainbow thermometry is the determi-
nation of the refractive index of the particle, thus its
temperature, from the angular position of the primary
monochromatic rainbow that is generated by a single
particle illuminated by a laser beam. Fig. 1 represents
the standard optical configuration to detect a rainbow
interference pattern in a spray. The system consists of
a spatial filter to select a probe volume containing one
particle at a time. The sensor is a linear CCD camera
placed at focal distance of the lens system so that the
position of the rainbow on the CCD array is indepen-
dent of the position of the single particle in the probe
volume.

Fig. 2 shows the far-field intensity in the monochro-
matic rainbow as a function of the scattering angle 8, for
a wavelength of 632.8 nm. The ratio of the refractive in-
dex of the particle and that of the surrounding medium
equals 1.33534. The figure has been created with the
help of the Lorenz-Mie theory which provides a rigorous
solution for the scattering of a plane electro-magnetic
wave front by a homogeneous sphere (Refs. 7, 8). As
the CCD camera is placed in the focal plane of the
lens system, each pixel number of the CCD array can
be related to a certain relative scattering angle. The
absolute scattering angle is obtained by means of a dy-
namic calibration procedure carried out with a particle
of known refractive index (Refs. 9, 10).
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Fig. 1: The standard optical configuration used in

rainbow thermometry. € is the angle between
a scattered light ray and the laser beam.

The rainbow exhibits two main interference structures
as is also clear from the power spectrum shown in
Fig. 3'. Angular frequency F,; arises from the low-
frequency Airy fringes. These fringes result from laser
light having experienced one internal reflection by the
particle surface. The high-frequency ripple structure is
represented by peaks at frequencies Fz and Fs. This
interference structure is formed by optical interference
between internal and external reflection. Both interfer-
ence structures can be employed to obtain the particle
size without having prior knowledge of the tempera-
ture. Subsequently, the temperature is deduced from
the angular position of the main rainbow maximum.
For this, the size is needed because the angular posi-
tion of the main rainbow maximum depends also on
the dimension of the particle. As such, a surprisingly

! The reason for showing the derivative is to remove the
pedestal in the power spectrum near the origin.

Paper presented at the AGARD FDP Symposium on “Advanced Aerodynamic Measurement Technology”,
held in Seattle, United States, 22-25 September 1997, and published in CP-601.



Lorenz-Mie theory
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Fig. 2: The intensity of the monochromatic rainbow
as a function of the scattering angle. Because
the CCD camera is placed in the focal plane
of the lens system (see Fig. 1), each pixel of
the CCD camera is related to a certain scat-
tering angle #. The angular position of the
main rainbow maximum depends on the par-

ticle temperature and size.

Derivative of spectrum of rainbow pattern
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Fig. 3: The power spectrum of the monochromatic

rainbow as depicted in Fig. 2. The positions

of the peaks at angular frequencies F; and Fg

are employed for measuring the particle size.

simple laser-based, non-intrusive technique, consisting
of one laser beam and one linear CCD camera, has been
established for measuring simultaneously the size and
temperature of a spherical particle.

Later developments have led to the measurement of the
particle velocity from the rainbow pattern. But the
main purpose of the technique remains the determina-
tion of the temperature as this physical quantity cannot
be measured by means of conventional laser-based, non-
intrusive techniques such as laser-Doppler (Ref. 11) or
phase-Doppler anemometry (Ref. 12).

2.2 Detection of Particle Non-Sphericity

Unfortunately, the shape of the scatterer has a large
influence on the accuracy of rainbow thermometry. Al-

ready in 1980, Marston (Ref. 13) recognized that the
different rainbow interference structures, i.e. the Airy
fringes and the ripple structure, allow a perfect detec-
tion of the non-sphericity of the scatterer. The large
influence of particle non-sphericity on the measurement
accuracy of the temperature measurement was later ob-
served by Van Beeck and Riethmuller (Ref. 9). The
authors decided to process only spherical particles se-
lected by a diameter comparison method (Ref. 14). This
method compares the particle diameter D) 4iry, obtained
from the Airy fringe spacing, to the diameter Dyippie
which is derived from the ripple structure superimposed
on the Airy fringes. When the difference between the
diameters is larger than the uncertainty in the size mea-
surement, the particle is supposed to be non-spherical,
thus the rainbow signal is rejected to avoid erroneous
temperature measurements. Qualitative experimental
validation of this non-sphericity detection method has
been reported (Ref. 3). In the present paper, the theo-
retical proof will be given.

3 THE SURFACE INTEGRAL METHOD:
PRINCIPLE

Here, the principle of the surface integral method for
light scattering by a non-spherical particle will be out-
lined. The method will be applied later in this paper to
an ellipsoidal particle to validate the non-sphericity de-
tection method. Consequently, one aims to predict the
behaviour of the Airy fringes and the ripple structure
in the primary rainbow region.

The theoretical model is based on a combination of wave
and geometrical optics for the description of light prop-
agation (Ref. 10).

3.1 Wave Optics: Kirchhoff Integral

Let r be the radial position vector for the surface of
the non-spherical scatterer and let rp be the vector for
observation point P, where the light detector is placed.
Wave optics is applied to express the electric field Ep
in the observation point as a function of the scattered
electric field Es at the surface S, entirely enclosing the
scatterer (Fig. 4). This leads to the vector Kirchhoff
integral relation (Ref. 15):

Ep=f(n-Es)VG + (nx Eq) x VG +
s
iG(n x (ks x Eg)) da. (1)

da is a surface element on § having a unit vector normal
n. ks represents the wave vector assigned to Eg. kg is
the wave vector for the electric field E, at a distance
from the particle where the scattered waves propagate
as spherically diverging waves as sketched in Fig. 4.

For G in Eq. 1, one has to substitute the free field
Green’s function (Refs. 15, 10):

C= 1 eikprpe—l(kp-r}l (2)
4rry

Subsequently, Eq. 1 becomes a simple diffraction-like
integral which is the basis of most of the work on diffrac-
tion (Refs. 16, 17).
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face integral method to quantify the non-
sphericity effect on rainbow thermometry.

Fig. 4:

3.2 Geometrical Optics

The field Es on surface S, as it appears in Eq. 1, can be
associated to geometrical rays that are traced with the
help of the laws of geometrical optics. In the primary
rainbow region, external and one internal reflections are
the dominant geometrical contributions. Consequently,
the total electric field E; on surface 8§ will be the sum of
the electric field ES*t, assigned to the externally traced
ray, and the electric field Ei™*, assigned to the once-
internally reflected ray:

E, = E>* + E™. (3)

The direction of each electric field vector is determined
by the polarization vectors pe** and pi™ on the surface
&. These vectors are obtained by computing the change
of the incident polarization vector as it interacts with
the particle interface according to the laws of reflection
and refraction and the coefficients of Fresnel (Refs. 18,

10).

It is essential for the prediction of the different interfer-
ence structures that the phase o, assigned to each elec-
tric field on the droplet surface, is computed correctly.
First, the Fresnel reflection coefficients may change the
phase by 180 ° upon interaction of a light ray with the
surface of the scatterer. Secondly, the length of the op-
tical path followed induces a phase shift with respect
to the phase in the incident wave front. Finally, one
has to realize that the phase advances 90° whenever
two adjacent rays cross each other, i.e. focus. The lat-
ter phase change has been discussed by Van de Hulst
(Ref. 19) and Hovenac (Ref. 20). '™ is the number
of focal points encountered by internally reflected rays
upon emerging from the particle. Similarly, *** repre-
sents the number of focal points for external reflection;
hence, I** =0 .

The shape of the particle also influences the scattered
light intensity distribution. This is accounted for by
the gain factor ¢ which is defined as the ratio of the
scattered energy flux at a certain position on surface §
and the incident energy flux (Ref. 10). ¢*** and ¢™**
are the gain factors for external and internal reflection,
respectively.

Ray tracing, the computation of the state of the scat-
tered polarization vectors, the phase changes and the
gain factors are the necessary tools needed to find the
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expressions for the electric fields ES** and Ei"* near the
droplet surface:

Esxt = B, pexl: \/‘F e_'[“”_ﬂ’"t—te“rrfz) (4)
s )
E;nt =iy p;nt f.gint e—:(wl—u""t —!i‘“'rr/Z). (5}

Here, Ep is the amplitude of the electric field in the
incoming wave front, ¢ is the time and w the circu-
lar frequency of light. The symbols G, & and [ have
been discussed before and the superscripts ext and int
pertain to external reflection and internal reflection, re-
spectively. Substitution of Egs. 2 to 5 in the vector
Kirchhoff integral relation, Eq. 1, completes the sur-
face integral method, giving a hybrid solution to the
problem of rainbow scattering by non-spherical parti-
cles. Numerical results of the Kirchhoff integral will be
presented in the following section.

4 THE SURFACE INTEGRAL
NUMERICAL RESULTS

METHOD:

The Kirchhoff integral will be solved for the primary
rainbow formed by external and one internal reflection
of a planar wave front by a non-absorbing, homoge-
neous, ellipsoidal particle. The solution will be com-
pared to the purely geometrical computations of Moe-
bius (Ref. 21). It is interesting to look to the latter
computations first.

4.1 Moebius’ geometrical computations

Planar incident

wave front

N
vt M Rainbow

Fig. 5: The scattering problem considered by Moe-
bius (Ref. 21) in 1910 AD. His aim was to
compute the deviation of the geometric rain-
bow angle 6, as a function of the angle ¥
and the axis ratio B/C.

The problem of rainbow scattering by non-spherical
particles has already been considered by Moebius
(Ref. 21) in the beginning of this century. His computa-
tions were purely geometrical, that is to say, no optical
interference was included. Consequently, he could not
predict the effect of non-sphericity on the different in-
terference structures. However, he was able to give an
idea of the approximate angular position of the rainbow
interference pattern.

Fig. 5 shows the 2D scattering problem considered by
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Moebius. An ellipse is illuminated by a planar wave
front having a wave vector making an angle ¥ with the
z—axis. The geometric rainbow angle 8, is related to
the ray that has undergone the smallest deviation with
respect to the incident beam direction upon emerging
from the particle after one internal reflection. By means
of geometrical optics, #,, is related to a certain inci-
dence angle 7.,. For a sphere, this relationship is given
by the following expressions:

Org = 4774 — 2Trg, (6)
. m? =1

sinTrp = = (7)
MCO8 Try = COB Ty (8)

where m is the ratio of the refractive index of the par-
ticle and that of the surrounding medium.

Deviation of geometrical rainbow angle for an ellipse

4 = -

A6, (degree)

4 "
90 -0  -30 0 30 60 90
Y (degree)

Fig. 6: A#,, as a function of the axis ratio B/C and
the angle ¥ according to expression 9.

The solution found by Moebius for an ellipse is limited
to an axis ratio B/C close to unity. Moreover, the 2D-
approach implies that the solution only holds for rays
that lie in one plane. For these conditions, the difference
between the geometric rainbow angle for a sphere and
that of an ellipse reads

B — C-') COS Trg
B+C

sin’ (arccos(

Abrg=16 (

m
COS Trg

)) cos(Brg — 2). (9)

Moebius’ results are presented in Fig. 6, created with
the help of Eqs. 6 to 9. This figure tells that a non-
sphericity of 3% (i.e. B/C = 0.97) may lead to a shift
of about 4 °, although for ¥ = —66° and for ¥ = 24°
there is no deviation in #,4 at all.

4.2 Surface Integral Method for Prolates

At this point, Moebius’ scattering problem of Fig. 6 is
going to be solved with the help of the surface integral
method, introduced in Sec. 3. Therefore, the Kirchhoff
integral of Eq. 1 is utilized. This 3D wvectorial inte-
gral relation transforms into a sum of two independent
Kirchhoff integrals after substitution of the electric field
vector Es by Ei"t 4 ES*t (Eq. 3):

Ep — Kint 4 KEXt. (10)

K™ is the Kirchhoff integral for the internally-reflected
light and K®** represents the contribution of external
reflection. In order to avoid the computation of the
three orthogonal components of the field vector Ep,
one asks for the field amplitude with polarization vec-
tor pp and wave vector ky in the observation point. As
a consequence, one has to solve numerically the scalar
integrals (pp - K'™*) and (pp - K®**). Here, the direc-
tion of the polarization vector pp will be chosen to be
similar to that of the incident polarization, that is to
say perpendicular to the scattering plane taken through
the scattered and the incident wave vectors. For this
sense of polarization, the primary rainbow is the most
intense as far as spherical particles are concerned; for
ellipsoids this might not be true. However, a direction
of the polarization vector perpendicular to the scatter-
ing plane will not change its direction due to optical
interaction with the homogeneous particle surface pro-
vided that the paths of the geometrically-traced rays
lie in one plane. This condition reduces the validity
of the 3D surface integral method to two dimensions
which nevertheless is sufficient to solve Moebius’ 2D
scattering problem. An advantage of the reduction of
the scattering problem to two dimensions is that the
time of numerical computation decreases considerably
because one does not have to integrate over the entire
particle surface any longer. The integration of both
Kirchhoff integrals will be carried out over a path on
the particle surface § that is formed by the intersec-
tion of that surface and the scattering plane. In fact,
this path connects the various stationary points that
appear in the phase functions of the Kirchhoff integrals
and that dominate the integrals. The direction perpen-
dicular to this path of integration is approximated by
the method of stationary phase (Refs. 22, 10).

Once the Kirchhoff integrals for the field amplitudes
have been computed, the far-field scattered light inten-
sity, detected at the observation point P, can be calcu-
lated explicitly by

I=(pp-Ep)* (Pp-Ep), (11)

where * denotes the complex conjugate.

Fig. 7 shows two theoretical rainbow interference pat-
terns made by a prolate and one produced by a sphere.
The surface integral method was used for these com-
putations. A prolate is an ellipsoid with one long and
two short axes of equal length, like a rugby ball. The
short axis diameter measures 1000 pum and the long axis
diameter is 1030 ym. The incident wave vector lies in
the plane made by the long and one short axes, making
the scattering problem identical to the one sketched in
Fig. 5. The thin curve in Fig. 7 corresponds to colli-
mated illumination perpendicular to the long axis (i.e.
B/C = 1.03, ¥ = 0°); the bold curve is the result of
illumination parallel to the long axis (B/C = 0.97 and
¥ =0°). Moebius predicts for these parameters a sym-
metric shift of £2.96° of the geometric rainbow angle
with respect to the sphere solution (Eq. 9). The surface
integral method computes slightly asymmetric shifts of
the rainbow patterns of —2.70° and +3.01° with re-
spect to the sphere solution for an equivalent diameter
of 1015 pm (dotted curve in Fig. 7).
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Fig. 7: Angular Rainbow patterns created by
prolate-shaped transparent particle with one
long axis of 1030 um and two short axes
having a length of 1000 pm.
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Fig. 8 Derivative of spectra of the rainbow patterns
in Fig. 7.

Fig. 8 shows the derivative of the power spectra of the
angular rainbow patterns depicted in Fig. 7. The fig-
ure shows the influence of particle non-sphericity on the
angular frequency of the Airy fringes, denoted by Fq,
and the ripple structure, represented by the two peaks
at Fo and Fs. Most remarkable is the influence on the
ripple structure. The solution for the long axis parallel
to the incident wave vector (B/C=0.97) gives the same
results as the sphere solution, i.e. the positions of the
peaks at frequencies F; and Fg do not change. How-
ever, for the prolate with the long axis perpendicular
to the incident beam (B/C = 1.03), these peaks ap-
pear to have shifted about AF, = AF3 = —10% with
respect to the sphere solution. The impact of parti-
cle non-sphericity on the angular frequency of the Airy
fringes is the reverse of that on the angular frequency of
the ripple structure. This is to say, for B/C = 1.03, the
Airy frequency remains almost unchanged (a tiny shift
of about AFy = +2%) whereas for B/C = 0.97 the
relative shift of the peak at Fy is AF; = +9%. The
importance of these figures for rainbow thermometry
will be discussed in Sec. 5.

Surface integral method applied to prolates
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Fig. 9: Angular Rainbow patterns created by a
prolate-shaped transparent particle with one
long axis of 103 um and two short axes having
a length of 100 um.
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Fig. 10: Derivative of spectra of the rainbow patterns
in Fig. 9.

Figs. 9 and 10 are equivalent to the two preceding fig-
ures except for the dimensions of the prolate. The dot-
ted curve now represents a rainbow pattern arising from
a sphere of 101.5 ym instead of 1015 um. The other
curves are produced by a prolate with one long axis of
103 pm and two short axes of 100 um. The angular dif-
ference between the main rainbow maxima of the pro-
late and the sphere solution is —2.78 ° and +3.09 ° for
perpendicular and parallel illumination with respect to
the long axis of the prolate, respectively. Comparison
between Fig. 9 and Fig. 7 reveals that the angular shift
of the rainbow pattern due to non-sphericity is almost
independent of the dimension of the scatterer. This
feature was already predicted by Moebius but does not
hold for the angular frequencies as seen in the power
spectra of Fig. 10. In contrast to Fig. 8, the ripple
frequency Fg is almost independent of the orientation
of the prolate whereas the Airy frequency F; shifts
AF, = =7% for B/C = 0.97 and AF, = +6% for
B/C = 1.03. The impact of these numerical results on
the rainbow technique will be discussed in the following
section.
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5 THEORETICAL VALIDATION OF NON-
SPHERICITY DETECTION METHOD

The figures presented in the previous section provide
a theoretical validation of the non-sphericity detection
method.

As described in Subsec. 2.2, the non-sphericity detec-
tion method aims to detect the particle non-sphericity
in order to prevent erroneous temperature measurement
from the rainbow technique. The method compares
the Airy diameter D 4,y to the ripple diameter Dyippie.
When the difference between both diameters is larger
than the uncertainty in the size measurement, then the
particle is supposed to be non-spherical, thus the cor-
responding rainbow signal is rejected. For the determi-
nation of D airy and Dyippie from a single rainbow pat-
tern one uses theoretical models that are only valid for
spherical particles. As such, employing the Airy theory
for the rainbow (Ref. 23), D 4iry is calculated from the
angular spacing between the main rainbow maximum
and the first supernumerary bow (Ref. 10). Therefore,
D airy is related to Fy in the power spectrum; a rel-
ative change in F; brings on a relative change in the
Airy diameter following

AD piry = %aFl. (12)

Employing ray optics, Dyippie can be deduced from the
peak at angular frequency Fs in the power spectrum.
For D > 100 um, the relative change in Dyippie equals
AFa:

ADvigpie = AFs. (13)

The relative difference between D airy and Dyipple 1s
derived from above two equations:

W = -32-AF1 — AFs3. (14)
D is the diameter of the equivalent sphere which is
known for the computations. It is important to real-
ize that the relative difference in the diameters D4,
and D;ippie is zero for spherical particles. When ap-
plying formula 14 to the numerical results for AF; and
AFg, as obtained in the previous section, one observes
that |(Dairy — Drippte)/ D] ranges from 9% to 13.5 %.
This validates the non-sphericity detection method; a
non-sphericity in the particle shape, leading to erro-
neous temperature measurements, will be detected by
a difference in the two independent diameter measure-
ments of the same particle. [t is important to notify
that the results presented in the present paper apply
to a non-sphericity of 3% which results in an angular
shift of about 3 ° when the incident illumination is along
one of the axes of the ellipsoid. But an angular shift
of 3° can also have been produced by a temperature
change of about 100 °C in the case of water droplets in
air. From this, one can conclude that the accuracy in
the size measurement of water droplets has to be about
1% in order to achieve an accuracy in the temperature
measurement of better than 10 °C.

These numerical results, obtained with the help of the
surface integral method, furnish a first indication that

the particle non-sphericity can be detected from a single
rainbow pattern. However, in the future one will have
to perform more computations in a large range of di-
ameters and for different directions ¥ of the incident il-
lumination. These computations should reveal whether
there are regimes in D and ¥ for which less accurate
size measurements are required. Furthermore, it is sug-
gested to compare these computations to proper exper-
imental data. Therefore, one has to record the rainbow
pattern and the shape of the particle at the same time.
This can be done by carrying out fundamental exper-
iments on acoustically or optically levitated particles
for which the shape can easily be assessed and/or con-
trolled.

6 CONCLUSIONS

The presented surface integral method is an accurate
tool to predict the non-sphericity effect on rainbow ther-
mometry. First, the method was compared to Moebius’
2D scattering problem of an ellipse illuminated by a
planar wave front. The solution of Moebius predicts
an angular shift of the geometric rainbow pattern that
compares well with the results given by the surface in-
tegral method. Unlike Moebius’ solution, the surface
integral method is able to predict the influence of par-
ticle non-sphericity on the frequency characteristics of
the rainbow pattern. This was necessary to proof theo-
retically the non-sphericity detection method, proposed
by Van Beeck and Riethmuller in 1994 (Ref. 14). This
method should prevent erroneous particle temperature
measurement from the fact that the rainbow interfer-
ence pattern shifts due to particle non-sphericity and
not because of a change in temperature. Theoretical
computations show that non-sphericity can be success-
fully detected by comparing the characteristics of two
different interference structures, visible in the rainbow
pattern. Therefore, one derives from each interference
structure a particle diameter using theories valid for
spherical particles only. It appears that both diameters
differ from each other in case of non-sphericity. Con-
sequently, this can serve as a criterion to reject rain-
bow signals coming from non-spherical particles. By
processing the remaining rainbows, confidence can be
established in the temperature measurement from rain-
bow thermometry. Preliminary computations have in-
dicated that for ellipsoidal water droplets, illuminated
along one of the axes, an accuracy of about 1% in the
size measurement is needed in order to achieve a tem-
perature measurement that is more precise than 10 °C.
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SUMMARY

The prospect for useful measurements of airplane flow-field
properties are reviewed. Early experience in flow-field
measurements at Boeing is described, as are the requirements
for quantitative flow-field surveys in industrial wind tunnels.
Recent examples of quantitative flow-field measurements of lift
and drag distributions in subsonic and transonic wind tunnels
are presented. A new invention, called the Flying Strut, is
introduced as a practical system for flow-field surveys in large
wind tunnels and in flight.

1.0 _INTRODUCTION

The flow field surrounding an airplane contains a wealth of
information that has, historically, been difficult to extract. This
information takes many forms: from flow visualization with
smoke; to distributions of total pressure depicting wake shapes;
or quantitative integrations of lift and drag. In all of these
applications, there is a common need to position an object, such
as a pressure probe or a smoke dispenser, inside the flow field
and move it throughout a range of measurement positions. The
apparatus that accomplishes this task is the flow-field traverser.

Experience at Boeing in developing flow-field measurement
techniques has emphasized the need for appropriate flow-field
traversing equipment which is crucial for the success of flow-
field measurements. We have deployed several different
traversing machines in various low speed and transonic wind
tunnels. Most of these applications use traversing equipment
designed to mount rigidly in the flow and operate with high-
torque servo motors.

A new invention, called the Flying Strut, offers an alternate
approach to the design of traversing equipment for wind tunnel
or flight testing. This device employs a pair of linked struts
with low-drag airfoil sections that are controlled in angle-of-
attack to trim out the aerodynamic normal force. Each strut
element develops only enough lift to support its weight. In
addition, all the actuating force for the traversing motion is
produced by slight changes in angle of attack to control the
aerodynamic normal force developed by the strut elements.

This paper is a summary of our recent experience with wind
tunnel flow-field surveys using conventional traversing
equipment. Flying Strut applications in wind tunnels and in
flight are described.

2.0 THE FLOW FIELD

The flow field is the region surrounding an airplane where the
airflow perturbations are significant. The flow field can be

divided into two distinctly different regions: the inviscid and
the viscous. The inviscid flow field extends away from the
model surface long distances in all directions and the
perturbations die out gradually with distance. In this region the
magnitude of the total pressure is exactly constant, although the
direction of the total pressure vector varies widely.

The viscous region, also called the wake, is concentrated in a
small area downstream of the airplane. Close to the airplane,
the shape of the wake resembles a projected rear view of the
airplane. The wake evolves as it is swept downstream and takes
on distinctive and predictable shapes. These shapes provide
valuable qualitative indications of various flow conditions, such
as regions of high drag or high concentrations of vorticity.

3.0 FLOW FIELD MEASUREMENTS

Several measurement techniques for extracting information
from an airplane flow field have been developed and employed
at Boeing. Some of these are discussed further below.

3.1 Smoke Flow Visualization

Smoke flow visualization is often considered for flow-field
studies, but seldom produces useful results. It depends on
having a flow field with certain distinctive flow features like
vortex roll-up to make visual effects that can be recognized. In
the absence of these features, smoke flow visualization often
produces indistinct clouds without an obvious structure.

If smoke is introduced into the flow field upstream of the model
and positioned properly, it becomes entrained into the flow field
and produces distinctive visual features. This requires a
traversing system to position the smoke-dispensing site. The
optimal dispensing location is seldom known beforehand, so the
traverser must be able to survey over a region to determine the
desired location. Since it is upstream of the model, it is
extremely important that the traverser not disturb the flow.

This type of experiment has not been practical in large
industrial wind tunnels until the invention of the Flying Strut
traverser. Smoke flow-visualization experiments have
previously been conducted in small, special purpose wind
tunnels or in situations where the smoke can be dispensed at a
previously identified location on the model.
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Figure 1. Smoke in Boeing acoustic wind tunnel.

Figure 1 shows smoke flow visualization marking the flow at
the tip of a wing flap. The flap tip has a strong vortex that
produces a smoke image with a distinctive spiral shape. This
picture was taken in the 8x10-foot Boeing Acoustic Wind
Tunnel at a test Mach number of 0.25. The smoke is dispensed
from a Flying Strut traverser mounted to the ceiling of the test
section upstream of the model.

3.2 Qualitative Wake Imaging

Qualitative wake imaging was invented at Boeing [1] using the
Wake Imaging System (WIS). This device was designed to
make experiments fast and easy by deliberately reducing the
resolution of the pressure data in exchange for greatly increased
spatial resolution. In addition, a unique optical-position readout
system was implemented to eliminate the need for computer
data-acquisition and display equipment.

A multi-colored light emitting diode (LED) is attached to the
probe next to a total pressure pickup. A camera is installed in
the darkened wind tunnel which records a long time exposure
photograph of the model flow-field area. As the traverser
sweeps the probe through the wake, the LED displays different
colors appropriate to the instantaneous pressure level. Colored
streaks are “painted” on the camera film. If the streaks are
closely spaced they merge into color regions that directly depict
the wake intensity, shape, and location.

Figure 2 shows an image of the wake produced from the
system. A unique feature of this system is that the position of
the probe is measured optically, so that probe deflections do not
introduce error. The traverser in this case is mounted outside
the test section with a strut extending through a small hole in
the ceiling. The traverser employs polar-coordinate motion
with rapid, back-and-forth sweeps along an arc and small
incremental moves in the radial direction every time the arc
sweep changes direction.

This simple device produced many dramatic images of airplane
wakes that had never been seen before, and did so in run times
of less than 10 minutes per data point. The results were
available in near-real-time as color Polaroid photographs.

Figure 2. Wake Imaging System (WIS).

Soon after the initial development of the WIS, personal
computers with good color graphics became available, making
the WIS less desirable. A follow-on apparatus, called the EWIS
("E" for electronic), was developed which produced similar
images in high-resolution digital graphics form [2]. Figure 3
shows a typical EWIS data image produced on a PC color
graphics system. This is a more convenient storage medium,
but lacks some of the real-life graphical quality.
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Figure 3. Electronic Wake Imaging System (EWIS).

An important result of our WIS and EWIS experience was to
illustrate the complexity of wake regions and their long term
stability and repeatability. They also showed that many
graphical features visible in the image could be correlated with
aerodynamic phenomena. This gave confidence that such wake
features could be accurately measured with a physical probe.

3.3 Quantitative Flow-Field Surveys

There has been a growing need for quantitative flow-field
measurements that could be correlated with other wind-tunnel
data and computational fluid dynamics solutions.
Consequently, we began a program based on the pioneering
work of Maskell [3]. This system is now running in several
production wind tunnels [4,5] and is called the QWIS ("Q" for
quantitative).

Maskell demonstrated that complete lift and drag forces can be
derived from a flow-field survey limited to the wake region in a
single downstream plane. These results include not only the



total values, but the spatial distributions of lift and drag.
Furthermore, the drag can be decomposed into profile drag and
induced drag components. The induced drag had never before
been directly measured and existed only as a computational
result. This was (and still is) a revolutionary development. The
poor reaction of the aeronautical testing community at the time
was probably due to the fact that the process was impractically
slow for routine use. A single data point required as much as
150 hours of wind tunnel time.

3.4 Traverser Design

A major aspect of the program undertaken at Boeing to support
quantitative wake surveys was the development of wind-tunnel
traversing systems. In order to reduce testing times for flow-
field surveys, traversing machinery with rapid survey rates, fast
responding sensors and reduced intrusiveness was required. In
addition, an advanced real-time motion control and data-
acquisition system was developed. This capability is essential
for optimizing the survey area, implementing adaptive traverse
limits, and for on-line data display.

A common approach in the design of survey equipment is to
employ an array (called a rake) of pressure probes so that, in
principle, the range of motion is reduced (10 probes: 1/10 the
motion). We have deliberately rejected that approach for some
of the following reasons:

e Rakes produce more blockage.

e  The survey geometry imposed by rakes is not optimal in
that it is difficult to accommodate any other geometry but a
rectangular grid.

e  Recording data at a high rate is more difficult and requires
an intricate data-acquisition and data-reduction scheme.

Instead, our systems employ a single probe with a more capable
traverser that surveys only the necessary region in the flow.

The type of motion is another fundamental consideration in the
initial design. The most obvious types of motion are Cartesian
(linear motion in two perpendicular directions) and polar (rotary
motion along an arc combined with linear motion along the arc
radius). We have, at various times, employed both of these.
Based on these early experiences, we eventually selected a basic
system architecture called double-rotary. This consists of two
linked struts rotating at their ends. We can point to nature as
the inspiration for this selection, for animals do not use linear
motion,

Figure 4 shows a typical double-rotary traverser. This unit is
called the Mark 16 traverser and is shown installed in the
NASA Langely Research Center 14-by-22-foot low-speed wind
tunnel. It has a reach of 90 inches and can accomplish accurate
quantitative surveys at traverse rates up to 25 inches per second.
In this installation, the apparatus must conduct surveys
surrounding the model support sting without contacting it. The
controller is programmed to avoid a preset region defined by the
user with a limiting boundary around any solid object.

35 antitative Flow Field Survey Results

Typical data from a series of tests in the NASA Langley
Research Center 14-by-22-foot low-speed wind tunnel are
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presented in Figures 5 and 6. These data were derived from
flow-field measurements using a 5-hole probe with a diameter
of 0.25 inch to obtain static pressure and total pressure vectors
distributed over the survey plane. The survey plane is about |
inch behind the wing tip trailing edge. The raw pressure
measurements are converted to velocity components and
vorticity. The lift and drag results are computed using the
momentum-integral analysis of Maskell and Betz, as refined by
Brune and Kusunose [4, 5]. Approximately 50,000 individual
measurement points are taken in the survey plane.

Figure 4. Mark 16 traverser in 14x22 low speed wind
tunnel.

A computer controller, using in-house written Visual C++
software on a Pentium Pro PC, is implemented for performing
the wake surveys. When a survey is completed, the pressure
data are sent to another networked computer for further analysis
so that little time is lost between surveys. The system provides
control of probe speed, automated traverse limits, and
optimization of the survey region. Consequently, significant
reductions in wake-survey data-acquisition time have been
realized. Typical full-wake surveys require approximately 20-
30 minutes to complete, depending on the size of the wake-
survey region and probe speed. The final data (displayed as
total pressure isobars, velocity vectors, vorticity contours or
loading distributions) are available approximately ten minutes
after the completion of the run.

Figure 5 shows the spanwise distribution of lift for a four-
engine transport airplane in both a landing and cruise
configuration. It is interesting to note the local regions of
increased lift loading, apparently associated with flow around
the engine nacelles and pylons.
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Figure 5. Lift spanload from flow field surveys.
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Figure 6 shows a vorticity contour plot for the same airplane in
a high-lift configuration. The vorticity plots resemble the
general shape of total pressure distributions and are useful in
identifying distinctive flow field features. In this example, the
direction of lift on the horizontal tail is indicated by the
circulation of the tip vortices indicating lift downward.
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Figure 6. Vorticity contours for high-lift configuration.

Comparing the total integrated lift and drag values with balance
data provides a good indication of the overall accuracy of the
guantitative wake-survey data. When comparing balance data
with the integrated flow field values, it is essential to
understand the various corrections associated with the balance
data (e.g. upflow, buoyancy, etc.) and which corrections need to
be applied to the integrated wake data. When the appropriate
flow corrections are applied, the maximum difference between
the lift coefficient derived from the flow field and that from the
balance was not more than 1% for this low-speed test.

The most recent QWIS application was performed in the Boeing
Transonic Wind Tunnel (BTWT). The test conditions in this
wind tunnel are considerably more difficult to accommodate
than those present in a low-speed wind tunnel. There is a much
greater dynamic pressure loading on the traverser and a greater
sensitivity of the test section flow to disturbances from
downstream.

Figure 7. Mark 15 traverser in BTWT.

Figure 7 shows the Mark 15 traverser installed in the 8-by-12
foot Boeing Transonic Wind Tunnel (BTWT.) This machine
employs a double-rotary motion system. The struts are made
with a 60 degree forward-sweep angle to distribute the volume

of the machinery over a long streamwise distance and to place
the bulk of the system behind the test section in the wind-tunnel
diffuser.

The entire apparatus is mounted on a linear drive under the
wind tunnel floor to allow movement of the traverser to
different survey planes and to park it in a position far
downstream of the test section when not in use. This allows the
system to be brought into a ready state from standby in less than
two minutes. It also allows coordinated motion in arbitrary
survey planes such as parallel to a swept-wing trailing edge.
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Figure 8. Lift spanload repeatability.

A recent series of tests with the Mark 15 in BTWT examined
the repeatability of the wake-survey data at transonic
conditions. Figure 8 shows the spanwise lift distribution
obtained from six repeat runs. As is apparent from the figure,
excellent repeatability in lift is obtained with a maximum
variation of less than 1% in the local lift coefficient. Similar to
the low speed experience, we have found that the lift data from
the flow field surveys agree with the balance to within an error
of 1.5%. Comparisons of the drag data, however, are not as
good. Differences of drag between the balance and the flow
field integrations have ranged from 2% to 15%.

Further investigation into the large drag differences is
underway. A more detailed discussion of the capabilities and
error analysis of the wake-survey system will be presented in
an upcoming publication [6].

3.6 OPTICALYV CIMETERS

Considerable work has been done to develop various types of
optical velocimeters. Three of the most prominent systems are
the Laser Doppler Velocimeter (LDV), Doppler Global
Velocimeter (DGV) and the Particle Image Velocimeter (PIV).
One common characteristic of these devices is that they have no
physical presence in the flow, and are therefore said to be non-
intrusive.

The approach taken in our work has been to use a measurement
system that could be termed "low-intrusive", Our experience
with subsonic and transonic wind-tunnel-model flow fields
suggests that a system based on a physical probe can indeed be
made with a low enough intrusiveness to avoid any significant
disturbance and loss of accuracy to the flow-field
measurements.



Even though the optical systems have no presence in the flow,
they can have a disruptive presence in and around the wind
tunnel test section because of complicated optical access
requirements and expensive equipment. In that sense they may
have a very significant intrusiveness in terms of time, effort and
cost.

However, the fundamental limitation of optical velocimeters is
that they only measure velocity components. They cannot
provide a measure of total pressure values. The profile drag and
wave drag components of the airplane aerodynamics depend
mostly on total pressure losses. Consequently, we have
concluded that optical velocimeters are of little interest in our
particular wind tunnel testing programs.

4.0 _FLYING STRUT

The Flying Strut is a invention aimed at simplifying flow-field
surveys. This device is smaller and lighter than a conventional
rigid traverser with the potential for a greatly reduced
intrusiveness to the flow and much lower cost. A Flying Strut
traverser can be at least an order of magnitude lighter and less
intrusive than an equivalent mechanically driven traverser. This
is an essential requirement if flow-field surveys are to be
employed for flight testing.

The basis of the Flying Strut is a system of linked struts with an
airfoil cross section. The angle-of-attack of each strut element is
controlled by a simple linkage coupled to the strut position,
similar to a servo tab on an airplane control surface. The effect
is to make each strut element develop just enough lift load to
support its weight.

Figure 9 shows a large Flying Strut system used as a smoke
dispenser in the NASA Langley Research Center 14-by-22-foot
low speed wind tunnel. With the wind off, as in the figure, the
strut elements hang limp and can be moved around by hand.
When the air flows around the strut elements, they become
rigidly fixed in position, depending on the control settings and
the onset flow, and maintain a stable position. The system
shown here has an extension of 12 feet and weighs
approximately 30 pounds. It has operated at a Mach number as
high as 0.3.

A natural question is whether or not this system will supercede
the rigid, mechanically driven traversers of the type used in the
Mark 15 and 16 machines. We have been cautious in
approaching that application and it will depend on further
studies concerning the response of Flying Struts to wake
disturbances.

The stability of the Flying Strut depends on the uniformity of
the wind tunnel flow. The struts follow any unsteadiness in the
airstream. This tends to make the system exhibit unsteady
motion in airplane wakes where the surveys are required. This
behavior may also provoke unstable motion such as flutter.
Until the dynamic properties of the Flying Strut are better
understood, we have found it prudent to apply the system
mostly in regions of undisturbed flow.

Another important factor is the relative difficulty of
implementing one or the other type of apparatus. We have

found that in small to medium size wind tunnels, the
mechanically driven traverser is generally more convenient.
For test sections larger than 15 feet or so, the size and mass of
the heavy machinery becomes troublesome. In this size range,
the Flying Strut has the greatest advantage due to its
substantially reduced weight.

Applications for in-flight surveys are considerably more
difficult with a mechanically driven traverser because of the
high stiffness and mass requirements. This is where the
ultimate advantage of the Flying Strut is expected to prove
invaluable.

Figure 9. Large scale Flying Strut system.

4.1 Flying Strut Control Mechanism

A Flying Strut system utilizes several different trimming
mechanisms to control its position. The simplest of these
mechanisms is called the skewed-hinge. A diagram of a

skewed-hinge hub is shown in Figure 10a.

DRIVE GEARMOTOR

SKEWED HINGE AXIS —_—

D

Figure 10a. Skewed hinge trimming mechanism.
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The strut elements are supported by free bearings on the skewed
shaft which is skewed away from the flow direction by a small
angle, typically about ten degrees. As the control motor rotates
the skewed shaft, the strut element develops a slight change in
angle of attack that automatically causes the strut to produce the
lift necessary to follow the motion of the skewed shaft.

Since the aecrodynamic lift of the strut element acts to overcome
all the weight of the apparatus, it relieves the actuating motor of
that requirement. Therefore, the motor can be very small with
low torque since it only has to rotate the skewed-hinge shaft,
not the entire strut weight.

Another type of Flying Strut trimming mechanism uses a gear
drive as depicted in Figure 10b. The strut element is free to
rotate about two axes at right angles. The feathering axis allows
rotation of the strut angle of attack while the flapping axis
allows the tip of the strut to rotate in the survey plane. The
bevel gear couples the feathering and flapping motion in a way
that produces a stable trimming action. As in the skewed hinge
mechanism, the actuating motor only needs to produce enough
torque to rotate the bevel gear to change the strut angle-of-
attack, thus generating enough aerodynamic lift to move the
strut.

DRIVE GEARMOTOR

~zzz L

Figure 10b. Gear drive trimming mechanism.

4.2 Flow Field Dispensing

Most early applications of Flying Strut systems have been in
locations upstream of the model in the smooth airflow. Smoke
dispensing is the most obvious application from that location.
Figure 11 shows flow visualization using smoke dispensed from
the Flying Strut in the NASA Langley 14-by-22-foot wind
tunnel. In this example the Flying Strut was operated at a Mach
number of 0.3.

Figure 11. Dispensing smoke in 14x22 wind tunnel.

Other possible applications in the undisturbed flow upstream of
a model include the dispensing of seed material for a laser
doppler velocimeter (LDV.) This would allow local seeding
which could be servo-controlled to follow the traversing motion
of the LDV and eliminates the requirement to fill the entire
wind tunnel volume with seed material.

4.3 Transonic Flying Strut

Early Flying Strut systems were developed by trial and error,
without benefit of any stability analysis. This was generally
successful at low speeds. In an attempt at developing the Flying
Strut for transonic wind-tunnel calibration surveys, a similar
trial-and-error approach proved unsuccessful. Several small
versions were evaluated in the BTWT, but they all exhibited a
periodic oscillation that rendered the system unusable. These
attempts were abandoned until recently.

As part of a program to upgrade BTWT, we have a requirement
and renewed interest in developing the Flying Strut for empty
test-section calibration surveys. A research program has been
underway with the Central Aero-Hydrodynamic Institute in
Russia (TsAGI), under the direction of G. Amiryantz, for the
last several years. The goal of this work is to develop an
understanding of the instabilities encountered during earlier
tests and to develop a practical survey system for calibration of
the BTWT test section.

This has required an extensive design-and-analysis study
focusing on dynamic behavior, including flutter susceptibility.
Last year this program resulted in a successful demonstration of
a transonic Flying Strut in the TsAGI T-128 wind tunnel at a
Mach number of 0.95 and a pressure of two atmospheres.
Figure 12 shows a photograph of this device installed in the test
section. The strut elements are swept forward at a 45 degree
angle to reduce the local blockage at the survey plane.

Based on this experience, we are now proceeding with the
design of a Flying Strut for calibration of the BTWT empty test
section. This will allow measurement of the complete flow
properties over more than 90% of the test section.

Figure 12. Transonic Flying Strut.

4.4 In-Flight Demonstrations

Originally the Flying Strut was proposed as a practical method
for conducting flow field surveys in flight. Its very light
weight, low disturbance and extensive reach are all vital
properties of an in-flight survey system.



Figure 13 shows a successful version of the Flying Strut
operating on a twin-engine airplane. The 2-axis Flying Strut
had a total reach of 9 feet and weighs approximately 15 pounds.
This demonstration operated at an airspeed up to 190 knots.

Figure 13. Flying Strut in-flight.

The proposed application, in this case, was to survey the
inboard wing and propeller slipstream. The program did not
proceed due to lack of interest and funding.

4.5 In-Flight Camera Mount

In an unusual application, a single- axis Flying Strut was
attached to the tail cone of a twin turboprop airplane for use as a
controllable camera mount. The airplane had been tufted on the
fuselage bottom and the camera mount replaced the need for a
chase plane to observe the tuft behavior.

Figure 14 shows the view of the airplane, as seen by the camera
behind the vertical tail. In this application the system was very
steady, even in the wake of the tail surface.

Figure 14. Flying Strut in-flight camera mount.

5.0 _CONCLUSIONS

Information contained in airplane flow fields can now be
accessed in a variety of ways in large industrial wind tunnels.
Qualitative wake surveys of total pressure isobars have shown
valuable diagnostic utility. With slightly more effort, however,
the full quantitative properties of flow fields can be measured to
yield spatial distributions of lift and drag, including induced
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drag and wave drag components. This is a breakthrough in
measurement technology.

We have seen this experiment develop from a curiosity,
requiring 300 minutes per data point, to a valuable engineering
application requiring less than 20 minutes. Further optimization
of traverser motion control and data acquisition strategies
promises further reductions in the required test time.

In addition, the Flying Strut has demonstrated in low speed
wind tunnels that it can be a very practical system for
supporting and moving a variety of probes or dispenser
systems,

Transonic application to empty test-section calibration surveys
has been demonstrated in a prototype and will soon be available
for routine usage. Substitution of the Flying Strut instead of a
conventional rigid traverser in small to medium size wind
tunnels is problematical. However in large wind tunnel (more
than 15 feet) the system should offer a substantial advantage
over conventional mechanically-driven traverser systems.

The ultimate application of the Flying Strut will be to permit the
entire range of flow field measurements on board airplanes in
flight. The in-flight realm is, after all, the only way to make all
model support, wall effects and Reynolds number scaling
problems disappear.

How much effort is it worth to access this realm?
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ABSTRACT

The paper reviews the various optical
techniques which can be applied for point,
line of sight or imaging measurements. In the
category of point measurements, light
scattering methods like Raman, Rayleigh or
Electron Beam Fluorescence (EBF) are
treated first, but briefly since they are of little
use, especially when enthalpy is very high
and flow naturally bright. The emphasis is

placed instead on nonlinear laser
spectroscopy like Coherent anti-Stokes
Raman Scattering (CARS), which has

recently achieved great success at getting
temperatures and density in high enthalpy
shocks. Then the diode laser absorption
spectroscopy is described. A high data rate
instrument now gives on a routine basis the
static temperature and the velocity of the
stream in the hot shot facility F4 of ONERA,
at stagnation enthalpies in excess of 15
MJ/kg. EBF imaging in that same facility has
permitted measurements of velocity to be
performed across the external boundary layer
into the flow core thanks to a high energy
pulsed electron gun. Finally, the technique of
Collective Light Scattering is briefly
described and its capabilities demonstrated.

1 - INTRODUCTION

The interest in reentry of space vehicles, in
high speed transportation and in single stage
to orbit concepts continues to stimulate the
research on hypersonic aerodynamics. This
research is conducted in dedicated facilities
that simulate flight at high altitude and high
velocity, and that are employed for model
studies and for computer code validation.

High Mach number, high enthalpy facilities
are still being designed and constructed
throughout the world for this purpose.

They pose an exceptional challenge to data
acquisition.

Well established techniques have long been
used for the measurement of such key
parameters as:

- force and moment exerted by the flow on
the model (using strain gauges);

- wall pressure, using classical pressure
transducers, and pressure-sensitive paints for
near isothermal flows;

- wall friction, using gauges, and oil film or
liquid crystal visualisation;

- heat fluxes, by means of infra-red imaging,
temperature-sensitive paints, liquid crystals
and thin film thermocouples;

- main stream velocity and temperature by
Pitot tubes, thermocouples, etc. v
All these techniques are intrusive, generally
limited to measurements at the stream
interface with a model or a nozzle wall. For
a long time, only some line of sight optical
techniques like emission spectroscopy or
schlieren were capable of providing
information from the gas phase without
interfering with the flow, but with very
limited spatial resolution and measurement
accuracy. Recently, new methods have
become available for the acquisition of key
flow parameters like velocity, temperature
and density in the boundary layers near the
model. They now are an essential
complement to the conventional probes in
modern facilities. Validation of computer
codes has greatly benefited from their
generalisation. In addition, these high
enthalpy facilities pose special difficulties, as
non-equilibrium conditions (real gas effects)
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prevail both in the free stream and in the
shock and boundary layers. Then the flow
can no longer be described with the usual
parameters temperature, density and velocity
only. Several temperatures, like those of the
rotational, translational and vibrational
degrees of freedom need to be
simultanepusly determined, together with
dissociation and ionisation. The duration of
the runs is often exceedingly short. That
complicates the task, as the flow rarely
reaches a steady state. The data then need to
be taken on a very short time scale and
carefully dated. In particular, in any turbulent
flow, the fluctuating, highly non-stationary
character of flow variables increases the
difficulty of taking the measurements. The
frequency range of the fluctuations is large,
typically up to several MHz. A wide extent
of spatial scales is also generally observed,
this extent being proportional to the Reynolds
number.

The search for non-intrusive, non-seeding
methods is a crucial aspect of experimental
research for rarefied, high speed flows.
Diagnostics based on molecular properties
are specially attractive. An excellent review
of the techniques for hypersonics that were
available a few years ago can be found in
Reference 1. But since most mechanical,
macroscopic fluid properties do not rely on
the detailed atomic ones, one may also look
for measurements based on large scale
optical phenomena that reveal information
about the macroscopic properties. Obtaining
information on the density and pressure field
fluctuations is particularly important The
technique of Collective Light Scattering
(CLS) is very well suited for that task.”

All of these optical methods now greatly
expand our capabilities in measuring the
properties of the stream non-intrusively. For
the clarity of presentation, we classify in the
following these methods into four groups,

- namely point, line of sight, imaging and

collective measurements.

In the first part of this paper, the point

measurements are reviewed. Point methods
generally yield good measurement accuracy.
We briefly outline the laser-based, incoherent
methods like Rayleigh, Raman and Laser-
Induced Fluorescence (LIF). We also
summarise the principle of Electron-Beam-
induced Fluorescence (EBF) which, in a
variant where X-rays are detected, has great
potential for accurate density measurements.
The bulk of this section, however, is devoted
to the technique of Coherent anti-Stokes
Raman Scattering (CARS) which has recently
demonstrated its great potential in the
analysis of high-enthalpy streams.

In the second part, we focus on Diode Laser
Absorption Spectroscopy (DLAS), which is a
line of sight technique. DLAS has a potential
for great accuracy in acquiring stream
translational temperature and velocity, and is
now used routinely in a high-enthalpy hot-
shot tunnel. '

Section three covers imaging. Imaging is
rarely quantitative. However, it can locate
discontinuities accurately. It is therefore
useful at measuring shock front position.
Some recent achievements in imaging of the
velocity field using EBF are here presented.
This turns out to be difficult in high enthalpy
streams because of the stray light, but usage
of the pseudo-spark switching device, which
produces a strong electron beam, overcomes
the problem. The velocity field could be
recorded across a boundary layer into the
flow core.

Finally, the fourth part describes the coherent
elastic scattering off density inhomogeneities.
This technique provides density, mean and
turbulent velocity, and acoustic wave
characteristics.

2 - POINT MEASUREMENTS

Point measurements are primarily performed
by using laser scattering off the molecules or
particles seeded into the flow. They can be
implemented using either incoherent
scattering of a laser beam or coherent,
nonlinear optical arrangements; the molecules
can also be excited by electron beams of



several keV, which can induce fluorescence
in the visible, UV and X-ray regions.

2.1. Incoherent scattering

Incoherent scattering is observed by
illuminating the gas with a focused laser
beam (Fig. 1). The light scattered at right
angles by the gas molecules is collected by a
lens, spectrally analysed using a
spectrograph, and detected by means of
phototubes or detector arrays. Three sorts of
scattering processes in molecules are usually
recognised and schematically depicted in the
energy level diagrams in Figure 2.
Commercial pulsed lasers can be employed,
giving time resolution of 10 ns typically,
which is suitable for short duration facilities.
The energy per pulse needed is in the range
10-100 mJ; cw lasers also can be used for
steady state studies; the spatial resolution is
typically 0.1 to 1 mm’.

Focusing
lens Probe
volume

Laser

Collecting
lens

| Spectograph |-| Detector I

Fig. 1. Schematic diagram for observing scattering
of a laser beam by molecules in a gas.

- Rayleigh scattering (process (a)) is
produced by molecules. The photons are
scattered in all directions and have the same
energy as the laser photons. It is a weak
process, that requires total absence of stray
light at or near the laser wavelength. Also,
the laser beam should not impact any solid
surface near the volume under probe to avoid
strong interference. Particles suspended in the
flow also cause Mie scattering (see below)
that constitutes another form of interference.

13-3

This problem actually limits the sensitivity of
the method to densities of the order 10" to
10?2 normal at best. Its potential use is thus
restricted to classical subsonic and low
supersonic tunnels. Proximity of a wall also
is a major source of interference because the
laser light scattered off the surface is many
orders of magnitude stronger than that from
the molecules. Rayleigh scattering is thus
proscribed in boundary layer studies.

- Raman scattering (b) is similar to
Rayleigh scattering, except that the scattered
photons have an energy different from that of
the laser photons. The energy difference is
equal to the energy of the vibrational
quantum. This property is extremely
interesting, because it affords:

Excited
electronic
F states

Ground
elecironic
\ 4 slates

Fig. 2. Energy level diagram for Rayleigh (a),
Raman (b) and fluorescence (c) scattering.

- chemical selectivity, since the vibrational
quanta differ from molecule to molecule;
spectroscopy of the scattered light thus
reveals the presence of the various chemicals
and permits concentration measurements;’

- temperature measurement capability,
because the energy of the vibrational
quantum slightly depends on the rotational
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the square of the molecular concentration.
Thus, with proper calibration, one can both
detect the species of interest and measure its
concentration by this method. By tuning ®,
to the right frequency, all the species present
can be detected. Further, as their vibration
frequencies slightly depend on the rotational
state from which the scattering takes place, a
fine spectral analysis of their response
(Fig. 4) yields the populations on the
quantum states, like in spontaneous Raman.
If those are populated according to the
Boltzmann law, i.e., if rotational equilibrium
exists, then the rotational temperature can be
measured. Similarly, a vibrational
temperature can be obtained.
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Fig. 4. Principle of the spectral analysis
in scanning CARS.
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CARS is a remarkable tool because it affords
spatial resolution (typically 1-10 mm long,
with a beam diameter of 50 pm), excellent
signal strength, perfect stray light rejection.
Spectral analysis can be performed by
scanning, which gives good sensitivity, but a
variant called multiplex CARS (Fig. 5) which
uses a broadband dye laser can be employed
for single shot measurements. This is done at
a cost in sensitivity, but the high temporal
resolution is precious in unstable media like
turbulent flames and transient flows.
Recently, the two-line or dual-line CARS,
which combines the sensitivity of scanning
CARS with the single shot capability, and the
transient CARS, which is a variant capable of
measuring the velocity and the static

temperature in a single shot, were introduced
and tested.'*"?
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Fig. 5. Single shot recording of spectra using
multiplex CARS.

While CARS has been primarily used in
combustion research, work at lower pressures
in plasmas, gas laser media and aerodynamic
flows has been performed. To our
knowledge, the only research in practical
hypersonic wind tunnels has been performed
at ONERA. Density, temperatures and
velocities have been obtained, including free
streams and shock layers. In particular,
boundary layers were explored (Fig. 6) using
dual-line CARS.-

In this work, which is conducted in the
Mach 10 R5Ch facility, the flow has a free
stream velocity of 1500 m/s, a static
temperature of 56 K and a static pressure of
6 Pa. Each data point is the average of 20
consecutive laser shots at 10 Hz repetition
rate. Given the signal levels and calibrations
performed, the measurements in the free
stream, shock and boundary layer have a
relative uncertainty of <+ 10 %. The
agreement between experiment and
computations is excellent for 0 < X/L < 1.
Beyond, the edge effects from the sides of



the plate cause deviations particularly at the
higher elevations above the plate.

COMPARISON EXPERIMENT-THEORY
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/70
P

N S S S W S S W S S
0 12 2.0 2.0 4.0 .0 6.0 7.0 0.0 9.0 10.0 13.012.013.0 14,0 13.0

Temperature profile

.

1 2 n A N i
18 1.0 s e s 5.0 (%] [N

Density profile

Fig. 6. Temperature and density profiles over a flat
plate with elevon at R5 using dual-line CARS; the
results are compared with computations from the
HOMARD code.

A shock layer against a cylinder with axis
perpendicular to the flow was also studied at
the R5Ch facility (Fig. 7); noteworthy is the
agreement found between experiment and
theory, as the validation bears on both
temperature and density. An oblique shock
impacting the shock layer has also been
carefully documented. Formerly, these cases
were only accessible to schlieren and
interferometry, and measurement precision
was somewhat inferior.
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Fig. 7. Temperature and density profiles along flow
centerline in shock layer in front of a 16 mm-dia
cylinder at RS.

Similar studies were also done in a high
enthalpy flow. Non-equilibrium conditions
were seen in shock layers in the L2K tunnel
of the DLR using scanning CARS; this work,
presented in a companion paper in the same
session of this conference,' yields a clear
direct demonstration of the presence of non-
equilibrium between rotational and
vibrational degrees of freedom; notably it
shows partial vibrational freezing of the free
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stream, a fast rotational heating and a slow
vibrational heating as the gas penetrates into
the shock and an anomalous abundance ratio
between the ortho and para forms of the
nitrogen (Fig. 8).
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Fig. 8. scanning CARS spectrum of N, in the shock
. layer against a flat disk at the LBK facility of the DLR
showing the non-equilibrium in both the rotation and
the vibration.

Multiplex CARS was also used in the
expanding plume of the decomposition
products of lead azide, exposing a non-
equilibrium gas and demonstrating a priori
the feasibility of this technique for short
duration flows at static pressures a few 107
normal (Fig. 9,10).
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Fig. 9. Multiplex CARS spectrum of the plume of
decomposition products of a lead azide pellet 33 mm
above the pellet and 9 us after ignition.

Lately, CARS has also been shown to
provide velocity from single shot, spatially-
resolved recordings of transient signals from
the flow heterodyned against, e.g., a static
cell signal. The technique operates at
pressures as low as 5 Pa and Mach number
10 at RSCh; it has been demonstrated in the
free stream" and in boundary layers near
models (Fig. 11 and 12). The measurement
volume can be brought as close as 100 ym to
a surface without any interference
whatsoever.
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Fig. 10. Rotational and vibrational temperature
evolution vs time obtained from spectra such as that of
Fig. 9.
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Fig. 11. Principle of non-intrusive, single shot velocity
measurement by transient CARS.

Resonance-enhanced CARS and Degenerate
Four Wave Mixing (DFWM) are to CARS
the equivalent of LIF to spontaneous Raman
scattering. They offer enhanced detection
sensitivity and have been used mostly in
combustion diagnostics.'®”” They have a
potential in hypersonics as well, but no
application has been given so far, to our
knowledge. Recent work done at ONERA'®
and elsewhere in combustion clearly
demonstrates the feasibility of NO detection.
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Fig. 12. Typical transient CARS self heterodyning
trace at RS, from which temperature and velocity are
derived.

3 - LINE OF SIGHT METHODS

These methods essentially rest on absorption
and emission spectroscopy.

- In emission, one collects the light coming
from the free stream or from some boundary
layer. This light is passed and dispersed
through a spectrograph for analysis. Spectral
lines are generally detected which reveal the
presence of chemicals like metal vapours (in
the visible and UV) or of vibrationally
excited molecules (in the infra-red). Presence
of these lines indicates presence of the
compound. The method suffers from major
drawbacks, like the impossibility to
determine the position of the radiating
species along the line of sight of the
collection optics; this is fatal if zones: of
different temperature and composition are
contributing. In addition, it is also impossible
to determine concentrations in a quantitative
manner, even if only a homogeneous zone
contributes. The latter difficulty stems from
the fact that the radiating quantum states are
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populated via complex collisional
mechanisms with electrons or hot species in
the non-equilibrium flow and depopulated by
both radiative and collisional (quenching)
processes with other species. Emission is thus
used primarily for establishing the presence
of trace species or contaminants.

- Absorption, like emission spectroscopy,
does not indicate the position of the
absorbing species. It is, however, capable of
measuring populations on the ground
rovibrational states, which are the most
populated. Therefore, concentrations can be
measured, at least if the absorbing medium is
homogeneous or presents some spatial
symmetry. Technically, the best
measurements are performed with laser
sources having a spectral resolution capable
of resolving the molecular or atomic lines.
Today, the most useful measurements in
hypersonics have been performed with
tunable diode lasers in the infra-red.
Semiconductor diode lasers constitute very
narrow linewidth infrared sources in the
absorption domain of molecules like NO or
H,0. The wavelength can be easily and
finely tuned (less than 10° cm™) by adjusting
the temperature and the current through the
diode, which makes these sources attractive
for absorption spectroscopy. The DLAS
measurements are based on isolated
absorption lines of NO or H,O. which are
often naturally present in the wind tunnels.
The lines are scanned at up to 10 kHz using
a spectrally tuned diode laser beam (around
5 pm) crossing the flow. The velocity of the
flow is deduced from the Doppler shift of the
lines, when the beam is not perpendicular to
the flow axis; the measurement can here be
fairly accurate. Rotational or vibrational
temperatures can also be derived from the
intensity ratio of two different absorption
lines. The high spectral resolution of the
tuning brings negligible contribution to the
absorption lineshape, which can thus be
exploited to obtain static temperature and
pressure of the medium crossed. Once the
temperatures are known, the density of the
absorbing species can be deduced from the
integrated area under a line.

Figure 13 shows the experimental
arrangement in the F4 wind tunnel. The
emitting and receiving optics remain outside
the vacuum chamber. The lead salt
semiconductor diode is kept in a cryostat
cooled at 10 K by a helium compressor.
Stabilised generators are used to monitor the
diode temperature and current for laser
emission. Different optical components are
used to collimate and filter this emission into
a single-mode laser beam. Part of this beam
is used for wavelength and intensity
calibration with the help of a Perot-Fabry and
a low pressure cell filled with a known
quantity of NO. The beam enters the vacuum
chamber through CaF, windows and crosses
the flow at an angle of 60° relative to the

axis in order to enable Doppler shift for.

velocity measurement. HgCdTe
photodetectors, with 2 MHz bandwidth, are
used to measure the beam intensity. The
electric signals are digitised at 1 MHz to get
adequately resolved spectra.

Arc chamber (10 litres)

P, = 200 - 750 atm

T.= 2000 - 6000 K Splitter
H =35-140RTa .

=

n
! » Vaccum tank

veive )
HgCdTe detector

Fig. 13. Schematic of the DLAS spectrometer at F4.

Two hundred pairs of spectra are taken at 1
kHz for each wind tunnel run. Each flow
absorption spectrum must at first be
calibrated in wavelength and intensity using
its corresponding etalon spectrum. The
corrected absorption spectrum is then
matched to simulated spectra through an
iterative non linear least-squares fitting
procedure: one then derives the velocity of




the flow, the temperatures and concentrations
of the absorbing species.

Figure 14 shows a typical evolution of
absorption spectra during a run in about 50
ms intervals. As the flow establishes, the
Doppler-shifted line appears alone;
subsequently, the line with zero Doppler shift
grows as the test tank gradually fills with the
spent gases. The derived velocity and static
temperature are displayed in figure 15 versus
time.
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Fig. 14. NO spectrum recorded during one of the F4
runs at reduced enthalpy 100.
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Fig. 15. Resulting velocity from the sequence of
spectra recorded in the same run.
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4 - IMAGING

Imaging has long rested on the use of
schlieren and interferometry; the latter being
more sensitive is often preferred for probing
the low density flows. Recently, tomography
using either lasers or an electron beam for
excitation, has been introduced. Unlike the
preceding two methods, which give
integrated information along the line of sight,
tomography provides 3D resolution.

LIF has first been employed successfully in
combustion, and then in high enthalpy
hypersonics for the detection of NO in the
free stream. Significant work has been
performed at the Stanford High Temperature
Gas Dynamics Laboratory and at the DLR.""’
By exciting two separate absorption lines, the
DLR were also able to determine the
rotational temperature. An interesting use of
LIF is in the RELIEF method for velocity
imaging developed at Princeton University.”
In spite of its great advantages and
simplicity, LIF. suffers from stray light
interference, particularly from the
spontaneous emission from the electronic
states whose fluorescence is detected, and
from the considerably enhanced complexity
of the absorption spectra when attempting to
probe shock layers in the high enthalpy
facilities.

EBF has so far been used primarily in low or
medium enthalpy facilities for imaging.
[llumination is achieved by rastering the cw
beam emitted by the electron gun, giving a
triangular field. Reference’ gives studies by
this method of the shock-shock interaction
configuration between a flat plate and a
cylinder. In spite of the quality of such
images, work at high enthalpy facilities is
impaired by the weakness of the scattering
and the strength of the stray light. Higher
current electron beams are then required.
Recently, a new electron beam source
capable of delivering a thin pulsed sheet of
45 cm length has been introduced. This
source allows 1 ps-long single exposures to
be taken with intensified CCD cameras and
shows great promise for future work in high
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enthalpy facilities. However, the main
constraint remains that flows should not
exceed densities of 107 normal to avoid
excessive electron beam blow-up.

EBF can also be used for velocity
measurements. If a pulsed beam of small
diameter is employed, the plasma it creates in
a thin column of excited gas can be
photographed after some delay, showing its
displacement. One can then visualise the
velocity field along one line, over a length of
about 20 cm. The pseudo-spark source is an
ideal electron gun for such work. Success
was obtained recently at F4 using this
approach.” The Figure 16 shows the plasma
column convected by the flow after 5 ps
(top). The top of the column, which lies in
the boundary layer, is bent, showing the
velocity profile. The lower quarter is in the
jet core. There one measure velocities of the
order of 4000-4500 my/s, typically within 5-
10% at most of the DLAS results. This
mutual vindication of the two techniques has
caused a shift away from the cheaper, but
more delicate to use, solid probes. Some
small problems still need attention. A thin
ground electrode aligned along the flow is
used to collect the charges; thus this method
is not fully non intrusive. Further, the
penetration depth is only 20 cm for the
moment. But we believe the pseudo-spark
holds considerable promise for high enthalpy
facilities.

Pseudospark

Electrode de masse

Maguette

Fig. 16. EBF image taken at F4 using a 60 kV
pseudo-spark gun (top, on the edge of the circular
field); exposure time 0.3 ps. The circular field of view
has a diameter of 40 cm. The model is an 8 cm-dia
sphere.

5 - COLLECTIVE LIGHT SCATTERING
(CLS)

On the microscopic scale, CLS rests on
spontaneous Rayleigh scattering off the
atoms and molecules in the gas, more
precisely on their fluctuations as a result of
thermal and acoustic fluctuations, and it aims
at detecting these fluctuations. However, it
banks on coherent detection for improved
sensitivity. Experimentally, a cw laser beam,
the pump beam, is applied to the gas at the
point of interest (Fig. 17). Observation of the
light scatterred from this point is performed
at an angle 0 to the laser beam. Part of the
laser beam is deflected using an acousto-
optic modulator. The deflected beam is also

Windtunnel

Detect
clector Absorber

Fig. 17. Schematic diagram for CLS. Probe beam is
diffracted off using acousto-optic deflector AOD. The
scatterred Rayleigh light with optical wave vector k,,
is heterodyned by the probe beam at the detector. k; is
the pump beam wave vector and k that of the acoustic
disturbance (from reference 22, with permission).



applied at the same point and aimed into the
same direction for heterodyning the scatterred
light onto the detector. A more detailed
presentation of the physics is given
elsewhere.

Fig. 18. Frequency spectrum of the CLS signal in a
supersonic flow. Velocity U is in m/s. spectral density
is in log scale. The main peak at 370 m/s corresponds
to the flow speed. Vertical bars give the conventional
laser Doppler velocimetry results. Sharp peak is
reference at zero frequency; the two bumps on either
side of the main velocity histogram are contributed by
acoustic waves travelling in opposite directions in the
convected gas (from reference 22, with permission).

CLS can be used for measuring
density, mean and fluctuating velocities, etc.
An example of velocity measurement is
presented in the Figure 18. This technique
can be used at pressures down to about 10°
Pa, with a priori no restrictions at higher
pressures other than working in media that
are transparent for the 10.6 pm laser
radiation.

6. CONCLUSION

Spectacular progress has been made in the
development of new, non-intrusive optical
methods for probing hypersonic flows in the
ground testing facilities.

- Diode laser absorption spectroscopy is
remarkably well suited for free stream
measurement of velocity and static
temperature, along with trace species
concentration measurements; it requires,
however, the flow to be quite homogeneous;
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- CARS for point measurement of rotational
and vibrational temperatures, and of N,
density; in the near future, point
measurements of velocity and translational
should be demonstrated;

- EBF and LIF can be employed for
qualitative imaging and visualisation;
visualisation of shocks, and, particularly, the
convection of a plasma column burned into
the flow, can be used very elegantly in the
most difficult streams to extract velocity
profiles.

- The CLS reveals the dynamical properties
of these flows, which tend to be extremely
non-stationary, and gives measurements of
sound speed, density fluctuations spectrum,
etc. ,

If one now turns to the future, measurements
of O atom density in the high enthalpy
streams will soon become available using
non-linear laser spectroscopy like CARS or
DFWM. Work in progress at ONERA has
shown very encouraging results.”

In the low enthalpy wind tunnels, the same
methods can be employed; however, if the
density is higher, diode laser absorption will
lose ground in the velocity measurements and
seeding with NO or other trace gases may
become necessary. EBF will also lose all of
its applications, while techniques like
Rayleigh and Raman scattering will gain.
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SUMMARY

Coherent anti-Stokes Raman scattering studies are
carried out in a nonequilibrium shock layer air flow
induced by a two-dimensional body. Rovibrational
spectra of molecular nitrogen are recorded by scanning
CARS in the free stream and within the shock layer at
moderately high enthalpy (7.3 MJ/kg). Difficulties
peculiar to the application of the optical technique to a
high enthalpy flow are discussed and flows parameters
are given. The rotational temperature, vibrational
temperature and number density are measured and
compared to theoretical values predicted by a Navier-
Sokes solver. A Good agreement is found.

1. INTRODUCTION

The various physical and chemical phenomena that
take place in the hypervelocity flowfields during the
reentry phase of aerospace flight are extremely
important to the design of the next generation of
reuseable spacecraft. Improving our understanding of
these complex phenomena is being achieved through
the combined developments of computational fluid
dynamics (CFD) and experiments in hypersonic
facilities.

Within this frame, arc-heater wind tunnels are useful to
simulate hypersonic flow conditions for measurements
on realistic models, that will be extrapolated to flight
conditions. These tools are also of great interest for
code validation purposes. However, the
aerothermodynamic states of the flows produced in
them are not yet well understood. This is due to the
complexity of the physical and chemical phenomena
occuring in these facilities. The flow undergoes
vibrational excitation, dissociation and ionization.
Because of the relatively low density environment
produced in the facility, it is generally in
nonequilibrium in both chemical composition and
internal modes. Even if the real flight conditions
cannot be reproduced, a significant prediction of the
thermal and chemical states of the flow upstream of the
model along with its non uniformity calculations will
allow to compare experiments and numerical results
around the model.

Experimentally, laser diagnostics based on molecular
scattering have received considerable attention for
application in hypersonic test facilities thanks to their
non-intrusive nature and their capabilities for excellent
temporal and spatial resolutions. These methods can
provide information directly related to the parameters
of the molecular state of the gas including temperature,
density and velocity. Among these techniques, Raman
scattering, electron beam fluorescence and laser-
induced by fluorescence (LIF) seems promising in low
density and high-temperature hypersonic flows [1-5]. In
particular, Coherent anti-Stokes Raman scattering
(CARS) belongs to the powerful techniques. Both local
number densities and temperatures can be determined
from the CARS signal. The density is related to the
intensities of the spectral features while temperatures
can be inferred from the distribution of molecular
rotational and vibrational state populations contributing
to the CARS spectrum. Determining these properties
simultaneously would be then extremely useful in high
enthalpy flows.

The objective of the present work is aimed at studying
the behaviour of a nonequilibrium hypersonic air flow
interacting with a shock wave surrounding a model.
Scanning CARS [6], well adapted to the study of low
pressure continuous flows, is used to probe N, in a
nonequilibrium hypersonic flow produced in the arc-
heater wind tunnel. This arc-jet facility is commonly
used for the investigation of heat protection material in
the spacecraft reentry conditions with relevant
chemistry. From the data, rotational temperatures,
vibrational temperatures and N, number densities have
been deduced in the free stream and behind a shock
wave surrounding a blunt body placed in the flow. The
results are used as data base to validate the Navier-
Stokes solver developed for prediction of laminar
viscous flows in chemical and thermal nonequilibrium.
The calculated temperatures and density are in fair
agreement with the measurements. The experiment
completes previous efforts already done using planar
laser Induced fluorescence on NO [7].

Paper presented at the AGARD FDP Symposium on “Advanced Aerodynamic Measurement Technology”,
held in Seattle, United States, 22-25 September 1997, and published in CP-601.
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2. THEORETICAL CONSIDERATIONS

2.1 Coherent anti-Stokes Raman scattering

The theory of CARS has been described in detail
elsewhere [8]. CARS is a nonlinear optical technique
which may used to measure the rotational and
vibrational population distributions of any molecule
having a Raman active transition. From such
distributions, one then deduces the number density of
the species under study and its rotational and
vibrational temperatures if the distributions are
Boltzmann-like. In principle, CARS is observed when
three waves of frequencies mo, ®; and o, pass through a
gas mixture. If the frequency difference (w, - wy) is
close to the Raman-active vibrational frequency wp, an
intense beam with frequency ®; = 0o + (@, - ©;) will be
generated in the forward direction of the incident
waves. The two coherent incident waves @, and o,
force the molecules to oscillate in phase at the
frequency (o - ®3). Then the w, radiation is scattered
off by molecules whose polarisability is modulated by
the oscillation. The new coherent wave is created
through the third-order non linear susceptibility x®.
Usually, the same wave is used to pump and probe the
molecular oscillation (©y = ®,) and the anti-Stokes
frequency is then given by 03 = @) + (0, - ©2).

As is customary in CARS, information about the state
of the molecular system is derived from lineshapes and
line intensities. Spectra are recorded as a function of
the frequency difference (w;-0;). In the case of
monochromatic laser sources, the intensity is
proportional to the square of the nonlinear
susceptibility 5@, the resonances of the latter having an
amplitude proportional to quantum state population
differences [8]. When non-monochromatic lasers are
used, the signal is given by a convolution integral.
When the pump laser at ®, is monochromatic, the
CARS intensity I,{o, - ®,) for an isolated line at o,; is
given by the simpler form [9]:

2
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where the summation integrates the contribution of
each mode w,* of the w, laser and the integral
describes the Raman profile. P, and P, are the pump
and the Stokes laser powers. AN,; is the population
difference between the initial and the final states of the
Raman line. The Doppler shift is given by the term
oyv/c and g(v,) is the Maxwell-Boltzmann distribution
function. v, is the projection of the velocity along the
difference of wave vectors (K, - K;) of the pump and

Stokes waves. I. is the collisional broadening
(HWHM). K is a constant which take into account the
optical transmission and the detector efficiency. i, is a
slowly varying non-resonant term which is a
background contribution due to electrons and remote
resonances from the other species present. For all
spectra reported here, y,, was found to be negligible
and was systematically neglected. S(o, - ;) represents
the effects of saturation due to the Raman pumping and
the Stark effect [10]. It describes the deviation of the
CARS signal strength vs pump powers from the
classical P,’P, dependence. Without saturation effects,
S(o; - ®;) =1. With saturation, this value depends on
many parameters and a resolution of the time evolution
of the density matrix equation for each velocity group is
necessary [11].

The spontaneous cross section for the Q-branch of the
streching mode is

_alg_[az+1z JU +1) @
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J and v are the rotational and vibrational quantum
numbers, respectively, of the initial level. o and y are
the mean molecular polarizability and anisotropy,
respectively.

For a nonequilibrium flow, the population fractions in
Eq. (1) can be written as

N(2J +1)exp(-G(v) / kT, )exp(=F,(J) | kT,
Qvib Qrol

Nv] =&
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where the vibrational temperature T,;, is allowed to be
different from the rotational temperature T,,. G(v) and
F,(J) are the vibrational and rotational term values [12].
The nuclear spin multiplicity g;, differs from unity for
molecules with ortho and para species like nitrogen.
These species are assumed not to interconvert during
the expansion, so that the rotational partition function
Qrot is calculating by summing over only even (or odd)
J values for a given spin species. Q. is the vibrational
partition function.

Because of the low density nature of the expanding
flow, Scanning CARS has been chosen to record the
rovibrational populations of molecular species to ensure
the best instrumental sensitivity, It wuses a
monochromatic laser for the pump beam and a tunable
narrow-band laser for the Stokes beam. The total
intensity I,;(w;-0;) is recorded as a function of the
frequency difference (0,-w;) by scanning step by step
the Stokes frequency while the pump frequency is fixed.
In the same time, a second CARS signal R(o;-wy) is
generated in a reference channel identical to the main
detection channel. The latter is used to monitor signal



fluctuations resulting from laser power instabilities and
from changes in dye efficiency vs wavelength. Thanks
to the reference and to various calibration procedures,
the error in the absolute population measurements is
estimated to be less than 10 % for all levels probed.

2.2 Data handling

According to Egs. (1) to (3), the area under each Q
rotational line, with the quantity {I,(®;-02)/R(®;-
@2)}'? is calculated by integrating the line profile and
divided by the reference signal. This result is
proportional to AN,;, the population density difference
between the lower and the upper vibrational states. The
rotational temperature T, of a vibrational band v is
then measured from the plot of AN,/(2J+1)g; vs
rotational energy F,(J). A correction for Doppler
broadening is next calculated. This correction is
applied to all the AN’s in order to take into account the
fact that the detection sensitivity depends on the
linewidth which is roughly proportional to T..'? and
also depends slightly on v and J, the linewidth being
proportional to the Raman shifts. Knowing the
rotational temperature of each vibrational band, the
vibrational temperature T,y is then obtained from the
ratio of the populations of two different vibrational
states. Detailed expressions of the data processing to
obtain the vibrational populations may be found in a
previous paper [6]. The number density of the species is
deduced from the ratio {I,)(@;-02)/R(®;-0,)}"" using a
scaling factor obtained from a calibration experiment in
which the temperature and the pressure are known.

2.2 The CELHYO Solver

The Navier-Stokes solver CELHYO [13], modelling the
hypersonic laminar viscous flow in chemical and
thermal nonequilibrium has been used to simulate the
two-dimensional high enthalpy flow.

The CELHYO code treats ideal mixtures of perfect
gases made of n, heavy species, n, of them being
molecular species. The mixture is assumed to be
composed of the five neutral species N,, O,, NO, N and
O. All the species are described with the same mean
velocity v. Three degrees of freedom are considered: 1)
translation and rotation, described by one temperature
Tians; 2) vibration; 3) dissociation. Energy is supposed
to follow a Boltzmann-distribution. We assume that n,
molecular species, 1< n, < n, have their own
temperature T,;, j € {1, ..., n,} such as N, and O, for
air.

The second order diffusive convective system governing
the mixture under consideration writes:

ou + div(f(u) - D(u)gradu) = Q @)

where f denotes the inviscid fluxes. Dissipative
phenomena are here modeled by the diffusive tensor D.
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The source term €2 represents the presence of
nonequilibrium phenomena. The variable u is

u” =( (De)isasnm PVI, PV2, PE, (Dgey;p) 1spom) = 2 (5)

where E denotes the total energy of the mixture and v =
(Vi, v2) is the mean velocity. evp refers to the
vibrational energy of the molecular species B assumed
to be in thermal nonequilibrium. The mixture pressure
p is defined by

pP=K, pE—%pv2 =Y psevs— D Palhl +ea(D)
B a

)
where x, =7y, - 1. €, and h°, respectively refer to the
translation and the heat of formation of species o.

Detailed expressions of source terms and of the
diffusive tensor may be found in a previous paper [13].
The chemical reaction model taken for air is
Gardiner’s {14). It consists of 15 dissociation reactions
and two exchange reactions. The vibrational relaxation
of diatomic species (N; and O, for air) occurs through
V-T transfers which are modeled following the Landau-
Teller rule [15]. and using the data given in [16] for the
collisions with molecules (N,, O,, NO) and in [17] for
the collisions with atoms (N, O). V-V processes can
also be taken into account with the formulation for the
source term and the data given in [17].

The CELHYO code solves the Navier-Stokes balance
equations on curvilinear structured meshes using a fully
implicit, finite-volume method. The viscous part is
discretized according to a central differencing
procedure, while a quasi-second-order accurate upwind
scheme yields an approximation for the inviscid
operator. Upstreaming is achieved using an approach
for upwind bias refered to as the Hybrid Upwind
Splitting [18]. The method is designed to combine the
natural strengths of the Oscher solver and the Van Leer
splitting in order to get accuracy in the resolution of
boundary layers and robustness in the capture ocf non-
linear waves respectively. It is emphasized that no
switch to be tuned up is involved here. Second-order
accuracy is achieved using a MUSCL approach written
in primitive variables. Special attention is paid when
the method is applied to mass fractions in order to
preserve the local numbers of elements.

The implicit operator is made up of a linearization of
both the inviscid and viscous fluxes plus all the source
term jacobian matrices. For a detailed presentation of
this time-marching algorithm, the reader is refered to
[13].

A no-slip velocity condition together with a constant
temperature 7, for the translational and vibrational
modes are prescribed for the wall boundary. The wall is
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~assumed to be noncatalytic and the normal gradient of
pressure at the wall is zero.

3. EXPERIMENTAL SETUP

3.1 The Arc-heater Wind tunnel

The facility is the arc-heater wind tunnel L2K of the
DLR-Cologne [19]. It is used primarily for testing
under high enthalpy the thermal protection materials
developed for spacecrafts. L2K is designed to run
continuously during several hours. It offers a wide
choice of operating conditions typical of those
encountered at the stagnation point during a shuttle
reentry. The main parts of the arc-heated wind tunnel
are the arc heater and the power supply, the test
chamber with expansion nozzle, free jet and diffuser,
the heat exchanger and the supply equipment. The
electrical power-supply system is based on a thyristor-
controlled rectifier consisting of four units of 354 kW
(600 A, 590 V) which can be switched alternatively to a
parallel or serics connection. The current is controlled
during the test while the effective voltage depends on
the resistance of the arc heater. An arc heater of the
hollow-electrode concept (Huels-type) has been applied
for the experiments. Using the arc heater one should try
to enlarge the voltage as much as possible, especially in
the case of high mass flow rates. There is a reason for
using high voltages with respect to flow quantity.
Contamination of the gas by burning off of electrodes
cannot be completely avoided. This effect increases
with current strength and is dependent on the total
pressure. A value of contamination less than 10 ppm is
reached for total pressure of 10 bar in the facility. The
arc heater is supplied with atmospheric air delivered by
1000 m® storage tank which may be pressurized to
6.10°Pa. Mass flow rates up to 300 g/s can be
controlled during the test time. The high-enthalpy gas
flows through a small settling chamber, then through a
conical nozzle toward a vacuum chamber. The total
nozzle length, the throat diameter, the exit diameter
and the nozzle-half angle are 0.40 m, 0.029 m, 0.20 m
and 12 degrees, respectively. The testing chamber has a
cylindrical shape with a diameter of 2.6 m and a length
of 2 m transversal to the flow direction. The test
chamber is connected to the pumping system by a
diffuser consisting of several cylindrical segments. The
heat exchanger is installed downstream of the diffuser
to cool down the heated gas to a temperature equivalent
for the intake of the pumping system.

For the experiments reported here, an arc current of
600 A is set with a mass flow rate of 0.049 kg.s™" and a
stagnation pressure of 1.3 10° Pa. The reservoir
conditions are determined by from data on the settling
chamber pressure in front of the nozzle and the total
mass flow rate. Both values are easily measured and are
used to calculate total temperature and total enthalpy
based on equilibrium flow solution from the reservoir to
the throat. The total enthalpy delivered to the gases is

then 7.3 MJ kg and the temperature is assumed to be
equal to 3910 K.

A water-cooled copper model is used for the
experiment, It consists of a circular disk with its axis
along the center of the nozzle. The diameter of the disk
is 50 mm. The model is mounted on a holder which can
be moved in the range of 1000 mm transversal to the
flow direction and 1500 mm in the flow direction.

3.2 The optical setup

The core of the CARS system is an injection-seeded Q-
switched Nd:YAG laser chain delivering 800 mJ of
1064 nm radiation in 17 ns long pulses at a repetition
rate of 10 Hz. The laser chain is composed of two laser
heads (Quantel SF611) and a cw diode-pumped seeder
(Quantel YS700). the Nd:YAG rods are 7 mm in
diameter and 9 mm in diameter for the oscillator and
the amplifier, respectively. The 1064 nm output beam
is frequency doubled by a KD*P crystal giving 380 mJ
at 532.1 nm with 14 ns pulses length and a spectral
linewidth (FWHM) less than 0.003 cm™. The 1064 nm
beam left by the first crystal is again doubled by a KDP
crystal: Some 40 mJ at 532.1 nm are produced and used
to pump a narrow-band dye laser oscillator. Part of the
380 mJ main beam is used to pump the dye amplifier
and the remainder is used as the ®; pump beam. The
resonator of the dye laser comprises a 2100 grooves
mm™ holographic grating at grazing incidence, a flat
rotating back mirror and an intracavity prism beam
expander yielding a linewidth (FWHM) of about 0.08
cm”. The wavelength is selected by tilting the back
mirror which allows a coarse sweep from 500 to 800
nm in steps of 0.5 nm or a fine sweep of 6 nm around
the coarse drive setting in fine steps of 0.01 nm. After
the amplification, the ©, beam passes through a
telescope to control the divergence and through
appropriate optics for positioning the beam. The Stokes
laser is tuned close to 607 nm and delivers 4 mJ in 11
ns pulses. At the output of the emitter bench, the o,
beam has already been split in two parallel beams
separated of 15mm and one of them is overlapped with
the w, beam (planar BOXCARS arrangement [8]). All
beams are horizontally polarized.

A schematic diagram of the CARS experimental
configuration is presented in Fig 1. The beams are
focused first in the testing chamber with their axis
perpendicular to the flow axis where the w; signal is
created. Then, that CARS signal is split-off and the
laser beams pass in a 1 atm pressure slow flow of argon
where they are refocused. A weak CARS signal is then
created to monitor the fluctuations of direction and of
pulse energy of the o, and w, beams. The reference and
the sample CARS signals are filtered out from the
pump beams using dichroic filters backed by double
monochromators. Then, they are transported to the
photomultipliers using optical fibers. The single-pulse
digitized sample and reference signals from gated
electronics are recorded by the computer which also



drive the scanning of the dye laser frequency. The
software calculates the signal to reference ratio and
averages N laser shots at each laser position.
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Fig. 1 - Schematic diagram of the CARS arrangement;
Fy, Fy: achromats; M: 400-700 nm broadband mirror;
D: Dichroic mirror.

The focal lengths of the focusing optics inside the
testing chamber are chosen according to the following
conflicting constraints: 1) short focal lengths are
preferable in order to shorten the probe volume; 2) long
focal lengths are preferable in order to reduce the
saturation effects which are likely to appear because
powerful lasers are required to create the CARS signals
in low pressure media; 3) the set of the focal lengths
must be adapted to the dimensions of the facility.
Knowing that 2x30 mJ of pump laser and 4 mJ] of
Stokes laser are the required energies to create
measurable signals for the expected N, densities the
sample is selected in order to maintain [10]

0.1 Qs < A(D, A(Dd (4)
and

0.1Qz <1 )

where s is the Stark frequency shift at pulse
maximum, Qg the Rabi frequency, Aw the free spectral
range between the Stokes laser modes, Awy the Doppler
linewidth (FWHM) and 7 the pulse duration. Following
the development od Péalat et al {10] and supposing Aw
~ 0.01 cm”, Awg = 0.016 cm™ and T = 14 ns, focal
lengths longer than 700 mm verify the above
constraints and cause negligible saturation effects.

The measurements are carried out at a position of 555
mm downstream from the nozzle exit and on the
centerline region of the nozzle flow. The sample focal
lengths are 750 mm. As a result, the achromats are
installed inside the testing chamber. The sample probe
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volume (defined as the distance along which the entire
anti-Stokes are created) is 25 mm long and 100 pm in
diameter. The focal lengths of the focusing optics in the
reference channel are 500 mm in respect with the
dimensions of the cell.

4. RESULTS

4.1 CARS measurements

Figure 2 presents a sample nitrogen CARS spectrum
recorded in the free stream during a run. The
experimental spectrum is recorded at 600 spectral
positions with a frequency step of 0.01 cm™ and a
spectral resolution of 0.08 cm’. About 10
photoelectrons per pulse are detected at the peak.
Consequently, each data point is the average of 30 laser
shots and the time needed to record a spectrum is about
40 mn. As indicated in Fig. 2, the spectral bands
detected by CARS were identified as the Q-branches of
vibrational transitions 0-1 and 1-2. For each vibrational
transition, clearly resolved are the para rotational lines
(J odd) from J=9 and the stronger ortho lines (J even)
with J22. Rotational distributions between the ortho-
states and the para-states of the 0-1 vibrational band
display an intensity alternation in the ratio 1.5:1
whereas this ratio is equal to 2:1 for the 1-2 vibrational
band. This result is inconsistent with the theory which
predicts a natural abundance ratio of 2:1 for all the
vibrational bands of nitrogen. The ortho and para
populations ratio could be altered because of the rapid
cooling of the gases during the expansion. However, no
data are available at the present time to confirm this
trend. It requires more experimental investigations.

1.0

Vs0 - Va1

0.8

0.8

CARS signal (arb. units)

Raman shift wavenumber (cm-1)

Fig. 2 - Nitrogen CARS spectrum of the 0-1 and 1-2
vibrational transitions recorded in the free stream

Despite this limitation, rotational temperatures in each
vibrational transition have been deduced by plotting the
ortho-lines intensities above J=6 as a function of energy
of the rotational states. The log scale plot as shown in
Fig. 3 indicates that within experimental errors, the
rotational energy levels are in equilibrium. The
rotational temperature may be then calculated from the
slope of the linear best fit to the data which is inversely
proportional to the rotational temperature. The scatter
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of the data points about the straight line, + 3%, merely
reflects errors such as measurement uncertainty
together with temporal fluctuations in flowing gas mass
flow rate, arc current, etc. The rotational temperatures,
330 K and 334 K for the 0-1 and 1-2 vibrational
transitions respectively, are found nearly identical and
demonstrates that the rotational distributions do not
depend upon v. The vibrational temperature, calculated
from the ratio between v=1 and v=0 populations is
2510 K + 130 K where the accuracy reflects the 5%
uncertainty on the ratio of the v=0 and v=1 populations.
The experimental nitrogen density in the free stream is
determined using the peak intensity of different
rotational lines compared with that of the static room
temperature scan at known pressure (130 Pa). For this
comparison, it is necessary to compute the theoretical
ratio of peak intensities usings Egs. (1) and (3). Note
that the difference of population between the ortho-
states and the para-states are also systematically taken
into account. The resulting nitrogen number density py;
in the free stream is then found equal to 2.25 10"
molecules/cm® with a standard deviation of 5 %.
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Fig. 3 - Boltzmann plots of the ortho-rotational
populations of the 0-1 (8 and 1-2 (9 vibrational
transitions recorded in the free stream.

To increase data accuracy, average repetitive CARS
measurements are performed during six runs at the
same location in the free stream. As a result, a mean
rotational temperature of 332 + 6 K, a mean vibrational
temperature of 2510 + 80 K and a mean nitrogen
number density of 2.2 10'° molecules/cm® with a
standard deviation of 5 % have been deduced indicating
the reproducibility of the experiments and of the test
conditons of the runs.

CARS measurements are then performed at several
positions in the shock layer induced by the disk model.
For the experiments, the CARS spectra were recorded
by moving the position of the model relative to a fixed
optical axis. The shock wave is located around 13 mm
from the surface of the model. Measurements have been
performed at positions between 1 mm and 15 mm. Far
downstream from the shock wave (i.d. between 1 mm

and 11 mm), the CARS spectrum presents the same
profile for all positions. For instance, figure 4 shows a
typical nitrogen CARS spectrum recorded at a position
of 2 mm from the model. Recording nitrogen spectra
now requires 1900 points with 30 laser shots averaged.
The peak intensity of the signal is also of the order of
10 photoelectrons per pulse. From Fig. 4, several points
may be noted. First, the spectral bands detected are the
0-1, the 1-2 and the bandhead of the 2-3 vibrational
transitions. For each vibrational transition, rotational
lines up to J = 50 are detected. Second, the anomaly on
the intensity alternation shown in the free stream
conditions is always present. The ratio of populations
between the ortho-states and the para-states is always
close to 1.5 while the population ratio on the 1-2
vibrational band is closer to 2.

04

CARS signal (arb. units)

°
N

0.0
2330 2315 2300 2285 2270

Raman shift wavenumber (cm-1)

Fig. 4 - Nitrogen CARS spectrum of the 0-1 and 1-2
vibrational transitions recorded downstream the shock-
wave.

Considering possible different behaviors for the para-
states and the ortho-states of nitrogen, rotational
temperature and vibrational temperature have been now
deduced for each state of the molecule. For instance,
rotational populations for the 0-1 and 1-2 have been
plotted on Boltzmann diagrams shown in Fig. 5. The
two resulting distributions are in equilibrium and the
rotational temperatures associated to the 0-1 and the
1-2 vibrational transitions are found equal to
4280 £ 90K and 4125 + 180 K, respectively. In the
same manner, rotational temperatures deduced from the
para-rotational populations of each vibrational
transition are similar. The vibrational temperatures
deduced from the ratio of populations between the v=0
and v=1 for each state of nitrogen are also found
similar and to be less than the rotational temperatures
(~ 2800 K). From these results and despite the
abnormal behavior of the intensity alternation in the
spectrum, it can be concluded that the two states of the
molecules have the same enthalpy level and the same
behaviour in the shock layer. The total number density
of N, is deduced like the free stream experiments.
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Fig. 5 - Boltzmann plots of the ortho-rotational
populations of the 0-1 (¢ and 1-2 () vibrational
transitions recorded at x=2 mm from the model.

Close to the shock-wave (i.d. between 12 mm and 13
mm), the behaviour of the rotational populations
changes rapidly. As shown in Fig. 6, rotational
populations are aligned along a straight line except for
the first J-lines which are disturbed. Two reasons can
explain this anomaly. The first one can result from the
dimensions of the probe volume and of the shape of the
shock wave. Although the shock wave is slightly
curved, the dimensions of the probe volume, 20 mm
long and 100 pm in diameter, seems to be longer. Cold
gases coming from the free stream and hot gases
coming from the shock layer can be simultanecously
present in the probe volume and so can affect the
populations of the rotationals lines. A second reason
can derive from a temporal jitter of the position of the
shock layer due to small flow disturbances induced by
the temporal fluctuations of the test conditions. The
rotational temperature corresponding to the hot gases
may be however deduced from these distributions by
neglecting the influence of the first J-lines.

10

B 14— T=503K

5 1

8 |

5 * T=4408K

T 13 e /

+ ]

- p

g -

o ]

2

z

0,1 ¥ v LI v L) M ) M LRI T 1 M 1
0 1000 2000 3000 4000 5000 6000 7000
Rotational energy (cm™)

Fig. 6 - Boltzmann plots of the ortho-rotational

populations of the 0-1 (8 vibrational transition at
x=12 mm from the model.

14-7

4.2 comparison theory-experiment

The results are presented in the figures 7 to 9. Figure 7
shows the temperature distributions along the axis
during the gas expansion calculated with the CELHYO
solver. In this calculation, the relaxation of N, and O,
occurs through the V-T transfers with the molecules
(05, N, NO) and the atoms (O, N) of the gas mixture
with relaxation rates given by [16] for the molecules
and by [17] for the atoms. In the expansion, the
freezing of the vibrational energy is brought into
evidence by the different temperature distributions. The
temperatures deduced from the experiments are shown

~ on the same figure. At the point where measurements

were performed, the mach number is equal to 7.6. The
calculated temperatures, T=305 K and T,»(N2)=2690 K,
are in rather good agreement with the corresponding
experimentally values: Trot = 332 + 6 K (assumed in
equilibrium with the translational mode) and T.(Np) =
2510 + 80 K. However, the deviation between the
theorical and the experimental data could be explained
by the influence of H,O on the relaxation processes on
N,. Indeed, H,O is known to catalyse the vibrational
relaxation of numerous molecules. For example, its
effect on the vibrational relaxation of Ny(v=1) is several
orders of magnitude more efficient than that of other N;
molecules. Recent calculations of this flow expansion
including the influence of HO on the vibrational
relaxation processes of N, show noticeable differences
on the temperature distributions [20]. With a mass
fraction of 0.02 for H,0O, the calculation leads to a
decrease equal to 500 K on the vibrational temperature
and an increase of about 30 K on the translational
temperature with respect to the case without water.
This trend, similar to the experiment one, shows that
the influence of contaminants like H,O is important
and has to be taken into account for the simulation of
the flow.
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O CARS measurement
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Fig. 7 - Axial temperature distributions along the flow
expansion

The experimental total density of the flowfield is
deduced from the number density of nitrogen assuming
that the mole fractions of the gases are those predicted
by the CELHYO solver. The total density in the free
stream at the experimental position is then 1.40 10 +



14-8

0.07 10 kg/m’. This value is in good agreement with
the calculated total density which is equal to 1.6 10™
kg/m’.

Figure 8 shows the temperature distributions on the
symmetry axis in the shock layer. The continuous and
dotted lines display the theoretical translational and
nitrogen vibrational temperatures, respectively. The
calculation is performed using the free stream
conditions previously calculated as input conditions.
The wall is supposed non catalytic and its temperature
is set at a constant value Ty= 1300 K, value measured
by a pyrometer during the experiment. The calculation
brings into evidence an important increase of
translational temperature through the 2 mm shock-
wave. Then the translational temperature displays a flat
profile in a large portion of the shock layer before
decreasing strongly close to the wall. The vibrational
temperature varies slowly in the shock layer from
2690 K to about 2900 K. Near the wall, both
temperatures become the same indicating a thermal
equilibrium for the gases. The experimental data are
also shown on the same figure. All the rotational
temperatures, measured by the analysis of the different
rotational distributions of each state of the molecule,
are displayed by the open symbols whereas the black
symbols show the vibrational temperatures.
Experimental rotational temperature profile agrees
fairly well with the theoretical predictions. The shock
wave is well captured at the same theoretical position.
Nevertheless, the experimental temperatures in the flat
region exceed by 10 % the theoretical temperatures.
This disagreement may be derived from a precise
unknowledge of the experimental temperature of the
gases in the reservoir. The measured vibrational
temperature profile agrees with the CELHYO
predictions except close to the wall where temperatures
are higher. This increase could be due to a possible wall
catalysis which may lead to the formation of
vibrationally excited molecules. More refined
measurements closer to the wall would be necessary to
confirm this trend.
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Fig. 8 - Axial temperature distributions downstream of
the shock-wave.

Figure 9 presents the comparison between experimental
and theoretical density profiles in the shock layer.
Whatever the position, differences of only 10 % are
noted demonstrating a good agreement between
experiment and theory.
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Fig. 9 - Axial density distribution downstream of the
shock-wave.

S. CONCLUSIONS

Experimental measurements of rotational and
vibrational temperatures and density measurements
have been obtained in a continuous high-enthalpy arc
heater wind tunnel, both in the free stream and in the
shock layer induced by a disk. As expected, vibrational
nonequilibrium is demonstrated. These results are due
to the good detectivity of the scanning CARS which
proves to be a powerful and reliable technique for
hypersonic studies. Good agreement has been obtained
between the measurements and the theoretical
predictions obtained with the CELHYO solver.
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Rotational and Vibrational Temperature and Density Measurements
by Planar Laser Induced NO-Fluorescence Spectroscopy in a
Nonequilibrium High Enthalpy Flow

U. Koch, A. Gilhan, B. Esser
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Linder Hohe, D-51147 Koéln, Germany
and
F. Grisch, P. Bouchardy
Office National d'Etudees et de Recherches Aerospatiales
ONERA, Fort de Palaiseau, F-91120 Palaiseau, France

LIF experiments were performed in the flow field of the high enthalpy facility L2K. This arc heated
facility, which is mainly used for testing thermal protection materials, offers a wide choice of flow
conditions to simulate the stagnation conditions during shuttle re-entry. The flow conditions are
dominated by nonequilibrium effects. For the operation conditions of L2K translational and rotational
temperature are assumed to be in equilibrium, but large differences between rotational, vibrational
and electronic temperature occur. Laser induced fluorescence is used to determine rotational and
vibrational temperature and the density of NO in the free stream and behind a bow shock upstream
of a blunt body. The flow is modelled numerically using a quasi 1D-code. Good agreement is
achieved between the experimental and numerical data in the free stream. The data are also
compared with the CARS measurements performed at the same flow conditions in the same facility.
Differences in the free stream vibrational temperature of N, and NO are due to the faster vibrational
relaxation of NO-molecules.

P laser power
Einstein coefficient q Frank-Condon-Factor
electronic state Q partition function
rotational constant R diftance
velocity of light, ¢ = 2997924558 m/s Sy HGnl-London-Factor
constant T temperature
electronic state of NO A wavelength
rotational constant v frequency

T lifetime

rotational energy
transtational energy
vibrational energy

1. INTRODUCTION
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rotational term value
vibrational term value

Planck constant h = 662607-10™ Js
intensity

rotational quantum number
Boltzmann constant, k =13806-107%
JIK

1.4 MW arc heated facility of DLR
laser induced fluorescence

mass flow rate

mass number

number density

pressure

Physical and chemical processes, which take place
during the re-entry phase of aerospace flight are
extremely important for the design of thermal
protection materials of reusable spacecrafts. The
qualification of thermal protection materials under re-
entry conditions is frequently performed in arc heated
facilities. The flow field in these facilities is dominated
by nonequilibrium phenomena. Therefore the use of
nonintrusive  diagnostic techniques is strongly
required for the characterisation of the high enthalpy
flow, in order to perform a detailed description of the
thermodynamic state and a theoretical study of the
physical properties.

Paper presented at the AGARD FDP Symposium on “Advanced Aerodynamic Measurement Technology”,
held in Seattle, United States, 22-25 September 1997, and published in CP-601.
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Computational fluid dynamics and experimental tech-
niques are used to improve the understanding of
these complex phenomena. In the frame of the DLR-
ONERA co-operation for the development of
noninstrusive measurement techniques for high
enthalpy flow facilities, measurements in the L2K
facility were performed using two different optical
diagnostic techniques. The CARS and the LIF
technique have been applied to characterise the flow
conditions using the same flow and model
configurations.

In the present paper, the flow field properties of high
enthalpy flows have been measured using two dimen-
sional Laser Induced Fluorescence spectroscopy
(2D-LIF). This optical technique allows to measure
rotational temperatures, vibrational temperatures and
number densities of NO with excellent spatial
resolution.

The main advantages of LIF technique are its high
sensitivity and the selective analysis of the chemical
gas composition. However, the large number of
parameters, such as laser source, detector system,
optical set-up, requires a full and precise optimisation
[1-5].

The fundamentals of LIF technique are presented in
section 2 together with the procedure for the evalua-
tion of temperatures and densities. Section 3
describes the temperature determination from
spectra. The experimental facility, the optical set-up
and its calibration follow in section 4. Section 5
includes the experimental results and their
comparison with numerical computation and CARS
data.

2. FLUORESCENCE
THERMOMETRY

Fluorescence signal

IMAGING AND

The LIF technique is based on the excitation of a
molecule with light of a ArF excimer laser, which
matches the possible energy differences of this
molecule. After excitation the molecule returns to its
ground state by emitting red shifted radiation or by
thermal relaxation due to collisions with other
molecules. Under conditions, where all the excited
molecules return to the lower states by radiation, the
emitted intensity is directly proportional to the density
of the molecules within the lower energetic state. For
an excitation spectrum the intensity of the emitted
light is recorded as a function of the wavelength of
the excitation light, thus probing different densities of
the lower energetic states of the molecules. Figure 1
shows the physics of LIF process for recording
excitation spectra.

Fig. 1 Diagram of the LIF process.

Assuming that the distribution of the molecules corre-
sponds to Maxwell-Boltzmann thermal equilibrium,
the intensity of a spectral line is given by

ly =N hev A, (1N
The total intensity is

1 1
/=C’D,N"qsﬂ; m (2)

with

1 —E(m,) 1 E(m:)
N" = exp [ J . (207 +1) exp[ (3)
Q(w’b) k-T(-vib) Q(mt) k-T,

{rot)

The subscripts * and “ denote the upper and lower
states, respectively. Different rotational and
vibrational temperatures of the molecules can be
considered by separating the corresponding terms in

Eq. (3).

The energy level diagram of NO and possible
transitions in the tuning range of the ArF excimer
laser are shown in Fig. 2.
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The parameters in Eq. (2) are taken from the
literature [6-9]. The values for the NO-transitions with
high intensity within the considered temperature
range are given in Table 1. The Hénl-London-Factors
were calculated according to the formulas given by
Bennett [10].

Band J-range Lifetime Frank-
[ns] Condon-

factor
B (7-0) 23.5-35.5 330 0.027819
B (8-0) 42.5-51.5 330 0.038444
B (9-1) 22.5-35-5 330 0.063933

y(3-0) | 29.5-62.5 217 0.147

¥ (4,1) 6.5-50.5 196 0.24039
v (5-2) 1.5-24.5 177 0.21521
£(0,1) | 11.5-435 20 0.1008

Table 1 Considered NO-Bands in the ArF laser tuning
range.

The constant C includes the fluorescence volume, the
excitation efficiency of the excited molecules, the
quantum yield and constants of the LIF apparatus. It
has to be determined by measuring the fluorescence
intensity at known NO densities at defined

15-3

temperatures. For given temperatures the number
density is directly proportional to the laser intensity.

From a measured spectrum the rotational
temperature of each vibrational state is determined by
Boltzmann plots. Based on the determined rotational
temperature, the population of each vibrational band
is calculated by comparing the line intensities of
transitions coupled to different vibrational ground
states. So the vibrational temperature is obtained
from the ratio of the populations of two different
vibrational states.

From the temperatures the number densities of the
probed species are deduced by comparing the line in-
tensities  with intensities from calibration
measurements at known temperature and density
conditions.

The ratio of two fluorescence signals from the same
volume and the same vibrational level is given by:

N, Ba(2J;'+1)_exp[HJ;')—F(J:)J @)

- KT

fa N, B,(2J4 +1)
and the temperature is defined as:
T= F(Jb') - F( a') (5)
kin(r,, / C,,)

where the subscripts a and b identify different lower
laser coupled states [11].

The collection efficiency dependence is omitted, be-
cause the same optical set-up is used and for each
transition in the considered wavelength range are
similar.

The effects of rotational energy transfer, vibrational
energy transfer and the fluorescence vyield are
discarded by collecting and the fluorescence yield
cancel in the ratio, because the quenching cross
sections, fluorescence lifetimes and fluorescence
branching ratio are insensitive to rotational quantum
number, at ieast for the A-state of NO [12,13,14].

The overlap integrals may be eliminated if shot to
shot fluctuations in the laser spectral profile are
insignificant and the broadening and the shift of the
absorption line are independent of the rotational level,
as is valid for NO.

Supposing, that the laser intensities are sufficiently
low to avoid saturation effects, the signals can be
accurately corrected for temporal and spatial
fluctuations in laser intensity by monitoring the pulse
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energy during the experiment, assuming a constant
laser sheet profile.

Quenching

No measured values for quenching cross section of
NO are known for O-atoms. However a small cross
section for guenching of NO by O-atoms is predicted
by Paui et al. [15]. Quenching was considered for by
using Eq. (6)

: (6)

where A,and Q,denote the total radiative and non-
radiative decay rates of the level a, respectively. The
dominant quenchers in the flow field of L2K are NO
and N,. Electronic energy transfer is important for ex-
cited NO (D) with molecular nitrogen. The efficiency
of this cascade transition relative to the sum of all
collisionally decay processes was found to be 0.8
+0.2 for D(0) and 0.4 0.1 for D(1) [21]. A nonthermal
distribution in NO (A, v = 0} results. However the
fluorescence from these levels is also monitored with
the detection optics.

Quenching constants of the A-state are listed in
Table 2.

v |o 1 2 3 |a 5

ko (2308) |2.03¢4) |1.75(12) 27 |25
104 11534 [7.707)

oy | 8RO | 10

ko, [1.418) [1.4(2

ky | 4.2x10*

| &y : 0.0017 |0.56

where k is given in 107" cm® molecule™'s™

Table 2 Quenching constants for NO.
For the B-state the quenching constants

ko =126-107 cm® s™ and k, =6-10"" cm® s
were used [5].

Measurement uncertainties

In LIF experiments the main source of measurement
uncertainty arises from photon statistics. However in
the experiment the error can be reduced by
averaging. )

The relative uncertainty of temperature is found to be

AT/T<T/AE-AI/I (7)

Obviously the relative error of temperature measure-
ment depends on the relative uncertainty of the inten-
sity ratio, the energy difference of the ground state
levels, i.e. smaller energy differences yield larger
errors, and the absolute temperature, i.e. higher
temperatures yield larger relative error. The error in
temperature affects the accuracy of the density
determination by the Boltzmann fraction. This error
can be minimised if it is possible to choose a ground
state level for which the Boltzmann fraction does not
vary significantly within the measured temperature
range. In contrast to the determination of
temperature, the uncertainty of number density does
strongly depend on the accuracy of the statistical
weights and partition functions.

3. SPECTRUM CALCULATION

Spectra were calculated according to the procedure
described in [16]. The transition frequencies for the
tuning range of the ArF-laser were taken from M.
Scheer et al. [17]. The uncertainty of these transitions
is claimed to be better than 0.3 cm™” and good
agreement with measured transitions could be found.
The procedure allows to prescribe different values for
rotational and vibrational temperature.

For comparison with an experiment the linewidth,
which is determined by the spectral linewidth of the

_exciting laser (0.3 pm), could be adapted and

intensities for the full spectra could be calculated.

For equilibrium states the calculated spectra show
that up to temperatures of 350 K only the well
resolved XB 0-7 lines of NO are present. XD (1-0)
lines appear at temperatures above 350 K and

“dominate in the whole temperature range, while the

XB 0-7 lines become less intensive. At 1000 K the AX
0-3 transition appears.

4. TEST FACILITY AND OPTICAL SET-UP
Test facility

The LIF experiments were performed in the flow field
of the arc heated high enthalpy facility L2K. A sketch
of the experimental set-up is shown in Fig. 3. ’

The experiments were performed using a conical
nozzle with 29 mm throat diameter, 200 mm exit
diameter and 12° half angle. Measurements were
taken at a location of 555 mm downstream the nozzle
exit. A water cooled flat faced cylindrical model with a
diameter of 50 mm, was placed downstream this
position, with its axis parallel to the flow. The test
chamber is equipped with 6 windows to allow optical
access.
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Fig. 3 Sketch of the arc heated facility L2K.

The facility is operated with cleaned and dried air
from 200 m® storage tanks. The air mass flow rate
was set to 49 g/s at a stagnation pressure of 13-10°
Pa.

Optical set-up

The main components of the optical set-up are a
tuneable excimer laser (Lambda Physics LPX150)
and the detection system. Figure 4 shows a sketch of
the optical set-up at L2K.

Mirror Mirror

s
Beam splitfh} Energymonitor
Diaphragm.|
Window
Calibration]ceil ArF-Excimerlaser
Nozzle exit
d.
nﬂD Wavelength range:
Mode|

era 192,8 - 193,8 nm

E Lasercontrollgr
1!

Camera-

[ ] Lcontrolter Mirro
Gate-PuIs;r

Pulstime: 23 ns
Linewidth: 3 pm

Repetition rate: 5]

L2K-Test chamber (2,6m)

Fig. 4 Optical set-up at L2K.

The laser is completely computer controlled and is
operated with ArF to generate light pulses with a
duration of 23 ns and a power of up to 240 mJ in the
wavelength range from 192.8 up to 193.8 nm with a
linewidth of 3 pm. Figure 5 shows the intensity output
of the ArF laser as a function of wavelength.

cylindrical model
free s{eam 50 mm diameter
L

Energy per puls: ZJO mJ

Hz
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Fig. 5 The intensity output of the ArF laser as a func-
tion of wavelength.

The light path between the excimer laser and the test
chamber is established by three mirrors and for safety
reasons the light path is protected by aluminium
pipes. During the experiment the pipes were flushed
with N, to reduce the absorption of molecular oxygen
in the light path. The light was directed on the flow
axis in front of the model where it had an
approximately rectangular intensity profile with
dimensions of 30 mm and 3 mm. No focusing optics
were used to avoid saturation effects. In front of the
test chamber window a beam splitter was installed.
The reflected light was used to monitor the power of
each laser pulse with a photodiode, which was
referenced to a calibrated power meter (Lambda
Physik). A rectangular diaphragm blocked the
excessive light from the original dimensions (10 x 30
mm? ) of the laser beam.

The fluorescence was imaged with 4.5 UV Nikkor
lenses onto a cooled intensified camera (Princeton In-
struments) with a 384 x 578 pixel array mounted per-
pendicular to the laser sheet. An interference filter
with a maximum transmission at 220 mm (10 nm),
placed in front of the lens, blocked the scattered laser
light as well as the visible emission from the test gas
and the model. '

Experiments were performed by scanning the full tun-
ing range of the laser with wavetength increments of
0.5 pm at a repetition rate of 1 Hz. Synchronisation of
the laser pulse and camera illumination was
performed with a photodiode and controlled with an
oscilloscope. lllumination time of the CCD-camera
was 200 ns. In order to avoid detection of parasitic
emission from the model, the laser pulses were
synchronised to the illumination interval.

Images and spectra were acquired and processed
with a personal computer using the software from the
manufacturer of the camera (CSMA, Princeton Instru-
ments).  Excitation  spectra  were recorded
simultaneously at 10 different axial profiles during a
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run. The intensity of 38 pixels radial to. the flow
direction is accumulated on-chip, thus conserving the
information along the flow direction.

The simultaneously probed area was 30 mm x 80 mm
in height, with a spatial resolution of 0.3 x 0.3 mm?
per pixel. Figure 6 shows the details of the detection
geometry.

576*384 pixel 176 mm*117 mm

78)mm*78 mm

=
Q

w direction

< .............................

laser light sheet

Fig. 6 Details of the detection geometry.

Calibration

Calibration experiments are needed to verify that the
fluorescence signal is linear dependent on laser
power and for the density determination. For this
purpose the test chamber was filled with a 4/1 mixture
of N, and NO at a pressure of 500 Pa and a
temperature of 295 K. Only NO XB 7-0 lines appear
at this temperature. The line intensities of the
recorded spectrum served as reference for the
density determination. No non-linear effects due to
absorption of the laser light were observed.

The fluctuation of the intensity distribution along the
laser light sheet was checked for the full tuning range
of the excimer laser. Less than 8% variation of the
spatial laser intensity profile was measured. The laser
power was varied by a factor of 10 to prove the linear-
ity of the signal with laser power.

For practical reasons the intensities XB 0-7 lines
were referenced to the Rayleigh signal which was
recorded without the optical filter using the same
experimental set-up, but the test chamber filled with
air at a pressure of 101.2 kPa.

A heatable test cell filled with a mixture of NO and N,
(500 Pa) was placed in the position of the
measurement volume to check the agreement
between measured and calculated spectra. The
temperature was varied in the range between 300 K
and 800 K. The line positions and calculated
intensities agreed very well for XB, XD, and XA 1-4

transition in the tuning range of the excimer laser.
However, the transitions due to XA 0-3 excitation
appeared with unpredicted high intensity. As this
effect was linear with temperature and laser power,
the effect was assigned to the spectral response of
the detection system.

5. RESULTS
Calculated flow parameters

Flow calculations were performed a computer code,
which is based on a quasi one-dimensional flow
through a nozzle of specified geometry [18]. Nozzle
geometry, mass flow rate and stagnation pressure
are used as input values for the computation. The
flow is assumed to start from an upstream reservoir in
which the gases are assumed to be in
thermochemical equilibrium at reservoir temperature
and pressure. Calculations were performed using
chemical nonequilibrium nozzle flow. The species
taken into account are N,, O,, O, N, NO, NO* and
electrons. Vibrational temperatures were assumed to
be either in equilibrium or frozen at reservoir level.

The result of the calculation are presented in Table 3.

Measured quantities

mass flow rate 49gs-1
stagnation pressure 130 kPa
distance between model and nozzle exit | 555 mm
diameter of the nozzle throat 29 mm
diameter of the nozzle exit 200 mm
Calculated quantities

stagnation temperature 3910 K
frozen temperature in the free stream 247K

equilibrium temperature in the free|[340K
stream

total density in the free stream 1.44.104
kg/m3

NO mole fraction in the free stream 0.04365

Pitot pressure 1188 Pa

stagnation enthalpy 7.3 MJ/kg -

static pressure 16 Pa

frozen Mach number 7.57

Table 3 Test conditions in L2K.

Data analysis

The raw data were corrected for camera background,
laser power and with the intensity distribution along
the laser sheet as described by McMillin et al. [19].
The wavelength scale was calibrated internally using




the recorded spectra and the known wavelengths of
the XB 0-7 transitions.

Free stream conditions

A typical free stream excitation spectrum is shown in
Fig. 7. Compared to calculated spectra and spectra
from a test cell, the R22 transitions recorded in the
free stream appear with reduced intensities.

intensity [a.u.]

100,

T=272K

80
[NO]=1.5 10"
80

40

201

4 MMMLM_J_,_ﬁL ._,_J_ L_NL-L

51600 51650 51700 61750 51800 51850

wavenumber [cm™)

Fig. 7 Free stream NO-spectrum.

However, the analysis of the remaining line intensities
leads to a temperature of 272 K £20. As no signal due
to vibrational excited NO molecules was detected, the
upper limit of the free stream vibrational temperature
NO is 450 K. The vibrational temperature of NO is
much lower than the one of N,, which was determined
by CARS measurements [20]. This effect can be
explained with the faster vibrationally relaxation of
NO.

Since the same optical set-up was used for the
calibration experiments and the measurements for
each transiton and the wavelength ranges
concerned, the collection efficiency has no influence.
Using the above described calibration procedure for
the free stream and applying the quenching
corrections, a NO number density of 15-10™ +0,5
cm® was calculated. This number is in good
agreement with the quasi-1D-computations and the
calculated total number density of 15:10" the free
stream CARS experiments [20].

The spectra were corrected for quenching using the
known cross sections and the calculated mole
fractions.

Visualisation of shock

Figure 8 shows the shock regions with excitation fre-
guency of 51 625 cm”. The shock shape is well
visible with a shock stand off distance of 13-14 mm at
the model axis.

Fig. 8 2D-LIF-intensity in the shock region.

The intensity increase in the region of the bow shock
is partly due to a density increase and to a
temperature increase. Due to quenching the intensity
decreases in regions closer to the model.
Dissociation of NO has not to be taken into account
due to reduced intensity in the intensity profile.

Conditions behind the shock

Behind the bow shock the determination of the tem-
perature becomes complicated due to the spectral
overlap of the rotational lines. Only the XD 1-0 R22
27.5 line in the full spectrum is well extracted.
However combinations of lines coupled to the same
vibrational level can be used to analyse the rotational
and vibrational temperature. The constants for the
analysed lines are given in Table 4.

Transition Ground Transition Honl- Frank-
state wavenumber | London Condon
[em-1] [em-1] factor factor

XA 0-3R2243.5 | 3225.5 | 51679.8 9.60 | 0.147

XB 0-7 P22 28.5 | 1557.4 51649.0 27.6 0.027819

XD 1-0 P22 37.5 | 2556.7 51645.2 8.41 0.1008
XA 1-4 P11 37.5 | 2383.2. 51645.0 8.24 0.24039

XD 1-0 R22 27.5 | 1446.7 51696.2 5.47 0.1008

Table 4 Constants of the transitions, which were
used for the analysis of rotational and vibrational
temperature.

The lines which were used to analyse the spatial tem-
perature distribution are marked in the spectrum (Fig.
9), which was recorded in the bow shock region 11
mm in front of the model.
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Fig. 9 NO excitation spectrum 11 mm in front of the
model, 1: XA 1-4, XD 1-0; 2: XB 0-7; 3: XD 1-0; 4: XA 0-
3.

The rotational temperature from a Boltzmann plot,
which is shown in Fig. 10, results in a temperature of
3150 K with an estimated error of +650 K for the XA
0-3 transitions and 2670 K +650 K for the XD 1-0
transitions.
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Fig. 10 Boltzmann plots of XD 1-0 and XA 0-3 transiti-
on.

The relatively large scattering of the data can be ex-
plained with the uncertainty of the intensity
assignment of overlapped lines and the appearance
of low intensity transitions which were not considered
in the calculations of the relative line intensities.

The laser intensity profiles of the line combination as
a function of distance to the model surface is shown
in Fig. 11. Only the region up to a distance of 6 mm to
the model is presented, because the laser intensity
drops dramatically closer to the model.

5D
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E free sream | shock  |model
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0 — [ D E] ) D
distanoe [mm]

Fig. 11 Intensity profiles of the XB 0-7 line in front of
the model.

Moving from the free stream to the model surface, a
dramatic increase of the intensity of XB 0-7
transitions is noticed in the region of the shock. The
intensity increases by a factor of 17-19 and stays at
the same level nearer to the model surface. A plateau
is also recognised for the XA 0-3 transitions. The
sharp intensity variation can be explained by
combined density and temperature increases behind
the shock. Theoretical estimation predicts a density
increase by a factor of about 6 and a temperature
increase by a factor of more than 10. The intensity of
the XD 1-0, XA 1-4 transitions increases drastically in
the shock region but shows a smoother gradient
closer to the model.

Using the values from Table 3 the temperature de-
pendence of the intensities ratios was calculated and
applied to the measured intensity ratios. The result is
plotted in Fig. 12, where the development of the
vibrational and rotational temperature profile from the
free stream to the model surface is shown.
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5 D B 0 5 0
distance to the model [
Fig. 12 Temperature profile in front of the model.

The rotational temperature increases in the shock re-
gion from 272 K to 3150 K. The vibrational temperatu-
re shows a sharp increase in the region of the shock



and increases from values of lower than 450 K in the
free stream to about 1200 K at the bow shock and
reaches a value of 2130 K at a distance of 6 mm to
the model surface.

CARS experiments at the same flow conditions of
L2K [20] have shown, that the flow in the free stream
is in nonequilibrium with a vibrational temperature of
2800 K and a rotational temperature of 328 K. The
maximum vibrational temperature determined by NO-
LIF in the free stream was estimated to be 450 K. The
rotational temperature yielded a value of 272 +20 K.
The discrepancy for the vibrational temperatures of
NO and N, may be explained with the faster
vibrational relaxation of NO. The rotational
temperature of NO should be higher when the
vibrational relaxation for NO is more pronounced.

The measured rotational temperature of 272 K lies
between calculated two temperatures using thermal
equilibrium or frozen vibrational levels at reservoir

conditions. This result indicates thermal
nonequilibrium of the flow field.
Rotational relaxation compared to vibrational

relaxation is a fast process, that means in the region
of the shock the NO rotational temperature and the
rotational temperature of N, should have the same
value. As described, the temperature determination in
the shock region using the LIF techniques is
complicated because the overlap of the lines
introduces an error in the intensity determination of
single lines.

Quenching rates of the NO-fluorescence at high tem-
peratures are known not very well. This may be the
reason for the different rotational temperatures
measured by LIF and CARS.

6. CONCLUSIONS

In arc heated high enthalpy facilities with long test du-
ration, like L2K, relaxation processes in
nonequilibrium flows can be studied using the 2D-LIF
technique. This method allows to determine
temperature and density fields for a wide range of
temperatures and densities.

Vibrational relaxation could be monitored up to a dis-
tance of 6 mm to the model surface with a maximum
vibrational temperature, which was lower than the ro-
tational temperature.

Further experiments will be performed to increase the
accuracy of the LIF-technique at high temperatures
and densities. Correction of the measured intensity
with the actual intensity profile for each laser shot,
spectral filtering, gating techniques and reducing the
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linewidth of the laser output are planned to improve
the accuracy.
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1. Summary

This paper describes the application of a
new, fast response, stagnation temperature
probe and the associated measurement
technique to an unsteady transonic turbine
vane wake flow in which energy separation
occurs due to vortex shedding.

2. Introduction

In 1943 Eckert and Weise (Ref. 1)
discovered a phenomenon in which the
stagnation temperature measured at the
base of a thermally insulated cylinder,
immersed in an air stream, was lower in
value than that of the incoming air. This
phenomenon, now known and defined by
Kurosaka et al, (Ref. 2, 3) as the Eckert-
Weise effect was attributed to the shedding
of a von Karman vortex street from the
cylinder and refers 'to the defect in time
averaged surface temperature or stagnation
temperature in the flow'. The research of
Kurosaka et al was carried out at low Mach
numbers and they used an inviscid Navier
Stokes code to investigate how the vortex
shedding caused the cooling phenomenon.
Their CFD  investigation  revealed
unexpected features of the flow in the form of
hot spots which existed simultaneously with
the anticipated cold spots.

In 1989, Carscallen and Oosthuizen (Ref. 4)
independently published time averaged
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stagnation temperature and pressure data
taken downstream of transonic turbine vanes
mounted in the National Research Council of
Canada's Large Scale Transonic Planar
Cascade (LSTPC). The turbine vanes had
a relatively thick trailing edge as they had
been designed to allow for trailing edge
cooling, this feature was not implemented
for the experiments. The temporally
averaged data from these experiments
showed that in addition to the depressed
temperatures in the centre of the wake there
was also an increase in stagnation
temperature at the edges of the vane wake,
this separation of stagnation temperature,
AT, across the wake and the loss coefficient,
C,, were both functions of Mach number, Ma.
The maximum AT, and C,, occurred at a Ma
of approximately 0.95 and both AT, and C,,
decreased as the flow became sonic. As
with the results of Kurosaka et al the contour
plots of AT, and C,,, were replicas of each
other, thus implying the redistribution of
stagnation temperature and pressure were
related to the production of entropy.

In order to experimentally validate the work
of Kurosaka et al. Carscallen et al, 1994,
1996 (Ref. 5, 6) undertook a research
investigation to demonstrate the existence
and extent of von Karman vortex shedding in
the wake of a transonic turbine vane. Their
results, based on high speed schlieren

Paper presented at the AGARD FDP Symposium on “Advanced Aerodynamic Measurement Technology”,
held in Seartle, United States, 22-25 September 1997, and published in CP-601.
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visualization and time resolved pressure
measurements showed that strong vortex
shedding occurred over the Ma range
studied (0.7 < Ma <1.17). At subsonic Mach
numbers the vortices were shed as a classic
von Karman vortex street while as the
transonic regime was approached and
crossed the coherent structures within the
wake became unstable, less von Karman
like, and occurred less frequently. This
change in the vortex street was correlated to
the migration of the origin of the vortices
from the vane trailing edge to the junction of
the two trailing edge shear layers and trailing
edge shock waves. Even though these data
revealed some of the physics of the vortex
shedding phenomena they were inconclusive
and thus incomplete. In 1996 an additional
experimental program was undertaken to
study the time dependent behaviour of the
unsteady wake. This program relied on a
new, fast-response, stagnation temperature
probe based on transient thin film heat flux
gauge technology, Buttsworth & Jones, 1996
(Ref. 7) mated with a fast response
stagnation pressure probe. This paper
presents the results from this experimental
investigation.

3. Experimental
Instrumentation

The transonic turbine vane wake flows were
measured in the LSTPC facility described by
Carscallen and Oosthuizen, 1989. The
cascade was operated continuously as an
in-flow type facility, in which air was drawn
from the laboratory and through the cascade
at up to 3.83 kg/s, by a 2.0 megawatt
exhauster plant. The planar cascade
contained six vanes which were nominally
3.5 time engine size. The turning angle was
76° and the chord of the vanes was
175.3mm, their trailing edge thickness was
6.35 mm. The relatively thick trailing edge
made the vanes susceptive to vortex
shedding at frequencies around 10 kHz

Apparatus and

which is similar to that of the passing
frequency of compressor blades in a modern
gas turbine engine.

Simultaneous time resolved stagnation
temperature and stagnation pressure
measurements were made of vane wake flow
using the device shown in Figure 1. Three
probes can be seen protruding from the
head of the device.

Figure 1 - Probe Head

The first of these (on the right) is a tube-
mounted fast response miniature pressure
transducer. The front face of the pressure
transducer is flush with the end of the
support tube, allowing the pressure of the
flow stagnating on it's face to be measured
directly. The outer diameter of the tube was
2.5 mm. The two remaining probes (centre
& left) were required to measure stagnation
temperature using the new fast-response
technigue of Buttsworth & Jones, 1996. Both
probes were made from 3 mm diameter
fused quartz, and have thin film platinum
resistance thermometers painted onto their
hemispherical ends. The three probes are
mounted in the plexiglass head such that the
measuring points at their tips are in a line.
This line runs parallel to the trailing edge of



the test vane and is at the same downstream
location as the wedge probes utilized by
Carscallen  (Ref. 4). All  probe
measurements were made in the nominally
two-dimensional flow from the centre of the
vane. The large vortical structures shed
from the trailing edge, which are the focus of
attention in the present study, are also
expected to be essentially two-dimensional
in this region. By orientating the probes in
this way, all three tips see identical points in
any given vortical flow event despite their

displaced locations (3.5 mm between
centres).
The new  stagnation temperature

measurement technique employed in this
experimental campaign was described in
detail by Buttsworth & Jones, 1996 and so
only a brief overview is given here. The heat
transfer between the quartz tip of each probe
and the flow was governed by the stagnation
heat transfer coefficient, the surface
temperature of the quartz and the
temperature of the flow stagnating at the tip,
i.e. the local stagnation temperature of the
flow. The thin film gauges were run in
constant current mode so the temperature of
the quartz could be determined directly from
the voltage drop across the gauge. A
surface heat transfer signal was also
generated from the gauge voltage using
Oldfield et al's, 1982, (Ref. 8) heat transfer
analogue unit. The quartz probes were
operated at different temperatures by
heating one of them with a small internal
electrical heater prior to use. The heat
transfer coefficient and the stagnation
temperature of the flow were the unknowns
in the heat transfer process for each probe.
As the quartz probes were essentially
geometrically identical it was assumed that
the heat transfer coefficient was the same for
both. This allowed the stagnation
temperature of the flow to be calculated by
simultaneous solution of the heat transfer
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equation for each probe. Corrections were
applied for surface curvature effects and
lateral conduction around the probe tip, as
described by Buttsworth & Jones, 1996.
Their error analysis of the technique showed
that a measurement accuracy of +/- 3K can
be expected. As there is no stagnation
enthalpy change across the probe bow
shocks, the technique is applicable for a
wide range of Mach numbers. In the present
tests, the bandwidth of the stagnation
temperature measurement was limited to 87
kHz by the conditioning electronics used to
process the thin film signals. Despite this,
the technique is still considerably faster than
previous methods e.g. Ng & Epstein, 1983,
(Ref. 9).

This method of measuring fluctuating
stagnation temperatures was initially
developed for use in short duration transient
facilities. The tests described in this paper
were the first application of this new
measurement technique in a continuously
running facility. In most applications,
operating times are limited to less than a
second before the temperature difference
between the probes drops to a level where
measurement errors become unacceptable.
This is less of an issue in transient testing,
where probe heating could take place prior
to firing the tunnel and the operating time of
the probe often exceeds the run time of the
facility. Unfortunately, neither of the above
are true when testing in continuously
operating facilities and as a result the
measurement technique had to be adapted
accordingly. A shielded cavity was created
in the porous tailboard of the cascade,
Figure 2. The probe was mounted on a
support mechanism which allowed the head
to be withdrawn from the flow into the cavity
whilst the tunnel was operating. The
shielding of the cavity was such that
conditions within the cavity were essentially
stagnant, resulting in a temperature close to
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Figure 2 - View of Probe and Cavity in the
Porous Tailboard

the stagnation temperature of the free
stream cascade flow. As described earlier,
this value is the ambient temperature of the
laboratory air surrounding the LSTPC. Once
the head was shielded from the flow, probe
heating could take place. The design of the
probe mounting allowed the head to be
moved rapidly from the cavity into position
downstream of the test vane when the
desired differential temperature between the
two quartz probes had been obtained. As
the operating time of the probe was short,
this movement had to be very rapid. In all of
the tests described in this paper, the probe
was released from the tailboard cavity and
brought to rest in a prescribed position within
the vane wake in less than 0.1s. Cross-
wake traverse data were obtained by
adjusting the probe mounting so that the
head stopped at different cross-wake
positions.

Typical heat flux signals from the quartz
probes are shown in Figure 3. All of the

signals from the probes were digitized at 250
kHz for 0.5 s after release from the tailboard.
To avoid any aliasing effects the signals
were passed through a 100 kHz low-pass
filter prior to logging. The traces in Figure 3
shows the initial transients as the head
moves from the tailboard, across the
freestream flow and into the cross-wake
position. The transients are dissipated in the
first 0.1 s. The lower trace is for the heated
probe.

Heat Flux (W/cm2)

» | i i
1] 0.02 0.04 0.06 0.08 0.1

Time (s)
Figure 3 - Probe Transient Heat Flux
Signals

In order to provided a timing signal which
could be used as a phase reference between
probe signals from different cross-wake
traverse positions in relation to the vortex
shedding process, a second, fast response
pressure transducer was mounted in the
trailing edge of the test vane to measure
base pressure. To avoid uncertainty in this
phase reference signal the transducer was
mounted so that it was more susceptible to
vortex shedding from the vane’s trailing edge
suction surface. This signal was logged
simultaneously with the probe signals in the
tests. This is clearly seen in Figure 4. Both
the probe stagnation pressure transducer
and the base pressure transducer were
calibrated to an accuracy of better than +/-
0.025% of the indicated value prior to the
tests.
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Figure 4 - Sample of Traces for Stagnation
Temperature and Pressure and, Base
Pressure

After application of calibration procedures to
the raw data which resulted in the production
of temperature and pressure signals in
physical units, the first 37,500 readings (0.15
seconds of data) were discarded to ensure
that all data had reached steady state
conditions. The 212,500 remaining data
were then analyzed in blocks of 200
readings. This permitted the phase
reference to be applied and the 128 readings
immediately following the reference to be
stored. In the rare case of a poor or
ambiguous phase reference this allowed one
vortex shedding cycle to be discarded. It
was therefore possible to obtain a
satisfactorily phase-referenced record of 128
readings in all cases. For each data record
this procedure was repeated 64 times,
allowing 64 traces to be collected. A simple
phase lock averaging procedure, Gostelow
1977, (Ref. 13) was then applied resulting in
phase-averaged traces of stagnation
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pressure and stagnation temperature. The
phase-averaged traces from all cross-wake
traverse locations were combined using the
common phase reference and contouring
procedures were applied to the resulting
traces. Note, the centre of the wake, which
corresponded to the vane trailing edge metal
angle was chosen as a datum and the
notation adopted was such that the suction
side values shown on the Y-axis of contour
plots were positive.

4. RESULTS & DISCUSSION

Records of stagnation temperature,
stagnation pressure and base pressure were
obtained, at each of eleven cross-wake
traverse locations. The traverses were in a
plane normal to the wake at a distance of
36.6mm, or 6.1 trailing edge diameters,
downstream from the vane trailing edge.

Contour plots are presented for 100
readings, or 0.4 ms, of phase-averaged data
in Figures 5 and 6. These data have been
presented in reversed time sequence to
relate more closely to Lagrangian views of
the vortical wake obtained from schlieren
visualization and computational simulations.
To obtain a realistic view of the vortex
shedding process it was necessary to apply
a vortex propagation velocity to the readings
as recommended by Zaman and Hussain,
1981 (Ref. 14). For the vane row under
investigation at a free-stream Mach number
of 0.95 this had been shown to be 178 m/s,
(Ref 6).

The pressure and temperature contours of
Figures 5 and 6 clearly represent a periodic
structure with stagnation pressure dropping
to less than 70% of the free stream value in
the vortex cores. It is not, however,
immediately obvious that this corresponds to
a conventional von Karman vortex street.
Clarification and interpretation are required
and are attempted subsequently.
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Figure 5 - Contour Plots of Phase-averaged Stagnation Pressure Variation with Time
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Figure 6 - Contour Plots of Phase-averaged Stagnation Temperature Variation with Time

The temperature contours indicate strong
stagnation temperature redistribution and
Figure 7 presents minimum, maximum and
average values of the stagnation
temperature traces at each Y location.
Stagnation temperatures may be 16K lower
than free stream values in the vortex cores
and indicate hot spots of over 8K greater
than the average free-stream values at the
outer edge of the pressure side of the vortex
wake. On the suction side this difference is
just over 6K. It should be recalled that these
data are subject to low-pass filtering at
100kHz giving a maximum resolution of
approximately ten readings per cycle (vortex

shedding frequency approximately 10kHz)
and eliminating short duration fluctuations
from consideration. The phase averaging
procedure will also have caused the
elimination or reduction of short duration
structures, thus the real instantaneous
variations will tend to be greater than the
values indicated in the contour plots.

When the stagnation temperature readings
at the wake centre region are averaged over
time a temperature deficiency of over 10K is
obtained. In Figure 8 this temperature
deficiency is compared with earlier results
measured by a wedge probe capable of
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Figure 7 - Variation of Min., Max. and Ave.
Values of Phase-averaged Stagnation
Temperature Across the Wake

measuring both stagnation pressure and
temperature. The present results are seen
to agree very well with these earlier results.
This confirms that the previous, supposedly
anomalous results (Ref. 4) were actually the
result of energy separation in the vortex
wake as described by Kurosaka et al. 1987.

The low temperatures found in the vortex
cores were not a surprise, although
previously no direct measurements had been
made of these behind turbine vanes due to
the limited bandwidth of available
instrumentation. It was a surprise to find
such pronounced hot spots on the edge of
the wake. These had only previously been
observed for shed vortices in the
computational work of Kurosaka et al. but
not experimentally and certainly not in vortex
shedding at high shedding frequencies of the
order of 10kHz. These hot and cold spots
when time averaged manifested themselves
as areas of depressed stagnation
temperatures in the centre of the wake and
increased stagnation temperatures at the
edge of the vane wake as was found in the
experiments of Carscallen and Oosthuizen
(Ref. 4).
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Figure 8 - Comparison Between Phase-
averaged Temperature Measurements and
Previous Results Measured with Wedge
Probe

The present time resolved stagnation
temperature  measurements  therefore
support observations of energy separation
through the Eckert-Weise effect as defined
by Kurosaka et al. and observed by others
(Ref. 4, 10) and extends these to flows
behind turbine vanes at shedding
frequencies of the order of 10 kHz. They
also validate the use of the combined
stagnation pressure and temperature probe
under conditions fully representative of
transonic turbomachinery under normal
operating conditions. Itis clear, for example,
that the probe has the potential to be used to
give time-resolved stagnation temperature
measurements in the rotor wakes of
transonic fan blading and hence time-
resolved efficiency measurements.

An equivalent data reduction approach is to
use the pressure and temperature
measurements to provide contours of total
entropy increase. The usual relationship for
the entropy increase, (S,-S,) of a perfect gas
(C,, R) between conditions 1 and 2 is used
in terms of stagnation temperature, (To,/To,)
and pressure, (Po./Po,) ratios:

82'81 = CQ ln(TOz/TO1) E R |n(PO2/PO1)
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The phase-averaged stagnation pressure
and temperature data may therefore be
combined in the form of contours of entropy
increase. This has been done in Figure 9.
The result is contours of an unfamiliar
serpentine form which certainly require
elucidation. What may be deduced from the
contours is that although a single, distinct
and conventional vortical structure is shed
from the pressure side each shedding
period, no such simple conclusion may be
reached with regard to the suction side.

The literature offers little other direct
experimental evidence to assist in the
interpretation of this behavioral difference
between the vortical structures emanating
from the two surfaces. Clues are
nevertheless given in information such as
the smoke traces of Roberts and Denton,
1996 (Ref. 11). For a body having similar
trailing edge aerodynamic characteristics to
these vanes the vortices from the pressure
surface rolled up tightly into coherent
cylindrical structures; those from the suction
surface were far more diffuse. The salient
difference was that the suction surface
trailing edge boundary layer was turbulent
and much thicker than the boundary layer on
the pressure surface .

More direct guidance was obtained from the
computational work of Arnone and Pacciani,
1997, (Ref. 12). These are the only known
computations of vortex shedding behind
turbine vanes in which entropy contours are
presented. A large scale plot of these
contours is presented in Figure 10; these
data are from the same set of results as
Figure 9B of Reference 12. This turbine
nozzle cascade is less highly loaded than
the NRC cascade and is operating at a lower
isentropic exit Mach number of 0.4 but
otherwise conditions are quite similar. A
Lagrangian view of the downstream flow field
is presented for the calculation results as

compared with the Eulerian view from a fixed
downstream plane for the present
experimental results but the computations
may be used with care to aid interpretation of
the experimental results.

The experimental measurements were made
in a cross-wake plane 6.1 trailing edge
diameters downstream of the vane trailing
edge and a broken line has been drawn on
the computational results (Figure 10) to
indicate this same relative position. It is
instructive to observe the vortical structures
just upstream and downstream of that line.
The vortical structures do seem to bear a
close resemblance to the
experimentally-observed structures centred
about the 0.2 ms time mark; indeed they
provide an explanation of these observed
structures. It is clear from the computational
results that the vortical structures emanating
from the relatively thick suction surface
boundary layer do not remain as
tightly-rolled cylindrical vortices but become
stretched toward the centre line of the wake.
The entropy increase contours associated
with the suction surface shedding have the
appearance of bands which are oriented
normal to the flow direction.

The computational work is able to show this
in much finer detail than the experimental
work because the latter is limited to a
bandwidth of 100kHz. Nevertheless it is
thought that in all important respects the
experimental vortical structures, although not
exact, are compatible with the computational
work and therefore lend credence to the
computational results of Arnone and
Pacciani. Investigation of the raw stagnation
temperature traces was undertaken to see if
fine scale structure could be discerned.
Little such structure was observed and it was
concluded that a significant improvement in
the measurement bandwidth would have
been needed to observe fine-scale structure.
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Figure 9 - Contour Plots of Phased-averaged Entropy Variation with Time

Figure 10 - Lagrangian Contours of Entropy Increase from CFD Work of Ref. 12

Such an improvement in the probe and the
electronics is feasible. Some experimental
observations of much higher frequencies
have been performed on these vortical
structures. These are the sub-microsecond
spark schlieren photographs which were
taken. An example of these is given in
Figure 11. This photograph is compatible
with the picture obtained from the
computational work. In particular ribs of fine
scale structure are frequently observed in
the schlieren photographs.

5. CONCLUSIONS

This paper has described the application of
a new, fast response, stagnation
temperature probe and a modified
measurement technique to an unsteady
transonic turbine vane wake flow in which
energy separation occurred due to vortex

shedding. Although the probe was
developed for use in a transient facility it has
been evolved for the study of unsteady
turbine vane wakes in a continuously
operating transonic planar cascade. The
topology of the wake vortical structures curs
due to vortex behind blunt trailing-edged
turbine vanes has become clearer but is yet
to be fully understood. Time averaged data
obtained with the new fast response
stagnation temperature probe have been
shown to agree very well with stagnation
temperature data taken with a conventional
wedge probe.
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Figure 11 - Schlieren Visualization of
Vortex Wake at Ma=0.95
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APPLICATION OF OPTICAL AND INTERFERENCE METHODS IN EXPERIMENTAL
AERODYNAMICS
V.P.Koulech, S.D.Fonov, V.A.Yakovlev
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140160, Zhukovsky, Moscow region, Russia

Summary

The review of optical methods, which were developed
and used during the last years in TsAGI for
investigations  of aircraft  aerodynamics  and
aeroelasticity, is presented. Non-traditional methods of
flow investigations are considered in more details: a
raster-type shadowgraph method of flow visualization,
laser interferometry with a narrow reference beam, shift
interferometry and laser holographic interferometry, a
laser-knife method. The combination of visualization by
a laser-knife method with local measurements of
velocity distribution with the help of a laser Doppler
velocimeter (LDV) is offered, which allows to optimize
a grid of nods of velocity measurement. To study the
shape, motion and deformation of the aerodynamic
models and aircraft structure elements in aerodynamic
wind tunnels a number of optical, laser and
videogrammetric systems ensuring high sensitivity and
processing of results in real time is developed.

Introduction

Study of interaction between a flow and a surface of a
model assumes, on the one hand, investigations of
structure and parameters of a gas flow passing around
the model, and processes of its effect on the surface, and
on the other hand, investigation of motion and
deformation of the model surface under action of
aerodynamic and inertial forces.

In the experimental solution of both problems optical
methods and means, the main advantages of which are
high spatial and time resolution, possibility of non-
contact measurements and informational capacity, have
found the broad application.

One of the most widespread means to study flows is the
visualization of gas flow fields around models in
aerodynamic wind tunnels. The conventional methods of
visualization - shadowgraph and interference- are widely
applied. The majority of aerodynamic wind tunnels of
TsAGI of small and medium size are equipped with
standard shadowgraph systems. These devices ensure
visual view up to 400 mm. However, frequently in
experiments there is a necessity to visualize flows of the
greater size, investigate flow regions located outside
optical windows in the walls of a wind tunnel test
section, to research flows in wind tunnel and at facilities
not equipped with standard shadowgraph devices.

For the solution of such problems, mobile means of
visualization were developed at TsAGI in 1970-1980.
They are a raster-type shadowgraph system of flows
visualization in large aerodynamic wind tunnels
(V.P.Koulech - 1984), a shift interferometer with
capability of sensitivity control (V.A.Yakovlev - 1979),
a laser-knife (light sheet) system for visualization of

spatial gas flows (A.A.Orlov - 1976). Laser
interferometers with a narrow reference beam
(A.A.Orlov and V.P.Koulech - 1974) and holographic
interferometers (V.A.Yakovlev) ensure a capability of
quantitative decoding of a flow structure, but they are
more stable against external disturbances, than classical
two-beam interferometers.

For detailed investigation of a flow structure at the
beginning of the seventies at TsAGI under Prof.
G.L.Grodzovsky’s guidance laser Doppler velocity
meters (LDV) were developed and introduced into
subsonic and supersonic wind tunnels. The technique of
combination of flow visualization by a laser-knife
method with measurements by means of LDV, allowing
optimally distribute the nods of a measurement grid was
proposed (V.P.Koulech - 1979). A large cycle of
investigations of various configurations of fighters was
performed in conformity with this technique
(V.A. Pesetsky - 1986).

To solve the problems of aeroelasticity and strength
investigations of the shape, motion and deformation of

the model or structure elements surfaces were
implemented by methods of a conventional
photogrammetry  (V.A.Yakovlev,  V.N.Shmyreva).

Frequently these methods did not provide required
accuracy and had low efficiency stipulated by duration
of processes of development of photographic films and
high labor consumption of image decoding. To increase
the sensitivity while measuring parameters of motion
and deformation in such researches a method of laser
differential  interferometry ~ with  photographic
registration was developed at the beginning of the
eighties under Prof. A.K.Martynov’s guidance. It has
found application for the study of motion and
deformation of the model of a helicopter main rotor
blade in a wind tunnel, for visualization of the
oscillations forms of structure elements, for
measurements of standing waves on the surface of liquid
(S.D.Fonov, V.P.Koulech).

At the beginning of the nineties with appearance of
efficient CCD video cameras and computer facilities,
the videogrammetry received its development
(S.D.Fonov, V.P.Koulech). The systems to control
geometrical parameters of models for their conformity
to the computational form, for measurement of a model
deformation under action of aerodynamic loads in a
wind tunnel, for measurements of motion and
deformation parameters of a helicopter full-scale main
rotor blade in actual time were developed. The methods
of videogrammetry which were developed at TsAGI
have found their use also in the system for line control
of geometrical parameters of wheels at a steel works
(V.P.Koulech, V.D.Vermel - 1996).

Paper presented at the AGARD FDP Symposium on “Advanced Aerodynamic Measurement Technology”,
held in Seattle, United States, 22-25 September 1997, and published in CP-601.
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1. Methods of Gas Flow Visualization

Shadowgraph methods of visualization are based on the
effect of refraction of a light beam, which passed path 1
in medium with a density gradient gradp, to angle,

e=K:1-gradp

Where K - the factor low dependent on gas parameter;
for air K=2.26:10"* m’/kg

1.1 Shadowgraph Methods

The most inexpensive and simple for realization is a
direct shadowgraph method. Through the flow under
study the collimated light beam is passed. The light
beams refracted in inhomogeneous medium having a
density gradient, deviate from initial direction and
displace to a distance Ax= L-K-1-gradp in a plane of
registration, making a shadow contour of optical non-
uniformity. The sensitivity of the direct shadowgraph
method is proportional to distance L from section under
study up to the plane of registration. This distance is
limited from above by increasing influence of
diffraction phenomena and external disturbances, and
from below - by wind tunnel test section design.
Therefore, the direct shadowgraph method provides
qualitative pictures while studying gas flows with mean
density gradients. The simplicity of realization allows
applying it in complex conditions at facilities, which are
not equipped with standard devices for visualization.

To investigate transonic and supersonic gas flows with
normal and high density the reduced sensitivity is
necessary. To control sensitivity in these cases a
modified shadowgraph method is used.

The modification consists in location of a receiving
objective lens between section under study and a plane
of registration. The sensitivity of the modified
shadowgraph method is proportional to distance L from
section under study up to plane optically conjugated to
plane of registration. This distance can be varied in
unlimited range.

Fig.1,a shows the examples of visual research of a shell
flight on a ballistic range, and Fig.1,b - flow patterns of
a wing profile a cryogenic wind tunnel. The size of the
visualization area is about 150 mm. The quality of the
picture in the second case is worsened by hoarfrost,
settling down on-optical windows.

Fig.1,c and d show the examples of visual research by a
modified shadowgraph method of interaction between
shock waves in the flow at a Mach number of 6 in the
pulse Ludwieg wind tunnel. The diameter of the
visualization area is about 120 mm.

The images (c) and (d) demonstrate efficiency of
sensitivity control with a modified method of
visualization: the flow mode is the same, but image (c)
is obtained with set-up L ~ 150 mm, and (d) - L =~ 40
mm. In the first case the images of shock waves are too
great and overlap a small-sized flow structure. In the
second variant the image of shock waves are made

Fig.1

rather thin and the small-sized details are clearly
distinct. It is necessary to note, that in this case the
direct shadowgraph method cannot be applied at all,



because the minimum distance of the recording system
possible location is about 400 mm - at such conditions a
flow pattern is distorted unrecognizably.

A Schlieren shadowgraph method is applied for visual
study of flows with a narrow range of density gradients.
Its sensitivity is increased by introduction of a cutting
off knife in the image plane of a light source receiving
objective lens. Thus, the sensitivity is proportional to a
distance, which is close to the objective lens focal length
F. The majority of wind tunnels are equipped by
Schlieren systems of visualization. The size of a
visualization area is determined by dimensions of
optical elements of Schlieren systems and, as a rule,
does not exceed 400 mm. The systems of visualization
with a large area are very expensive and, therefore, rare.

1.2 Raster-type Method

A raster-type method of visualization is a version of
multiple-sources Schlieren method offered in 1949 by
R.A.Burton. The raster-type shadowgraph system for
transonic and supersonic gas flows visualization in large
wind tunnels with a field up to one meter was developed
in TsAGI.

The sensitivity of the raster-type method is rather low as
a receiving objective lens with a focal length about
F=300 mm is used. However it has such advantages as

e visualization of large fields without use of expensive
large-dimensional optical elements;

e capability of visualization through small-sized optical
windows or even through perforated walls of the wind
tunnel test section;

e low cost and simplicity of realization.

Fig.2 shows the basic optical scheme of the system, and
Fig.3 presents an exterior of the raster screen (a) and the
receiving apparatus with a possibility to conduct video
and photo registration. (b).

[ Light sources .__—
k) \;,_,

Receiving apparatus

Lens

Lens \ /

CCD-camera [i grids

Light sources

Fig.2

The system is installed inside a test section or pressure
chamber. On the one side of the flow region under
study, a lighting raster screen is located. It contains a set
of regularly arranged light-emitting elements. In this
case, the set is a number of straight strips of a Smm
width located along the whole screen with an interval of
10 mm. The raster screen can be light-transparent or
light-reflecting and is illuminated by a continuous and
pulse light source. On the opposite side of the flow the
optical apparatus including a receiving objective lens,
cutting off raster, video camera and device for photo
registration are installed.

Photo output

Cutoff raster
Objective
Lens {

Video
output

b
Fig.3

The cutting off raster is located in a plane optically
conjugated to a raster screen plane and it is a negative
image of the raster screen. The plane of the registration
device is optically conjugated to the flow section under
study. In an undisturbed flow all light rays from each
light-emitting element of the lighting raster screen pass
through the same place of the cutoff raster, undergoing
identical effect from its part, and create uniformly
illuminated field in the plane of observation. If there is
an optical non-uniformity, the light beams, which passed
the areas with a gradient of density, deviate from the
initial direction and pass through other parts of the
cutting off raster. This results in creation of a contrast
shadow image of the flow non-uniformity in the image
plane. The system provides continuous video-screen
monitoring of the flow pattern and instantaneous
photographic registration of selected flow regimes.

The sizes of a visualized area are limited by the sizes of
the dighting 'raster, -which are determined by a wind
tunnel design. The raster-type system is in use within
several years in wind tunnels TPD-1000 and T-109. The
characteristic size of the visualized area is 600-700 mm
with the size of the raster screen 1mx1m.

Fig.4 presents the examples of visualization of external
flows around aircraft models and elements (a, b),
investigations of supersonic jets of jet engines (c), jet
elements for control (d). Fig.4,e shows a picture
obtained by the raster-type method through the
perforated walls of the T-109 wind tunnel test section
and demonstrates how the jet goes out from the rocket
nozzle.



Fig.4

2. Interference and Holographic Methods

To investigate flows with small gradients of density-
subsonic flows and hypersonic rarefied gas flows, the
more sensitive well-known interference and holographic
methods are applied. The interference methods are
based on registration of distribution of a light wave
phase delay ¢ passed path | in medium with density p,
as a kind of an interference picture.

o =K-p/A,

where A is the wavelength of light in vacuum. The phase
@ is expressed here in the numbers of wavelengths. The
interference picture is formed at coherent superposition
of the light wave, passed through the environment under
study, with the reference, undistorted wave.

Interferometry is not only a good method of
visualization, but also allows in a number of cases to
receive the quantitative information on distribution of
gas density in a flow. The quantitative decoding of
interference pictures consists of measuring the
distribution of interference fringe numbers and
determination, according the indicated formula, of
distribution of gas density averaged along a light beam
crossing the flow. To find out local density values
additional information about flow structure or symmetry
is necessary.

2.1 Classical Interferometry

Some wind tunnels are equipped with fixed
interferometers with the classical two-beam Mach-
Zehnder scheme. The examples of such interferometer
using for research of the flow around a shell on a
ballistic range (a) and the model of boundary layer
formation with an injection of gas through a porous
surface of the model into the subsonic flow (b) are
shown in Fig.5.

1.2 Interferometer with a Narrow Reference Beam

The interferometers based on the classical scheme are
very sensitive to external influence: to mechanical
vibrations, temperature oscillations and convective
flows outside a wind tunnel test section. Therefore, it is
more convenient to use a laser interferometer with a
narrow reference beam to study flows in wind tunnels, if
there are external disturbing factors. The scheme for the
variant with a concave spherical reflecting mirror and a
field about 300 mm is shown in Fig.6. Other variant is
realized based on a standard Schlieren shadowgraph
system with a visualization area of 230mm.

The advantage of laser interferometer with a narrow
reference beam is that a broad measuring beam and
narrow reference light beam pass approximately
identical paths through the same optical elements of the
interferometer and the experimental facility,
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undergoing similarly effects of the same external
influence factors. At interference of these light beams,
the influence of the factors is mutually compensated.
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View

or film

‘_ ‘ Pulse ruby laser

Fig.6

Fig.7 presents interference pictures, obtained with the
interferometer with a spherical reflecting mirror in
researches of transonic flow around a wing profile with
deviating leading edge (a) and with the interferometer
based on the optical Schlieren shadowgraph system - in
researches of flow of supercritical wing profile (b).

1.3 Shift (Differential) Interferometry

Interference researches of flows with low and large
density gradients may be conducted by means of shift
(differential) interferometer. Shift interferometer means
that two interfering light waves are formed by splitting
of one object wave into two parts, and superposed on a
photodetector ~ with  small relative transversal
displacement Ar. Such interferometers are sensitive to a
gas density gradient in the direction of the displacement.
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Changing the displacement value Ar it is possible to
vary sensitivity of the interferometer.

Fig.7

Some TsAGI’s wind tunnels are equipped with fixed
shift interferometers developed and manufactured in the
State Optical Institute. The simplified scheme of the
shift interferometer is shown in Fig.8.
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Flow field pictures obtained with shift interferometer
having working field 400 mm are presented in Fig.9.

1.4 Holographic Interferometry

Holographic interferometry is characterized by low
sensitivity to the quality of the optical components and
external influence that is valid then wind tunnel design
or testing environment does not permit using of the
standard optical methods. Sensitivity of the holographic
interferometers is the same as the double beam
interferometry systems. In addition, holographic
interferometry possesses significant advantage — single
exposed during experiment hologram permits to rebuild
and to analyze wave front after experiment. It provides
possibility to obtain double beam interferogram, shift
interferogram, direct shadowgraph and Schlieren
pictures.
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Fig.9

Double beam interferogram of the subsonic flow field
around the wing profil is presented in Fig.10,a. This
interferogram was obtained by double expose method.
Interferogram in Fig.10,b was obtained by single expose
method and demonstrates supersonic flow field around
fighter model.

Using a single exposed hologram permits to use
heterodyne interferometry for automatic decoding of the
interference pictures. The scheme of the optical system
of hologram recording in a wind tunnel is presented in
Fig.11,a and scheme of the original heterodyne
decoding system is shown in Fig.11,b. These optical
systems are geometrically identical but in the second
case the light frequency of the one from reconstructing
waves is shifted on value Q in radio frequency range.
The signal having frequency 2 and a phase equaled
phase of recorded light wave will arise on the output of
a quadratic photoelectric ' detector placed in the
interference field. Scanning of the total interference
field and phase measuring permit to digitize the phase
distribution in the object wave.

An Electro-Optical Frequency Modulator provides
required frequency shifting. This modulator is based on
double transverse Pockels Electro-optical effect and was
developed at TsAGI. A range of the light frequency shift
is from zero to 5 MHz. A voltage of the excitation
signal is 90 V.

External view of the modulator is presented in Fig.12.

Fig.10
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3. Combination of LDV and Laser-knife Methods

3.1 Laser-knife Method

The investigations of the complex 3-dimensional flow
fields require non-standard optical methods. It resulted
to development of new means of the flow field
visualization such as Laser-knife technique.
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Fig.12

In this method, the flow field under study is cut by
intensive laser beam expanded in a light sheet and
appropriate image detector acquires light scattered by
aerosol presented in the flow. Detected image represents
the distribution of the aerosol concentration in the light
sheet plane. Taking into account additional information
about flow field phenomena this image can give
information about flow particulars: vortexes, chock
waves, separation zones, etc. The laser-knife method is
used in TsAGI’s facilities beginning from low subsonic
velocities — the T-103 wind tunnel,- up to supersonic
velocities — the SVS-2 and the T-33 wind tunnels. Some
results of flow visualization in the T-103 wind tunnel
are presented in Fig.13. These pictures show the
complex vortex flow over the delta-wing model at high
angle of attack.

3.2 Laser Doppler Velocimeter

Laser Doppler Velocimeter is an effective means of
velocity field investigation. LDV is applied at TsAGI in
the subsonic wind tunnel T-103 having flow dimensions
of 2mx4m and in a set of supersonic wind tunnels
having smaller tests section dimensions.

The scanning of the flow field around the model with
large number of sampling point is sometimes non-
effective and is accompanied by the large number of
non-useful information. To optimize position of the
sampling point for LDV measurements the combination
of laser-knife and LDV was suggested. Laser-knife
method visualized positions of the interesting flow field
elements and after that the optimized grid of the
sampling points for LDV was chosen.

Some results of such combined investigations of the
fighter model conducted in T-103 WT are presented in
Fig.14. Solid lines are plotted to show positions of the
vortexes and separation zones revealed by Laser-knife
method.

4. Shape, Motion and Deformation Measurements

The problems of aeroelasticity require simultaneous
measurements of the airframe deformation in large
number of points. These problems can be easily solved
by a standard non-contact pthotogrammetry method.

Fig.14

The contrast markers are applied on the model surface
in the measurement points. The images of the model
surface are registered in all spatial position in the
absence of the flow and in the flow where aerodynamic
forces deform or displace the model. The more labor
consuming part in photogrammetry is marker
recognition and its coordinate measurements on the
images. This procedure is accomplished under operator
control with the special systems, like stereocomparators.

The more effective application field for photogrammetry
is investigation of large-scale objects having soft surface
or water submerged objects. To illustrate the first
application the image of the deformed envelope of the
pneumatic hangar over 6m wide is presented in Fig.15.
These tests were conducted in the T-101 wind tunnel.

To investigate deformations of fast rotating objects the
photogrammetric system with pulse illumination and
laser synch was developed. The measurements are
conducted by object registering in the appropriate time
events.



Fig.15

The system simultaneously registers the two frames with
different focus planes that are necessary to provide
measurements of the objects having large dimensions
along view sight (Fig.16).

b) Focus plane on the blade root
Fig.16

a) Focus plane on the blade tip

The accuracy of the linear coordinate measurements
does not exceed 0.3 - 0.5mm and angular — 6 angular
minutes. Expose time is about 10psec. The system was
used for investigations of bending and twist deformation
of the propeller blade of IL-114 airplane engine.
Experiments were conducted in the T-104 wind tunnel.

5. Differential Interferometry Method

Differential interferometry method is perspective
direction of non-contact measurements of surface
deformation. Measurement volume may be created by
intersection of the two collimated coherent laser beams
near the surface under study (Fig.17,a). Resulting
interference field consists of layers of maximum and
minimum intensity regularly distributed in space.
Interference fringes which are formed along the curves
of intersection this layers with test surface carry
information about the surface shape. The distance A
between interference layers is a measure of the surface
points location:

Ao M
"~ 2.5in(8/2)°
where 9 is the angle between laser beams.

It is practically impossible to form wide collimated
beams while investigation of the large size objects and

two divergent laser beams can be used to create
measurement volume (Fig.17,b).
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Fig.17

In this case, intensity spatial modulation in the
measurement volume will have some spatial
distribution, which can be determined by additional
calibration. Normal coordinates of two points on the
surface belonging to adjacent interference fringes are
differ by A - a local period of the spatial modulation in
the measurement volume. Thus, enumerating of the
interference fringes on the surface image give
information about its shape. The samples presented in
Fig.18 illustrate such interference pictures obtained
while investigation of the deformation of a passenger
aircraft model (a), deformation of a wing model (b),
standing waves on the surface of liquid placed in
oscillating volume.

Beam splitter

To investigate deformation two images are registered:
the first in the absence of deformation and the second
under deformation. The changing of the fringe number
AN in chosen point corresponds to displacement of this
point in AxAN distance.

5.1 Laser Measurement System “Relief”

On the base of differential method the laser
measurement system “Relief” was developed. This
system was used for measurements of spatial motion and
bending-twisting ‘deformations of the helicopter blade
model in the T-105 wind tunnel. Fig.19 shows the
measurement system scheme (a), experimental setup in
the T-105 WT (b) and fragment of the interference
fringe pattern on the blade model surface (c).

In this system the step A of interference field
modulation varies from 0.05 to 0.5mm. The absolute
error of linear displacement measurement was 0.01mm
near the rotor hub and about 0.1mm near the blade tip.
Measurement range was about 100mm.

The total number of the interference fringes on the
image was about 200...400. Special laser heterodyne



system was developed to analyze such interference
pictures characterizing by quasi-periodic structure.

Fig.18

5.2 Visualizing of the Natural Modes of Oscillation

The method of differential interferometry was very
effective tool for visualization of natural oscillating
modes. The same interference light field illuminates
oscillating surface and surface image is registered with
expose time divisible by oscillating period or
significantly larger then this period. As a result, the
interference field is modulated by the Bessel function of
a zero order

2nA
M_J"(T)’
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which argument is proportional to local vibration
amplitude A,
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To visualize oscillating modes an optical spatial filtering
of the registered interference picture must be applied in
accordance with scheme presented in Fig.20. Fig.21
illustrate visualizing of the natural oscillation modes of
the delta wing model (a, b, ¢) and fragment of the
fuselage skin (d, €). These images allows to obtain also
the numeric data for oscillation amplitude. Fig.22 shows
the amplitude distributions in two section 1 and 2 of the

-fuselage-skin fragment in case presented in Fig.21,e.
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Fig.21
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6. Videogrammetry Methods

Non-contact optical method of videogrammetry is very
powerful tool for measurements of geometrical
parameters and deformations of the objects having
complex shape. This method is an improvement of the
standard photogrammetry method where photographic
registration is replaced by modern TV registration and
digital image processing.

The essence of this method is in the rebuilding of the
three-dimensional coordinates of some point on the
object by two-dimensional coordinates of the point
image. There are three basic means to solve the
rebuilding uncertainty:

e to use two or more registration cameras observing
object from different directions — the total analogy of
the standard stereo photogrammetry;

o to use additional information about limitations on the
object degree of freedom or about geometry of initial
marker position on the object surface;

o to use the structured illumination beam. For example,
it may be the laser sheet with known spatial position or
the parallel light beam with known direction.

6.1 Measurements of Object Geometry

Videogrammetry method with light sheet illumination is
usually applied in laboratory environments for non-
contact measurements of object geometry. The scheme
of such setup is presented in Fig. 23.

He-Ne Laser

Lens system {

Light shee

Object under test

Fig.23

Results of accuracy investigation showed that mean
squared deviation in 35 points on the object area having
dimensions 120x120mm” were about 0.03-0.04mm. The
plots in Fig.24 illustrate results of the blade cross



section measurements by the videogrammetric system
(VGMS) in comparison with the results obtained by the
standard 3D coordinate measurement system «Alphay.
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6.2 Railway Wheels Survey System

Videogrammetry method with cutting light sheet was
successfully applied for testing of the railway wheels on
the production line of one steel works. Measurement
system has three videogrammetric channels. Two of
them built upon the identical light sheet scheme are used
for testing the backsides of the wheels and the third
based on the shadowgraph scheme is used for testing of
the wheel rolling surface. Measurement accuracy in the
first two channels does not exceed 0.lmm and in the
third channel — 0.05mm. The results of measurements of
a radial wheel section are shown in Fig.25.
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This system provides measurements of 6...12 radial
sections per wheel revolution and has productivity about
80 wheels per hour.

6.3 Model Deformation Measurements in Wind
Tunnel

Usually some additional information about model
position is known during tests in a wind tunnel. This
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situation exists, for example, during measurements of
the model deformations in wind tunnel where it is
possible to assume that displacements of each point take
place in one plane. One model of the passenger aircraft
was tested in the T-128 wind tunnel and wing
deformations were under investigation. The markers
were painted with white paint on the black model
surface: two markers on the model fuselage and two
marker pairs on the wing at the relative distances 0.68
and 0.99.

The plots in Fig.26 illustrate the measurement results: a)
vertical displacements, b) total model attack angle, c)
bending and d) twisting deformation of the wing relative
fuselage all as function of the lift force.
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6.4 Blade Deformation Measurement System

Similar approach was used in the blade deformation
measurement system (BDMS) developed for testing of
the large-scale helicopter rotor system in the T-101 wind
tunnel or in the hovering ring environments. The
arrangement view and scheme of the measurement
system is presented in Fig.27.

The system includes measurement head, image
acquisition and processing unit and synch unit. A set of
markers in pairs is glued on the blade surface in the
required sections. There are two CCD cameras and a
flash lamp with power source in the measurement head.
The measurement head is placed on the rotor hub and
view axis of the CCD cameras are directed on the blade
with the markers. Synch unit provides control of both
the CCD cameras and the flash lamp and measurement
of the azimuth angle corresponding to the flash events.
System provides acquisition rate up to 100 half frames
per second. The error of the marker coordinate
measurements reaches maximum value at the tip of the
blade and for blade having radius 6.5 m is 0.6mm. The
error of the blade torsion measurement for blade tip
section having chord about 140mm is about 0.2° - 0.25°
The plots in Fig.28 demonstrate some measurements
results: a) blade flap motion and b) section installation
angle as function of the azimuth angle.
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Conclusion

The TsAGI has accumulated the large experience in the
development -and application of the optical and
interference measurements system. These systems are
widely used in TsAGI’s facilities for investigation of
flow fields and model deformations under action of
aerodynamic and inertia forces. The modern
achievements in optics, laser technique, video technique
and image processing systems are used in these systems.
Accumulated experience proved validity of the optical
measurements, which for many cases are irreplaceable.
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Enregistrement et Traitement des Interférogrammes par
Caractérisation Spectrale de la Chaine Optique.

Desse J.M.
Office National d'Etudes et de Recherches Aérospatiales,
Institut de Mécanique des Fluides de Lille,
5, Boulevard Paul Painlevé, F-59045, Lille-Cedex, France.

1. RESUME

L’enregistrement et le traitement des interférogrammes est
grandement amélioré par la possibilité de pouvoir recréer sur
un micro-ordinateur muni d'une carte de traitement d'image
I'échelle des teintes expérimentales d'un interférométre équipé
d'une source blanche connue et d'un prisme de Wollaston
donné. En tenant compte des caractéristiques spectrales de la
source lumineuse et des trois filtres de la caméra vidéo RVB,
on est capable d'exprimer analytiquement I'intensité lumineuse
des franges d'interférence lorsque la différence de marche
varie et de reconstituer sur le moniteur les couleurs qui vont
étre visualisées expérimentalement. La connaissance de
I'échelle des teintes de I’interférométre permet d'une part de
piloter d'une maniére optimale la position du prisme a
I'enregistrement des clichés, et d'autre part de traiter les
interférogrammes d’une maniére automatique et avec une trés
grande précision.

2. INTRODUCTION

Depuis plusieurs années 1'Institut de Mécanique des Fluides
de Lille s’est attaché & mettre en oeuvre des techniques de
visualisation basées sur I’interférométrie différentielle en
lumiére blanche utilisant un prisme de Wollaston <1>. Le
développement et I’extension de ces méthodes ont permis
d’analyser des phénoménes aérodynamiques instationnaires en
obtenant avec une certaine précision des informations
quantitatives sur la masse volumique ou la température <2> et
<3>. Cependant cette méthode optique est limitée par deux
opérations: |'enregistrement qui passe par un étalonnage des
couleurs observées lorsque la différence de marche varie dans
I’interférométre et le traitement qui était effectué
manuellement, par reconnaissance des teintes sur le cliché.
Pour améliorer les performances de la méthode il nous a
semblé utile de mettre en place un dépouillement automatisé
des interférogrammes enregistrés en lumiére blanche,
probléme peu abordé jusqu'a présent dans la littérature.

Par contre, en lumiére monochromatique, plusieurs auteurs ont
proposé des solutions concernant le dépouillement automatisé
des interférogrammes. Bien souvent, deux types de méthodes
sont utilisées. La reconnaissance et le relevé du déplacement
des franges d'interférences permet a Hunter et Collins <4>
d'analyser d'une maniére semi-automatique les
interférogrammes. Mastin et Ghiglia <5> ont cherché a
déterminer le contour des franges d'interférences tandis que
McKeen et Tarasuk <6>, ou encore Yu <7>, se sont intéressés
a la position exacte des franges. Par ailleurs, Krishnaswamy
<8> a proposé récemment un algorithme assez performant
pour l'identification et la reconnaissance des franges.
L'analyse de l'interférogramme peut étre faite également par
transformée de Fourier. Takeda et al <9> ont montré l'intérét
de la méthode de transformée de Fourier pour analyser le

systéme de franges. D'autres auteurs ont également utilisé
cette technique (Bone et al. <10>, Roddier et Roddier <11>)
ou des techniques analogues basées sur l'approximation par les
premiers termes de la série de Fourier (Mertz <12>).

Toutes ces techniques de dépouillement nécessitent en fait un
traitement a posteriori de l'interférogramme, mais aucune
d'entr'elles n'est basée sur la caractérisation spectrale de la
chaine optique. Le but de cet article est de montrer que si on
tient compte des caractéristiques spectrales de la source
lumineuse (cohérente ou non) et des trois filtres de la caméra
vidéo Rouge, Vert et Bleu, on peut exprimer analytiquement
I'intensité lumineuse des franges d'interférence en fonction de
la différence de marche. A l'aide d'une carte de traitement
d'image on est alors capable de reconstituer sur un moniteur
I'€chelle des teintes expérimentales de I'interférométre équipé
d'une source blanche connue et d'un prisme de Wollaston
donné.

3. ENREGISTREMENT ET TRAITEMENT MANUEL
DES INTERFEROGRAMMES.

3.1 Rappel du montage optique
Le montage optique le plus souvent utilisé a I'MFL est celui
qui est présenté sur la figure 1.
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Fig.1 Interférométrie différentielle ultra-rapide

Paper presented at the AGARD FDP Symposium on “Advanced Aerodynamic Measurement Technology”,
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Le principe de fonctionnement de l'interférométrie
différentielle en lumiére blanche utilisant un biprisme de
Wollaston est détaillé dans Gontier <13>. On pourra trouver
dans Desse <1> et Desse et Pegneaux <2> et <3> un bref
rappel de la technique optique ainsi que les améliorations qui
lui ont été apportées depuis une dizaine d'années.

La technique d'interférométrie différentielle en lumiére
blanche peut paraitre concurrente des techniques
interférentielles utilisant une source monochromatique, mais
en fait, celle-ci est tout a fait complémentaire surtout lorsque
les variations d'indice 4 mesurer deviennent trés petites. De
plus, le coiit de mise en oeuvre est faible, comparé aux
techniques utilisant les lasers. On peut voir sur la figure 1 que
les principaux éléments optiques du montage se limitent a un
miroir sphérique et un strio-interférométre qui a été reconstruit
et modifié récemment a 'MFL. L'encombrement de cet
ensemble trés réduit permet un réglage facile et rapide.
Actuellement, les limitations sont liées essentiellement a
l'étalonnage et au dépouillement manuel.

3.2 Dépouillement manuel des interférogrammes.

Le dépouillement manuel des interférogrammes ne peut étre
fait que si on a réalisé au préalable I'étalonnage liant la
position £du prisme aux couleurs observées dans
I'interférométre. La déviation lumineuse &, ou 8, est obtenue &
l'aide du raisonnement explicité ci-dessous. Si n, - n, est la
biréfringence du prisme et « l'angle de collage des prismes,
l'angle de biréfringence du prisme s'écrit :
€=€(d)=2(n,-n)iga (1)
car la biréfringence du prisme est une fonction de la longueur
d'onde.

Si R est le rayon de courbure du miroir sphérique placé
derriére la veine d'expériences, L' la distance virtuelle du
milieu de la veine d'expériences au miroir sphérique, la
distance dx ou dy entre les deux faisceaux qui interférent au
niveau de la veine est égale a:

dx=€.(R-L') (2)
Soit £la position transversal du prisme, il est facile de montrer
qu’en absence d'écoulement, le déplacement relatif &£, du
prisme provoque une différence de marche 4 entre les
faisceaux aller et retour dans le prisme de:

A=2€(£-&). 3)
Si le prisme est déplacé d’une distance ¢ du centre de
courbure du miroir sphérique vers la veine d’expériences, des
franges d‘interférences apparaissent perpendiculaires a la
direction x et la différence de marche A dépend de la
coordonnée x:

4
4=2 -
=t {"“(R L) @

On peut observer le résultat de cette différence de marche sur
l'interférométre par une variation de la teinte de fond uniforme
lorsque { = 0 et par des franges d’interférences lorsque ¢ # 0.
Les teintes qui apparaissent sont voisines de celles trouvées
dans 1'échelle des teintes de Newton.

En fonctionnement, un rayon lumineux traversant le corps a
analyser est dévié d'un angle &, ou 8,. Cet angle est :
0.=dE/dxou 6,=dE/dy (5)
Comme le systéme optique est & double traversée de la veine

d'expériences, la différence de marche & produite par le corps
observé s'écrit:

6=2dE (6)
A l'aide des relations (2) et (5) on a:
6=2€(R-L")6 (7)

Les différences de marche det 4 sont égales si la teinte
observée en fonctionnement est celle qui est observée par un
déplacement du biprisme au repos. Dans ces conditions, les
relations (3) et (7) donnent :

2€(R-L)0.=2¢(f-£) (8)
et la déviation lumineuse s'exprime par :
0.=(&&,) /1 (R-LY) ©

On voit que la déviation lumineuse est obtenue simplement
par la mesure de deux longueur: le déplacement du biprisme
£-£, et le rayon de courbure du miroir sphérique R. Pour
obtenir la courbe d'étalonnage du montage optique, il suffit de
déplacer progressivement le prisme et de relever la teinte sur
l'interféromeétre.

Pour dépouiller l'interférogramme on part d'une position ou la
teinte de fond est uniforme et oli la masse volumique est
connue et, en se déplagant normalement aux franges
d'interférences, on reléve la position des teintes observées. La
courbe d'étalonnage obtenue par la relation (9) permet
d'obtenir en chaque point la déviation lumineuse. L'épaisseur
optique E est obtenue par intégration de la déviation
lumineuse:

E-E,= /6. dx (10)
Si la masse volumique g, est connue en un point du champ, la
relation de Gladstone-Dale permet d'obtenir l'indice de
réfraction en ce point:

n,-1=K.p,/ p, (11)
ol K est la constante de Gladstone-Dale (296.10°°) et p,la
masse volumique calculée dans les conditions standard (1
atmosphére et 273 K).

Si e est la largeur de la veine d'expériences, I'épaisseur optique
E, est donnée par:

E,=(n,-1)e=K.ep,ip, (12)
Comme I'épaisseur optique est proportionnelle a la masse
volumique du gaz, on a:

(E-Ep)/ Ey=(p-po)] Py (13)
d'ol:
Plpy=(E-Ey)IE,-1 (14)

Dans la relation (14), E, est donné par (12) et E - E,, par (10).

4. MODELISATION DES FRANGES
D'INTERFERENCES.

4.1 Construction du modéle.

Dans le cas de l'enregistrement et du traitement automatisé des
interférogrammes, I'approche du probléme est tout 4 fait
différente car elle est fondée sur la caractérisation spectrale de
toute la chaine interférométrique, le but étant de recréer sur un
micro-ordinateur muni d'une carte de traitement d'image
I'échelle des teintes expérimentales de l'interférométre. Pour
cela nous allons montrer qu'il suffit de faire I'analyse spectrale
de la source lumineuse et de prendre en compte les fonctions
de transfert de l'optique liée a l'interférométre et des trois
filtres rouge (R), vert (V) et bleu (B) de la caméra utilisée
pour la numérisation de l'interférogramme. Plusieurs
configurations peuvent se présenter a l'enregistrement ou a la
restitution des interférogrammes. A l'enregistrement,
I'interférogramme peut étre soit directement numérisé , soit
enregistré sur un film photographique et numérisé en temps



différé. A la restitution, la procédure de numérisation du
cliché impose d'éclairer l'interférogramme avec la source
lumineuse qui a servi a l'enregistrement, mais dans certains
cas les sources lumineuses peuvent étre différentes. Par
exemple, si une étincelle sert de source lumineuse et si a la
restitution, la numérisation est effectuée a l'aide d'une source
lumineuse continue.

4.2 Numérisation directe de l'interférogramme.

Pour construire les couleurs des franges d'interférences il faut
connaitre le spectre de la source utilisée dans l'interférométre,
la fonction d'atténuation des optiques internes au strio-
interférométre et également les fonctions de transfert des trois
filtres R V B de la caméra vidéo. La figure 2 donne un
exemple.

Source
XBO Xenon
150 Watt

I/Imax

350 400 450 500 550 600 650 700 750

A(nm)

Fig.2 Numérisation directe : Source Xénon et
filtres de la caméra vidéo Sony 325P

Le spectre d'une source Xénon XBO de 150 Watts a été
enregistré a la sortie de l'interféromeétre lorsque le biprisme de
Wollaston est placé rigoureusement au centre de courbure du
miroir sphérique et sans écoulement. Ainsi, aucune différence
de marche n'est créée et seul l'effet des optiques internes a
l'interféromeétre est pris en compte. L'analyse spectrale de la
source lumineuse est réalisée a 'aide d'un monochromateur
couplé a un photomultiplicateur. Les trois courbes en cloche
représentent les fonctions de transfert des trois filtres internes
de la caméra vidéo qui est utilisée soit pour filmer les franges
expérimentales, soit pour la numérisation de l'interférogramme
a la restitution. La caméra vidéo est une SONY 325P
possédant des sorties R V B séparées dont les fonctions de
transfert des trois filtres F (4), F (4) et F,(A) ont été fournies
par les constructeur. Sur la figure 2, on a superposé aux trois
courbes en cloche 1'intensité spectrale /() de la source et on
a calculé et tracé les intensités spectrales Iy A), I, (4) et I,{ A)
au travers des trois filtres a 'aide des relations suivantes:
Lig(A)=1(A).F(4)

s (A) =1,(4). F(4) (15)
Lis(A)=1 (A).F(4)

Ceci revient a éclairer la veine d'expériences avec trois sources
lumineuses de spectre connu et décalé dans 1'échelle des
longueurs d'ondes. En lumiére monochromatique de longueur
d'onde 4, l'intensité lumineuse des franges d'interférences
s'écrit:

1(8) = 4.1, cos’(mdIA,) (16)
si les vibrations qui interférent ont la méme amplitude. Dans
ce cas précis, la différence de marche d est indépendante de la
longueur d'onde A, et, 4 I'aide de la relation (4), on a:
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(E-€)+ ¢ —x
—_—nr) (17)

0

I(x.£,{) =41 cos’(2 el 4,)

Nous pouvons étendre la relation (16) aux interférences en
lumiére blanche. L'intensité lumineuse 7, qui était constante
est remplacée par /() et I'angle de biréfringence devient une
fonction de la longueur d'onde. L'intensité résultante est donc
calculée par l'intégrale suivante:

I(x£Q) =
A-08 (-6 + ¢ o
4 [104) cos’2 mel)x LR =Y (18)
A04

Comme € varie avec la longueur d’onde, on prend pour
chaque triplet (x,£,{) une différence de marche & en utilisant
une valeur de € calculée pour une longueur d’onde moyenne
Ay(A=560 nm):

5 =2 etd,) [(f—f,,) b x]
R-L)

A08 7{66{/1)
I(8) =4 [l1(A 2222 )dA
(8) 1{4,( ) cos(— euo)) (19)

Pour calculer l'intensité des franges d'interférences sur les
voies rouge, verte et bleue, on applique la relation (19) avec
les trois sources construites a partir de la relation (15), ce qui
donne:

18)=4.[1,{4) . cos’(2.w8.€(A) IA.€(4,)).dA

I(8) =4./1,{A). cos’(2.wb.6(A) IA.€(4,)).dA (20)
1(0)=4./1,{A) . cos’(2.m.8.€(4) IA.€(4,)).dA

Le résultat est envoyé sur les entrées R V B de la carte de
traitement d'image. La carte utilisée est une MATROX MVP
512x512 pixels qui permet de visualiser chaque voie
indépendamment en niveau de gris, ou I'image en couleur par
superposition des trois plans R V B. Dans ce cas l'intensité
totale est donnée par:

]1'(5) = I.R(é.) +IV(§) +Iﬁ(§) (21)
Pour pouvoir comparer dans la méme échelle les intensités des
franges calculées aux intensités des franges expérimentales, le
prisme de Wollaston est positionné aux valeurs £ et ( utilisé
dans le modéle. Les seuils des minima R, V,,, et B, et des
maxima R, V, . et B des franges expérimentales sont
donnés par l'intensité de la frange blanche et par l'intensité de
la frange la plus sombre du premier ordre. Les intensités
envoyés aux entrées R, V et B s'écrivent donc:

1.(0) =R, + (R R L OV (O

I(8) = Vi + (Ve -Vo0in) I ON L 8)] (22)
I(0) =B, + (B B 1o O f1,(6)f

avec JI(8)) = max(1(8))

La figure 3 présente la comparaison entre les franges
expérimentales et les franges construites a partir du modéle.
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= calculé (1)
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Fig.3 Comparaison entre les couleurs des franges et
les intensités lumineuses (numérisation directe)

On peut voir que les caractéristiques de luminance (intensité
lumineuse d’excitation visuelle) et de chrominance (couleur
d’un point de vue qualitatif) sont étonnamment bien
reproduites. Ceci montre que si on a tenu compte de toutes les
caractéristiques spectrales de la chaine optique, on est capable
de reproduire numériquement les teintes d'un interférométre
lorsque la différence de marche varie.

4.3 Enregistrement de l'interférogramme sur un film
photographique.

Bien souvent, les interférogrammes sont enregistrés sur un
film photographique et, dans ce cas, la réponse spectrale du
film doit étre prise en compte. Pour cela, nous avons adopté la
procédure suivante: en absence d'écoulement, on place le
biprisme de Wollaston au centre de courbure du miroir
sphérique et on enregistre un interférogramme en teinte de
fond blanche uniforme (polariseur et analyseur paralléle) dans
des conditions identiques a celles des essais. Aprés
développement de l'interférogramme, on éclaire celui-ci avec
la méme source lumineuse et on effectue I'analyse spectrale de
la teinte blanche et uniforme enregistrée sur le film. L'allure
spectrale de la source lumineuse est donc atténuée par la
réponse spectrale du film. Pour éviter les problémes liés au
développement du film, l'interférogramme en teinte de fond
uniforme et l'interférogramme de mesure sont développés au
méme instant et dans les mémes bains.

Cette fois les fonctions de transfert RVB de la caméra vidéo
interviennent a la restitution pendant la numérisation de
I'interférogramme de mesure et on applique le processus de
comparaison des franges décrit au 4.2. La figure 4 montre le
spectre et les trois sources lumineuses obtenus par les filtres
de la caméra.

| Is
Fb
08 +
0.6
&
B Source
= 04 HLX Xenon

Fig.4 Spectre d’un interférogramme enregistré
en teinte de fond uniforme

Un interférogramme enregistré en franges resserrées permet
d'une part d'obtenir les valeurs des minima et des maxima et
d'autre part d'effectuer la comparaison entre les franges
calculées et les franges expérimentales (figure 5).

———calculé (1)
experimental (2)

I (3)

Fig.5 Comparaison entre les couleurs des franges et
les intensités lumineuses (enregistrement sur film)

On peut remarquer quelques légéres différences de
chromaticité entre les ordres d'interférences élevés.
Néanmoins, la position des franges et des ordres
d'interférences est la méme, ce qui permet d’appliquer
I'échelle de la différence de marche théorique aux teintes
expérimentales. Il n’est donc plus nécessaire d’effectuer a
I'enregistrement des clichés un étalonnage de la chaine
interférométrique.

5. ENREGISTREMENT ET TRAITEMENT ASSISTES
DES INTERFEROGRAMMES.

La bonne correspondance entre les franges théoriques et
expérimentales permet d'assister |'opérateur pour régler a
I'enregistrement l'interférométre en teinte de fond uniforme.



En effet, le réglage est facilité car il s’appuie sur un pilotage
"deux axes” du systéme biréfringent. Pendant les essais la
caméra enregistre les interférences en franges resserrées et
envoie le signal d'intensité lumineuse des franges a un micro-
ordinateur qui les compare aux franges théoriques. Cette
comparaison permet de calculer les coordonnées spatiales du
biprisme par rapport au centre C du rayon de courbure du
miroir sphérique pour le positionner automatiquement en ce
point C. Une palette constituée par les teintes de fond
expérimentales est enregistrée automatiquement par un
déplacement progressif et automatiquement de 30
millimicrons, ce qui permet de choisir la couleur de la teinte
de fond pour 'enregistrement de I'interférogramme. La figure
6 montre un synoptique de la chaine de mesure a
l'enregistrement et  la restitution.

Strio-Interférometre  Modélisation des Teintes
de I'Interférogramme

Numérisation
Table

é:‘“"&’:/ \/ﬁ

Mo “viarox | (D

Champ de Masse
Volumique

Enregistrement Traitement
Fig.6 Chaine de mesure a I'enregistrement
et au traitement des interférogrammes

Pour le traitement des interférogrammes, le logiciel permet de
choisir une fenétre de dépouillement, le sens du dépouillement
(normalement a la position des franges d'interférences) et le
pas entre deux lignes de dépouillement. Avec le logiciel, on
analyse les pixels de chaque ligne de dépouillement en
effectuant pour chaque pixel une recherche de la teinte du
pixel dans la palette des couleurs expérimentales. Lorsque la
couleur est trouvée dans la palette, le pixel analysé est affiché
sur le moniteur avec cette couleur. Lorsqu'on dépouille un
point de l'obstacle, la couleur est affichée en rouge. Lorsqu'on
ne trouve pas de correspondance, le pixel est affiché en noir.
A l'aide de la correspondance entre les palettes numériques et
expérimentales, on sait qu'a une couleur correspond a une
différence de marche. Celle-ci est également affichée sur le
moniteur. Pour chaque abscisse dépouillée on obtient une
courbe liant la différence de marche a I'ordonnée. L'épaisseur
optique est obtenue par intégration et la masse volumique par
la relation de Gladstone-Dale. La figure 7 montre une
illustration du dépouillement pour un écoulement
instationnaire bidimensionnel en aval d'un culot circulaire. La
hauteur du culot est D=15mm, la largeur de la veine
d'expériences 42mm et le nombre de Mach au décollement est
fixé 4 0.4. Les interférogrammes sont enregistrés a une
cadence de 20 000 images/s et le temps de pose de chaque
cliché est de 1.5 ps. Le dédoublement entre les deux faisceaux
qui interférent est vertical et la teinte de fond est uniforme.
L’interférogramme de 1’écoulement moyen présenté en haut
de la figure 7 permet de visualiser la longueur du domaine de
recirculation (environ 1.5D). Les interférogrammes ultra-
rapides ont été enregistrés suivant la technique décrite par
Desse <1> et le dépouillement de plusieurs interférogrammes
successifs permet d’obtenir la reconstruction du champ de

masse volumique et I'évolution du champ dans le temps. La
masse volumique est rapportée a la masse volumique a
l'extérieur du sillage (p,).

— 0928
0.921
— 0914

plp, —

Interferogramme moyenné dans le temps -

Model C - At = 50us

Fluctuation de pression / Interferogrammes correspondants
Pression Dynamique 12345
407(%) O I I I I T

Capteur de pression T5

Fig.7 Interférogrammes ultra-rapides synchronisés
avec la pression instationnaire
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Les champs de densité présentés en vis-a-vis des
interférogrammes montrent que les tourbillons sont
représentés par des anneaux concentriques oul la masse
volumique décroit en son centre. Ces tourbillons passent
d’une phase de formation ol la masse volumique diminue au
centre a une phase de dissipation ol la masse volumique et la
taille du, tourbillon augmente. Par exemple, le premier
tourbillon émis dans I’allée inférieure est dans une phase de
formation sur les photos 3 a 5 car la ourbe iso-densité p/p,
passe de 0.907 a 0.886 au centre du tourbillon et le premier
tourbillon de 1’allée supérieure est dans une phase de
dissipation sur les photos | & 5 car p/p, passe de 0.886 a
0.921.

Un signal de pression instationnaire fourni par un capteur
situé & 1'azimut 80° (0° sur I’axe) a été enregistré
simultanément avec les interférogrammes ultra-rapides dans le
but de synchroniser les mesures de pression instationnaire au
bord de fuite de la maquette et les champs de masse
volumique. Ce signal de pression et les interférogrammes
correspondants sont présentés dans le bas de la figure 7.

6. CONCLUSION

Si les caractéristiques spectrales de la source lumineuse et des
trois filtres de la caméra vidéo RVB sont correctement
déterminées, on est capable d'exprimer analytiquement
l'intensité lumineuse des franges d'interférence lorsque la
différence de marche varie et de reconstituer sur le moniteur
les couleurs qui sont visualisées expérimentalement par
l'interférogramme. La connaissance de 1'échelle des teintes de
I’interférométre permet d'une part de piloter d'une maniére
optimale la position du prisme a l'enregistrement des clichés,
et d'autre part de traiter les interférogrammes d’une maniére
automatique. Le dépouillement est trés précis car on obtient
une fonction continue de la variation d'indice en tout point du
champ d’observation. Cette technique de dépouillement a été
testée avec succes pour |'analyser I'écoulement instationnaire
en aval d’un culot circulaire.
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SUMMARY

Researchers continue to find new ways to employ
holography to measure aerodynamic parameters in
almost all flow regimes. Since holography provides a
method to store optical wavefronts in such a fashion
as to allow their reconstruction and analysis at a later
time, it is a natural intermediate step for many
conventional optical diagnostic procedures that
employ interferometry, schlieren, deflectometry,
particle image velocimetry, and three-dimensional
visualization.">  For example, optical wavefronts
representing one condition of a flow can be interfered
directly with those representing a second condition,
simply by storing the wavefronts holographically,
providing at the same time a simple mechanism to
subtract out all non varying conditions (such as
optical defects). The result is a powerful method for
the study of turbulent flow. '

These procedures have now been in use for many
years and are reaching maturity, but the field is by no
means stagnant. More recently, holographic
techniques have been extended to include multiple
wavelength recording holography at a wavelengtth
tuned to include a resonance of a constituent in the
flow, real-time holography (four wave mixing), and
recording in photorefractive materials, SLM’s, and
CCD’s. Also, new ways of using holograms to
record, reconstruct and produce unique wavefronts for
measurement have evolved. For example, holograms
can be placed directly on a model surface to aid in
measurement (optically smart surfaces).

In resonance interferometry, sensitivity is enhanced -

by tuning the light to the resonance line of a
substance, exploiting the large refractive index
change caused by anomalous dispersion at resonance.
Holography enhances this unique form of
interferometry by allowing useful interference
between two beams (of different wavelength) that
pass through exactly the same paths at the same time.
This further allows interferograms to be recorded in
photorefractive materials in such a way that a cine-

holographic interferometry movie of the selected
substance in the field of interest can be recorded.

Four wave mixing (sometimes called real-time
holography) provides a unique way to measure
temperature in high pressure flows, where other
optical methods usually fail.

This paper will describe the principles behind
holographic flow diagnostics with emphasis on the
more recently developed methods, and will consider
the future potential of holographic diagnostics in
aerodynamics.

LIST OF SYMBOLS

O) Object waves

R) Reference waves

I Light intensity

A Constant bias

B Modulation amplitude
¢ Equivalence ratios

0 Arbitrary phase term
I; Intensity of i value

AL Difference between the two wavelengths

A Average wavelength

Ag Synthetic wavelength,

(D;)  Strong potassium doublet absorption features
N,.. Maximum number density

Mo Micrometers

C Sonic velocity

R Gas constant

T Temperature

Y Heat capacity ratio

M Molecular mass of the gas mixture

s Frequency
n Thermal or electrostrictive signals, repsectively
A Parameter set by design

OPD  Optical path difference
1. HOLOGRAPHIC INTERFEROMETRY -

Because holograms store optical wavefronts in such a
fashion that they can be reconstructed for later
analysis, they provide a tremendous enhancement to

Paper presented at the AGARD FDP Symposium on “Advanced Aerodynamic Measurement Technology”,
held in Seartle, United States, 22-25 September 1997, and published in CP-601.
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interferometry, enabling many types of measurements
that cannot be otherwise achieved. Consequently
holographic interferometry has led to many new types
of measurements.*** Most types of interferometry®
quantify and compare wavefronts by combining a
spherical or collimated reference wavefront with the
data wavefront to produce interference fringes (the
interferogram) that can be interpreted in terms of the
phase of the wavefront. The data wavefront is
produced by passing light through a field of interest
or reflecting it from a surface to pick up phase
information that depicts changes in refractive index or
some movement of the surface. Measures must be
taken to ensure that all optical components and
windows are of extremely high quality and free of
contaminants to prevent the introduction of phase
changes that are not interpretable. Imperfections in
the path of either the reference or object waves
introduce phase modulations that show up as
unwanted fringes or fringe modulations in the
interferogram that at best are an annoyance and at
worst can confuse or obscure legitimate data. In
addition, if the phase variations in the object field or
surface under inspection are large or complex, the
resulting fringe density can be so large as to make any
reasonable data interpretation impossible.

The use of holography greatly enhances the reduction
of unwanted phase noise as well as allowing for the
interpretation of extremely complex wavefronts. In
holography a coherent wavefront of arbitrary
complexity is recorded onto a photosensitive media
by combining it with a simple reference wavefront.
The interference pattern formed by the two
wavefronts allows both the intensity and phase of the
object wavefront to be saved and reconstructed on
demand when the hologram is re-illuminated with a
reconstruction wave that is sufficiently similar to the
original reference wave used during récording. In
holographic  interferometry, the reconstructed
wavefront is combined with a second wavefront of the
same subject or test cell after some change has
occurred. This second wavefront may be a live scene
or another holographic reconstruction. In either case,
both wavefronts experience the same optical path and
pass through and/or reflect off the same optical
components. Thus, only differences in thé subject
itself produce interference fringes, no matter how
complex the individual wavefronts themselves may
be. Since both wavefronts pass through the same
optical path, this approach also relaxes the

requirement for high quality lenses, windows, and
MIITOTS.

Because holograms can store wavefronts that can be
reconstructed at a later time they lead to the following
possibilities that will be illustrated in the paper:

e System imperfections are canceled out because
both wavefronts that form the interferogram
experience the same imperfections.

e Object properties (no matter how complicated)

that effect wavefronts that are fixed in time can
be holographically recorded and optically
subtracted from other, similar wavefronts.

e Wavefronts that existed at different times can be
stored holographically, reconstructed later, then
added or subtracted (or processed in other ways).

e PSI and HI can be performed on a reconstructed
wavefront recorded from an instant in time with a
pulsed laser: (PSI and HI normally require time
for introducing phase shifts and cw lasers.)

e Wavefronts from two mutually incoherent lasers
can be stored holographically then reconstructed
and interfered later at a single wavelength,

. effectively allowing interferometry of two
different wavelengths.

Holography offers other enhancements to the field of
interferometry. Techniques that improve the
sensitivity and accuracy of interferometry, such as
phase shifting interferometry”® (PSI), heterodyne
interferometry®'® (HI), and resonance interferometry"’
(RD), can be further enhanced and implemented in
unusual and powerful forms by incorporating
holography. Finally, holography allows for the use of
multiple wavelength interferometry, in some cases
leading to measurements that have no obvious
equivalent in conventional interferometry.

Holography can extend the power and flexibility of
interferometry by allowing mutually incoherent
wavefronts to be interfered. They can be recorded
holographically and reconstructed later with a single
third wavelength so that they can be either studied
independently or interfered and compared. Two
special cases of large and small wavelength
separation are considered here. When the phase
information added to the wavefronts by the
measurement field varies with wavelength, the extra
wavelengths provide additional diagnostic data. In
some cases a large wavelength separation is required



to make such enhancement significant. Such is the
usually case when the dispersive properties of the
subject field are under investigation. A specific case
where this is not true, however, is near the resonance
of a material, where anomalous dispersion can causes
a drastic change in phase information with a small
change in wavelength. Therefore, multiple wave-
length interferometry near resonance is meaningful
with small differences in wavelength. Another
example where small wavelength differences lead to
large differences in phase is the measurement of
distance.

2. TOMOGRAPHY

Interferometry has been used for many years in flow
diagnostics. As with all path integrated measure-
ments, the resulting data comprises line integrals
through the flow field. With a single angle-of-view
through the field, the integral can be solved only for
simple geometries such as two-dimensional or axi-
symmetric. Without a way to solve the integral,
interferometry is little more than a qualitative flow
visualization method.

In general, a full 180 degree viewing angle with many
projections through the field at different angles is
necessary for tomography. Such access is rarely
available in wind tunnels and ranges. Based on the
foregoing study, we conclude that aerodynamic
tomographic interferometry with restricted viewing is
possible and practical through the use of holographic
recording procedures. Our study shows that six view
angles are adequate for a wide range of useful
aerodynamic conditions. Less than six view angles
are adequate only for relatively simple, refractive
index distributions. An important difference exists,
however, between this type of tomography and that
normally associated with the medical field. With
limited view tomography, a priori information must
be used to allow the accurate inversion of the
projection data to point data.  This kind of
information is normally available for a given wind
tunnel configuration, model and test type; however,
the result is that the algorithm must be adapted to
each case. So a general, all purpose turn-key system
that readily fits all applications is not practical. The
hardware for such a system can be assembled but not
the software.

2.1 A Tomographic Holocamera

The six-view-angle holocamera, shown in Figure 1
was designed and constructed by the University of

19-3

Florida, Graduate Engineering Research Center.
Light from the pulsed ruby laser enters the
holocamera as shown on the right hand side of the
figure and is split into object (O) and reference (R)
waves by a beamsplitter. Seven mirrors, M, serve one
each for the six object waves and one reference wave.
The complete object path is shown for one view only
to simplify the picture. The holocamera stores all six
object waves in a single hologram. The six views
appear in the hologram as diffusely lit surfaces
distributed along a curved line. Two types of
holographic interferometry have been used: double
exposure and sandwich (double plate).

FFRERRT s

Mirrors

Figure 1. Six view-angle holocamera.

2.2 Reconstruction System.

Figure 2 shows the reconstruction system, developed
by MetroLaser, which consists of a 17 milliwatt HeNe
laser for reconstruction, a spatial filter to remove
spatial intensity noise from the beam, a folding mirror
to keep the system compact, an adjustable double
plate holder and a Kodak MegaPlus CCD camera.
The system is designed so that the CCD camera can
be traversed and tilted to access all six of the images
in the hologram. The CCD camera interfaces to a
controller box via a large Kodak multi-pin connector.
The controller box is then attached to the Dipix frame
video acquisition board (resident in the host
computer) via a 37 pin cable. The video acquisition
board has a standard SVGA output that is connected
to an SVGA monitor. This monitor will display the
real-time images from the camera and is therefore
called the Camera Display monitor. A second monitor
(177) is connected to the computer’s video board and
displays the windows interface for running the
acquisition and data reduction programs. The rotary
stage on the double plate holder is computer actuated.
The actuator on the stage is connected to “AXIS 1” of
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the motor control box via a 15 pin connector. The
control box is connected to the host computer via a
RS232 cable.

Double Plate
Holder

S,

Windows program display ~ Camera display Computer

Figure 2. Reconstruction
configuration and electronics.

system, optical

To record at one wavelength and reconstruct at a
second presents practical interferometry problems,
caused by aberrations, that cause residual fringes. To
- correct this we developed a correcting holographic
optical element (CHOE) that is produced in the
recording system that cancels out such aberrations.'?
The CHOE is held in a specially designed double
plate holder, that also makes sandwich holographic
interferometry possible. The system is equipped with
a phase shift interferometry software analysis
program that reduces data to a displacement map.

After an interferogram is produced, the fringe
information must be converted to phase information
for the wavefront. After analyzing the four basic
methods of performing fringe data reduction: fringe
tracking,I3 Fourier transform method”‘, heterodyne ’
and phase-shifting interferometry (PSI),'*'"'*'"**® we
chose PSI because it offered a good trade-off between
complexity and accuracy.

PSI solves the interferogram equation for the intensity
in the interferogram,

I=A+ Bcos(¢+86), 1)

. reconstruction.

by shifting the arbitrary phase term, 6, by 3 or more
values to produce enough intensity values to solve for
the unknowns.  Holographic PSI produces the
required phase changes by changing the optical path-
length difference between the wavefronts derived
from the two holograms during hologram
Two types of optical layouts are
commonly used: the double reference beam setup’
and the double-plate'’ or sandwich setup. The double
reference beam setup modulates the phase of one of
the two reference beams and produces required phase
variations in the fringe pattern of the interferogram.

In the sandwich configuration, the wavefront to be
analyzed is recorded in one hologram and a reference
wave for the interferogram is recorded in a second.
The two holograms are then put together in a
“sandwich” and the two wavefronts are
simultaneously reconstructed and mixed to produce
the interferogram. Since the two wavefronts come
from two different holograms, they are independently
adjustable, leading to maximum flexibility. The
double-plate setup modulates the phase of the
interferogram by changing the optical path-length
through the holographic plates. A special sandwich
(double-plate) holder was developed to allow precise,
independent adjustment and alignment of the two
plates and to rotate them accurately to modulate the
relative optical path-lengths of the two reconstructed
beams.

The Carré algorithm” produces four intensity values
I; for Eqn. 1 by shifting three times. The solution is
given by,

5= tan" { J[suz 1)~ U, =IO, 1)+, = 1,)] } @)
d,+1,)-(,+1,)

A minimum of three phase-shifted interferograms are
required to calculate the optical phase distribution of
an interferogram, although a greater number leads to
improved accuracy. The data reduction algorithms by
three, four, and five-frame algorithms were described
by Hariharan, et. al. and their error analyses are
investigated by Creath. Four and five-frame
algorithms are found to be the least sensitive to
calibration errors. Preprocessing and post-processing
of the interferograms are necessary to eliminate noise.

23 Phase Unwrapping Technique

The phase data after the arctangent calculation
(Eqn. 2) is analogous to a ramp function that wraps
the phase data in the modulo 2x (or intensity in mod



1). If four interferograms are generated, each one
with an @ which 1s n/2 greater than the previous, then
with some mathematical manipulation they can be
transformed into a “wrapped phasemap” which has
the form,

P(x,y) _ [OPD(x,y)

A

+ Cj mod I.O}. (3)

A “wrapped phasemap” is a phasemap with a modulo
term. To remove this term, one uses a phase map
unwrapping program, the basis of which is an
algorithm which adds factors of 1.0 wherever it sees a
jump from 1 to 0, so that the phasemap is made
smooth. A successful unwrapping of a phasemap,
produces an unwrapped phasemap which has the
formula:

PDi
[0) l(x,y) -

In principle, phase unwrapping is almost trivial. To
achieve phase unwrapping automatically in an image
processing system is one of the most difficult tasks of
automated processing. The difficulty arises because
of optical noise, which contains many discontinuities
that are not related to wrapped phase. Therefore,
when an automated phase unwrapping system looks
for discontinuities it finds many related to speckle,
diffraction, and other forms of optical noise.

P(x,y)= @)

2.4 Tomography Algorithms

Tomography  algorithms provide the three-
dimensional refractive index function by solving a set
of integral equations represented by the
interferograms at different view angles through the
refractive index fields. @ A number of highly
developed algorithms are now available..”**** The
holocamera and reconstruction system produces four
phase-shifted interferograms from each of six
different views (for a total of 24) through the flow
field. From these 24 interferograms, the data
reduction algorithm produces six wrapped phase
maps. It unwraps each of the maps to produce six
phase maps, then applies the tomography algorithm to
calculate the three-dimensional distribution of
refraction index. If the user gets this far, the
tomography algorithms available from many different
laboratories have now been proven effective in
inverting the projections back to three-dimensional
data; however, each algorithm depends to some extent
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on the quality and extent of a priori knowledge.

To support the system we also developed a program
to evaluate and test the completed data reduction and
tomography algorithm with synthetic data similar to
what is expected in the Aeroballistics range. The
computer-generated interferograms are of a conical
projectile in motion. The motion of the cone causes a
change in the density of the air inside its shock wave,
which, in the interferogram, appears as fringes in the
region just outside the cone. The tomographically
reconstructed profile can be compared to the original
starting profile and thus an end-to-end check of the
system is possible. Finally, the known and computed
data are presented and compared graphically to show
how well the algorithm can handle a refractive index
distribution of the type initially supplied.

Data from actual holographic interferograms are more
difficult to process because of the presence of speckle
and other noise. A robust algorithm has been
developed that can handle a significant amount of
intensity noise. The algorithm has proved highly
successful on images taken with direct (non-diffused)
light, and has also been successful in processing
substantial portions of the interferograms from the
Aeroballistics test range. We have demonstrated
tomographic reconstruction of a portion of the data
from the Aeroballistics Test range.

Figure 3 is a typical interferogram from the
aeroballistics range holocamera. The subject i1s a
flared model in supersonic flight. Figure 3B shows
the wrapped phase map. The problems introduced by
speckle are evident in regions of high fringe density.
Even so, large areas of the interferogram are
processable as shown in Figure 3C, the unwrapped
phase map.

Figure 3A. Reconstructed interferogram of projectile.
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X

Figure 3B. Wrapped phasemap produced from phase-
shifted interferograms.

Figure 3C. Unwrapped phasemap produced from
wrapped phasemap shown in A.1.2. Black areas
indicate regions that could not be unwrapped.

Figures 3A,B, and C.
Aeroballistics Model.

Interferometry of an

Figures 4A-C show a complete analysis of one cross-
section of the model. Figure 4A includes the
unwrapped phase map, Figure 4B provides the
refractive index of the cross-section, and 4C the 3-D
map for the cross-section.

Figure 44. Unwrapped phasemap from the projectile
used for tomography:.

Number of fringes
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Figure 4B. Horizontal data slice used for tomography.
Data was manually adjusted to correct for regions
where unwrapping was not possible.
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Figure 4C. Tomographically reconstructed 3D
refractive index profile around half of the projectile.

Figures 4A, B, and C. Tomographic Analysis of an
Aeroballistics Model in Flight.

Although bright interferograms were viewable by eye,
speckle noise at the detector plane was significant.
Ultimately, this limited the data quality. The
unwrapping algorithm was able to successfully
unwrap phasemaps in regions where fringe density
was low. In high density areas, such as near the
shock boundary, the program encountered greater
difficulty. The unwrapping algorithm was able to
unwrap the image over a large percentage of the
interferogram; however, certain areas could not be
unwrapped.  Difficulties = were  encountered,
particularly near shock boundaries. In some cases the
algorithm crossed the shock incorrectly.

We are currently examining ways to deal with the
speckle issue so that the entire interferogram can be
processed. Two approaches are ongoing. In one



approach we will examine more robust algorithms
that employ more sophisticated image processing to
recognize and automatically correct for speckle noise.
Preliminary steps involving averaging procedures
have been partially successful. A second approach is
to effectively eliminate speckle effects by converting
the recording system for use with direct light as
opposed to diffuse light. Preliminary lab tests in
which the system was mocked up and experimentally
tested show this to be an effective solution to the
speckle problem. During the next year one or both of
these procedures will be implemented into the
operational system.

3. MULTIPLE WAVELENGTH
HOLOGRAPHIC INTERFEROMETRY

Multiple wavelength holographic interferometry
requires sources at different wavelength, recording
material that can record holograms at each
wavelength, and a reconstruction procedure that
allows accessing the two reconstructed waves in a
useful manner. A wide range of possibilities are
available to produce two or more wavelengths
suitable for multiple wavelength holographic
interferometry. Large wavelength separations, up to
many hundreds of nanometers, can be achieved with
two separate lasers, multiple wavelength lasers, and
tunable dye lasers. These sources can also be used for
smaller wavelength separation. Other methods for
attaining smaller wavelength (frequency) separations
ranging from a few kilohertz to a few gigahertz
include lasers with special etalons, tunable diode
lasers, Bragg cells, and reverse Brillouin scattering
cells.

‘When holograms are recorded at two wavelengths and
played back at a single wavelength, two reconstructed
waves emerge at different angles that depends on the
recording geometry and the wavelength difference. If
the two wavefronts are to be used independently, then
a large angle is desirable. If they are to be used
interferometrically together, then a small angle is
required. If the recording subject and reference
beams are the same for both wavelengths then the
reconstructed waves will be nearly congruent only if
the wavelength separation is small. The recording
geometry can be chosen such that the two wavefronts
emerge at the same angle or with any desired angle
between them. This can be achieved by using
separate recording and reconstruction reference waves
for the two wavelengths and properly choosing the
reconstructing wavelength.

19-7

Reconstructing at wavelengths that differ from
recording  wavelengths  introduces  chromatic
aberrations that are especially limiting when different
reference wave angles are used. A holographic
correcting method has been developed in our studies”’
to record wavefronts at two different wavelengths and
to achieve the simultaneous, congruent, corrected
reconstruction of the two at an arbitrary third
wavelength. The reconstruction is achieved with
wavefronts generated by another hologram. The
method automatically corrects aberrations and aligns
the reconstructed wavefronts for interferometry.

The use of a second wavelength via holography
introduces a number of interesting interferometric
measurements.  Multiple wavelength holographic
interferometry  requires sources at different
wavelengths, recording material that can record
holograms at each wavelength, and a reconstruction
procedure that allows accessing the two reconstructed
waves in a useful manner. A wide range of
possibilities are available to produce two or more
wavelengths suitable for multiple wavelength
holographic  interferometry. Large wavelength
separations of up to many hundreds of nanometers
can be achieved using either two separate lasers (e.g.,
two tunable dye lasers) or a single, multiple
wavelength laser (e.g., doubled YAG or Argon).
Single laser sources can also be used to produce
smaller wavelength separation (e.g., Zeeman or diode
laser). Other methods for attaining smaller frequency
(wavelength) separations ranging from a few
kilohertz to a few gigaHertz include lasers with
special etalons, tunable diode lasers, Bragg cells, and
reverse Brillouin scattering cells, *****

The second wavelength can be used in one of three
ways. First, the two wavelengths can be used to
create two interferograms that are each analyzed
separately. The dispersive properties of a test
material are utilized to provide new, independent
diagnostic data at the second wavelength. For
example, when both temperature and concentration
affect the refractive index of a solution, the second
wavelength can be used to separate these effects. A
large wavelength separation is typically required to
make such a measurement useful. A specific case
where a large separation is not required; however, is
near a resonance line of a material, where anomalous
dispersion causes a drastic change in phase
information for a small change in wavelength.
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Secondly, the two wavelengths can be interfered to
produce a third, so-called synthetic (or beat)
wavelength that is used as a diagnostic. For instance,
HI can be used to measure optical path length with
resolutions better than 1/10,000.*'**** If the difference
between the two wavelengths, A\, is much smaller
than the average wavelength, A, then the synthetic
wavelength, Ag, is given by,

As = A2/AL . (5)

If either of the two interfering waves is phase shifted,
the synthetic wavelength is likewise shifted by the
same amount. Since the frequency of the synthetic
wave is much lower, phase shifts can be detected and
measured electronically in an extremely precise
manner. The phase of the synthetic wavelength can
thereby be accurately correlated to the relative phase
of the two waves, since the change in relative phase
of the two waves is followed by the equivalent change
in phase of the synthetic wavelength.

The third manner of utilizing the second wavelength
is to directly interfere it with the first. This concept is
unique to holographic interferometry, since this type
of interference does not even have definition in
traditional interferometry. Holography, therefore,
provides unique and powerful methods for interfering
mutually incoherent wavefronts. When holograms
are recorded at two wavelengths and played back at a
single wavelength, two reconstructed waves emerge
at different angles that depend on the recording
geometry and the wavelength difference. If the two
wavefronts are to be used interferometrically, the
angle must be small. If the recording subject and
reference beams are the same for both wavelengths,
then the reconstructed waves will be nearly congruent
only if the wavelength separation is small. The
recording geometry can be chosen such that the two
wavefronts emerge at the same angle or with any
desired angle between them. This can be achieved by
using separate recording and reconstruction reference
waves for the two wavelengths and properly choosing
the reconstructing wavelength. Reconstructing at
wavelengths that differ from recording wavelengths,
however, introduces chromatic aberrations that are
especially limiting when different reference wave
angles are used. A holographic correcting method has
been developed in our studies to record wavefronts at
two different wavelengths and thus achieve the
simultaneous, congruent, corrected reconstruction of
the two at an arbitrary third wavelength.”* The

reconstruction is achieved with wavefronts generated
by another hologram. The method automatically
corrects aberrations and aligns the reconstructed
wavefronts for interferometry.

An important example of this unique implementation
of holographic interferometry is resonant holographic
interferometry (RHI). In this application, one of the
wavelengths is selected to correspond to a resonance
of a particular species of interest in a flow field.
Anomalous dispersion of the target species results in
extremely large values of refractive index at the
resonance wavelength. The phase of a wavefront is,
therefore, dramatically altered by the presence of the
target species. The concentration of that species can,
therefore, be separated from all other constituents in
the flow field, which produce very little phase shift in
the wavefront.

4. RESONANT HOLOGRAPHIC
INTERFEROMETRY (SPECIES

IDENTIFICATION AND DISTRIBUTION) AND
REAL TIME RECORDING

Resonant holographic interferometry (RHI) uses two
wavelengths that are very close together. RHI
provides a method for obtaining species specific
interferograms by recording two simultaneous
holograms in which one of the wavelengths is tuned
near a chemical absorption feature and the other tuned
off this feature (typically < 0.1 nm separation between
lasers).”™® Since phase contributions to the
interferogram from background species, thermal and
pressure gradients, and optical aberrations are
subtracted out in the holographic reconstruction
process, the resulting interference fringes correspond
uniquely to the density of the species under
interrogation. The interferogram permits two-
dimensional chemical detection that is useful for
combustion and plasma diagnostics, medical imaging,
and flow visualization. Real-time RHI has recently
been demonstrated using a bacteriorhodopsin (BR)
polymer thin film as the recording medium; however,
the long lifetimes of BR in the polymer host limited
the interferogram acquisition rate to 1 Hz.”’

The use of photorefractive semiconductors extends
the current RHI technology into the near-infrared
(NIR)  spectral region, where conventional
holographic recording media are unavailable, and
enables real-time measurement capability. The NIR
region 1s easily reached with inexpensive,
commercially available laser diodes. In addition, laser



diode output can be easily coupled into single-mode
fiber optic cables which greatly reduces the size and
complexity of the optical delivery system by
eliminating multiple beam steering mirrors and
periscopes. Holographic images can be recorded,
reconstructed and erased in  photorefractive
semiconductors on time scales less than 10 ns,
making it possible to achieve megahertz data rates. **

Photorefractive crystals such as Bi,,Si0,,"**"
Bi,,TiO,,,” and LiNbO,* have been used to replace
conventional films, allowing in-situ exposure,
development, and erasure of  holographic
interferograms; however, these ferroelectric oxides
often show a very slow or no response at the NIR
wavelengths of commercial laser diodes. Vanadium-
doped zinc telluride (ZnTe:V) has demonstrated fast
photorefractive response in the spectral range of 0.6
to 1.3 microns.”* The figure of merit corresponding
to the electro-optic index change per separated
charge, suggests that ZnTe has the highest sensitivity
of the known photorefractive semiconductors. *’

The conceptual design for our real-time RHI system
is shown in Figure 5. The laser beams tuned to the
on- and off-resonance wavelengths are s-polarized,
pass co-linearly through the test object (combustion
flow field, plasma reaction chamber, etc.), and are
focused down to match the crystal aperture. Two
reference beams are also co-linear and s-polarized.
By properly selecting the wavelengths and geometry,
phase conjugate replicas of both object beams
produce interference fringes at the detector plane that
correspond to the density of the species under
interrogation. The polarization rotational properties
of four-wave mixing in semiconductor
photorefractive crystals may be utilized to suppress
noise from scattering.® The orientation of the
photorefractive crystal was chosen so that the
diffracted signal of the counter-propagating
reconstruction beam has its polarization rotated by 90
degrees. The polarizing beamsplitter (PBS) increases
the signal-to-noise ratio by selecting only the
diffracted light and rejecting any s-polarized scattered
light.
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Figure 5. Phase conjugate configuration with
polarization switching for real-time resonant
holographic interferometry system.

Demonstrations of real-time RHI measurements were
performed using one of the strong potassium doublet
absorption features (D,) near 766 nm as our target. In
addition to the simplified spectroscopy associated
with probing alkali metal atoms, potassium seeding is
useful for combustion studies since production of the
neutral species (which is detected by RHI) occurs at
the flame front. Thus, it provides a method to track
the time evolution of the flame front. In addition,
potassium may be conveniently seeded into
combusting environments in such forms as potassium
chloride (KCI).

Dye lasers 1 and 2 were tuned 0.15 nm on either side
of the D, absorption. Laser energies at the crystal
were | ml/pulse. Solutions of KCl in either water,
methanol, or glycerol were introduced into various
combusting  environments  including:  droplets
suspended on fine wires, mono-disperse droplet
streams, and sprays.

Results are shown in Figure 6 from experiments
using single droplets on the order of 1 mm in
diameter. The droplets were suspended from a fine
wire, and ignited with a butane lighter. After ignition,
the butane lighter was removed, and the droplet was
allowed to bum on its own. The evolution of the
combustion process was monitored at 10 Hz with the
real-time RHI instrument. The figure shows a
sequence of successive RHI interferograms of a KCl
seeded, burning methanol droplet. The images are
separated by 100 ms intervals (10 Hz). Figure 8a
shows the droplet just after ignition. The absence of
fringes due to thermal gradients highlights the utility
of holographic optical background subtraction. In

Photorefractive
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Figure 8b a partial fringe is just visible in the lower
right hand cormer next to the droplet. In the
subsequent frames, fringes are clearly visible. Such
detail is not visible in images simultaneously
recorded on conventional video because the flame
luminosity totally obscures any detailed chemical and
physical dynamics occurring at the thin flame front
boundary. These images may reveal many of the
finer details of the flame front development, and
demonstrate that real-time RHI is a promising
diagnostic tool for studying combusting droplets, or
other multi-phase, highly luminous, highly scattering
events.

For these demonstrations, the data framing rate was
limited to 10 Hz by the laser system. The actual
interferograms were recorded, reconstructed, and
erased in a single 6 nanoseconds laser pulse.
Therefore, the RHI instrument is ultimately capable
of MHz data rates. In order to achieve higher data
rates, laser pump sources with faster repetition rates
and high speed CCD cameras must be used. RHI
interferograms of complex combusting sprays were
also captured by injecting seeded water and methanol
into an oxy/acetylene flame using an atomizer.

Figure 6. RHI interferograms of burning methanol
droplets seeded with KCIL. Each image is separated
temporally by 100 ms.

Under our test conditions, the interaction length was

approximately 0.5 cm and the lasers were tuned *
0.15 nm symmetrically about the absorption feature
(absorption line width = 0.024 nm). A minimum
detectable concentration for our experiments was
calculated to be 8.6 x 10" cm”, or 0.2 ppm.
Analytical results predicted that the limit of fringe
visibility =~ was  approximately 11 fringes,
corresponding to a maximum = measurable
concentration of N, < 220 ppm. The observation of

approximately 5 fringes in our experiments (see
Figure 8c and d) corresponds to a maximum
concentration of 100 ppm. This sensitivity is
comparable to that of FM diode laser spectroscopy, a

single point, line-of-sight method.

To reduce the information contained in the RHI
interferograms, we employed a manual fringe
tracking algorithm. This resulted in a resolution of
approximately 1/2 of a fringe. Figure 7 shows gray
scale maps corresponding to path-length integrated
number density for two RHI interferograms of
potassium seeded into a methanol droplet. The
density gradient spans an order of magnitude which
demonstrates excellent dynamic range. The
uncertainty in the measurement is dominated by the



fringe tracking method which has on the order of 1/2
fringe resolution. Based on our estimates, the value
of the maximum integrated number density, shown in

the center of the interferogram, is 17 + 2 (10" ecm™).

Integrated N
Density (10' omi}
21

Integrated Number
Density uu“lcmm' )

b)

Figure 7. Potassium density maps produced from
RHI interferograms, a) shown in Figure 7¢ and b)
shown in Figure 7d. Values represent number
density integrated along the line of sight (L = 0.5
cm). Uncertainty in measurement is dominated by
fringe tracking method ~ 2x10"" em™.

3. A LONG RANGE HOLOCAMERA

A trailer-mounted, long-range, holocamera was
fielded this year for application in outdoor test ranges.
The twin-telescope, stereo holocamera employs a 10
joule ruby laser that illuminates a target that can be
holographically viewed from two directions recorded
on two doubly pulsed holograms. Each hologram is
recorded with two separate electro-optically switched
reference waves, allowing recordings with time
spacings up to 800 microseconds. This enables the
interferometric = measurement of the target
displacement. The system is being used to evaluate
ballistic impacts and penetration of structures. The
system, illustrated in Figure 8 is based around a 10
joule, four-pulsed, Q-switched, ruby laser. An object
beam, which carries most of the laser output, is
directed to the target, which can be located up to 40
meters from the holocamera.
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Path matching
for referance beam

Figure 8. Long Range Holocamera.

Light scattered from the object field is collected and
imaged by twin 150 mm telescopes that reimage the
light to a pair of hologram recording plates. The twin
recording arrangement allows viewing the scene from
different angles. Each recording is made with two
different reference waves to give flexibility to the
reconstruction mode. This is achieved by using a
polarization rotator, combined with polarization
beamsplitters, to route the reference beam to its
correct path.

Matching pathlengths between object and reference
wave can be achieved conveniently through a variety
of mirror configurations. = We easily matched
pathlengths up to about 50 meters with the mirror
“Herriot™ cell employed.

6. FOUR WAVE MIXING FOR
TRANSIENT GRATING SPECTROSCOPY

(TEMPERATURE MEASUREMENT)

The temperature field of combustion environments is
a key diagnostic parameter. It reflects the complex
interaction of the local chemistry, fluid dynamics and
heat transfer of the combustion gases. For the
purposes of testing combustor design and the
verification of predictive computer models of
combustors, it is imperative that accurate temperature
measurements be made. Major challenges to optical
diagnostics of practical combustors include high
pressure, the presence of particulates (particularly
soot), a high background luminosity, optical thickness
and limited optical access. To address these
challenges and provide quantitative diagnostic
information on practical combustors, we explored
non-resonant transient grating spectroscopy (TGS) for
the measurement of temperature in high-pressure,
sooting flames*’. The non-resonant TGS technique is
spatially coherent, does not require a tunable laser
system, provides spatially-resolved information and
has been demonstrated to work at high pressure.*
The process can be described as the writing of a
hologram into a gas by mixing two coherent waves,
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which alter the gas state in a volume containing
interference fringes. A third beam is used to
illuminate the hologram which reonstructs a
wavefront (the detected signal) that varies in time as
the fringes decay. The frequency of the signal is
sensitive to the local temperature. We temporally-
resolved the TGS signal generated in a high-pressure,
sooting flame to extract the local temperature. In
short, the TGS technique involves the first-order
Bragg scattering of a probe laser off of a grating
induced by two crossed pump laser beams. The
amplitude and temporal evolution of the spatially
coherent signal beam reflects the physical and
chemical dynamics of the target medium. The
temporal behavior of the signal is a function of the
local temperature and transport properties.
Historically, TGS techniques have been used to
explore many transient phenomena in liquids and
solids.*”* Processes as diverse as the transport of
excitons in molecular crystals’ and the kinetics of
photoinitiated chemistry in liquids®™ have been
studied using the TGS technique. More recently,
investigators have applied the technique to gas-phase
studies. Experimental work has been performed in
static gases at high pressure,”*” in the infrared” and
in atmospheric flames,” and several groups have
modeled”™ ** *"*%*%%¢1 the TGS signal.

6.1 Experimental Setup

Figure 9 illustrates a typical TGS system. The
frequency-doubled output of a Nd:YAG laser was
split into two pump beams of equal energy and passed
through a 350 mm focusing lens. To ensure optimal
grating formation, the optical paths of the two pump
beams were matched to within millimeters. The 488
nm probe beam was directed toward the same lens
parallel to the pump beams. During alignment of the
detector, 4% of the probe beam was split off and
directed at the lens so as to trace out the path of the
actual TGS signal beam. At their crossover point, the
pump beams formed an optical grating with a period
of 10-14 pm. The pump and probe beams lay along
the centerline of the burner and their height above the
surface was varied from 6 to 16 mm. Two mirrors
directed the signal beam through a spatial filter and
two 488 nm laser line filters onto a photomultiplier
tube. The pump, probe and signal beams passed
through uncoated BK-7 windows 0.375" thick. The
windows created stray light through diffuse scatter
and specular reflection. The line filters rejected the
unwanted 532 nm light at the detector and the spatial

filter rejected the unwanted 488 nm light at the
detector.

Initial alignment of the pump, probe and signal tracer
beams was achieved with the aid of a 100 pum pinhole
placed at the crossover point of the beams. All four
input beams were held parallel to each other before
passing through the focusing lens. To facilitate
separation of the actual signal beam from the pump
and probe beams on the output side of the high
pressure burner (HPB), the probe and signal tracer
beams were vertically displaced from the pump
beams by about a centimeter. The horizontal
displacement between the two pump beams as they
passed through the focusing lens was made as small
as practically possible (~15 mm) with the equipment
employed. The horizontal displacement between the
probe and false signal beams was then fixed to ensure
that they generated a grating spacing identical with
that of the pump beams, ie., phase-matching
conditions were met. Small adjustments were then
made to the beam-directing mirrors to ensure that the
beams maintained their proper horizontal spacing and
simultaneously passed through the pinhole.

Once the initial alignment was established, the HPB
was filled at ambient temperature with either
pressurized air or CO,. The electrostrictive response
from this static gas sample was used to optimize the
TGS signal, and, through signal analysis, was used to
accurately determine the actual grating spacing. An
example of such a calibration measurement is shown
in Figure 10. The index-of-refraction inside the HPB
will of course change with changing conditions of
density and gas composition; however, it can be
shown with the repetitive use of Snell’s law that the
grating spacing inside the HPB remains constant.
(The exact location in space of the overlap may move,
but the grating spacing remains fixed.) Hence, the
grating spacing is determined entirely by the
conditions outside of the test region, i.e, it is a
laboratory controlled constant making thermometry
feasible in changing environments.



Figure 9. Schematic of the TGS optical setup
employed. During alignment, 4% of the probe
beam was picked off and used to trace the path of
the signal beam.
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Figure 10. Nonresonant TGS signal in air. The fit
to the data was made using a simplied expression
based on the full theory by varying the grating
spacing.

TGS thermometry is achieved by collecting the signal
in a time-resolved fashion. Analysis of the oscillatory
frequency of the signal provides a direct measure of

the local sound speed which can then be related to
temperature through the following equations:

Y
C; = ,|RT—, and 6
. = JRTL . an ©)

fg = n% , respectively. @)
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In the above, n = 1 or 2 for thermal or electrostrictive
signals, respectively, R denotes the gas constant, T the
temperature, y the heat capacity ratio and M the
molecular mass of the gas mixture. By inverting
Equation 6 and making use of the definition in
Equation 7, we can write an expression for the TGS-
determined temperature,

2/\2(7)" 1
Fe [ — . 8
fﬂ'nz M R ()

The frequency, f3 , is the experimentally measured
quantity, A is a parameter set by design and R is a
constant. The ratio of ¥ to M is not measured and
must be estimated. For a particular fuel and oxidizer
this is not difficult and can be done using simple
chemistry considerations. Both y and M are simple
sums of the corresponding values for the major gas
mixture components weighted by the relative mole
fractions and ¥ exhibits a temperature dependence as
well. The M ratio is much more sensitive to
fluctuations in the temperature than to fluctuations in
the mole fractions of the gas mixture. This fact
makes TGS frequency measurements sensitive to
local temperature changes and excursions. Empirical
expressions for the individual values of ¥, for each
combustion gas are found in the literature.”” To
estimate the mole fractions of the major species in our
flame environments we used the output of the CET89
flame code. For equivalence ratios, ¢, greater than 1,
the major species in the flame zone are found to be
N,, CO and H,0O. Nitrogen accounts for at least 58%
of the total number density for ¢ > 1.

Experiments were carried out in a high pressure
burner (HPB) that consisted of a mild steel pressure
vessel fitted around a sintered bronze porous plug
burner. Three BK-7 windows mounted at 90° to each
other in the horizontal plane permitted optical access
for the laser beams as well as direct observation of the
flat flames generated. The pressure vessel was water
cooled and fitted with a needle valve on the exhaust
line that was used to regulate the interior pressure.
Premixed ethylene/air flames were used for this work.
We operated the HPB over a pressure range of 1 to 9
atm using rich fuel/air equivalence ratios varying
from 1.6 to 2.0. With these rich gas mixtures, we
generated stable sooty flames that appeared yellow to
the eye. (At stoichiometric gas conditions this same
flame appears light blue.) At equivalence ratios
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above 2.0, the flames became unstable and lifted off
of the burner surface. TGS measurements were made
in the sooting flames using 50 mJ of energy split
between the two pump beams (532 nm) and 500 mW
of power in the cw probe beam (488 nm).

We extracted temperatures from the TGS signals for
comparison with the corrected thermocouple
measurements. At equivalence ratios of 1.6 and total
pressures of 8 atm, we found a TGS temperature of
1790 + 175 K and a simultaneous thermocouple
temperature of 1710 + 75 K. The agreement is quite
good and we are now investigating ways to minimize
the experimental uncertainty. Under very heavy
sooting conditions (equivalence ratio of 2) we found
that the TGS temperatures were less than the
thermocouple temperatures. This suggests that soot
fragments produced during vaporization by the pump
laser beams may alter the local value of M/y. This
possibility is being investigated further. These
experiments successfully demonstrated that TGS
measurements can be performed in pressurized
sooting flames using the non-resonant format. Soot
particles, acting as blackbody absorbers, contribute to
the thermal grating signal.  Additionally, these
demonstration measurements indicate that
thermometry is possible with this technique in this
environment.

72 CONCLUSIONS

In this paper, a variety of state-of-the-art holographic
systems have been reported, including long range
holography, tomography, resonance and real-time
holography, and four wave mixing. Holographic
methods provide powerful aerodynamics tools for
obtaining quantitative information from flow fields.
The use of more than one wavelength of light during
recording and/or the reconstruction process can
produce a variety of diverse and powerful
measurement techniques that are unique to the
holographic approach.

Automated data reduction has reached an operational
stage on noise-free interferometry data. Application
of tomography has become operational with high
quality interferograms. In the reported tomography
system 24 distinct, interferograms produced from six
views are processed automatically then inverted
tomographically to produce a three dimensional
density  distribution. A computer generated
interferogram test method has also been developed to
test the algorithms, anticipate how the actual test data

should appear, and assist with data interpretion. A
test of the system on computor generated data similar
to that expected from ballistic range data shows that
the system is capable of providing accurate analysis.
When noise is added to the interferometry data, the
system operation and results are, of course, not so
straightforward.

Resonance holograpic interferometry has been
established as a method for determining, not only
refractive index but also, for a species specific
interferometry.  When combined with real-time
recording the method can provide a quantitative
determination of the concentration of a specific
species in a field even when that species is not the
dominant one.

Four wave mixing has been presented as a powerful
tool for determining concentration and temperature of
species in cases where many of the other methods
fail, such as high pressure and temperatures.
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1 SUMMARY

A digital holographic interferometry technique is
presented which provides non-intrusive, quantitative
measurements of the density distribution in a com-
pressible flow field. Using a pulsed laser, flow fields
may be essentially frozen, so that a measurement is
obtained for a whole field at a single instant. Thus,
also unsteady, turbulent flow fields may be studied.
The technique provides a measurement of the den-
sity projected along the light path, so that the local
density may be determined for two-dimensional and
axisymmetric flows. Even for relatively complicated
flow fields, quantitative projection data may thus be
obtained. By sending several probe beams through a
flow field simultaneously at different angles, also the
instantaneous three-dimensional density distribution
in unsteady fields may be obtained using tomographic
reconstruction techniques. To furthermore gain in-
sight into the temporal behaviour of turbulent flows,
also quantitative differential recordings can be made.
Thus, the technique presented here may be used to
examine the (instantaneous) three-dimensional struc-
ture of a density field as well as its fluctuations in time.
To illustrate the technique, here results are presented
for the supersonic flow around a re-entry body, for
an under-expanded free jet flow and for an oscillating
flow issued by a so-called pipe-collar nozzle.

2 INTRODUCTION

The understanding of compressible flow fields is
greatly enhanced by the simultaneous use of experi-
mental and computational methods. Due to the grow-
ing capabilities in computing power, memory capacity
and the development of smart schemes and fast solvers
the computational possibilities have increased tremen-
dously in the near past. To make these advancements
beneficial in understanding flow fields the results of
numerical modelling have to be compared with exper-
imental data. In that respect code validation which
can rely on accurate and reliable quantitative field
data of various flow fields is an absolute must. Flow
fields of practical interest are in most cases (if not all)
three-dimensional and unsteady. Classical flow field
measuring techniques, e.g. n-hole probes for mean
values of flow field variables or hot-wire for turbulence
suffer from the fact that the presence of the probe al-
ways influences the flow field giving rise to inaccura-
cies. This drawback of these flow measurement meth-
ods is usually met by probe calibration which suffices
as long as space-gradients of the flow variables remain
small and time-gradients are absent. Another serious
drawback of probe techniques for generating field data
is that they are point measurement techniques. To in-
vestigate a flow field with a certain accuracy a great
number of locations has to be "probed” which can

be a very time-consuming process. As a consequence,
probe methods usually suffer from low data-rates and
are only suited for studying steady flow phenomena.

Therefore, for the study of turbulent flow fields,
non-intrusive techniques are preferable which further-
more cover a whole field at once, instead of being
point-measurements. Flow visualisation techniques
are important diagnostic tools in experimental high-
speed flow research as they provide a whole-field image
of a flow at a single instant in time. Further the com-
pressibility effects naturally occurring in high-speed
flows allow perfectly non-intrusive measurements, free
of flow disturbance and without the need of flow-
seeding. Optical techniques based on the deflection
of light in non-homogeneous density fields (like shad-
owgraph and schlieren) can visualise gradients in den-
sity, but only qualitative information can be obtained.
Interferometry, on the other hand, is based on the
distortion of the wave front of a (laser) light beam
by spatial density differences and has the potential to
yield quantitative information about the absolute flow
density.

Digital holographic interferometry is a non-
intrusive, quantitative technique which provides the
phase delay of a light beam that has passed a flow
field with a variable density. The phase delay is di-
rectly proportional to the integrated density along the
light ray. Using this technique a two-dimensional im-
age of the flow is thus obtained in the form of an
integrated density field.

This paper presents the state of the art and capa-
bilities of holographic and tomographic interferometry
as developed at the Laboratory for High Speed Aero-
dynamics of the Delft University of Technology, to
study three-dimensional unsteady flow fields in a non-
intrusive way. Since light that propagates through a
gas flow does not disturb the fluid properties of the
gas or its dynamical characteristics, interferometry
is a truly non-intrusive method in the fluid-dynamic
sense. Furthermore, interferometry provides data for
a complete field at one instant in time.

The non-intrusiveness and instantaneous, whole-
field capabilities of interferometry make this technique
very attractive for studying unsteady (turbulent) com-
pressible flow fields, as it captures an instantaneous
image of the flow. By recording two flow images at
very short time intervals, a differential image is ob-
tained from which the changes that occur in unsteady
flow fields may be studied.

For studying three-dimensional flow situations to-
mography is introduced. By taking simultaneously
multiple images from different directions the three-
dimensional density distribution in the original field
may be extracted by tomographic reconstruction.

The combination of the differential capabilities and
the tomographic system can capture either the instan-

Paper presented at the AGARD FDP Symposium on “Advanced Aerodynamic Measurement Technology’;,
held in Seattle, United States, 22-25 September 1997, and published in CP-601.
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Figure 1: Two-reference-beam , plane-wave holographic interferometer.
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taneous structure of a density field or its evolution
over a short time interval.

This paper will elucidate the physical principles
and capabilities of holographic/tomographic interfer-
ometry to investigate three-dimensional unsteady den-
sity fields since they are of importance for transport
aircraft aerodynamics. Results are given for the super-
sonic flow around a hemisphere-cylinder-flare body,
compressible free jet flows and the unsteady flow is-
suing from a pipe-collar nozzle. The latter case shows
the possibilities to study some aspects of turbulence
in compressible flows.

3 DIGITAL HOLOGRAPHIC INTERFER-
OMETRY

When a light beam traverses a field with an inhomo-
geneous refractive index it is retarded locally, so that
the phase of the beam leaving the flow field is changed
according to the integrated result of the refractive in-
dices it has encountered. For weak refraction, the light
may be assumed to follow straight lines, so that the
phase delay caused by the field is proportional to a
projection of the refractive index field, which accord-
ing to the Gladstone-Dale relation can be wr itten in
terms of the density, as [1]:

Ad(z,y) = % /[p(x,y,Z) — po)dz (1)

where A is the wavelength of the probe beam, p is
the density distribution, pp is the (constant) back-
ground density field, A¢ is the phase difference be-
tween a beam passing through the flow field and one
which only passes the background field and K is the
Gladstone-Dale constant, which is about 0.225.10~3
m3/kg for air at a probing wavelength of 694 nm [2].
Here z,y are the projection plane co-ordinates, while
z is taken to be the direction of the light path, which
is perpendicular to the mean flow direction; the inte-
gration is evaluated over the width of the flow field.

To determine the phase delay caused by a flow field,
the probe beam (object beam) is combined with a
second, coherent light beam. The interference pattern
created by these two beams is described by:

I(xvy) = Ibias(zay) + Imod(zay) Cos A¢(Z,y) (2)

where Ip;s is the background intensity, [,oq is the
modulation intensity (contrast) and A¢ is the phase
difference between the interfering beams.

In classical interferometry the two interfering
beams propagate along different paths. For the study

of flows generated in a wind tunnel, this means that
the object beam will pass the test-section including
the windows of the tunnel while the second beam by-
passes this. As a consequence the resulting 2-D inter-
ferogram is contaminated by information from the op-
tical setup (e.g. windows, mirrors). In a holographic
interferometer these contaminations are avoided by
using a hologram on which at least one of the interfer-
ing beams is stored using a so-called reference beam,
so that the same light path can be used for both the
disturbed and the undisturbed flow field. In digital
holographic interferometry (DHI) the resulting inter-
ference patterns are recorded and digitised by a CCD
camera, and stored in computer memory for further
processing.

Using phase-stepping the phase difference can be
determined on an interval 0 < A¢ < 27 for each pixel
in the projection plane [3]. Next, phase-unwrapping
is applied to remove all 27 ambiguities so that the
continuous phase map is obtained [4].

In Fig. 1 a plane-wave holographic interferome-
ter with two reference beams, which may be placed
over the test section of a wind tunnel, is shown. A
ruby pulse laser (Lumonics, HLS1, wavelength 693.4
nm) is used to create a plane wave object beam which
passes through the flow field and two collimated ref-
erence beams. A flow situation is captured by storing
the object beam on a holographic plate using one of
the reference beams while the other one is blocked
by a mechanical shutter. The laser provides pulses
of either 30 ns or 0.5 ms, so that the flow-field data
is essentially frozen. Using the two reference beams,
two flow situations can thus be recorded producing a
double-exposure hologram. After recording, the holo-
graphic plate is taken out for developing and bleaching
and then put back again in its original position. To
minimize errors caused by misplacement of the holo-
graphic plate in its holder after photographic process-
ing, only a small angle (approximately 0.5 degrees)
is applied between the two reference beams. In the
reconstruction stage the plate is illuminated through
the reference paths with a continuous wave HeNe laser
(wavelength 632.8 nm) that is aligned to the ruby
laser. Each reference beam reconstructs the object
beam that it recorded, so that by using both refer-
ence paths, two object beams are reconstructed that
will produce an interference pattern. However, be-
cause the angle between the reference beams is only
small, undesirable cross-reconstructions overlap the
valid reconstructions. Because of the angle between
the two reference beams, however, the propagation di-
rections of the cross-reconstructions differ from that of
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(b) Computation

Figure 3: Phase maps modulo 27 for supersonic flow around blunt cylinder-flare model. M., = 2.95, a = 20°, po

= 0.70 kg/m3, interval range: X or 20.5 g/m?.

the valid reconstructions of the object beams, making
it possible to remove the cross-reconstructions using
a spatial filter (diaphragm), which is placed in the
Fourier plane of the imaging lens system (Fig. 1) [5].

Thus, speckle-free, plane-wave interferograms are

Sideview Frontview ¥

¥ 30°

L 60 i in mm
interferometry

Figure 2: Re-entry model geometry

generated. Tilt fringes which are due to the differ-
ence in recording and reconstructing wavelength may
be removed by slightly tilting mirror Mg, or alterna-
tively, in case of a homogeneous background field, by
subtracting a linear pattern which is caused solely by
the wavelength difference. By translating one of the
mirrors in one reference path (in this case M7, which
is mounted on a piezo-electric transducer), a control-
lable extra phase-difference is introduced in the inter-
ferogram. In the technique used here four of these
so-called phase-stepped interferograms are generated,
which are digitally stored and processed. From these
four interferograms the phase-delay is calculated as a
2-D phase map, which contains information about the
flow-field density averaged over the light path using
the method of Carré [6]. In the reconstruction stage
the CCD-camera is focused at the symmetry plane
of the flow, as for axisymmetric flows this has been
shown to minimise refraction problems [7]. Thus, for
two-dimensional and axisymmetric flow fields the den-
sity can be determined at each point in the flow.
Several flow fields were studied this way, e.g. shock-
wave boundary-layer interaction [8], Mach 3 flow

around a cone [9] and around an axisymmetric re-
entry model at several angles of incidence [10]. This
latter flow will be discussed in the next section.

4 RE-ENTRY FLOW

The high supersonic flow around a generic re-entry
body (hemispherical-nose-cylinder with conical flare
as shown in Fig. 2), at incidence has been investigated
both using DHI and numerically. The flow around this
model is challenging for this measurement technique,
as the flow contains turbulent, 3-D areas and strong
curved shocks. The experiments were performed in
the test section of 15 x 15 cm? (width x height) of a
blow down wind tunnel. The tunnel is equipped with
a symmetrical nozzle, generating a supersonic flow at
a Mach number of 2.95 in the test section area. In the
interferometric experiments described here the free
stream density, p., was 0.7 kg/m? and the Reynolds

number 2 x 108, based on the free stream velocity and
the length of the model.

In order to study only the effect of the model on
the flow and not e.g. wind tunnel wall effects, the flow
around the model has to be compared to the undis-
turbed flow at the same conditions (which will have
similar wind tunnel wall effects), rather than to a 'no-
flow’ situation. To achieve this the wind tunnel is
started with the model in the field of view. With mir-
ror Mg unblocked and M7 blocked the ruby laser is
fired once to record the 'model flow’. Subsequently a
recording of the 'undisturbed flow’ is made, after hav-
ing retracted the model out of the field of view, firing
the laser for the second time with Mg blocked and M,
unblocked.

The experimental DHI results are compared with
inviscid flow calculations obtained by a 3-D Euler code
based on finite-volume discretization [11, 12]. For this
the 3-D numerical results are integrated to obtain a
2-D projection of the integrated density distribution
to enable a pixel-wise comparison with the interfero-
metric data. In Fig. 3 the results of both techniques
are shown for a free stream flow at M, = 2.95 with
the model at an angle of attack of o = 20°. Both are
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shown in the form of a phase map, where the phase
increases in cycles from black through grey to white;
the integrated density is constant along each line of
constant grey-scale value. In some areas, mostly near
shock waves, the fringes are too closely packed, for
separate fringes to be discerned. This is due to high
density gradients. These areas do not satisfy the
Nyquist criterion, which requires at least two pixels
per fringe to be sampled. Therefore, these areas will
not supply any reliable information and therefore have
to be circumvented in the phase-unwrapping process
to obtain the continuous phase map, and thus the in-
tegrated density field. Such areas are indicated in the
phase map of Fig. 3a. as black regions (not to be
confused with the black lines in the phase pattern).

A comparison of the results shows that the vis-
cous areas are captured very well by interferometry,
whereas they are not by the numerical code. Flow sep-
aration at the leeward side occurs just downstream of
the nose and shows up clearly in the interferometric re-
sults as a distortion of the lines of constant integrated
density. Downstream of the windward unreliable area,
some influences of the shock-shock interaction show
up, in the experimental as well as the computational
phase maps.

In general, outside the unreliable (black) regions in
the experimental phase map and the regions strongly
affected by viscous effects, agreement between results
is found to be very good as may be seen from Fig.
4, where the unwrapped phase along a vertical line
through the cylindrical part of the model (indicated in
the small inserted figure) is plotted. The experimental

40+ M. =295 a=20"
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Figure 4: Unwrapped phase along vertical line, M, =
2.95, a = 20°

phase distribution has been shifted 27 radians with
respect to the numerical continuous phases, in order
to make a comparison of the interesting flow regions.
This shift is necessary, since the phase unwrapping
in the experimental results fails at the shock due to
the closely packed fringes. For the computations no
phase unwrapping is necessary, since the phase angle
¢ is a direct result of the simulation process rather
than the phase modulo 27. The experimental and
computational phase distribution agree rather well in
the regions which are enclosed by the model and the
shock. On the leeward side, the difference is probably
caused by the separation shock. Thus, the methods
are found to be complementary in some areas (strong
discontinuities, viscous effects).

These experiments show that digital holographic
interferometry is well-suited for obtaining projection
data for complicated density fields in relatively steady
high-speed flows. However, from the projection data,
the local density distribution may only be derived for
two-dimensional or axisymmetric fields. As most flow
fields, and especially turbulent omnes, are of a truly

source function

view

Figure 5: Projection-imaging geometry

three-dimensional nature, to study these flows a tech-
nique is needed which can give spatially resolved data.

5 TOMOGRAPHY

The purpose of optical tomography is to obtain 3-
D measurements of a scalar quantity from a set of
projections like those obtained in compressible flow
interferometry. When projections are obtained from
several viewing angles the integrals may be inverted
to obtain the original scalar density distribution. To
solve the problem of finding the original distribution
(the ’'source’), the three-dimensional field is usually
thought of as being subdivided into a set of parallel
planes. Each plane then represents a two-dimensional
source field. Using tomographic reconstruction a 2-D
cross-sectional image (Topos = slice) of a source func-
tion, f(x,z), is obtained from its projections, where
here we assume that slices are taken at constant values
of y. These projections are described by the Radon
transform R(t,0) [13, 14]:

R(t,0) =
J f(z,2)6(x — tcosf — ssin b, z — scos @ + tsinf)ds

which in the case of interferometry represents the
modified phase of a light beam. Here 6 is the Dirac
delta-function, ¢ is the transverse co-ordinate, @ is the
viewing angle and s is the co-ordinate along the ray
path (see Fig. 5). By inverting this equation the re-
fractive index distribution and hence the density in
the investigated plane can be found. By stacking the
reconstructed slices for all parallel planes, the three-
dimensional density distribution is obtained.

For continuously sampled data, R can be inverted
directly to obtain the source function. However, for
data sampled discretely in a limited number of views,
the results will be contaminated by reconstruction
artefacts.

In general there are two strategies for reconstruct-
ing a 3-D image from its projections: analytical inver-
sion (e.g. [13]) and iterative algebraic methods (e.g.
ART, SIRT, MART) [15, 16, 17]. The iterative meth-
ods are well-snited for including a priori knowledge
and for cases where the angle of sight is limited.

Unsteady fluid dynamics problems require that all
tomographic data must be obtained at a single in-
stant in time, so all views have to be recorded simul-
taneously. Also, for practical reasons, the number of
views has to be minimised, in order to reduce the size
and cost of the data acquisition system and the time
needed to process the experimental data. Further-
more, the range of available viewing angles is often
restricted because of geometric constraints like the
presence of wind tunnel walls. Therefore, algebraic
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Figure 6: Tomographic part of interferometry set-up, which produces 9 beams that pass a test area (shown here as
a circle). On the right the illumination-regions on the holographic plate are shown.

techniques seem to be best qualified for fluid dynam-
ics studies and here only these iterative techniques
have been considered.

5.1 Tomographic Interferometry

To be able to study three-dimensional flows a
pulsed, phase-shifted, holographic interferometric to-
mographic set-up has been developed which is based
on the two-reference beam interferometer of Fig. 1.
For this, the set-up was extended to provide simulta-
neous multidirectional views (Fig. 6) [18].

After illuminating and developing the holographic
plate, each view is imaged separately by the CCD
camera, which is focused at the centre plane of the
flow for all views. The phase maps that are calcu-
lated for each viewing direction using phase-stepping
are then used for tomographic reconstruction of the
recorded field.

Since each object beam has a different path length
between lenses L, and L;, however, the object dis-
tance changes in each view, which causes a variation in
the magnification between different projections. This
needs to be corrected in the data processing. Further-
more, prior to reconstructing the 3-D field all views
have to be aligned properly, so that the correct (pro-
jected) pixels are compared. Finally, the corrected
projections can then be used to obtain the density field
using tomographic reconstruction techniques. Here
a Fourier-Bessel method, combined with a conjugate
gradient technique is used to obtain the reconstruc-
tions. This technique is discussed in two papers by
Watt (19, 20]. There are two advantages to this ex-
pansion when compared to reconstructions on a square
grid. First, since the radial and angular components
are represented by separate (but coupled) harmonic
expansions, it is easier to match the reconstruction
geometry to the sampling of the viewing geometry.
Second, this expansion easily accommodates densities
above and below the ambient, which is common in
compressible flows.

The set-up has been used to measure the density
fields of several underexpanded compressible free jet
flows [18]. As an example, in Fig. 7 two iso-density
surfaces are shown for the underexpanded jet flow
from a straight pipe generated at a total pressure of 3
bar. The overall shape of the jet is seen to be round,
which is shown clearly in Fig. 7 a. In the areas on ei-
ther side of the compression regions, the jet is basically
round with bulges 'sticking out’ and a low-density area

in the centre. These bulges represent regions of locally
high density that connect the compression regions (see
also Fig. 7 b.). Proceeding downstream, these bulges
change shape resulting in a somewhat sinuous shape
for the outer envelope.

5.2 Double-Pulse
steady Flows

Thus, the three-dimensional instantaneous density
field may be determined. As the laser provides very
short pulses, also unsteady, turbulent flow fields may
be investigated using this technique. Furthermore,
the Q-switched ruby laser is capable of generating
two 30 ns pulses at a time-interval that is adjustable
between 1 and 800 ps. Thus, differential measure-
ments at time scales relevant for turbulence may be
obtained. However, to get quantitative data for the
phase differences from differential interferograms the
two situations need to be recorded by separate refer-
ence beams, so that phase stepping can be used to
analyse the interferograms. For this specific purpose,
some adjustments were made to the set-up. To use
separate reference beams for each pulse, switching be-
tween paths has to be accomplished within a microsec-
ond. To meet this fast-switching demand the system
is equipped with an electro-optic switch [21]. Both the
double exposure and double-pulsed interferograms are
processed using phase-stepping techniques.

The complete double-pulsed tomographic system
can capture either the instantaneous structure of a
density field or its evolution over a short time inter-
val. The system is used to illuminate both the instan-
taneous structure of a compressible flow and provide
insight into the relevant time scales of the flow. Thus
coherent density structures may be studied. To inves-
tigate these possibilities, the oscillatory jet flow emit-
ted from a so-called pipe-collar nozzle [22] is studied,
providing an attractive environment to determine the
possibilities of the double-pulsed tomographic inter-
ferometry technique.

Interferometry for Un-

5.3 Pipe-Collar Flow

The pipe-collar flow is generated by a simple geom-
etry consisting of a pipe with a collar at its exit so
that the diameter of the duct is suddenly increased,
as is shown in Fig. 8. This set-up forms a so-called
"whistler nozzle”, which is being used to generate a
transient, compressible flow field that has been well
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(a) Compression regions, density level: 0.48 kg/m® with
respect to ambient

(b) Columns connecting compression regions, density level:
0.32 kg/m? with respect to ambient

Figure 7: Two iso-density surfaces, emphasizing different flow features of an underexpanded compressible free-jet flow
immediately behind the nozzle exit. Flow direction: top-down, settling chamber pressure: 3 bar, inner pipe-diameter

d = 6.5 mm, volume: 204 x 20.4 x 20.5 mm?.
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Figure 8: Pipe-collar nozzle configuration. A separate collar can be put over the pipe connected to the settling
chamber. The effective length of the collar, L., can be adjusted by sliding the collar over the pipe.

documented by Selerowicz et al. [22]. The abrupt step
may induce oscillations (and thus large-scale fluctua-
tions) at well-defined frequencies in the jet flow that
leaves the nozzle.

The flow generator that is used here is designed to
produce a flow with features that are observable in
the operating range of the tomographic double-pulsed
system (i.e. a frequency range within 10° — 1250 Hz).

This configuration generates a flow field that has a
more or less axisymmetric mean structure, so as not
to deviate too strongly from earlier tomographic tests
shown in Fig. 7, but also contains a well-defined, regu-
lar unsteady density pattern to investigate the appear-
ance of these patterns in differential measurements.

A high pressure line supplies a small settling cham-
ber (inner diameter 35 mm); the chamber outlet con-
tracts smoothly into a round tube 6.50 mm in diame-
ter and 60 mm long. At the exit of the pipe, a collar
with adjustable length is fitted, with a inner diameter
of 9.9 mm. Thus, the flow leaving the pipe experi-
ences a step-height of 1.7 mm. The settling chamber
pressure is measured and taken as the flow stagnation
pressure.

As an example, here a jet flow generated at a set-
tling chamber pressure of 1.9 bar and a collar length of
7.2 mm is studied. This configuration results in an os-
cillating jet flow, producing a clearly audible screech-

ing sound. Using a Fast Fourier Analyser (Briiel and
Kjaer Narrow Band Spectrum Analyser, Type 2031),
the dominant frequencies in this flow are measured to
be 6550 Hz and 13100 Hz, i.e. the base frequency is
6550 Hz. Thus, the oscillation time is 152.67 ps. In
Fig. 9 a reconstructed iso-density surface is shown,
as seen from different angles. The overall shape of
the jet is seen to be wavy. The oscillation appears
to take place only in one plane which can be seen by
comparing Fig. 9 a. and b. which show orthogonal
views of the iso-density surface at 0.15 kg/m?. In Fig.
10 two iso surfaces are shown representing surfaces of
constant density difference. These are obtained from
a differential recording at a time interval of 38 us,
which is about a quarter of the oscillation time. From
this image it can be deduced that the high density re-
gions move downstream and rotate 90 degrees about
the center [23].

The images produced show clearly that the jet den-
sity field has an instantaneous sinuous structure; that
is that regions of constant density seem to be oscillat-
ing in a single plane rather that in a spiral or other
pattern [24, 22]. However, the differential reconstruc-
tions indicate that this sinuous pattern is rotating
about the jet axis at the acoustic frequency of the
jet. The combination of these images provides a per-
spective of the dynamics of these jets that could not



(a) Wavy pattern
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(b) In-plane oscillation

Figure 9: Two orthogonal views of a single iso-density surface at a density of 0.15 kg/m?® with respect to ambient,
showing the flow to be oscillating in one plane. Flow direction: top-down. Volume: 17 x17 x 16.9 mm? starting
immediately below the collar exit. L. = 7.2 mm, p, = 1.9 bar, inner diameter pipe d = 6.5 mm, inner diameter

collar D = 9.9 mm

Figure 10: Iso-density-difference surfaces showing struc-
tures present in the flow. The bright regions represent a
density difference of 0.14 kg/m? and the darker regions
represent a density difference of -0.14 kg/m®. Flow di-
rection: top-down. p, = 1.9bar, L. =7.2 mm,d = 6.5
mm, D = 9.9 mm, AT = 38 us, volume 17 x17 x 16.88
mm3, starting 5.06 mm from the nozzle exit.

be achieved in another way. The implications of these
aspects of the flow on the local jet dynamics is still a
matter of discussion.

6 CONCLUSIONS

The experiment demonstrates the utility of interfer-
ometric tomography for probing the instantaneous
structure of unsteady high speed flow. A compact ge-
ometry with a relatively small number of views using
a single hologram is combined with circular harmonic
reconstructions to produce very well defined images.

Most importantly, it is shown that the holographic
tomographic technique can provide information which
cannot be obtained using conventional techniques, il-
luminating the instantaneous behaviour of unsteady
flows.

In summary: a novel measurement technique is pre-
sented that enables the quantitative determination of
the spatial density distribution in compressible flow
fields at one instant in time or its evolution over a
short time-interval. In this way the method competes
with others developed to get increased accuracy and
high data rates.
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1. SUMMARY

The development of a high-speed, phase-locked, real-
time, point diffraction interferometry system for quan-
titative imaging unsteady separated flows is described.
The system enables recording of up to 224 interfer-
ograms of the dynamic stall flow over an oscillating
airfoil using a drum camera at rates of up to 40 KHz
controlled by custom designed electronic interlocking
circuitry. Several thousand interferograms of the flow
have been obtained using this system. A comprehen-
sive image analysis package has been developed for
automatic processing of this large number of images.
The software has been specifically tuned to address the
special characteristics of airfoil flow interferograms.
Examples of images obtained using the standard and
the high-speed interferometry techniques are presented
along with a demonstration of the image processing
routine’s ability to resolve the fine details present in
these images.

LIST OF SYMBOLS

Cy pressure coefficient

£ airfoil chord

f frequency of oscillation, Hz

k reduced frequency = %;E

I image intensity

M freestream Mach number

U freestream velocity

X,y chordwise and vertical distance
! angle of attack

g mean angle of attack

ay amplitude of oscillation

€ fringe number

p density

Po density ‘at atmospheric conditions
Pr density at reference conditions

2. INTRODUCTION

Dynamic stall has limited the flight envelope of heli-
copters for many years. The problem has been stud-
ied both in the laboratory and in flight, employing
complex surface measurement techniques such as pres-
sure transducers or skin friction gauges. To properly
understand the complex physics associated with dy-
namic stall both surface and off-surface measurements
are needed simultaneously. Quantitative visualization
of the flow field during compressible conditions can be
used in such cases, but in the past this has been pos-
sible only through carefully aligned and meticulously
reconstructed holographic interferometry.

As part of a long-range effort focused on exploring
the physics of compressible dynamic stall, a research
wind tunnel was developed at NASA Ames Research
Center(ARC) which permits visual access to the full
flow field surrounding an oscillating airfoil during com-
pressible dynamic stall (Ref. 1). Initially, a strobo-
scopic schlieren technique was used for visualization
of the stall process (Ref. 2), but the primary research
tool has been the real-time, self-aligning technique of
Point Diffraction Interferometry(PDI), which has been
carefully optimized for use in this project (Ref. 2,3).
PDI is a robust, self-aligning interferometry technique.
It uses conventional schlieren optical components and
is immune to the problems that generally limit the ap-
plication of other interferometers. Using PDI, both
global and surface flow features can be simultaneously
documented. It has been shown in Ref. 2 that dy-
namic stall onset occurs over a very narrow angle of
attack range (0(0.5) deg), at instantaneous -angles of
attack when the airfoil pitch rate is maximum, dur-
ing which a large leading edge vortex forms and grows
rapidly from a fully attached flow. Further, hysteresis
results in cycle-to-cycle variation of stall onset which
smears the data if acquired by conventional ensemble
averaging. Thus, it is required that the flow devel-
opments be captured in just one pitch-up cycle which
places extraordinary demands on the data acquisition

! Mailing Address: M.S. 260-1, NASA Ames Research Center, Moffett Field, CA 94035, U.S.A.

Paper presented at the AGARD FDP Symposium on “Advanced Aerodynamic Measurement Technology”,
held in Seattle, United States, 22-25 September 1997, and published in CP-601.
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methods. Since the pitch rate could be as large as 4000
deg/sec and the data is needed at a very high resolu-
tion to document the details of dynamic stall evolu-
tion, extremely rapid real-time imaging rates (O (20
KHz)) become necessary. It is clear that holographic
techniques are not applicable here.

The recording of the rapid flow changes also requires
freezing the flow events during data acquisition. This
implies sampling times of less than a microsecond for
the present study. The energy output of even the most
powerful laboratory laser is generally less than 200 ulJ
for repetitively pulsed conditions. Imaging at such a
low light level restricts the choice of recording sys-
tems to photographic film since even high speed videos
presently do not have a satisfactory response at these
low light levels. Trials showed that such systems re-
sponded randomly to individual photons of light rather
than to light across the whole field of view.

One of the most valuable aspects of PDI is the fact
that interferograms can be produced in real-time on a
continuous basis through the use of a rapidly-pulsed
laser. Pulsing at rates of up to 40 KHz and record-
ing with high-speed film camera produces interfero-
grams at a sufficient resolution (both in space and
time) to analyse the rapidly developing unsteady dy-
namic stall field. In the present experiments, this has
been achieved through the use of a high-speed drum
camera combined with custom designed electronic cir-
cuitry. Interferogram sequences of dynamic stall devel-
opment during a single oscillation cycle of the airfoil
have been recorded at rates of up to 20 KHz. A de-
tailed analysis of the effects of pitch rate, Mach num-
ber, Reynolds number, amplitude of oscillation, and
other parameters on the dynamic stall process has thus
become possible.

The present research has also focused on quantitative
determination of the fluid physies of the compress-
ible dynamic stall flow field, including the gradients of
pressure in space and time from these interferograms.
The development of image analysis techniques specific
to PDI interferograms obtained here is a major effort
in this quantitative evaluation. Instantaneous pressure
distributions can now be obtained semi-automatically
making practical the analysis of the thousands of in-
terferograms that are produced in this research.

3. DESCRIPTION OF THE FACILITY AND
MEASUREMENT TECHNIQUE

3.1. The Compressible Dynamic Stall Facility

The experimental studies were carried out in the Com-
pressible Dynamic Stall Facility(CDSF) of the ARC
Fluid Mechanics Laboratory. The CDSF is an indraft
wind tunnel with a 10 in x 14 in test section and is
equipped with a drive for producing a sinusoidal vari-
ation of the airfoil angle of attack. The tunnel Mach
number is controlled by a choked, variable-area, down-
stream throat in the range of 0.1 < M < 0.5. The flow
is produced by a 6MW, 240,000 CFM continuously
running evacuation compressor. The airfoil mean an-
gle of attack can be set to 0 < o < 15%, the amplitude
of oscillation to 2° < a; < 10°, and the oscillation
frequency to 0 < f < 100H z. In the CDSF a 3-inch

chord NACA 0012 airfoil is supported by pins between
two 6 in diameter optical glass windows. This unique
mounting method provides direct optical access to the
airfoil surface permitting flow exploration using nonin-
trusive diagnostic techniques, Fig. 1. Tests on a 6-inch
chord airfoil mounted between metal ports, with glass
inserts for optical access to the first 40% chord of the
airfoil are used to establish Reynolds number effects
produced at a given freestream Mach number. Block-
age effects due to the larger airfoil are small around
dynamic stall onset angles of attack. (The correction
to pressures is less than 5% at o = 10 deg.) Encoders
on the drive system record the mean and instantaneous
angles of attack. The encoder signals are processed in
a custom built interface known as the Oscillating Air-
foil Position Interface(OAPI) which is also used for
conditional sampling and phase locking.

3.2. Description of the PDI Technique
3.2.A. The Interferometry System

As stated earlier, the experimental studies used the
real-time technique of point diffraction interferometry.
PDI provides detailed, instantaneous and quantitative
flow-field-density information, from which both sur-
face and global pressure distributions can be derived.
The PDI optical arrangement is similar to that of a
schlieren system, but, as shown in Fig. 2, a laser light
source is used with a beam expander to fill the entire
field of view (determined by the tunnel windows) and
a point diffractor (pin-hole) replaces the knife edge.
The optics are aligned in the standard Z-type config-
uration to minimize astigmatism. Imaging optics are
set up further downstream along the beam path for
recording the flow.

The technique uses one single pass of the laser beam
through the test section and depends upon the ability
of a pin-hole created in-situ in a semi-transparent plate
to produce the reference beam. Creation of the pin-
hole requires focusing the laser beam on the plate and
exposing the plate emulsion to a very high level of laser
energy with no-flow in the tunnel. As the photographic
emulsion burns away, a clear spot (pin-hole) appears
on the plate. With the flow-on, light phase shifted by
the flow density changes (signal beam) passes around
this spot to produce interference fringes on a continu-
ous basis in real-time. The portion of the beam passing
through the pin-hole becomes the reference beam due
to the spatial filtering characteristics of the pin-hole.
The technique has now evolved considerably and sev-
eral hundred interferograms can be obtained in a day’s
work.

3.2.B. Details of the High-Speed Camera, Laser Con-
trol and Recording Technique

A Qunatronix Series 100 CW /pumped Nd:YAG laser,
capable of operating from DC to 50 KHz was used in
the experiments. It could be externally triggered with-
out any detectable delay at all rates. The pulse dura-
tion and the energy output varied nonlinearly from 85
ns and 140 pJ at 500 Hz, 420 ns and 25 uJ at 40 KHz
and 100 ns and 11 pJ at 50 KHz. At the rates used for
the high-speed interferometry experiments being re-



ported, the corresponding numbers were: 140 ns and
65 pJ at 10 KHz and 240 ns and 17 pJ at 20 KHz, at
nearly full current settings. The energy density in the
laser light pulse at the 10 KHz rate was adequate to
give proper exposure on ASA 100 T-MAX film; ASA
400 film was necessary at 20 KHz.

A variable speed Cordin drum camera (DYNAFAX
Model 350) was used for image recording. A rotating
8-faceted mirror in the camera reflected the incoming
light beam onto film rotating in the same direction in
the camera drum. Effective shutter times of 1.35 usec
could be achieved at the 40 KHz framing rate. At 20
KHz, this time was 2.7 usec. The camera recorded
two rows of 16 mm images on a 35 mm film strip, with
successive exposures recorded alternately in each row,
but displaced by 16 frames. A maximum of 224 frames
could be recorded at any framing speed.

The laser was triggered by TTL pulses emitted by cus-
tom designed and built (in-house) circuitry installed
on the camera. An infrared (IR) emitter/detector was
installed in the camera (out of the light path as shown
in Fig. 3) to detect reflections from the mirror facets
as they passed. The selected film was not sensitive to
the 940nm IR wavelength. Each mirror facet detection
produced two pulses using fast rise-time (1 nsec) photo
diodes to ensure adequate signal level. The pulses were
delayed from the time of the IR detection pulse. The
time delays were calibrated so that the mirror facet
was aligned with the image frame at the time of each
laser pulse. Two photo diodes were placed in the cam-
era, one at the frame position in each film track for cal-
ibrating the time delays, then removed for operation.
The tuning procedure involved adjusting two delay
times with the camera running: 7}, the delay between
detecting a mirror facet and emitting the first TTL
pulse (the trigger pulse to the laser and for data col-
lection) and 75, the time between the two TTL pulses
(the time between frames). The delay times T} and T
were adjusted to maximize the laser light detected by
the frame photo detectors. Once tuning was properly
completed, the photo detectors were moved from the
field of view to permit laser light to reach the film
plane. The short effective shutter times (of 1.35 usec
at the maximum camera speed) and the high framing
speeds required a careful design of the electronic sys-
tem that included schemes for proper attenuation of
noise.

The lenses in the PDI imaging optics could be adjusted
to produce a focused image of the flow area at the film
plane of the camera. Aligning the camera along the
optical axis of the interferometry system required very
accurate adjustment.

3.2.C. Operation

The interframe pulse delay was tuned to the desired
rate and the actual rate of the camera was measured
using a frequency counter. Several interferogram se-
quences were then obtained at 11.56 KHz and 19.62
KHz for varying initial phase angles. In order to main-
tain a consistent pulse energy level, the laser was trig-
gered by an external pulse train at a 40 KHz rate be-
fore the images were acquired. This was necessary
to protect the laser crystal from the giant pulse that
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is normally generated when the laser is pulsed after a
short lapse time. In order to prevent these pulses from
exposing the film and for safety reasons, a solenoid ac-
tuated laser shutter was set up in front of the laser. A
hand switch was used to initiate the controlled laser
pulsing sequence, which is schematically described in
Fig. 4. The corresponding timing sequence is shown
in Fig. 5. After the switch was pressed, the circuitry
was activated by an event pulse from the OAPI corre-
sponding to the manually preselected angle of attack
which in turn triggered the laser safety shutter. The
laser pulsing circuit was then inhibited (for 1.1 msec)
until the laser shutter fully opened. The laser was
enabled at the expiration of the delay and was actu-
ally triggered from the next camera pulse, at which
time the encoder was latched and recorded in a 512
word first-in-first-out(FIFO) buffer. During this short
elapsed time, the laser built up sufficient charge to
cause the first pulse to be a “small” giant-pulse, which
over-exposed the first frame. This frame served to
identify the first image on the film strip; thus, it was
possible to accurately match the interferogram images
with the phase angle of motion and to correlate the
values in the FIFO buffer. A frame counter, started at
the first laser-pulse event inhibited the laser after 200
laser pulses. Each film strip can record a maximum
of 224 images. Following the completion of the imag-
ing, the shutter was closed and the laser returned to
the constant 40 KHz external triggering. The camera
alignment was verified by taking test sequences on a
Polapan ASA 125 film; the data was obtained on the
higher resolution T-MAX 400 film.

3.2.D. Determination of Pressure Coefficients from
Fringe Number

The quantitative nature of the interferograms allowed
derivation of the pressure distribution over the airfoil
when the flow was attached. The interferograms were
processed in a manual mode using a specially devel-
oped software package. The program read a digitized
(256 gray level) interferogram on an IRIS Work Station
and over-layed an airfoil using the registration markers
on the images. The intersection of the fringes with the
airfoil upper and lower surfaces (or the local boundary
layer edge, when detectable) were interactively picked
by the user. Since each fringe is a line of constant
density, the corresponding pressure at the boundary
layer edge could be calculated using isentropic flow re-
lations. This pressure was then used as the surface
pressure, under the boundary layer assumptions. The
density along any fringe could be calculated from the
Gladstone - Dale equation, which for the present wind
tunnel and laser simplifies to

p— pr = 0.009421¢

where ¢, the fringe number, is 0,41,42,... for the
bright fringes and +3,+2 +3 ... for the dark fringes.
Fringes from the free stream to the stagnation point
have positive values. The corresponding C, values
were then computed from the relation
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Cp = —[(5&)7 - 1]
[302]

In the end, the program provided an output data file
containing the various physical variables, in a format
suitable for plotting. Typical processing time was
about 3 - 5 minutes per image. In cases where the
fringe density was high or the fringes were fuzzy, the
user could go into the ‘off-body’ mode and pick fringes
along a line parallel to and away from the airfoil sur-
face where the fringes are farther apart. For this pur-
pose, an option to superpose two larger airfoils over the
image on the screen was provided. The fringe intersec-
tions on the larger airfoils were then suitably projected
on to the airfoil surface. At angles of attack near the
dynamic stall angle, the fringes near the leading edge
region were very dense reflecting the large local density
gradients. Further, in this region, optical noise intro-
duced by the shadowgraph effect generally lowered the
contrast, making it a location where the off-body mode
needed to be invoked.

In the present study the entropy change in the vor-
tical flow was ignored (for lack of a better method).
Interferograms with shocks have not been processed
for pressures because of this limitation.

3.3. Details of Image Processing

Aside from these manual procedures, a program was
also developed for automatic analysis of the interfer-
ograms. A number of digital filters and image en-
hancement procedures are available. The operator is
required to register the image (thus masking the air-
foil and establishing a coordinate system), choose the
filtering and/or enhancement methods, and mark re-
gions of the image for special treatment. Fringe cen-
terlines are automatically traced with processing times
approximately one quarter that of fully-manual pro-
cessing, and operator bias (a potential source of error
in the tracing of fringes) is eliminated.

Full automation of image processing requires software
capable of addressing the special characteristics of

these images, such as variations in lighting and con-
trast across an image that are inherent to the tech-
nique, an occasional broken (or split) fringe, the high
fringe density near the suction peak (as many as 50
fringes/mm along the airfoil surface), presence of

shocks, etc. Full details of the image processing

method, e.g. image filtering, fringe centerline detec-
tion, fringe identification, etc., can be found in Ref. 5.
The flow chart shown in Fig. 6 illustrates the typical
processing procedure. The need for the spin filter, an
intensity gradient aligned spatial filter (Ref. 7), de-
pends on the quality of the original image. Filtering
and/or contrast enhancement are performed primarily
to improve edge detection, the first stage in fringe cen-
terline detection, as described below. For the results
presented here, the region around the leading edge of
the airfoil was magnified and treated separately from
the rest of the image.

Fringe centerlines are located by identifying the local
extrema in the image intensity. These extrema are

identified within the background noise through a two-
stage procedure which first locates the fringe edges,
and then fits a smooth polynomial to the data be-
tween successive edges. The location of the extreme
value of the approximated data is taken as the loca-
tion of the fringe centerline. This procedure is a one
dimensional operation performed in two passes over
the image; rows of pixels are examined in the first pass
and columns are examined in the second pass.

A zero-crossing algorithm is used to identify the fringe
edges. The zero- crossing threshold level is either the
mean intensity along the row or column of pixels un-
der consideration, or the global mean intensity of the
image. The global mean is used if the current row or
column follows a fringe or crosses only one edge. A
noise band around the threshold is specified to elimi-
nate hysteresis crossings due to noise in the image.

The edges are used as a guide to locating the fringe
centerlines. Assuming that each successive pair of
edge points outline a single fringe, the centerline of the
fringe will pass through the point of extreme intensity
between these two edge points. In order to unambigu-
ously locate this extreme, a smooth polynomial curve
is fit to the data between pairs of edge points using
Chebyshev approximation. The image intensity is ap-
proximated on the interval [-1, 1] as

m—1

I(z) ~ Z erTr(z) — %co

k=0

where the Chebyshev polynomials and the coefficients
are given by

Ti(x) = cos(k cos™'z)

and

2

N
cr = F;H%)Tk(-’cj)

respectively, and the data (I/(z)) and the Chebyshev
polynomials (T (z)) are evaluated at the N zeros of
Tn(z), namely

7(j— 1

zj:cos(—(N—-z—)) = [
The coefficients are calculated for Chebyshev polyno-
mials of degree N, while the approximating polynomial
is truncated to a polynomial of degree m < N (typi-
cally N = 20, m = 3). This yields an accurate approx-
imation of degree m to the data [8]. For sufficiently
large N, as m — N the approximating polynomial re-
produces the original data, including the noise. Due
to the multiple inflection points in the data, approx-
imating data spanning more than one fringe requires
a higher order polynomial (m), which tends to repro-
duce the noise content. Therefore, the approximation
procedure is confined to a single fringe.

This procedure was tested on simulated fringe data (a
modulated cosine function with added Gaussian