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Abstract 

The environment in which an airplane must operate is a major cause of aircraft accidents. This lecture series focuses on 
specific aspects of the environment, both natural and man-made, which are the major contributors to these accidents as 
follows: 

- wake turbulence and the generation of trailing vortex systems; 

- the results of an extensive flight test program concerning winter storms off the east coast of Canada including effect on 
aircraft operations. The Canadian Atlantic Storms Program (CASP) includes effects of airframe icing, strong winds, 
turbulence, wisd shear, precipitation, reduced visibility, reduced ceilings and electrification; 

- electromagnitic effects including electrical discharge properties, in-flight test programs, in-flight lightning models and 
I 

lightning dmulation techniques; 

- response of an aircraft to wind shear and methods of detection and quantifying this natural hazard; 

- heaw rain effects on aircraft systems performances in the light of full-scale and model tests with analysis of the results on 
aercdynamic performance and operations; 

- measurements of atmospheric turbulence, treatment of aircraft response to random turbulence and discrete gusts. 

Tnis Lecture Series, sponsored by the Flight Vehicle Integration Panel of AGARD, has been implemented by the Consultant 
i k d  Exchange Programme. 

AbrCgC 

L’environnement dans lequel un akronef doit Cvoluer est l’une des principales causes des accidents d’avion. Ce cycle de 
confbrences se focalise sur les aspects spCcifiques de l’environnement, tant naturels qu’artificiels, qui jouent un r6le majeur 
dans ces accidents, 21 savoir : 

- la turbulence du sillage y compris la gknkation du vortex de bord de fuite; 

- les rCsultats d’un vaste programme d’essais en vol concernant les orages hivernaux au large de la c6te Est du Canada, y 
compris l’impact sur les opCrations akriennes. Le programme canadien sur les orages de l’atlantique (CASP) porte sur les 
effets du givrage du fuselage, les vents forts, la turbulence, les modkles du foudroiement en vol, et les techniques de 
simulation de la foudre; 

I 

- la rkponse d’un akronef au cisaillement du vent et les mCthodes de detection et de quantification de ce risque naturel; 

- les effets des fortes pluies sur les performances des systkmes de bord, au vu des essais effectuCs en vraie grandeur et sur 
modkles, ainsi que l’analyse de l’impact des rCsultats sur les performances aCrodynamiques et les op6rations; 

I 

I - les contr6les de la turbulence atmosphCrique, la gestion de la rCponse de l’akonef 2I la turbulence, y compris des modkles 
technogkniques alkatoire et aux rafales discrktes. 

Ce cycle de confkrences est prksentC dans le cadre du programme des consultants et des &changes, sous 1’Cgide du Panel de 
Conception IntCgrCe des VChicules Atrospatiaux de 1’AGARD. 
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lntroduction CO 
FLIGHT I N  AN ADVERSE ENVIRONMENT 

R;unes W. McConiiick. Boeiiig Professor Emeritus 
The Penrisylvaiiia State University, 233 Harnmond Building 

University Park, PA 16802, LJSA 

The etivironrrierit in wliicli ai airplane must 
operate, whether natural or artificial, is a 
tria.ior came of aircraft accidents. This lecture 
series focuses on specific aspects of the 
environment, both natiird arid man-rnnde, 
which me the niajor contributors to these 
accidents. , ' 

The series begins with a presentation on wake 
tiirbulence which treats the generation arid 
decay of trailing vortex systems. The hazard 
to s y h e r  aircraft encountering a wake from 
a Iyger aircraft is considered followed by 
re~o~nmendations for avoidance mid alleviation 
of the hazard. 

Next, as a lead-in to the remainder of the 
niaterid which follows, a lecture is presented 
whicli presents the results of ari extensive 

'\< i fl ight test prograiri concerning winter stoniis I 'b" off of the easr coast of Cmada and rheir 
effect on aircraft operations. The Canadiaii 
Atlantic Stonns Program (CASP) includes the 
effects of airfranie icing, strong winds, 
turbulence, wind shew, precipitation, reduced 
visibiliw. reduced ceiliiigs mid electrification. 

Tlie nest preceritatiori is orie specific to 
I elecrroiiiagrietic effects iticluding electrical 

discliarge properties, in-flight test  programs, 
itr-flight liglitniiig riiodels, mid lightning 
siiriiilation recliriicliies. 

I 

f 

I 
I 

i 

The tmnv  a-qpect.; of icing ic  lie topic of tlie 
iiext lecriire. Tt irrcliides iiiforiiiaiioii on the 
pliysics of icing, rlie liazard to aircrwft m i d  ice 
protecrion system iiicliidirig de-icing atid 
ant i-icir ig . 

WiIicl stiear is the tiest haz:ird of the flight 
enviro~il~ient t o  be covered in some detail. 
Tliis Cpecific ropic will be defined arid its 

cause explained. The response of an uircraft 
to wind shear is discussed together with 
methods of detecting arid quantifying this 
natiiral hazard. Some guiding principles for 
the pilot operating under condit.ions where 
wind shear inay be present are dso presented. 

Next., heavy rain effects are covered including 
the general effects of heavy rain on aircraft 
system and peiforniance, the physical 
characteristics of heavy rain and the frequency 
of occurrence. Full-scale and model tests 
conducted in heavy rain are described mid an 
analysis given of the resiilts on aerodynamic 
performance and operations. 

The series concludes with H preseritrtriori on 
the effects of gusts a i d  tiu-biilence on mi 

aircraft. The principal topics iiiclude a 
description of raidoiri twbiilence mid discrete 
gusts, rhe iiieasiirernent of atmospheric 
turbulence, mid aircrafr response t o  
turbi~lence. The presentation will include 
engineering riiodels and examples of aircrafr 
response to randoni rurbiilerice arid discrete 
g1ists. 

A true perspective of rhe role wliich tlie 
eiiviro~inier~t plays i l l  aircraft safety can be 
l i d  by simply exminiiig recent articles i r i  
avi:ition piibliciltioris. Tii  the Iiewspaper. 1 JSA 
TODAY, 011 Febnian 16, 1993 R 1ie:idliiie 
read "New distalices urged for lmdirlg behind 
757s". Tlie arricle slated r l ia t  "The Natiotial 
TraiiSportatioii Safety Hoard (ITS) Said the 
pre.;eiit 3 -  or 4-rriik rules are iiot  erioiigli to 
keep plaries out of tlre t~irb~iltt~it wake of 7 5 7 ~ ,  
which triay Iiuve played a role in two crr ,i< -1 ies 
tlrat killed 13 people sitice Deceriiber 1992." 
More detail 011  tlie 757 problerii was covered 
ir i  ilie Febt-11a1-y 21. 1993 issiie of Aviatioii 
Week niagazitie illider ~lre title "NTSR TJr_ees 

Presented at an AGARD Lecture Series on 'Flight in an Adverse Environment', November 1994. 



1-2 

C1iange.s in Separation Rules. More on this 
issiie will be presented in the lectm-e on wake 
tmbulence. 

Several of the 1ect.iires in this series consider 
hazards resulting from turbulence and wind 
shew as caused by high winds and st.onn 
systems. Accidents due to these envirorirnentd 
ftct.ors continiie to occiir with sonie 
regula.rity. In the January 1.994 issue of 
AOPA Pilot, magazine, an article appeared 
en titled " High- W ind W a rnings " The ques tio ti 

. was asked in the article "What, causes most. 
weather-relat.ed general aviation accidents?" 
and the answer given, according to a recent 
compilation of NTSB statistics, was that 42% 
iiivolved adverse winds. The art.icle then 
covers the charact.eristics of wartn and cold 
fronts, siufrice winds and low-level jet st.remns. 
The article concludes with an interesting 
observation. "Another set. of NTSR st.at.istics 
singles out "lousy" pilot attitude as perhaps 
the root caiise of the niajority of a11 weather- 
related accidents. There was no record of any 
type of weather briefing prior t.o 5 5  percent of 
t.he accident. flig1it.s. Poor judgement, not 
high winds seenis to be tlie biggest, problem." 

Recently, a China East,ern MD-I I was 
reported (Aviation Week, April 12, 1994) to 
1 i ave t 1 irb i 11 en ce . 
Approxiniately 160 passengers were injured, 
one fatally. Two weeks later, the smne 
niagazine reported the crash of a .Tapan DC-9 
while trying t,o larid a Hmainaki Airport in  
high crosswirids. 

en co i in te red enro i it e 

The crash of TJriited Airlines X S ,  a Boeirig 

publici/ed by ~I ie  aviation press. The airplane 
was 011 a f ind  approach with everyllii~ig 
apyareIir,ly going alright when it sudden rolled 
and yawed 1 0  the right i i i i t i l  i r  was iriverted 
wirti the nose nearly straight dowti. The caiise 
of the iincontrolled niotion has not been 
defiiiitely deterniiried hut 1 tiere ic the 
possibility thtd tlie ;jjrplmie ericorrrilered :i 

wincl rotor, or horizontal vortex, formed by 
high siirface winds over 1noiiiitiiiii ridges close 
arid t o  tlie right of the airplane's rrach. An 
article on the wind rotor plienoniena iippeirred 
in the December 14/21, 1992 issue of 

737 0 1 1  MRTCh 3, 1991 IJaS beer1 Well- 

Aviation Week where accidents of a TJSAF B- 
52, a ROAC Roeing 707, a RAC 111 and a 
Fairchild F27B were all siispected t,o have 
resiilted from wind rotor encoiinters. 

On Septeniber 14, 1993 H Lufthansa A320-200 
crashed diiring a landing at Warsaw, Poland. 
Wind shear, aircraft touchdown speed and H 
wet riinway all apparently conlribiited to this 
accident. 

A joint NASA/FAA study to develop tnore 
reliable wind shear det.ection instnirnentttion 
was covered in articles which appeared in 
Aviation Week in late 1992 and October 18, 
1993. This environmental hazard is associated 
with strong w i i ~ i s  iuxl downdrafts which occiir 
in the vicinity of thunderstotms, Current 
sensors instdilled on commerci;il tr&port.s are 
reactive m d  detect witid shear only\after the 
aircraft has begiin t.o encoiinter it. However, 
a modified Doppler weather radar 'qystem 
inst,dled on NASA's Roeing 737 is predi,ct.ive 
and was reported to det,ect consistently wind 
shear 20-40 seconds before an encounter. ' J 
Another envirorment.d hazard of extxenie \ 'y 
importance is icing. Two alleged icing ' .. 
accidents have been the siibject of TV movies. 
These were the Continental DC-9 crash on 
t,akeoff at. the Denver airport during a freezing 
rain and the Air Florida crash into the 
Potornac River while departing fiorn the 
Washingt.on National Airport during a snow 
st,orni. The deicing problem is ciirrerJtly 
receiving a lot. of attetit.ion, particularly froin 
a regii1at.or-y sinridpoint.. The FAA has 
recently passed a riilirig which essentially 
places f? 11 a1 respo mi bili ty for nios t. coiiini i iter- 
'ype ait-cra.ft. on !he pilot. for determining that 
a11 a h - : l f r ' s  wing iuid all ccmt.ro1 siifiices we 
clein of arty ice, snow or frost.. An Fil.4- 
a p p ro ve d , p re - t.ak e o ff c o I I t. mil i 11 H t .i o 1.1 c 11 e c k 
nirisl. be perfortned within S uiitiut.es o f  t.akooff 
or alt.ernat.ive, siiit.able sensors c m  be installed 
on the wing end conrrol surfaces. 

' 

111 view of rtie coritiniiiiig accidents which are 
1i;ippenirig as ii resiilt of environr~ie~~liil 
facrors, i t  ic felt that t h i s  It.cture serieq i. very 
iiniely and slioirld be of bellefit to t l~ose 
percon4 coricerried with these f;lctor.: 
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WAKE TURBULENCE 

Barnes W. McCorniick, Boeing Professor Emeritus 
The Peritisylvania State tiniversity, 233 Harnniond Building 

University Park, PA 16802, USA 

Wake turbulence is a misnomer. Tiubiilence 
implies a random process whereas the term 
"wake turbulence" refers to tlie hazard posed 
to smaller airpbnes by the ordered, rotational 
flow in the trailing vortex systems behind 
larger airplanes. This lecture begins by 
examining/ the relationship of aircraft size, 
geonietr_yj and operating conditions to the 
strengthlof a11 aircraft's trailing vortex system. 
Next. the velocity field initially induced close 
behind the generating airplane by its trailing 
vorte'x system is defined. This is followed by 
a discussioii of the various ways in wliich a 
vfjrtex system can dissipate and the many 
factors which affect the dissipation. In 
particular, the effects of attiiospheric 
tiirbiilelice, groimd proximity and vortex 
bursting on the ensuing behavior of the vortex 
system are considered. The paper coritiniies 
with a study of the dynarnics of ati aircraft 
encountering the wrike of a larger airplaiie 
The degree to which an aircraft is tlireatensd 
by a given vortex system of known 
characteristics is analyzed and the hazard 
posed by a given vortex system to a following 
aircraft quantified. Finally, the paper 
coticliides with recomiuetidatiotis on possible 
ways to alleviate the safety arid operatioiial 
problerns associated with wake turbulence. 

1IST OF SYMROLS 

ti dC, / da 
R vortex core radius 
A Aspect ratio 
b wing spaii 
c section cliord 
C iiiemi wing chord, S/b 
- 

wing lift coefficient 
rollitig rriomerit 
radial distance 
radiiis for r(R) 
wing plaiifoim area 
ve at core radius 

initial value of v(a) 
true airspeed 
tangential velocity 
airplane gross weight 
lateral dis1,aice along wing 
angle of attack 
circiilation at any radius 
rnidsp an 1-1 oi iti d circulation. 
total vortex strength 
circulation averaged over radius 
froui 0 to R 
air tnass density 
kinematic viscosity 

. Si ibscrip t.s 

airplane generating vortex 
following airplane encoi 11 it,eritig vortex 

TNTRODIJCTION 

Wnke turbulence is the nnnie given to the 
disturbance of a snialler aircrafr which 
encoimters tlie vortex system generated by a 
lrirger aircraft. It is really a Inisnotrier since 
titrbiiletice iiiiplies a raridorn, or stochastic 
process. Wake ttirbiilence is riot raridom biit 
is i he  result of tlie ordered flow caused by ii 
t ra iliiig vor tes syst er I I .  

Presented at an AGARD Lecture Series on 'Flight in an Adverse Environment', November 1994 



1-2 

A vortex sheet trails from any finite lifting 
siirface wid rolls up asyinpt,otically into a pair 
of trailing vortices. This well-known process 
is pictured in Figiire 1. As shown hi the 
figure, the ultimate circulatory strength of 
each trailing vortex will equal the midspan 
value of the wing's boiind circulation, r 

0'  

FIGIJRE I 
The Wl I ing-lm of a vorrer 5heez 

Ti's i I i i-bg f rom a W i  rlg 

The circulatory strengths of trailing vortex 
systems have increased continuously over the 
years R S  shown in  Figiire 2. This increase in 
vort,ex strength coiipled w'th the increase in 
commercial and general aviation traffic 
produced H rapid increase in accidents cawed 
by wake tiirbuletice beginning in the inidc!le 
60's. The introduction of heavy jet transports 
in the early 70's fiirther aggravated the 
problem. Diiring the RO's, the probleni 
lessened bectiiise of better sepwation 
standards and increased kriowledge of wake 
tiirbulence by pilots arid air traffic controllers. 

The principal hazard associated with wake 
tiirbulence occiirs when a srndler airplruie is 
aligned with the axis of a vortex trailing from 
a larger airplwe. A rolljng niornent is 
produced on the smaller airplane which can 
exceed its innxiniiiiii aileron control. For 
example, the rolling moment produced on a 
stnnll single-engine airplane can be over twice 
its control power if it encoiinters t.he wake of 
a R-727 at five miles or less. 

FIUJRE 3 
kt4 A I RPLAPE EKIIUNTCR l f b  A 't4JRTD: 

Figure 3 ilhistrtttes an airplane, 1ooki.Ig 
forward, aligned with the axis of a vortex. 
The circular flow about the vortex, depicted 
by the concentric, circular streninlines, gives ' 
rise to an upward velocity on the right wing 
arid a downward velocity on the left wing. 
Thus the angles-of-attach along the right 
wing are increased 
while those along the left wing are decreased 
by a corresponding amount. The ensuing 
increased lift on the right wing and decreased 
lift on the left wing results in a coiinter- 
clockwise rolling moment on the airplane. 
The sitiiatiori depicted corresponds to ari 
airplane encountering the vortex shed from 
the right wing of an airplane ahead. 

I 
- 

\ , - 1  
(. 

I 

I 

1 Also illustrated in Figure 3 is the typical 
variation of the tangential velocity associated 
with a vortex. Near the center of the voriex, 
the velocity increases linearly with the radius. 
As the radius increases, the rate of increase 
begins to drop. At sotne radius, know as the 
core radius, the tangential velocity reaches a 
maximum. Outside of the core, the velocity 
decreases niore or less inversely with the 

I 
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radius. which propels the other one. This velocity, 
v', varies directly with the vortex strength 
and inversely with the radial distance from the 
vort.ex center. 

One of the first accidents in the IJS attributed 
to wake turbulence occiirred iri 1965 at Hwtz 
Field in Atlanta, GA. A Beech Bonanza was 
cleared for an intersection takeoff and lifted 
off at the stune point as a DC-7 which 
departed shortly before. The Bonanza 
climbed to SO feet above the runway and then 
suddenly rolled inverted and crashed as it 
encountered one of the vortices generated by 
the nc-7. 
The moments on the following airplane caused 
by wake tiirbiilence do not. have t,o exceed the 
aileron control to present a hazard. On a11 
approach close t,o the groiitid, t.he pert,iirbing 
moments cu i  cause rapid changes in atldtiide 
to which th$'pilot, cannot. react in t h e  before 
striking the ground or an obstacle. Several 
years ag&a DC-9 crashed into a hanger while 
prac t,ici p'g to1 ic h -and-go landings aft,er 
encoiyltering the wake of a DC-10. This 
encoririt,er at altitude would have resulted in 
M appreciable rolling of the DC-9 but. woiild 
no! have been cat.astropiiic. 

In the last 30 years, extensive analyses, 
i lnborattory and flight, tests have been 

:" performed to define the flow field associated 
,! with trailing vortex systems including t.he 

motion of the vortices in and out. of groiind- 
effect. Also, studies have been undertaken 
relat,ing t,o t.he behavior of an airplane 
encountering H given vortex system. 

INITIAL BEHAVIOR OF A VORTEX 
SYSTEM 

After the vortex sheet shed froni a wing rolls 
up into a pair of vortices, the pair will 
desceiid toward the ground. Jnitially, this 
self-induced motion can be calciilated fairly 
acciirately iising potential flow niethods. 
After sonie time as the vortex diffuses or 
interacts with the groiind's boiindmy layer, 
potential flow is iiot applicable. To illustrate 
vortex movement, Figiire 4 has been prepared 
rising the Biot-Savart 1,aw mid assliming the 
flow to be two-dimensional. TI) this case, 
each vortex induces a tangential velocity 

Included in the calculation are two iiiiagt. 
vortices of equal and opposite strength placed 
below the ground. The triorveiiieiit of ~ F I C I I  
vortex is del ennined by tiiiniericnlly 
integrating the velocity induced ar each vortex 
by the other and by the irnagt. vortices. The 
image vortices are necessary to assure that the 
velocity induced tiorrnal to the grourid 
vanishes. 

5 4" 4 20 I --- 

Observe that with no wind, the vortices, when 
generated at  altitude descend vertically and 
then spread laterally outward fit a height 
above the ground which is approxixnately 
three-quarters of the wing senii-spnti. When 
generated close to the ground, the vortices 
tnove laterally outward. .Any crosswind 
velocity is superimposed on the induced 
tnotiori. In this case, for a three kriot 
crosswind from the right, the vortex pair 
generated at 200 feet above the ground 
descend to the left. As they approach the 
ground, the induced velocity at the left vortex 
adds to the wind and that vortex moves 
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rapidly away from t,he centerline. However, 
the induced velocity at the right vortex 
opposes the crosswind close to the ground 
resiilting it] this vortex remahirig stationary 
over the centerline. Obviously this is a 
hazardoils situation for followirig, smaller 
aircraft dtiriiig landing operations. 

As the trailing vortex sheet rolls iip into the 
pair of vortices, the vorticity, produced in the 
wing’s boiindary layer, r(-)lls lip with the slieet 
to forni the rotational flow in the each vortex. 
Ry imposing the coriditiori that the first and 
second rnoment of the elemental circiilation 
remain constant diiring the rollup, Reference 
I determines a tangential velocity distribution 
in close agreement with large-scale 
experiment al me as i ire111 en t s such as those 
reported in Reference 2. Reference 3 argues 
that the velocity field aroiirid the vortex is 
dictated by turbulent diffiision of the 
circtilation which leads to a prediction that 
the circulation will vary linearly with the 
logarithm of the radius. The logarithmic 
model also fits well the data of Reference 2 
arid was used by Reference 4 as the basis of 
antilysis. The models of References 1 and 3 
both become invalid very near the center of 
the vortex. 

The semi-empincd approach of Reference 4 
offers a practical basis for predicting the 
initial velocity of the rolled-up vortex sheet 
before afiy sigiiific~nt decny occiirs. The 
prediction is based on the analysis of model 
and fiill-scale dtit,ti taken under very stable 
atmospheric conditions. Flight testing was 
done with a Piper Cherokee and a Cessna 0- 
1 (or L-19) with far-field measiirenierits being 
made at distances up to 1300 chord lengths 
downstreain, or approximately 1 500 m. In 
addition to the far-field measurements, 
vorticity conloiirs were mapped at several 
distances less than one chord length behind 
the trailing edge. The full-scde tests 
corresponded to Reynolds niimbers of 
approximately 3 x while the model tests 
were done at approximately 3 x Id. From 
this study, the following conclrisions were 
reached concerning the tangentid velocity 
field for the rolled-iip vortex sheet. 

a. The circulation at. the core radius is equal 
to 16% of the total strength of the vortex for 
full-scale Reynolds numbers. The model tests 
prodiiced H riiimber closer to the 71.6940 
predicted by Lamb’s solution of the Navier- 
Stokes eqiiations. (Reference 5) Thiis, for fidl- 
scale Reynolds numbers, 

b. Just, downstreani of the wing, the initid 
rnaximum tarigeritial velocity at the core 
radius, as a fraction of the freestream 
velocity, increases linearly with the wing lift 
coefficient mid is given approximately by 

\ 

(3) 

c. As a fraction of the initial niaximum 
rangential velocity, the maximum tangential 
velocity decays downstream as a function of 
the ratio of the downstreani distance to the 
mean chord. This empirical function is giveti - 
by 

As the rolled-up vortex decays, the circulation 
at the core radius remains constant. This is 
in agreement with Lanib’s sohition even 
though the flow in the vortex is probably nnt 
laminar. 

The vorticity contour nieasurernents of 
Reference 4 show that. the vortex sheet behind 
a wing rolls up rapidly. Figure 5,  taken 
fromthe reference, shows that, within less that 
one mean chord lengt,h (4.83 ft), the vortex 
sheet has nearly disappeared wit.h dl of the 
measiirable vorticity being contained within a 
circular region approxiinately 15 crn in 
diameter. 
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The midspan bound circulation, calculated 
from a lifting-siirface model, is presented in 
Figure 6 for linearly tapered arid elliptic 
planform shapes with no twist, or sweep. 
Observe that r , for a given wing lift 
coefficient, does not vary significantly with 
taper ratio for linearly-tapered wings. Also 
note that, for the same aspect ratio, the 
predicted vdiies of r for linearly-tapered 
wings do not differ significantly from those 
predicted for the elliptic wing. 

0 

0 

Thus ro, for a given aspect. ratio, can be 
closely estirnat,ed from 

4 w  
ro=npVb 

The core radius and rriaximiim tangential 
velocity at the core radius cmi be estimated 
from the above knowing the wing lift, 
geometry and downstream distance. The 
radial vaiiation of the tmigential velocity is 
then determined from the logarithmic 
variation derived in Reference 3 .  

The full-scale det.ailed ~neasiireiiient~ of a 
trailing vortex system presented in Reference 
4 are believed to be the first of srich 

measiirements and showed that the theoretical 
predictions of Reference 6, 
made prior to the time of Reference 4, were 
in serious error. Core diameters predicted on 
the basis of Reference 6 are too large by a 
factor of approximately 30. 

F IGVRE 7 
UlAw 150N OF TEST UESLlLlS '111 TU CUED ILT ION 

OF T6MNT14L VELSTIl I  4871T 6 T R 4 1 L I f f i  WR - 
6o T------- 

Figure 7, using dat,a from Reference 2, shows 
fairly good agreement between the predictions 
of the tangential velocity based on the above 
relationships and t.he experiment.al data 
obtained by the FAA using a tower 
inst,nimented with an array of 3-component. 
hot.-film anemometers. Reference 7 states 
t.hat. predictions of rolling accelerations on 
airplanes encount,ering wake turbulence agreed 
well with predictions based on iising the 
velocity field obtained from Equations 1 
through 4. However, the decay at luge 
separation distances found by Reference 7 was 
greater than that. predicted by Eqiiat.ioii 3. 
This may be because of the stable, early 
morning atinosphere in which the data of 
Reference 4 was obtained. In general, the 
agreement shown in Figiire 7, is found for 
most of the data obtained by the FAA in their 
extensive tower fly-by tests. However, it. 
should be noted that, this data applies to 
relatively short. separa t.ion distmces. 

F AR-FIELD VORTEX CH ARACTERTSTTCS 

In 1954, Reference 9 identified a 
characteristic Reynolds riiirnber for 1.1 vorfex, 

ro / V .  The referelice also noted r h t  the 
vortex geometry was probably dependent ripon 
the wing's boundary layer ancl therefore A 



1-7 I 
the time of Reference 4, it is felt that the 
number of 0.4 is probably more ncciirat,e. 
Also, the number is fiirtlier justified by tlie 
analysis found in the reference. 

characteristic length for the core was probably 
the geometric memi chord of the wing. This 
characteristic Reynolds number and length 
fornred the basis for the analysis presented in 
Reference 8 iindert&en eight yews Rfter 
Reference 4. In the interitti, many other 
investigators had obtained fiill-scale and 
model data over a wide range of Reynolds 
niirnbers. 

1Jsiiig a vw-iable eddy viscosity, Refererice 8 
was able to correlate the experimental data 
available on the stnicture and decay of 
vortices. The principal results of that study 
are presented in Figiire 8 together with soirie 
points calciilated on the basis of Reference 4. 

The band shown in Figure 8 encompasses a 
voluminous amount of data. Although the 
width of the band is not too great as shown, 
it represents a fact.or of 1.5 to 2.0 in the 
maxirniirn tangential velocity from the upper 
bound to the lower bound. Therefore, in 
exarninirig the wake tiirbiilence hazard, one is 
advised to analyze both band lirnits. 

Reference 8 found t,hat, the ratio of the 
circulation at, the core radius to the total 
circulation a.greed wit,h L.anib's soliithi at. the 
low Reynolds nimibers. A t  the higher 
Reynolds t,he ratio was again foilrid to be 
cot~stant but. with 8 valiie of only 0.4. This is 
higher %hiin the value of 0.16 foilrid by 
Refererice 4. Since Reference 8 is based on 
a considerable arriount: of c1rit.a wing 
sopIiist~icat,ed instrimmentrlt,ion developed after 

An example will now be given on the use of 
Figiue 8 to predict the velocity field 
downstremi of n airplane. Consider the 
prediction of the wake five nautical niiles 
behind a Boeing 747 in the approach 
configuration. A gross weight of 574,000 lb 
(260,360 kg) is assumed and an approach 
speed of 133 kts. The planfortn area of the 
747 is 511 m2 with a span is 59.6 m mid FI 

mean geometric chord of 8.57 tn. At standard 
sea level conditions, these numbers result in a 
wing lift coefficient of 1.49 neglecting trim lift 
on the liorizontal tail. The qiiantity is 
defined as 

and for this example will eyiial 1025. The log 
of this (to the base 10) will be 3.01 which, 
from Figiire 8, gives the lirnits on 5 of 

I 

0.107 svs0.209 

where 

From Equation 1, r0=0().8m2/s. At vortex 
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Reynolds niirnbers above I@, the circiilatiori 
at the core radius is equal to 40% of the totd 

circulation. Thiis, since r(a) =240&, it 
follows that tlie core radius lies between 2.62 
and 5.1 meters. 

The graph of Figiire 9 was prepared using the 
above niitnbers. This graph assiinies a solid 
body rotation of the flow oiit. to the radiils 
where the logmithrnic solution of Reference 3 
is matched in  magnitude and gradjent. The 
iincertainty in the velocity field shown by this 
figiire is certainly riot desirable but probably 
realist.ic in view of the iincertainties resiiltirig 
from attriospheric tiirbiilence wid the spread 
of the experimental measiirements shown in 
Figiire 8. 

After rolling lip, the pair of trailing vortices 
will grudrially diffiise as they begin to move 
downward. This motion can be viewed as a 
dowriwmd velocity induced on each vortex by 
the other. When generat,ed at a high altitude, 
measiirements have shown that, the pair will 
generally not move downward more than 
approximately 300 m. Generated at lower 
dtitiides, the vortices will spread apart as they 
approach the gromd. Typically the speed at 
which a vortex moves dong its pat,li is of the 
order of 2 or 3 m/sec. Any wind is 
superimposed on this induced motion. Thus, 
near the ground where a vortex is moving 
laterally ontward, a crosswind of the right 
magnitude can cancel the indixed lateral 
velocity causing the vort,ex t.o remain in 
proximity to a ninway. Also, in a parallel 
ninway situation, the downwind vortex can 
move rapidly to another ninway before 
decaying significantly. 

T n  addition to tiirbiilent diffiision, the velocity 
field of a vortex can change mpidly for other 
reasons. At altitude, an instability exists 
whereby tlie vortex filaments progressively 
assume a siniioiis shape eventiidly breaking 
and linking with each other to forni a series of 
loops, somewhat like vortex rings. This may 
cause the wake tiirbulence hazard to lessen 
but, even after linking, significant vortex 
segments are observed which are probably 
dangerous to a smaller airplane. This linking 

of a pair of vortices has become ktiown as the 
Crow instability after the author of Reference 
10 who first obtained an malyticd soliition of 
this imusual  behavior. Whether or not, this 
instability will occur is highly dependent upon 
the ambient t,urbulence level. 

Another phenomenon which can rapidly alter 
the velocity field about a vortex is the 
instability know as vortex biirstirig o r  vortex 
breakdown. Viewed in the steady sense, 
vortex bursting is a standing wave at PI point 
along the vortex where the flow suddenly 
t,ransits from one energy state to a lower one 
while conserving mass and rnomentum across 
the wave. Tt is a 3-D tirialogy to tlie 2-D 
hydraulic jump. This instability in the flow 
appuently occurs at high swirl angles. Ahead 
of the burst point one would clescribe the 
vortex as "tightly woiirid" with a small core 
radius and a high tarigential velocity. After 
bursting, the core radiiis will exparid 
considerably with a corresponding decrease in 
the tangential velocity. However, the total 
circulation, or angular momentum, is 
conserved along each streamline across the 
bursting. Thus, bursting does not necessarily 
ensure a significant decrease in the rolling 
moment, which would be experienced by an 
airplane encountering the vortex. 

.. 
Earlier, in Figure 4, it was shown that a pair 
of vortices will descend toward the ground 
and then separate laterdly just above the 
ground. Pilots were advised for tnariy years to 
avoid wake turbulence by maintaining a flight 
path above the larger airplane ahead sirice 
"vortices always descend." However, recent 
measiiremerits and calculations have shown 
that this is not always the case near the 
ground as the vortex interacts with tlie earth's 
boundary. Figure 10, based on Reference 11, 
presents a compa.~ison of test data with 
predictions from mi elaborate CFD code 
(Computational Fluid Dynamics) which 
models the fluid mechanics of the situation. 
Observe that, in this case, the wake from a B- 
747 settles to within 20 m (66 ft) of the 
ground and theti rises to a height of 
approximately 55 in (180 ft.). This is 31 m 
(103 ft.) higher than one would ever expect 
according to Figure 4. 



r 

1-9 

moment which would be imposed on a11 
airplanz having a semi-span of R. 

THE HAZARD IMPOSED ON A 
FOLLOWING AIRCRAFT BY WAKE 
TI JRRULENCE 

The iiiajor hazard from wake t.urbulence is the 
rolling moment which can be produced on an 
airplnrie which ericoiinters it. As stated 
earlier, the worst scenario, with regard to 
rolling moment, is the case where an 
airplane’s axis is coincident with the axis of 
one of the pair of trailing vortices. 

Corisideritig the effect of only one vortex and 
using a simple strip analysis, the rolling 
niometit. caused by the above can be writt,en 
8S  

(7) 

If the chord, c, mid the slope of the section 
lift coefficient. curve, a, are taken to be 
constant,, and if r(R) is defined by 

R 

the above can be writ.teri as 

AA 

- r(R) is called t.he avera irculation 

(8) 

nd can 
b e  keen to be a nieasiire of the rolling 

Reference 12 presents velocity 
measurements behind a Boeing 747 at various 
distances and with different flap settings. The 
measurements were taken relatively close to 
the groiind using a non-intriisive, laser 
doppler velocimeter (LDV). The upper graph 
in Figiire 3 3  is taken from the reference and 
presents the average circulation as a function 
of time for 4 differetit averaging radii. These 
data are for a B-747 at a speed of 74.15 m/s, 
a mean chord of 8.3 tn, and r0=62h2/s. As 

shown in the lower graph, when r(R) versus 
time is plotted on a log scale, the data tend to 
collapse to straight lines, all having the same 
slope. One cannot use this data and Equation 
(6) directly to estimate the maximum rolling 
moment because the simple strip analysis 
neglects tip losses. A rolling moment 
calculated by neglecting tip losses is 
significantly greater than the value obtained 
from lifting surface methods. Even so, the 
relative trend of the data presented in this 
form provides comparative infortnation on the 
induced rolling moments. For example, a 
DC-9 has a semi-span of 13.6 m. Thus, 
behind a B-767, Figure 11 shows that the 
rolling moment on a DC-9 would decrease by 
a factor of 2 when the vortex age increases 
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TABLE 1 IJS Separation Standards 

Following Airplane 
Heavy Large Light 

Leading Airplane 
heavy 4 (7.4) 5 (9.3) 6 (11.1) 
large 3 (5.6) 3 (5.6) 4 (7.4) 

3 (5.6) 3 (5.6) 3 (5.6) 

from 10 seconds to 80 seconds. This 
corresponds to separation distances of 0.4 and 
3.2 n.mi. respect.ively. 

The wake geometries presented in Reference 
8 do not, agree well with the predictions of 
Reference 4. The results of Reference 4 
predict a much smaller core diameter and a 
higher swirl velocity at the core than shown 
by the data of Reference 8. The velocities 
reported by Brashears et a1 were obtained 
using a non-intrusive laser doppler 
velocimeter (I,DV). The B-747 was the test 
ajrcrnft for this work and the resiilts of 
predictions based on Equations 4,s  arid 6 for 
this airplane differ significantly from the data 
presented in the reference. 

Consider again Figiire 11, based on Figure 8 
of the reference. The calculated value ofro 

for this example is reported to be 620 m 2 / ~ .  
The velocity for this test is reported it1 the 
original reference as being approximately 144 
kts. Thus for an age of 9.8 secs., tlie vortex 
was ineasiired at a distance of 727 m behind 
the wing of the B-747. This is equivalent to 
85 mean chord lengths. The lift, coefficient of 
the airplane is quoted as equal to 1.41. Thus, 
from Equation 5 ,  ~ , = 6 6 , 8 ~ ~ .  From 
Equation ti, this velocity is reduced to a value 
of 53.5 m/sec. This is considerably higher 
thm the value of 13 m/sec shown in Figure 8. 
Accordiiig to Eqiiatiori 4, the circulation at 
the core should eqiid 99.2 m 2 / ~ .  Thiis the 
core raditis is predicled to eqiial 0.295 111 
which is appreciddy less than 4 111 given iii 
Reference 8. 

IJS st,andards define heavy, large and ljglit 

airplanes according to the following weights. 

300,000 lb (1 36,000 kgf) 
Large: 12,500 < W c 300,000 Ib 
light: W c 12,500 Ib 

(5670 kgf) 

Heavy: W 

The corresponding prescribed IJS separation 
clistarices io nauticd miles (krn) are shown in 
Table 1. 

FIGIJRE 12 
CALCULATED RIJL.I_INC; MMEM FOR A t x - 9  

BEHING A B 747 

Consider Figure. 12 which presents 
the cdculwted rolling moment on a DC-9 tit 
various distances behind n R-747 iir the 
landing configuration. For these cdciilat ions, 
a vortex lattice model was used for the wing 
mid Reference 8 (Figure 8) to define the 
velocity field about the vortex. According to 
this figure, the rolling tnometit calculated 
using the upper decay ciirve on Figure 8 will 
exceed the martitmini fiileron control at 
distances well in excess of 10 ti. mi. For the 
lower decay C I I I T ~  o f  Figlire S ,  it is predicted 
that the rollitig iiioriietit will exceed the 
aileron control for distances less than h ri. mi. 
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Figure 13 offers further substanfirition of the 
met hods presented here for calciilating the 
rolling moments due to wake t iirbulence. I11 
this figure, the calciilated and measured 
rolling moments experienced by a Convair 990 
in the wake of a C-SA are presented as a 
fiinctian of separation distance. The 
measured date were obtained from the roll 
~ccelerations resiilting from a wake encoiinter. 
There is a consider~ible amoiint of scatter i n  
the data which reflects the fact that most 
encounters are not centered on the trailing 
vortex axis and therefore do not represent the 
worse case. It shoiild be rioted that tlie 
calciilated results iising the minimiim decay 
rates given by Figilre 8 appear to define the 

- upper boiirid of the test data. Rased on mi 
extrapolntion of this ciirve, it appears that 
the rolling ~noment induced on a Convair 880 
by a C-SA could exceed the aileron control of 
the 990 iip to separation distances in excess 
of 10 n.rni. 

A n  alternate approach to the estirnatiori of 
rolling rriornents can be foiind in Refererice 
1 5.  The semi-empirical ~pproach taken there 
is based on the fc)llowing. Assume that the 
velocity field aroiind the vortex is that given 
by n point vortex in two-dimensional flow. 

r 
Ve'- 

2nt  
(9) 

If a wing is cenlered o r i  this vortex, B section 
of the wing a distance of y from the centerline 
will experience an increase in the angle of 
attack gjveri by 

r 
2xyv 

Aa=- 

A decrease in  a of the smie arnoiint, will 
occur at the corresponding section on the 
other side of the wing. Thus, using a simple 
strip analysis, the rolling tnoment on the wing 
is obtained by integrating the moment of the 
differential lift over the span. 

or, 

The integral is simply equal to the wing 
planform area so that. the rolling niotnent, 
coefficient becomes 

1 
1 -ppSb 
2 

Cl= 

- a r  
2x vb 

--- 

Siibstit.tit,ing Eqiiation ( 5 )  for r results in 

In general, using other fonns for v the 
equation is obtained except for a slightly 
different constant on the right. side. Thus, 
Reference (1 5) concluded that 

0 '  

(14) 

where a sub C, refers to the airplane 
generating the vortex arid a sub F refers to 
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the following airplane. 

Reference 7 presents measured rolling 
accelerations on various airplanes as they 
intersect the vortices trailing from various 
larger airplanes ahead. Knowing the mass 
mcment of inertia for a following airplane, 
one can solve for the rolling moment , arid 
hence, the rolling moment coefficient, 
produced by the encoiinter. 

In this way, Reference 15 produced the results 
which are presented in Figure 14. This is, of 
course, simply a plot of the constant of 
proportionality in Equation 14 as a fiinction of 
the downstream distance as a frnctiori of the 
geometric mean chord of the airplane 
generating the vortex. There is considerable 
scatt,er in the data which is iindoubtedly the 
result of not hitting the center of the vortex 
on every encounter. This conclusion is 
substantiated by calculations done on the 
basis of Figure 8. As shown in the figure, 
these calculations provide a least upper bound 
to the data. 

Parallel ninway operations can be hazardous 
under certain wind conditions as illustrated in 
Figure 15. two parallel, displaced, north- 
south ninways are shown with the wind 
coming from the east. If an airplane lands on 
the right, nmway, its wake may be blown over 
to the left ninway where a departing airplane 
can encounter it. In the other instance, a 
right, crosswind can carry the wake of ii 
landing airplane over to the left runway where 

a landing Airplane may encounter it. There 
are, of course, other situations, depending 
upon the runway orientation atid wind 
direction, which can also be hazardous. 

I FIGUFIE 15 
PAPALLEL RUWAY OPERATION 

Avoidance of Wake turbulence 

The principal way of avoiding wake turbulence 
is to allow sufficient time for a wake to 
dissipate before taking off or landing behind 
a larger airplane. The wait will allow the - 
vortex both to dissipate and be blown away by 
prevailing winds. Of course, if there is a light 
crosswind with little ambient turbulence, one 
of the vortices may persist in the vicinity of 
the runway for H long time as indicated by 
some of the preceding figures. 

- 

A fairly sure way to avoid wake turbulence is 
to stay well above the flight path of the 
airplane ahead. In almost. all cases, the pair 
of vortices will descend after being generated. 
There are two exceptions to this behavior. 
The first is close to the ground which has 
already been disciissed. The second case 
involves a strong inversion layer. There are 
some data and calculations which indicate that 
a pair of vortices descending down on an 
inversion layer will behave in a manner similar 
to that when approaching the ground. 

Although vortex rebound is a factor of 
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concern, the pilot of a light plane landing 
behind a heavy one should still be able to stay 
well above any wake t.iirhtilence. The rimway 
diead is two or three times longer than the 
light, plane will need. Thus a steeper approach 
with a touchdown near the nmway center will 
keep the light plane well clear of any wake 
turbulence, rebound notwithstanding. 

Reference 17 presents the resiilts of a 
moving-base simulator study of the wake 
turbulence hazard. Two classes of airplanes 
were considered; the light, general aviation 
airplane represented by the Learjet, and the 
large four-jet transport represented by the 
Boeitig 707/720. The results are, of course, 
siibjective since several pilots were used in the 
study and were asked to define whether or not. 
a giveti vortex encoiinter was hazardous. The 
render is referred t,o this interesting study for 
more de tded  resiilts. Figure 16 
is preseiited here as representative of the type 
of resillt,s which were obtained. 

The upper graph in this figure presents a 
band covering the maixitnum bank angles 
experienced by the pilots as a function of the 
maximum roll accelerat,ion prodiiced 011 the 
airplane by a given vortex. The lower graph 
presents boundaries defining whether or not 
the encounter is hazardous as a function of 
the maximum bank angle and altitude. The 
encounter was judged by the pilots t.o be 
hazardous if the bank angle exceeded those 
defined by the lines on this graph. As c m  be 
seen, and not unexpectedly, a given encounter 

is judged to be more hazwdoiis the lower the 
altitude and under IFR condit,ions as 
compared t,o V F R  operation. 

Given a particular combination of a leading 
aircraft and a following aircraft, one could use 
the methods presented earlier to cdciilnte the 
maximum roll acceleration which would be 
prodiiced on the following aircraft. Using 
Figure 16, a determination could then be 
made as to whether or not the wake 
encounter is hazardous. This is an alternative 
to the ”hazard fiictor” presented in Reference 
16. 

Conclusions 

Wake tiirbiilence is a hazard to a smaller 
airplane operating behind a larger one but it 
CNJ be avoided. The accident rate diie to 
wake turbulence has irriproved considerably 
because of increesed knowledge on the part of 
both air traffic controllers and pilots. 
However, based on the niatend presented 
herein, the TJS standard separation distances 
for sniall or large airplanes behind heavy ones 
and small airplanes behind large ones are 
marginal even considering that decay rates are 
probably higher than the minimum rates 
shown in Figure 8. This conclusion is 
augmented by a statement found in Reference 
16 which defines a “hazard factor” as a 
fraction of the aileron control for which ti 
wake encounter can be hazardous. At low 
altitudes, the rolling moment may be less than 
the aileron control but, still be hazardous as 
noted previously. 

The fact that more accidents do not occur for 
small airplanes behind larger ones is 
attributable to several factors. Calculations 
such as these represent the worst possible 
situation. The effect of the ground, 
crosswinds, atmospheric tiirbulence, vortex 
bursting and the Crow instability lessen the 
hazard which is predicted on the basis of 
Figure 8. Also, small traffic frequently uses a 
different riinway frotn the heavy traffic and 
the approach angle, except for TFR 
operations, tends to be higher for a srrialler 
airplane keeping the smaller airplane above 
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5 .  Z.atnh, H., Hydrodynamics, Cambridge 
1Jniversity Press, Z,c)nd~m, New York, 1932 

the flighl path of t,he larger one. An 
oper~i.iona1 chitnge which would fiirther lessen 
the l w a r d  of wake hirbulence would be to 
provide displaced ninway thresholds and 
steeper glideslopes for any airplane operating 
behind a miich larger one. 

It is also felt that the weight classes are not 
divided fiiiely enough. For example, a n  
airplane weighing 13,000 lb. behind one 
weighiiig 200,000 lb. is RS hazardom as an 
average "lnrgt," behind A "heavy". For the 
former, the present separation distfu ice is only 
3 n. mi. while for the latter case, the distance 
is 5 n. mi. even ttmigh the fomier situation is 
probiibly tis ha~wdoiis , or more so, tliriii the 
latter. Tf a new set, of classes were defined, shy 
at  increments of 2000 Ibs tit the lower weights 
kip to increments of 50,000 Ibs. at the higher 
weights, the sepu iIticJf1 distmces coi~ld be 
prescri1)ed triore efficiently possibly allowing 
for 1.1 higher Intidiitg arid tctkeoff traffic density 
than tha t allowed by current practice. 

Postscript. 

Since this paper was prepared soirie events 
have occurred which support the coticliisioris 
reached above. The headline for Referetice 
18 reads: 

N'TSB IJRGES CHANGES IN SEPARATION 
R TJLL5 

Safety board says 'large aircraft' crztegory 
covers too great a weight range. 

It cites recent accidents involving small- arid 
triediimi-weiglit h-craft trailing the Roeiiig 
757. 'This jet transport with a typical 
operiiting weight of npproxiriiately 250,000 Ib. 
falls :it the upper erid of the "large" weight 
c l :m  The NTSR has recommended that the 
separatinti distances shown in Table I be 
incretised behind a 757 to 5 ti. mi. for 
rnc.clii~tn-wei~11t jet transports such as the 737, 
DC-9 or MD-80; to  5 n. mi. for business 
aircraft such as the Leitijet, md to 6 n.  rrii 
for small, piston-powered akm.ft. This 
essentially moves ihe 757 up to the "heavy" 
cluss for aircrlift followiiig it brit keeps the 757 
in the "large" class when following a "lieavy" 

aircraft. This appears to yoiir niittior to he a 
quick rmd ~insatisfiictory, "fix" to tlie basic 
problem of too large of ti weight range for lhe 
existing classes. A better soliition, RS 
recomniended in the above c~~i-~cliisioris; iuight 
be to define riiore weight classes. 
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WINTER STORMS RESEARCH IN CANADA 
Flight in an Adverse Environment 

J. Ian Mad'herson 
Flight Research Laboratory 

Institute for Aerospace Research 
National Research Council, 
Ottawa, Ontario, Canada 

1. SUMMARY 

Canada has undertaken long-term research programs to 
study winter storms in coastal regions, with the objectives 
of improving their forecast and understanding their 
embedded mesoscale features, rapid intensification, and 
microphysical conditions associated with aircraft icing. In 
cooperation with the Atmospheric Environment Service of 
Environment Canada (AES), the National Research 
Council (NRC) Twin Otter and Convair 580 aircraft have 
been instrumented to measure the motion and thermal 
structure of the atmosphere and the microphysics of cloud 
and precipitation. The aircraft have been flown in two 
Atlantic Storms projects in conditions that pilots usually 
attempt to avoid. Examples of the hazardous conditions 
encountered in these research flights will he presented in 
this paper, along with supporting air motion and 
microphysics data recorded aboard the aircraft. Incidents 
of airframe icing, turbulence, strong winds and wind shear 
will serve as an introduction to the more detailed treatment 
of these subjects by subsequent lecturers in this series. 
Other related subjects to he covered include research on 
reduced visibility and on-ground icing of aircraft. 
Information will he presented on recent developments in 
instrumentation for the early recognition and warning of 
hazardous flight conditions. The paper will conclude with 
a look to the future for coping with winter storms in 
Canada, including planned research field programs. 

2. I"R0DUCITON 

Winter storms in Canada commonly cause great hardship. 
In many of these storms, winds are strong, precipitationis 
heavy, and precipitation types can vary among rain, snow 
and freezing raiddrizzle. These characteristics are 
especially evident in the CanadianEast Coast region where 
the effects of the storms are felt both on the land and at 
sea. Aviation, both commercial and military, are 
significantly affected by these powerful maritime storms. 
Flight delays and de-icing operations not only inconven- 
ience passengers, hut also drive up the operational costs to 
the airlines. Aircrews of the Canadian military's Aurora 
maritime patrol aircraft and the Search and Rescue aircraft 
are often required to operate in the hazardous flying 
conditions associated with these large storms. 

George A. Jsaac 
Cloud Physics Research Division 
Atmospheric Environment Service 

Environment Canada 
Downsview, Ontario, Canada 

Although forecasts have improved in the last decade, the 
track, movement and often rapid intensification of these 
storms are not adequately handled by existing d e r  
prediction models. Cauada has undertaken a long term 
program, the Canadian Atlantic Storms Program (CASP), 
to study winter storms in the Atlantic Region (Ref. 1). To 
date, two comprehensive field programs have been 
conducted to study storm behaviour, embedded mesoscale 
features and complementary oceanographic phenomena. 
CASP-I was based near Halifax, Nova Scotia, from 
January 15 to March 15, 1986; CASP-II was operated 
from St. John's, Newfoundland, for the fame Zmonth 
period in 1992. Figure 1 shows the operational areas for 
the two projects and the composite tracks for the 16 
storms that occurred during CASP-I. 

Fig. 1: Tracks of the low pressure centres for the 
storms studied in CASP-I. Circles denote the 
operational ranges of the Twin Otter from 
HelifaxlSheerweter in CASP-I and the Convair 580 
from St. Jotin's in CASP-II. 

Presented of on AGARD Lerrure Series on 'Fli,qht in on Adverse Environmmt'. November 1994 



2-2 

AIR INLET Fwd I1 
AIR INLET Fwd #Z 
AIR INLET A11 W d  
AIR INLETAII Port 
AIR INLET WLTER SAMPLE PYLON ASS'Y 
UPWARD UV UGHT RADIOMETER 
LlTTON W INERTIAL REFERENCE SYSTEM 

PMS 2 P P  LASER PROBE 

PMS GREY SCALE LASER PRO 
REVERSE FLOW TEMP. P 

EO60 OEWPMNTTEMP. 

COPILOT PANEL PLASMA MSP 
AND ANUNMATOR PANEL 

RAN C ANTENNA 
CCA DOPPLER RADAR 1 ANTENNA 

/ / /  /- 

CENTER CLOUD WATER COLLECTOR 

PORTCLOUD WATER COLLECTOR 

PMS PUS ASASP FSSP LASER LASER PROBE PRO0 a/ 
KING uaum WATER AND SNOW PROBE PYLON 

Fig. 2: NRC Twin Otter Atmospheric Research Aircraft as instrumented to measure atmc pheric motion MI 

cloud physics parameters. 

t 
Fig. 3: NRC Convair 580 as instrumented for CASP-II. 

The NRC Twin Otter atmospheric research aircraft (Fig. 
2, Ref. 2), fully instrumented for air motion and cloud 
physics measurements, flew 31 missions in CASP-I, 
operating from Canadian Forces Base Shearwater near 
Halifax, Nova Scotia. Its recorded measurements form an 
important component of a comprehensive dataset from a 
variety of c o o d i t e d  sensing systems focused on these 
storms (Ref. 1). These included a second aircraft (Canada 
Centre for Remote Sensing DC-3), satellites, three weather 
radars, meteorologicaltowers, oceanographic buoys, ships, 
radiometers and an enhanced radiosonde network. For 
CASP-II, aircraftrangeand alternateairfield considerations 

dictated the use of a larger aircraft, the NRC Convair 580 
(Fig. 3), also instrumented to measure winds and 
turbulence (Ref. 3) and the size and concentration of cloud 
and precipitation particles (Ref. 4). The aircraft was also 
fitted with an NCAR'developed dropsonde system to 
monitor the twodimensionalkinematicand thermodynamic 
fields across the storms. A total of 16 storms were 
studied in almost 200 hours of research flying in CASP-II. 
Approximately one-third of the fight hours were devoted 
to in-flipht icing research. 

1. N a t i d  Center for Atmolphcrio R e d ,  Bauldcr, Colondo 

- -_- 
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In normal aircraft operations, pilots attempt to avoid the 
very conditions that were the subject of this research 
program. Great care bad to be taken in the planning and 
operation of the research flights to ensure safety, while at 
the same time collecting important data on atmospheric 
motion and precipitation within the storms. This paper 
outlines measures taken to improve the de-icing capabilities 
of the NRC Twin Otter, and presents example results for 
icing encounters during the CASP flights. Illustrations of 
other storm-related hazards experienced during these 
flights are given, includinf high winds, crosswind 
landings, wind shear and turbulence. These examples of 
’flight in an adverse environment’ will serve as an intro- 
duction to the moredetailed treatment of these subjects in 
the lectures that follow. 

3. AIR- RANGE, VISIBILITY, AND 
ALTERNATE AIRPORTS 

The very first fight hazard to be considered in aircraft 
operations in CASP was the prospect of reduced ceiling 
and visibility, resulting in possible diversion to an alternate 
airfield. For operation of the Twin Otter in major east- 
coast storms, a significant limitation is the range of the 
aircraft in IFR conditions. The Twin Otter has a fuel 
capacity of 2450 Ib. However, with the scientific instrn- 
mentation required for CASP, a crew of four and survival 
gear, only 2200 Ib of fuel could be carried at takeoff for 
the majority of the project flights. In normal cruise, the 
aircraft burns about 600 lbhour and has a maximum me 
airspeed of only 140 knots. Clearly, the operational range 
is small relative to the scale of Atlantic storms, so particu- 
lar care had to he given to go/no-go decisions and the 
selection of a safe alternate airfield. 

Rg. 4 The CASP-I operational area showing the 
locations of the projact base et CFB Shearwater and 
potential IFR dternater for the Twin Otter. Maxlmum 
evallable project flight time Is dependant on tha 
altmate selected. 

For IFR flight, a sufficient fuel reserve must be carried to 
allow for diversion to the alternate and 45 minutes of 
holding. When this reserve is subtracted from the 2200 Ib 
takeoff fuel, the result is the amount available for project 
operations from takeoff to initial approach at the project 
base (CFB Shearwater). Figure 4 depicts the available 
flight endurance for project use as a function of the 
alternate airfield. For example, if a project flight time of 
3 hours was required, then this could be done only when 
Halifax International was an available alternate. On the 
other band, if Moncton was the only alternate above 
limits, then an approach to the base at Shearwater would 
have to be made after about two hours of IFR flight, to 
allow enough fuel to divert to Moncton. Two hours of 
data collection was considered a minimum to meet scien- 
tific objectives, with a preference for 2-112. The figure 
shows that this imposes a serious restriction on the 
available alternates. Furthermore, given the size of the 
storms, it often happened that several of these potential 
alternates were below limits simultaneously. 

Although these restrictions caused some flight delays, and 
cancellation in two or three cases, the Twin Otter did 
accomplisb 31 project flights in ten storms during CASP-I. 
The careful flight planning and weather forecasting 
contributed to the fact that on none of these flights was a 
diversion to an alternate airport required. 

Similar considerations were applied early in the planning 
stages for CASP-II, to be operated from St. John’s, 
Newfoundland. St. John’s has a treacherous climate, and 
the highest frequency of freezing precipitation in Canada 
(about 160 hours annually). Only three other fully IFR 
airports are available on the island of Newfoundland (Fig. 
5): Gander, at a range of 110 n. miles from St. John’s, 

Fig. 5: Newfoundland showing loeatioas of CASP-II 
projert basa st St. John’s Airport, and three IFR 
allunate airports. 



Month 

Fig. 6: Month to month verietion of the frequency of 
occunence of either celllng height or visibility falling 
below their respective critical veiuea for the four IFR 
alrportt of Newfoundland [From Ref. 5, Stuart]. 

Deer Lake (200 n. miles) and Stephenville (230 n. miles). 
Clearly, only Gander is a possible alternate for the Twin 
Otter. 

Aviation interests were well aware of the problems caused 
by adverse weather conditions at Newfoundland airports, 
but detailed climatologies of these limiting conditions were 
quite limited. Consequently, in support of CASP-II, the 
AES contracted a private firm to develop software to 
provide frequency distributions of ceiling height and 
visibility in both graphical and tabular formats for a 
variety of stratifications, including wind direction, month, 
and time of day (Ref. 5). Figure 6 depicts the monthly 
frequency of Limiting conditions (ceiling below 200 feet or 
visibility less than 0.5 mile? based on the climatological 
records of hourly data From the four E R  airports of 
Newfoundland. At St. John’s, the possibility of a 
diversion occurs about 15 percent of the time during the 
planned January-March CASP-II period. Of probably 
more importance, however, is another output from the new 
software package, the joint probability of an alternate 
airport being below limits at the game time as the 
destination. Figure 7 illustrates that when St. John’s is 
below limits, there is a 35 percent probability that the 
nearest alternate, Gander, is also below limits during the 
CASP-II period. Tbe airports at the west end of the island 
are much less likely to be down, but these airports are 
beyond a practical diversion range for the Twin Otter. 
This analysis was one of the primary considerations in the 
decision to use the NRC Convair 580 as the research 
aircraft in CASP-II. In the subsequent operation of the 
Convair 580 at St. John’s from January 15 to March 15, 
1992, only one diversion (to Deer Lake) WBS required in 
44 project flights. 
-I--- 

2. B-uurof sumurdiitopognpby ad ~ n ~ y  oricnbtion, limitations 
d Slephmille we-. c d i o g  < 416 fm or vidbility < 1 mile 

Fig. 7: Joint probabllity that alternate alrportr on 
Newfoundland are below l i m b  when St. John’s 
Alrpm is below limks [From Ref. 5, Stuart]. 

Accidents in which aircraft are operated under Visual 
Flight Rules (VFR) into adverse weather conditions occur 
regularly, and claim a disproportionally high number of 
fatalities each year. Canadian statistics for 1976-85 show 
that this type of accident accounted for only 6 4% of the 
total, but resulted in 26 96 of the fatalities during the ten- 
year period (Ref. 6). About 80% of these accidents 
occurred during the enroute phase of the flight, and 51 96 
of the Canadian VFR-into-IMC (TnstrumentMeteorological 
Conditions) accidents occurred in mountainous terrain. Of 
the 33 helicopter accidents in this category, 27 occurred 
when pilots encounteredwbiteaut conditions in which they 
were not able to visually maintain adequate reference to 
the ground. At the NRC Flight Researcb Laboratory, 
research is under way on advanced cockpit displays to 
improve the pilot’s situational awareness in conditions of 
reduced visibility. 

4. IN-FLIGHT ICING 

4.1 Icing Protection for the Aircratl 

The NRC Flight Researcb Laboratory and the NASA’ 
Lewis Research Center both operate Twin Otter aircraft in 
atmospheric research roles. The NASA aircraft is used 
primarily in airframe icing research. To record cloud 
droplet sizes and concentrations, it carries laser-based 
particle spectrometers similar to those operated by 
NRCIAES mounted on identical under-wing pylons (Fig. 
2). NASA developed the capability to selectively de-ice 
airframe components to determine their contribution to the 
total drag increase due to icing. Aircraft performance 
losses in terms of lift and drag coefficient changes were 

3. U. S. Natiod A m m u l i u  ad Space Adminimalion 
-- 
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NASA arranged our contact with the suppliers of their 
custom-built de-icing hoots (B. F. Goodrich, Akron, 
Ohio), and a similar system was produced and installed on 
the NRC aircraft prior to CASP-I. Total cost was less 
than $5OOO U.S. and the weight penalty was only 33 Ib. 
It should he mentioned that FAA or Transport Canada 
type-approvals were not sought for these installations. 
NASA and NRC operate their aircraft in a restricted 
category and are responsible for the safety of their own 
modifications. 

4.2 Twin Otter in CAS-I 

During the CASP-I experiment, the Twin Otter encoun- 
tered significant icing on three flights. On each occasion, 
the full de-icing system was used including the newly- 
installed boots on the struts and the vertical tail, and fully 
satisfactory results were obtained from a safe-flight point 
of view. There appeared to be notable differences in the 
adherence of the ice, however, which was considered 
interesting from a metemrological perspective. Since the 
aircraft was fully instrumented to measure droplet spectra 
and cloud water concentrations, a further analysis of these 
events was undertaken. 

Table 1 summarizes the cloud characteristics during the 
three icing encounters. For each case, the three minute 
period in which the liquid water content (LWC) was 
highest was selected for comparison. The liquid water 
content was measured using a PMS‘ King probe, which 
operates on the principle that the rate of cooling of a 
heated wire is proportional to the amount of water 
impacting upon the wire. The concentration of droplets 
and precipitation particles in the size ranges from 2 to 30 
pm and from 200 to 6400 pm were measured using PMS 
FSSP Forward Scattering Spectrometer Probe) and 2D-P 
probes respectively. The maximum onesecond FSSP 
droplet concentrations and King LWC are also listed, as 
well as the droplet mean volume diameter (MVD) as 
determined from the FSSP data. 

Date Alt. Temp LWC Max FSSP 
TimeGMT kft C g m 3  LWC cui’ 

g m.’ 

Feb 18 7.1 -5.2 0.47 0.56 139 
1753-1756 

Mar2  13.7 -11.7 0.04 0.31 21 
1614-1617 

Mar 2 8.0 -9.0 0.42 0.79 52 
2005-2008 

obtained by flying in icing conditions for up to an hour, 
then exiting cloud to do steady level speed-versus-power 
measurements, while progressively de-icing selected 
airframe components. Engine inlet and propeller icing 
were excluded from this study, as their de-icing systems 
must be run continuously during icing conditions. 

Data reported in References 7 to 9 sbow aircraft lift 
coefficient decrements from 7 to 17 percent in the NASA 
studies. Aircraft drag coefficients at normal operating 
speeds increased from 30 to 75 percent over un-iced 
baseline measurements. Figure 8 shows results from a 
flight in mixed rime/glaze icing, where the aircraft drag 
coefficient C, increased about 33%. and a flight in glazed 
icing, in which C, was up by nearly 50%. The shape of 
aircraft ice accretion is the principal factor influencing 
performance. Glaze ice is produced at the warmer 
temperatures nearer 0 deg C, so freezing is slower and the 
resulting surface rougher. In the cases shown, the glaze 
ice case produced the greater drag increase although the 
exposure time was lower and cloud water concentration 
was only half that of the mixed-icing case. The tempera- 
ture was -5.0 deg C, however, 4.5 deg C warmer than 
during the mixed rime/glaze icing case. 

Figure 8 illustrates significant differences in the proportion 
of the drag due to icing of the different airframe 
components. This had important implications in plans to 
operate the NRC Twin Otter in CASP where glaze icing 
was anticipated. On the standard Twin Otter, only the 
wing and horizontal tail bave de-icing boots. In the glaze 
icing case shown, operating the standard hoots will only 
shed ice responsible for 40 percent of the additional drag; 
60 percent of the drag is due to ice on the remainder of 
the aircraft! A standard Twin Otter similarly iced would 
have, at best, a very limited capability of climbing should 
an engine be lost. Figure 8 shows that if the vertical tail, 
wing struts and wheel struts are also de-iced, then nearly 
3/4 of the drag due to ice can be shed in the glaze ice 
case, with an even higher proportion removed in rime 
icing. De-icing of the vertical tail also improves its 
performance in engine-out, asymmetrical flight. 

Max MVD 2D-P % FAA 
FSSP pm mJ Max 
cmJ LWC 

195 16.3 344 60 

42 19.5 380 10 

90 22.9 710 90 

TABLE 1: Miemphysical Conditions During Twin Otter Icing Events In CASP-I 
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Mixed Icing 
Flt 86-20 

Glaze Icing 
Flt 86-21 

Miscellaneous Vert tail d Struts 
14% 33% 

27% Vert Tail d Struts 
22% 

Fig. 8: Proportion of drag increase due to icing on diffarant airframe components for e case of mixed icing and 
glaze icing. Data were measured on e Twin Otter by NASA (Ref. 7 to 91. 

I 

(a) (b) 

Fig. 9: Icing case on February 18, 1986, showing: la1 reverse-flow temperature probe and lb) deicing boots on 
horizontal tail, wing strut and landing gear strut. 

(a) (b) 

Fig. 10: Icing case for first flight on March 2. 1986, showing rough ice la1 on aircraft nose and Ib) adhering to 
the wing strut deicing boot after landing. 
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Figures 9 and 10 illustrate the major differences in the ice 
properties between the fights on February 18 and Marcb 
2, 1986. On Febrnary 18, about 2 om of a roughglaze ice 
built up on the aircraft, as shown by the reverse flow 
temperature probe in Fig. 9a. On this occasion, activation 
of the pneumatic de-icing boots removed all of the ice on 
the boots (Fig 9b). On both flights on Marcb 2,  however, 
much of the ice remained tenaciously attached to the de- 
icing boots even after landing, as shown by the photograph 
of the wing strut in Figure lob. The crew reported ice 
forming in streaks on the cockpit side windows, indicating 
slow freezing that leads to glaze icing. 

The most severe of the icing encounter occurred on the 
second fight of March 2. Figure 11 shows analog traces 
of liquid water content, static pressure, temperature, true 
airspeed and angle of attack for this event. The aircraft 
was flying at 8000 f t  msl on an easterly beading into the 
rear of the same storm sampled on the earlier flight. An 
indicated airspeed (IAS) just above 122 knots (143 knots 
true airspeed) was being maintained in conditions of light 
snow. A sudden onset of icing occurred at 1957:lO. and 
the airspeed started to fall and the angle of attack 
increased. The slowing of the aircraft as a result of that 
initial burst of cloud liquid water is fairly typical of the 
Twin Otter in icing. Five minutes later, at 200210, the 
pilot commented on the voice-tape that the IAS was down 
to 112 knots and that the de-icing system bad not yet been 
activated. Only 40 seconds later, the cloud started to 

Fig. 11: Data recorded on Twin Otter during icing 
encounter on second flight on March 2, 1986. 

thicken and the pilot announced "107 knots" and de-icing 
was commenced. By 2003:30 GMT, the liquid water 
content reached 0.1 g md and was increasing rapidly to a 
peak above 0.6 g m-' (Figure 11). Comments were made 
on the tape that the ice had considerable tensile strength 
and was adhering to the struts. There was little 
improvement in airspeed, and at 2007:30 the IAS bad 
decreased further to 104 knots despite application of 
maximum continuous power. At 2009 a descent and turn 
was commenced as the pilot felt it was necessary to exit 
the storm. 

It is interesting to note that on this second flight on Marcb 
2, when the most severe conditions were encountered, the 
temperature at the flight level was -9 C, that is, colder 
than the February 18 case when the temperature was near 
-5 C. However, the mean volume diameter (MVD, Table 
1) of the cloud droplets was considerably higher on March 
2. The NASA results (References 7 to 9) suggest that the 
glaze icing would be worse at the warmer temperatures 
where the water would flow and freeze more slowly. 
However, in this case, the problem was mainly the 
inability of the bwts to shed all of the ice at the colder 
temperatures. The larger droplet sizes and the presenceof 
snow in significant concentrations (2D-P data, Table 1) 
may have led to the 'stickiness' of the ice on the boots. 

The icing conditions encountered in these three cases were 
compared with the FAA design envelopes for stratiform 
cloud icing conditions (Ref. 10). The design envelopes 
consider the mean effective droplet diameter, the air 
temperature and the horizontal extent of the icing cloud. 
Using the microphysical conditions as outlined in Table I,  
the liquid water content on February 18 reached 60 
percent of the maximum proposed by the FAA, while for 
the first flight on Marcb 2,  it was only 10 percent of the 
maximum. However, in correspondence with the pilot's 
comments and actions. the second fight on March 2 was 
the most severe, reaching 90 percent of the FAA design 
envelope maximum liquid water content. 

4.3 Cnnvair 580 in CAS-I l  

In CASP-II, the Convair 580 performed flights over the 
Atlantic Ocean within an 800-km range of the operational 
base at SI. John's. The Convair 580 has anti-icing 
system that uses engine bleed air to heat the leading edges 
of the wings and tail. The aircraft was fully equipped 
with cloud physics instrnmentation including: two King 
probe liquid water content meters, an FSSP probe for 
measuring droplet sizes from 3 to 95 pm, a Rosemount 
icing detector, and several ParticleMeasuring Systems 2-D 
laser probes for measuring the size, concentration and 
shapes of water droplets and ice crystals (Ref. 4). The 
project was ideally suited for maritime aircraft icing 
research, which led to the involvement of the Boeing 
Commercial Airplane Group and Airbus Industrie of 
France. Boeing and Airbus were interested in cbaracteriz- 
ing the maritime Atlantic icing environment to help 
substantiate aircraft requirements for cross-oeeanic flights 
by twin-engined passenger aircraft (Ref. 11). 
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Fig. 12: Histogram of SLWC patch durations 
encountered by Convair 580 in CASP-11. All patches 
with durations longer than 500 sec era included in the 
last bin [Reproduced from Ref. 4, Cober et an. 
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Fig. 13: Comparison of 300-second SLWC averages to 
the maximum continuous icing envelopes of FAR 2 5 4  
[Reproduced from Ref. 4. Cober et an. 

The Convair 580 encountered approximately 1500 km of 
icing conditions in 190 hours of research flight in CASP- 
II. Data from each flight were analyzed in one-second 
intervals (approximately 100 m of fight path). An interval 
was considered to have supercooled liquid water content 
(SLWC) if the static temperature was less than 0.0 deg C 
and the SLWC > 0.025 g m3. An icing 'patch' was 
defined as having SLWC 5 0.025 g ni3 for > 5 seconds 
(-0.5 km). Figure 12 shows a histogram of the 801 
SLWC patches measured by the Convair 580 in CASP-U. 
Icing patches had an average length of 4.3 km, with 
average droplet concentrations of 130 cm", liquid water 
contents of 0.13 g and droplet mean volume diameter 
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Fig. 14: Comparison of the potential accumulation 
rater of SLWC patches to the icing Intensity envelopes 
of Newton in Referenca 12  [Reproduced from Ref. 4, 
Cober et an. 

of 18 pm. In general, the icing intensity was classified as 
light, although moderate to severe icing was observed in 
several patches. 

The US. Federal Aviation Regulation Part 25 Appendix 
C (FAR 25-C) icing envelopes detail the probable 
maximum icing conditions expected in winter storms. The 
envelopes were defined in the late 1940s and were based 
on data obtained from approximately 1000 icing 
measurements across the United States. For certification 
for flight into icing conditions, aircraft must demonstrate 
the ability to fly in an environment characterized by the 
maximum envelopes. Although the envelopes have been 
criticised for various Limitations (References 12 and 13), 
they are widely used as a measure of the most severe icing 
conditions. 

The Convair 1 -second data were averaged into 300-second 
intervals, which corresponded to flight legs of 
approximately 16 n. miles. This allowed direct compar- 
ison with the FAR 25C icing envelopes for maximum 
continuous icing (which are based on fight for 17.6 n. 
miles). Figure 13 shows a comparison between the 182 
intervals in which SLWC exceaded 0.015 g m.' and the 
FAR Z S C  envelopes. Most of the data points fell well 
short of the maximum envelopes, although the -10 deg C 
envelope was exceeded on one occasion by icing at -9.5 
deg C (point 1 on Fig. 13). The five heaviest icing cases 
are numbered. Points 1 and 2 occurred consecutively 
during flight at 13000 feet through a cold frontal region, 
while Points 3 and 4 occurred during flight at 2500 feet 
through a low-level stratus cloud. The results of Figure 
13 are quite similar to those shown in Ref. 14 for icing 
events recorded on the Twin Otter over Nova Scotia 
during CASP-I. 

An alternative set of icing envelopes was proposed by 
Newton in Reference 12, in which the icing intensity is 
defined in terms of the rate of accumulationin g cm.' hf' 



Fig. 15: Ice on Convair 580 fivearm reversbflow 
temperature probe after freezing drizzle encounter on 
March 14,1992. Second un-Iced probe in background 
Is Rosemount heated total tempareture probe. 

00 a 7.6-cm (3-inch) cylinder. These envelopes have a 
more physical basis than those in FAR 25-C and can be 
used to describe a wider range of icing conditions. Figure 
14 shows the Convair SLWC data and mean volume dia- 
meter, averaged over each icing patch, plotted against the 
Newtoo envelopes, which represent potential accumulation 
rates of 1, 6 and 12 g cm-' hr-' (corresponding to light, 
moderate and severe icing). In general, the icing 
encountered corresponded to light icing, although there 
were a number of patches with moderate and two cases 
with severe icing rates. Note that a severe patch lasting 60 
seconds would likely be rated as a light icing patch when 
averaged into a 5-minute period when no other icing was 
encountered. This explaiosthe tendency for the icing data 
in Figure 14 to appear heavier than in Figure 13. The 
Convair 580 experienced no difficulties in any of the icing 
conditions shown in Figures 13 and 14. 

During four of the CASP-II flights, the Convair 580 
encountered regions of supercooled drizzle with droplets 
sized between 0.1 and 1.0 mm, as detected by the PMS 
2D probes (Ref. 4). On two of these occasions, a rapid 
accumulation of ice on the pilot's windshield necessitated 
aborting the flight path and exiting the icing region. These 
cases are not included in the data above, for the response 
of the King LWC prohe to droplets larger than 50 pm is 
unknown, and the FSSP only measured droplets to a 
maximum diameter of 47 pm. Consequently, SLWC and 
mean volume diameters could not be accurately 
determined. These encounters represeoted the most severe 
c a w  of icing in CASP-II. 

One of the freezing drizzle cases was encountered on the 
flight of March 14, 1992, which penetrated a trough line 
associated with a small scale wave and a redeveloping low 
pressure region. Figure 15 shows an example of the ice 
accretion and Figure 16 shows analog traces from some of 
the instruments during this icing event. At 1328 GMT 
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Fig. 16: Date recorded during the March 14, 1992, 
freezing drizzle case. The bottom trace shows the 
voltage signal for the Rosemount Ice Detector (RID), 
which indicates Ice accretion between 13:30 end 
13:36 GMT. Bar on x-axis indicates time when drizzle 
droplets shown in Fig. 17 were recorded. 

the aircraft entered a region of freezing drizzle at -8 deg 
C and loo00 ft, a relatively high altitude for drizzle. 
Because of a rapid accumulationof ice on the windshield, 
the pilot initiated a climb and exited the drizzle region at 
12500 ft and -10 deg C. This region was topped with 
supercooled cloud extending from 11800 to 13600 ft. The 
King-measured SLWC did not exceed 0.2 g m.', although 
only a partial response from drizzle-sized drops could be 
expected. The voltage signal from the Rosemount Ice 
Detector (which cycles back to near zero when the prohe 
is de-iced) shows most of the ice accumulation occurred 
between 13:30 and 13:36 GMT. Figure 17 shows 2D 
images of the drizzle droplets measnred by a 2DC Grey 
particle spectrometer, indicating droplets with diameters 
from 100 to 500 pm. A videotaped icing cylinder 
mounted on one of the wing pylons recorded an accretion 
of 1.1 cm of ice between 13:29 and 13:34 GMT. The 
correspondingpotential accumulationwas 10.5 g cni'hr-', 
implying that under Newton's envelopes, the icing 
intensity was between moderate and severe. Between 
1329 and 13:31 GMT the King probe failed to measure 
SLWC above 0.05 g m-', indicating that the SLWC was 
mainly in droplets larger than 50 pm. Freezing drizzle is 
considered to represent a significant hazard because the 
droplets can run hack on the wings before freezing and 
cause a significant degradation of the airfoil performance 
(Ref. 13). 
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Fig. 17: Images of freezing drizzle drops recorded by 
PMS 2DC Grey probe between 1330 end 1 3 3 1  GMT 
on March 14. 1992. The largest drops shown have e 
diameter of approximetely 420 bnn IReproduced from 
Ref. 4. Cober et all. 

The CASP U data have already had commercial benefits. 
A Canadian commercialoperator (KelownaFlightcraft) has 
used the data in the certification process of the stretched 
Convair 5800 for flight in icing conditions. In addition, 
Boeing has used the data to obtain FAA approval to 
eliminate a 5% fuel penalty as a requirement for Extended 
Range Operation with Two-Engine Airplanes (ETOPS) for 
the Boeing Model I17 airplane. 

4.4 Icing Foreeasts 

Accurate forecasting of regions of potential icing is crucial 
for flight planning and poses a challenge for the meteorol- 
ogist. Currently, Canadian Operational meteorological 
forecasting models do not account for the prediction of 
regions of supercooled water in the atmosphere. Icing 
forecasts are constructed on simple indicators such as 
temperature, dew point depression and vertical motion 
fields, and typically tend to he overestimated (Ref. 15). 
This causs a tendency for pilots to ignore the forecasts, 
and does little for Search and Rescue pilots who need to 
know the conditions they might encounter. CASP-U 
provided the opportunity to evaluate new forecasting 
schemes, since, in probing the storms, the instrumented 
aircraft collected data which could be compared directly 
with icing predictions by the computer models. 

For this study, the Canadian operational regional finite- 
element (RFE) model was modified with improved 
parameterizationof cloud liquid water and ice. Reference 
16 provides details of the model as well as several case 
studies comparing model results with Convair CASP-II 
data. To provide an example of an application of this 
modified model, Fig. 18a shows a constant pressure (I00 
mh) map of predicted cloud phase superimposed with air 

temperaturegenerated from an 18-hour mesoscale forecast. 
The map shows the distribution of cloud ice, cloud water 
and supercooled water in 50-km grid elements. The extent 
of the SLWC is localiid to well-defined regions near the 
-5 deg C isotherm. This is very different from the current 
operational icing forecast algorithm (Fig. 18b), where 

Fig. 18: Icing forecast maps. le1 Output from new 
model for 700 mb level, showing doud phase end air 
temperature from en 18-hour forecast. The black 
squares depict forecast supercooled weter. (bl Output 
from current operational forecast; shading delineetes 
regions of rime icing [Reproduced from Ref.16, 
Tremblay et all. 
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ing the completion of CASP-II) was attributed to a stall 
after takeoff due to ice contamination of the aircraft wings 
(Ref. 17). The surface temperature was just below the 
freezing point, but there was a significant snowfall rate in 
the 35 minutes that elapsed between de-icing of the aircraft 
and the attempted takeoff. The investigation raised issues 
as to the holdover time of de-icing fluids. On January 13, 
1982, an Air Florida 737 crashed after takeoff in snow 
from Washington National Airport, 50 minutes after 
airframe de-icing; snowlice contamination was again a 
major factor in the accident (Ref. 18). In Canada, a 
similar accident occurred to another Fokker-28 during a 
snowstorm in Dryden, Ontario, on March 10, 1989. In 
this case the aircraft was not de-iced prior to the takeoff 
attempt. According to wind tunnel studies by the aircraft 
manUfaCtuIer, a wing upper surface roughness consisting 
of particles only 1-2 mm diameter, at a density of about 
one particle per square centimetre. can cause lift losses on 
the F-28 wing of about 33 percent in free air, and about 
22 percent in ground effect (Ref. 17). It is clear from 
these experiences that the on-ground icing of aircraft is at 
least as serious a safety hazard as in-flight icing. 

Canadian winter conditions are particularly harsh. 
Aircraft often have ice on their wings and control surfaces 
which must be removed before take-off. Care must also 
be taken to ensure that additional ice does not form while 
the aircraft is preparing to take off. Ground de-icing and 
anti-icing is performed using fluids at all major centres 
across the country. To illustrate the importance of ground 
de-icing for our country, Canada bas the only independent 
laboratory in the world (at Universit6 du QuCbec ii 
Chicontimi, Ref. 19) currently performing delanti-icing 
fluid holdover evaluations; all other facilities are run by 
chemical companies. Table 2 presents holdover times in 
snow and freezingprecipitation for Type-I fluids (de-icing) 
and Type-Il fluids (anti-icing, for aircraft with rotation 
speeds Z 85 knots), excerpted from Reference 20. The 

aircraft icing is predicted over most of the cloud shield. 
The procedure underlying the production of this forecast 
simply locates points where the model vertical velocity is 
upward and the dew point depression is < 2 deg C. It is 
not based 00 a sufficient knowledge of cloud physics and 
therefore does not have the potential to accurately track 
regions of SLWC. Thus it creates a tendency for pilots to 
ignore the icing forecast. The new model, when it is fully 
tested and implemented operationally, should improve the 
icing forecasts and generate more confidence in their 
guidance with the aviation community. 

5. PRECIPITA’ITON AND ON-GROUND ICING 

In many of the CASP flights heavy snowfall presented the 
obvious problem of reduced visibility and flight delays 
because conditions were below IFR limits. Although 
unavoidable, this was sometimes frustrating because these 
meteorological conditions were of scientific interest to the 
program and airborne measurements of the cloud and 
precipitation were highly desirable. Various strategies 
were employed to achieve as many flights in snow as 
possible. Sometimes the aircraft was flown upstream to 
meet the precipitation, complete the sampling and land 
prior to the airport going below limits. On other occasions 
the aircraft was launched as soon as possible after the 
snowfall diminished. and then flown into the rear quarters 
of the retreating storm. The latter case usually meant a 
takeoff in light snow. Caution had to be exercised because 
towing the warm aircraft out of the hangar into snow and 
below freezing conditions would cause ice and sticky snow 
to adhere to the wings as the aircraft cooled down. 
Opening the hangar doors for 30 minutes to c w l  the 
aircraft prior to towing usually did not alleviate the 
problem. In most cases the aircraft bad to be de-iced with 
a spray of warm de-icing fluid. 

This hazard was amply demonstrated by an incident during 
CASP-I that involved the second aircraft used in the 
experiment, a DC-3. A night-time flight was to be made 
in a snowstorm traversing the area from the southwest. 
The Twin Otter was unable to fly because of a lack of an 
available alternate within range, but the DC-3, with its 6-  
hour endurance, could use Quebec City as an IFR alter- 
nate. As it was snowing at the airport, the wings and tail 
of the DC-3 were de-iced using standard techniques and a 
glycol-water solution. On the subsequent takeoff attempt 
the aircraft would not lift off, due to a heavy snow build- 
up on the port wing in an area not visible from the cabin 
or the cockpit. The takeoff was successfully aborted and 
the flight cancelled, but the danger of the situation was 
well recognized. A subsequent investigation of the 
incident found that the mixture of de-icing fluid used in 
this case had been inadvertently diluted with too much 
water. 

In recent years there have been two fatal takeoff accidents 
of commercial jet aircraft during conditions of east-coast 
winter storms. The crash of a Fokker-28 at LaGuardia 
Airport in New York (which occurred in the week follow- 

Oto-7 6 - 1 5  1 - 3  20-45 8 - 2 0  

-7 to -14 6 - 15 n/a 20- 45 nla 

Holdover times in minutes 

Table 2: Pilot guideline for approximate holdover times 
for SAE Type-l and Type4 fluids, excerpted from 
Tables 1 and 2 of Reference 20. Figures for Type-ll 
fluid applied neat, unmixed with water. t h u s  the 
figures represent maximum protection times; Type-l 
mixture with freezing point a t  least 10 deg C below 
ambient temperature. ’Freezing rain’ is interpreted by 
the authors to include freezing drizzle. 
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holdover times of Type-I fluids are very short, particularly 
in freezing precipitation. Type-I fluids were used to de-ice 
the aircraft in the LaGuardia and Washington accidents 
mentioned above. Currently in Canada, the use of Type4 
fluids still predominates: Type-U fluids are not yet 
available at most Canadian airports, including StJohn's. 
This places severe restrictions on aircraft operations in 
winter storms. 

One of the surprising results of CASP-U is that a 
significant proportion of the freezing precipitation events 
in the St. John's area results from a condensation- 
coalescence process (the so-called 'warm rain process'), 
previously thought to be rare at these latitudes, particularly 
in winter (Ref. 21). It is commonly accepted that freezing 
precipitation forms from frown precipitation falling 
through an above-zero C warm layer, and back into an 
below-freezing zone near the surface (as in trace 'a' in 
Figure 19). The frozenprecipitationmelts, and then either 
supercools in the lower level or freezes on a cold surface 
on contact. It is also generally accepted that the formation 
of ice crystals in winter clouds is usually an efficient 
process, but that development of large supercooled water 
drops by the condensation-coalescence process (i.e., 
condensation on supercooled cloud droplets, and 
coalescence of these droplets into precipitation-sizeddrops) 
is inefficient by comparison. The nucleation of ice crystals 
and their rapid growth and multiplication in supercooled 
cloud will usually inhibit this process. For this reason, it 
was a surprise to find that on two of the four freezing 
drizzle cases encountered by the Convair 580 in CASP-II, 
there was no above-freezing zone at any level in the 
atmosphere (i.e., as in trace 'b' in Figure 19). 

Temperature *C 
Fig. 19: Atmospheric temperature profiles for 
formation of freezing precipitation. 

This led to additional investigations. Twenty years of 
surface and upper air records were examined for several 
sites (only St. John's data will he discussed here). For 
each freezing rain and freezing drizzle episode, the upper 
air data from the St. John's radiosonde were examined to 
determine the maximum air temperature in the air aloft, 
and this was plotted versus the surface temperature in 
Figure 20. Each plotted point represents a reported 
freezing precipitation event ( x for drizzle, square for rain) 
at the radiosonde release time (00 or 12 GMT). The 
plotted line represents a maximum upper air temperature 
equal to the surface temperature; if the warmest upper air 
temperature is at the surface, the points will fall on this 
line. 

The figure can be broken into three zones. Points lying 
along the 1: 1 l i e  are cases where the warmest air is at the 
surface; the layer of cloud forming the precipitation is 
even colder than the surface temperature. These are 
condensation-coalescence cases, and are almost all 
episodes of freezing drizzle rather than freezing rain. In 
zone A, there is a layer aloft that is warmer than the 
surface temperature, but it is still below 0 deg C. Again, 
in these cases the freezing precipitation must have formed 
by condensation-coalescence. In zone B, there is a layer 
aloft wanner than 0 deg C. In these cases the freezing 
precipitation observed at the surface resulted from snow 
melting on its passage through a melting layer, i.e., the 
'conventional' process. 

other observations can be made from Figure 20. First, of 
the 312 observations of freezing rain or drizzle at 00 or 12 
GMT, 67 74 were for drizzle and 33 96 were rain. 
Freezing drizzle is Seen to occur at colder temperatures 
than freezing rain; the coldest surface temperature during 
a freezing rain event was 4 . 4  deg C. Approximately 60 
W of the freezing drizzle cases were from clouds with no 
above-zerotemperatures(co1d clouds), compared with only 
13 96 of the freezing rain cases. Therefore, cold clouds 
produce freezing drizzle more often than freezing rain, 
consistent with the condenationcoalescence process, 
which must first go through a drizzle stage, and may 
develop into rain if Gonditlons are suitable. In contrast, 
there are equal numbers of freezing rain and freezing 
drizzle events when temperatures aloft are higher than 0 
deg C, consistent with a different process. In summary, 
approximately of the freevng precipitation cases 
arise from cold clouds, examples of the growth of 
supercooled drops by the condensation-coalescence 
process. 

On 12 December, 1985, a cbartered JX-8-63 took off 
from Gander Airport in Newfoundland, and crashed 
seconds later, killing all 256 on board, including 248 
members of the lOlst US. Army Airborne Division. 
After a lengthy and troubled accident investigation by the 
Canadian Aviation Safety Board, a report was issued 
which stated that the aircraft stalled after takeoff due to 
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Fig. 20: Comparison of surface and maximum upper air temperatures for all freezing precipitation cases et St. 
Johns, 1971-1992 [Reproduced from Ref. 21. Strapp s t a h  

increased drag and reduced lift caused by ice 
confamination of the wing (Ref. 22). There were several 
dissenting members of the Board, and the ice theory was 
later revoked due to a lack of evidence. 

Of particular interest here was the record of light freezing 
drizzle in the surface observations at the Gander Airport 
for the three consecutive hours before the d i m e r ,  but not 
in the observations 15 and 30 minutes before, and 15 
minutes after the accident. Pilots of aircraft landing just 
after the accident reported very light drizzle. The DC-8 
crashed shortly after takeoff, and never reached the cloud 
base 700 feet above ground; MY ice encountered would 
have to have been from freezing drizzle below cloud base, 
either during the takeoff or on the refuelling stop (the 
aircraft was not de-iced prior to taxi). Given the allega- 
tions of icing being a potential factor in the accident, it is 
now interesting to examine the case in light of 'warm-rain' 
analysis presented above. There were no upper air 
observations right at Gander, but Observations from St. 
John's and Stephenville two hours after the accident 
reveals that both soundings bad no temperatures above 0 
deg C. ln-cloud temperatures covered the range -6 deg C 
to -10 deg C at St. John's and -10 deg C to -12 deg C at 
Stephenville (Ref. 21). Therefore, it is probable that the 
freezing drizzle observed at Gander near the time of the 
accident was produced from cold cloud through the 
condensationcoalescence process. 

6. SI'RONG WINDS AND 'IIJRBULENCE 

The strongest winds ever measured by the NRC Twin 
Otter were experienced during the CASP-I experiment. 
This occurred on January 28, 1986, when a strong jet 
stream from the south-southwest was blowing up the entire 
east coast of North America (Ref. U). At 1800 Gh4T. a 
975 mb low was situated just north of the Gulf of St. 
Lawrence, with a cold front trailing down across Nova 
Scotia. This explosively deepening storm has been further 
described in Reference 24. 

The effect of these winds on a slow speed aircraft such as 
the Twin Otter is dramatically illustrated by the flight 
track in Figure 21. The mission was flown to the north- 
east (downwind) of Halifax and included a climb to 14ooo 
ft, level flight to the turn point, then a descent to goo0 A 
for most of the return leg. At 1720 GMT another climb 
was made to 14000 A, followed by a descent sounding to 
the Shearwater Airport. The outbound leg took 26 
minutes (including the climb to l W ) ,  while the return 
portion took 98! The spacing of the 5-minute markers on 
the ground track demonstrate the wind's effect on 
groundspeed. Over the period marked 'A' on Fig. 21, 
average groundspeed at 14ooo ft was 229 knots and winds 
averaged 178 deg at 11 1 knots. The peak 4-sec average 
wind was 132 knots. On the portion of the return leg 
marked 'B', average groundspeed at 9000 ft was 61 knots 
and the winds were measured as 190 deg at 94 knots. 
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Fig. 23: Wind shear manifested by photograph of virsa 

View looks crosswind to the west from tha position 
taken at 9000 f t  a t  1702 GMT on January 28, 1986. 

marked on tha flight track in Figure 21. 

Fig. 21: Ground track for January 28, 1986, flight in 
high winds. 

Fig. 2 2  Atmospheric profile recorded by Twin Otter 
during descent from 14000 feet and approach on 
January 28,1986. 

Figure 22 shows atmospheric protile data measured by the 
Twin Otter during the descent sounding from 14ooo R. 
The plotted wind vectors and the hodograph show winds 
at the top of the sounding were southerly near 100 knots, 
but southwest and considerably weaker (30 knots) below 
3000 ft. Temperature and dew point show an inversion 
above a saturated layer at 740 mh with a stable, isothermal 
layer from about 740 to 670 mb (7'400-10200 rt). Ahout 
half of the wind shear occurred in this layer, the remain- 
der in another stable layer near 870 mb. The upper shear 
layer is clearly illustrated by the virga shown in Figure 23. 
This photo was taken at 9000 ft looking west from the 
position indicated on the flight track plot (Fig. 21). This 
crosswind view shows precipitauon from the faFter moving 
upper air falling into the slower air below the flight level. 
The high winds encountered were oriented along the 
nearby surface cold front which was a relatively common 
occurreuce during CASP-I (References 25 and 26). 

CASP-II also had its memorable high-wind event, 
associated with a deepening low that became known by 
project personnel as 'the bumcane of the north'. Afler 
passing Newfoundland, this storm statled over the 
Labrador Sea, which is common for intense wt-coast 
storms. The satellite photo shown in Figure 24 was taken 
on March 2, 1992, near the time of the second Convair 
580 flight that probed this storm. The interesting portion 
of this flight was a descent to near the sea surface in the 
'eye' of the storm. The storm exhibited many of the 
characteristics of a hurricane, including embedded 
convection in the cloud wall structure and an air 
temperature (-2.5 deg C at 300 m altitude) very much 
wanner than outside the eye. Two intersecting 40-60 !un 



low-altitude (loo0 A) NUS were made in  the eye of the 
storm to measure the winds, turbulence and the vertical 
transport of heat and water vapour. Figure 25 shows the 
wind vectors computed from the Convair 580 data, as well 
as the locations of the minimum pressures measured on 
each of these passes, which coincide with the minimum 
wind speeds. The wind vectors clearly demonstrate the 
counter-clochuise flow near the centre of the low. On 
Run 1, it appears that the aircraft passed just west of the 
centre of the storm, measuring a minimum wind speed of 
6.1 m s-' ; at the east end of Run 2, the aircraft was very 
close to the centre of the storm, with a wind of only 2.1 
m s.'. The final vector shown depicts a wind from the 
southeast, suggesting that the aircraft flew through the 
centre of the low. At this point a climb was initiated, 80 

no additional data were recorded at the loo0 ft altitude. 
The recorded wind data showed that the centre of this 
storm was relatively smooth, with an RMS vertical gust 
velocity of about 0.5 m 6'. 

The recorded data from these two passes were used to 
compute the minimum surface pressure at the centre of this 
storm. It was concluded that the sea-level pressure was 
937 mb (27.67 incbes of Hg), within a confidence interval 
of +/- 1 mb. It is possible that this was a record low 
pressure measured in Canada or over Canadian waters. 

Fig. 24: Satellite photograph of storm oveb L-yI-u 

Sea taken et 1 7 : l l  GMT on March 2, 1992, eight 
minuter after aircraft comDleted runs shown below. 

Fig. 25: 

-52.6 -52.4 

Convair 580 flight track for 
Measured wind vectors are 

-52.2 -52.0 -51.8 

runs at 1000 ft altitude in the clear 
shown at a l5aecond Interval. 

-51.6 -51.4 

Longitude, "W 

'eye' of the storm shown in 

-51.2 

Figure 24. 
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Altitude, m 
(fi) 

Mean Wind dmtion, deg true 
s p e d ,  m s.' 

O m O W  

RMS wind wmponents,m s-I, 
north 
east 
vertioal 

peak vertical gusts, m s-', up 
down 

Peak vert. acceleration, 0, up 
down 

- 
Run 1 

178 

158 
(518) 

255 
27.0 

(52.5) 

2.30 
2.08 
1.48 

6.7 
4.1 

0.31 
0.29 

- - 

- - 
Run 2 

220 

153 
(502) 

253 
28.3 
(55.0) 

2.07 
2.28 
1.47 

6.8 
3.8 

0.27 
0.28 - 

T a l e  3: Summary of wind and turbulence data from 
low-altitude runs southeast of Newfoundland on March 
1, 1992. 

Another objective of CASP-II was to measure the 
exchange of heat and energy between the atmosphere and 
the ocean, and in particular, to examine the differences in 
these p w e w  between open and ice-covered ocean (Ref. 
27). This required fights at altitudes of 150-500 ft on 
long transects across the interface between the pack ice and 
open ocean. One such flight was flown on March 1 in the 
southeast quadrant of the intense storm described above. 
Winds averaged 55 knots and it was quite turbulent, more 
so over the open water than over the ice. Table 3 
summarizes the wind and turbulence data recorded on two 
long NOS on reciprocal headings along the same track. 
For these over-ocean NDS the vertical transport of heat and 
momentum was surprisingly large (approximately 300 
Watts mAz and -1.6 N m.* respectively). 

These were unforgettable flights for us. It must be 
remembered, however, that over-ocean flights at these 
altitudes and often in these conditions are within the 
routine operational requirements of aircrew flying Can- 
ada's long-range patrol aircraft, fisheries survey aircraft, 
and Search and Rescue helicopters and fixed wing aircraft. 

7. WIND SHEAR, muLENa AND CROSSWIND 
LANDINGS 

During CASP-I, there were two Twin Otter landings that 
were made quite difficult by crosswinds and wind shear. 
The fist of these occurred on the January 28 flight with 

the high winds discussed above. Figure 22 showed the 
wind profile during the descent sounding right down to the 
landing. This plot indicates that winds on approach were 
SSW at about 30 knots. The tower called the winds as 
220/250 deg true at 15 to 20 knots one minute before 
landing on the runway which had a true heading of 265 
deg (true headings are quoted here to correspond with the 
plots from the fight-recorded data). Perhaps due to the 
effects of hangars, the actual winds encountered in the 
landing had a considerably more southerly (crosswind) 
component than reported by the tower. The Twin Ouer 
has a low wing loading (approximately 24 ps9 and a very 
large vertical tail, which can be troublesome when landing 
in crosswinds in excess of 15 knots. The approach was 
made, therefore, with a reduced flap setting (15 deg) and 
a target touchdown speed of about 90 knots. After 
touchdown, the pilot had difficulty maintaining runway 
heading as the aircraftattemptedto weathercockintowind. 
Consequently, he deceleratedcautiously to maintain rudder 
effectiveness, and a landing ground roll almost twice the 
normal distance resulted. Heavy braking of the starboard 
mainwheel required to assist in directional control pro- 
duced considerable tread wear on that tire. 

Data recorded during this approach and landing are shown 
as analog traces in Figure 26. The bottom two traces 
show the headwind and crosswind components of the total 
wind vector. Note that the aircraft instrumentation is also 
capable of measuring winds during the rollout on the 
ground. The centrelioe of the heading trace represents the 
runway heading (265 deg true). During the approach, the 
wind direction averaged about 200 deg, but with a gradual 
shearing to a more southerly direction. The magnitude of 
the headwind decreased during the approach, but the 
crosswind remained strong, fluctuating ahout a 15-knot 
mean during the last 40 seconds before touchdown. It was 
quite turbulent with gusts of about 10 knots. 

The heading trace on Figure 26 shows that during the 
approach, the aircraft was pointing to the left of the 
runway centreline to compensate for the wind, with 
correction to the runway heading at touchdown (Point 'B' 
on the plot). Shortly after touchdown, there was a 
significant increase in the crosswind to about 20 knots. 
The aircraft heading then began to veer to the left, 
reaching a heading nearly 9 deg left of the runway heading 
at 'A' ahout 11 seconds after touchdown. Recovery was 
then effected. Note that the time of this recovery 
coincides with a change in wind direction, and a resultant 
decrease in the crosswind component at Point 'A' on 
Figure 26. 

The second case study involves the approach after a snow 
sampling flight on February 22, 1986. During this storm 
(Ref. U), snowfall accumulations in some parts of Nova 
Scotia exceeded 75 cm, breaking 100 year records. Near 
the time of landing, there was a low pressure centre of 
993 mb southwest of Nova Scotia. There were also some 
interesting precipitation patterns occumng around that 
time. Halifax International Airport received 30 cm of 
snow, while 25 km away, only a few centimetresof snow 

- 
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Fig. 26: Data recorded on Twin Otter crosswind 
landing on January 28, 1986. 

Fig. 27: Data recorded during crosswind landing on 
February 22, 1986. 

fell at Shearwater before the precipitation changed to 
freezing rain for one hour followed by 40 mm of rain. 
The region of rain was over the water while the snow 
region was over land, There were strong directional wind 
shears and accelerations linked to the coastline (Ref. 24). 

Figure 27 shows analog plots for this case for the same 
parameters (and at the same scales) as those given for the 
previous case in Figure 26. Runway 11 (true heading of 
085 deg) was in use. Winds down to a height of about 
100 m on the approach averaged 020 deg at about 27 
knots. At this point, the aircraft began to encounter a 
directional wind shear as the wind shifted to a more 
northerly heading. It also became very turbulent, with 
gusts in excess of 15 knots for the remainder of the 
approach. The wind shear is further demonstrated by the 
bottom two traces in Figure 27, where the headwind 
component died off, but the mean crosswind component 
remained above 16 knots until the aircraft height was down 
to 40 m, and then decreased to about 8 knots by 5 seconds 
prior to touchdown. At this point ('B' in the figure), the 
radar altimeter height was about 5 m and the wind was an 
almost pure crosswind from about 340 deg true. The 

measured wind is then seen to increase, with the crosswind 
component exceeding 15 knots during the touchdown and 
subsequent ground roll. After touchdown (at 'A'), the 
wind sheared further to the northwest, giving a tailwind 
component in addition to the substantial crosswind. Some 
difficulty was experienced maintaining runway heading, 
but the ground roll was less than half that in the case 
above. As can be seen in the true airspeed plot, 
touchdown in this case was made at near 60 knots, 
indicating that the normal landing flap configuration was 
used. 

Again in this case, the winds reported by the tower were 
significantly different from those experienced by the pilot 
and recorded by the aircraft wind-measuring system. The 
last tower report on the voice tape quoted winds from 030 
deg true at 15 knots. When the aircraft was at about 5 m 
altitude, the aircraft-measured wind direction was actually 
about 350 deg. The approach end of Runway 11 was, 
however, downwind of a hill and was displaced at least a 
half mile from the tower that measured the airfield winds. 
Wind shear and local topographical effects can account for 
the differences experienced during both these cases. 
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St. John’s Airport is located on a rocky peninsula near the 
eastern-most tip of North America. The approaches to 
both ends of Runway 11/29 overfly rugged cliffs at the 
coastline of the ocean; the airport is less than 6 km from 
the coast, but is 137 m above sea level. Turbulence on 
this approach appears to be the norm, rather than the 
exception. 

One of the principal turbulence encounters in CASP-II 
occurred in the early stages of a nighttime approach on 
February 1, 1992. St. John’s was under the influence of 
a strong low lying just east of Nova Scotia. In the hours 
prior to the landing, 10 to 15 cm of snow and ice pellets 
had fallen in the area, under a strong and persistent 
northeast flow. Runway 11 was active. The Convair 580 

arrived from the east, overflying the airport in a down- 
wind leg. Winds at about 2000 ft above ground were 35 
m s-’ (nearly 70 knots). During the procedure turn about 
11 km from the threshold of Runway 11, while still at 
about 2000 ft altitude, the aircraft encountered moderate 
turbulence. Peak measured vertical gusts reached ‘+6.1 
and -5.3 m s-’, which resulted in vertical acceleration 
excursions of +0.48 G up and -0.63 G down (Figure 
28a). Figure 28b illustrates the power spectra for the 
horizontal and vertical components of the wind (RMS = 
3.13 and 1.28 m d, respectively) for the 4.5 minutes of 
data shown in Figure 28a. The slopes of the spectra 
approximate the - 9 3  slope of the von Karman spectra, 
depicted by the straight line segments. The vertical gust 
spectrum exhibits a flattening at the lower frequencies, 
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i.e.,left of the 'knee' at 0.1 Hz, a result of the dampening 
of the long wavelength turbulent motion of the atmosphere 
due to proximity to the ground. 

The top trace in Fig. 28a shows terrain height, and reveals 
that this turbulence event was orographically produced 
over a rugged island (Bell Island in Conception Bay), 
which has cliffs rising to about 150 m (500 ft) above the 
water. Turbulence for the remainder of the approach 
tended to be light, despite the strong winds which 
decreased to about 10 m s-' at touch down. 

8. ELEC"ICATI0N 

To investigate the possibility of high electric fields in 
Atlantic storms and study the processes leading to their 
formation, electric field measurements were made in 
CASP-11 in a joint study with New Mexico Tech. Three 
electric field mills were mounted in the pods at each wing 
tip of the Convair 580 (Fig. 3) and their recorded signals 
were processed to derive a threedimensional representa- 
tion of the electric field within the storm clouds. Signifi- 
cant electric fields were measured on only one flight in 
CASP-11, but no lightning was experienced. 

At St. John's, lightning is reported in the regular hourly 
observations less than once per winter (December-March) 
on average. The same could be said for Toronto and 
Montreal-Dorval for the three-month period December to 
February. Lightning does not appear to be a problem in 
eastern Canadiaxi winter storms. However, off-shore over 
the Gulf Stream, more lightning could be encountered and 
satellite photographs tend to show more convection in this 
area. 

- 

. 

9. NEW TECHNOLOGIES AND THE FUTURE 

9.1 Hardware 

New sophisticated pieces of hardware are rapidly being 
developed to assist the aviation industry to avoid and better 
handle severe weather. It would be impossible to mention 
all the hardware, so only a few examples will be given in 
this section. The prime example is the development and 
deployment of the Terminal Doppler Weather Radar 
(TDWR) and the enhanced Low Level Wind Shear Alert 
System (LLWAS) in the United States, which will help 
detect and warn pilots of hazardous wind shear events 
(Ref. 28). Microwave radiometers can possibly detect 
regions of supercooled liquid water that might lead to 
hazardous in-flight icing, and these have been evaluated in 
Canadian east coast storms (Ref. 29). New satellite 
sensors, such as the DMSP-SSM/I (Defence 
Meteorological Satellite Program - Special Sensor 
Microwave/Imager), might also lead to better detection of 
these supercooled cloud regions, although further 
evaluations of the techniques are required (Ref. 30). 
Sensors placed within aircraft wings can employ electric 
field measurements to detect the presence of ice or de-icing 

fluid (Refs. 31 and 32) on the wing surface; one such 
system is currently being evaluated on an Air Atlantic 
BAe-146. New light-weight de-icing 'fabrics and 
materials' are being developed to help remove ice on 
aircraft structures (Ref. 33). 

The use of advanced technology in the cockpit is becoming 
increasingly important as pilots are required to carry out 
mission-oriented tasks in addition to those required for 
flying and navigation. Advances in the technologies of the 
cockpit may provide significant reductions in pilot work- 
load as well as increased pilot situational awareness in 
degraded visibility. In recognition of this concept, the 
Flight Research Laboratory of NRC has a number of new 
and ongoing research projects on cockpit technology 
issues, including helmet-mounted displays, advanced 'head 
down' displays, and speech recognition in the cockpit 
environment. These systems can be tested in a real flight 
environment on the NRC Airborne Simulator (Bell 205) or 
Advanced Systems Research Aircraft (Bell 412). 

9.2 Weather Forecasting 

There are several projects now being conducted in Canada 
and the U.S. with the purpose of developing better 
forecasts of winter storm conditions. The U.S. Winter 
and Icing Storms Project (WISP) has concentrated on 
weather in the lee of the Rockies (Ref. 34). The Canadian 
studies, as discussed in this paper, are concentrating on 
east coast winter storms. However, in September and 
October, 1994, the NRC and AES will once again 
cooperate in a major field project, this time on Canada's 
Arctic Coast in the Beaufort and Arctic Storms Experiment 
(BASE). The NRC Convair 580 will participate in this 
experiment, instrumented similarly to its configuration in 
CASP-11. This data set will provide interesting 
comparisons to the east coast observations. 

A significant finding from CASP-11 was the high incidence 
of freezing drizzle resulting from the condensation- 
coalescence process (Ref. 21). At an aircraft icing 
workshop in Ottawa in 1993, pilots of helicopters and 
fixed wing aircraft commented that freezing drizzle was 
very common along Canada's each coast, and that it was 
difficult to avoid. Consequently, a field project will be 
funded by Canada's Search and Rescue Secretariat which 
will focus on the microphysics of freezing drizzle 
formation, with the ultimate objective of reducing the 
danger to aircraft through either better forecasts or 
avoidance based on a better physical understanding. This 
project is planned for March 1995, with the instrumented 
Convair 580 operating again from Newfoundland. 

The work reported earlier in this paper, to better define in- 
flight icing conditions, is being implemented into Canadian 
operational weather forecasting models. However, further 
improvements are required to better forecast the occur- 
rence of freezing precipitation, and the field project 
mentioned above will help provide and verify some new 
forecast algorithms. 
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The Dryden Commission Implementation Project (DCIP) 
of Transport Canada was set up following the crash of the 
Fokker-28 during a snowstorm in Dryden, Ontario in 
March, 1989. DCIP is funding many studies on aircraft 
icing, including a study to provide better weather 
information to pilots, who are responsible for ensuring that 
their aircraft are properly de-iced before take-off. This 
study will combine new ground-based and remote sensing 
devices with the latest weather information, and an 
improved short term forecast of weather conditions. Pilots 
will then be able to determine whether to de-ice or anti-ice 
their aircraft with the proper fluid. If an anti-ice fluid is 
used, then some estimate will be provided of the effective 
hold-over time of that fluid for the conditions prior to take- 
off. An operational test of a prototype nowcasting system 
is scheduled to be conducted during the winter of 94/95. 

Techniques are now being developed to put sensors 
onboard commercial aircraft which can automatically 
transmit data directly to meteorological data banks, to be 
used in initializing numerical weather forecasting models 
(eg., Commercial Aircraft Sensing Humidity, CASH, Ref. 
35). This should significantly increase the accuracy of 
weather forecasts. However, reports from aircraft pilots 
also provide invaluable assistance to meteorologists 
preparing their next forecast, or to researchers trying to 
develop new forecasting techniques. Unfortunately, few 
pilot reports are made, and those which are made seldom 
are transferred to meteorologists and researchers. This 
was a problem during CASP-11. Although many aircraft 
were operating in the area during the research project, and 
efforts were made with commercial operators and 
Transport Canada to get pilot reports of icing, very few 
were received. Hopefully, ways can be found to overcome 
this problem. 

10. CONCLUDING REMARKS 

With the exception of vortex wakes and lightning, research 
flights in the Canadian Atlantic Storms Program exposed 
the NRC Twin Otter and Convair aircraft and their crews 
to most of the adverse environmental conditions that are 
the subject of this lecture series. By providing detailed 
case studies of incidents of in-flight and ground icing, high 
winds, turbulence and wind shear, we have attempted to 
give a balanced presentation of both the aeronautical 
hazards and the meteorological conditions associated with 
flight in Canadian winter storms. We hope that these 
provide an effective introduction to the lectures to follow. 
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ESD AND LIGHTNING INTERACTIONS ON AIRCRAFT 

by J.L. Boulay 
Office National d’Etudes et de Recherches ACrospatiales 

BP 72, 92322 CHATILLON CEDEX, FRANCE 

Summary 

Under certain adverse conditions, particularly 
inside or in the vicinity of clouds, aircraft may be 
affected by two different electric phenomena: 
electrostatic discharges and lightning discharges. 

When electrostatic charges accumulate on an 
aircraft structure, electric discharges occur. These 
discharges generate RF interference that severely impairs 
the operation of onboard radio navigation and 
communication equipment. Sometimes energetic 
discharges have direct effects on structural components 
like radomes, windshields and canopies. 

Lightning discharges may have a very powerful 
and dangerous effects on an aircraft in flight. The 
electromagnetic coupling of any repetitive current pulses 
through the airframe can upset or deteriorate airborne 
equipment; and under certain circumstances, lightning 
flashes may also cause serious direct damage to 
structural components. 

1. Introduction 

When an aircraft flies nearby or through clouds, 
it is usually affected by external phenomena associated 
with the dynamic, the temperature distribution, or the 
microphysical structure of the surrounding environment. 
Some of these external phenomena are relatively 
common, such as turbulence, icing and moderate rain. 
Others are less frequent but more dangerous, such as 
wind shear, heavy rain, hail impacts. These phenomena 
are presented in the different lectures given during the 
present program. 

Two other phenomena involving electrical or 
electromagnetic processes may also have consequences 
on aircraft: the electrostatic discharges (ESD) and the 
lightning discharges. The former are relatively frequent 
in a cloud environment, but they are not really 
dangerous except under some very specific conditions. 
The latter are not so common but are more severe and 
may sometimes lead to catastrophic accidents. 

The origins of these electromagnetic phenomena 
are included in the simultaneous presence of cloud 
particles (droplets or ice crystals) and opposing wind 
velocities. 

It is known that, in order for a charging 
mechanism to exist, different types of particles must 

come into contact. Two such mechanisms are then 
possible: the aircraft impacts the particles at flight speed, 
creating charges of one polarity on the structure and 
leaving charges of the other polarity in the cloud. Those 
on the aircraft increase the aircraft potential with respect 
to its surroundings; and if this potential is sufficiently 
high, ESD may occur. In the second situation, we have 
an updraft-downdraft structure locally within the cloud. 
Particles of different types collide, creating charges of 
one polarity on a given type of particle and of the 
opposite polarity on the other type. As the wind acts 
differently on the two types of particles, the positive and 
negative charges become separated. This separation 
increases the local electric field. If this field reaches a 
critical value, a natural lightning discharge can be 
triggered. Propagating over very long distances, the 
lightning discharge may interact with an aircraft flying 
in the vicinity. 

ESD discharges on aircraft essentially disturb 
radio communication and radio navigation equipment. 
Under certain conditions, strong ESD discharges may 
occur on dielectric frontal surfaces of the airframe, such 
as radomes, windshields and antenna covers, leading to 
more severe effects and sometimes to the destruction of 
the equipment. The aircraft’s ESD protection is 
relatively simple in principle: static dischargers or 
antistatic treatments on nonconductive surfaces 
considerably reduces ESD interference. But applying 
these protection systems is more delicate in practice. 
New optimized methods and new controlling equipment 
have been developed in this domain over recent years 
and their applications are now just starting. 

Lightning discharges, depending on their current 
amplitude, are generally considered as more severe than 
ESD. The discharge current passing through much of the 
airframe gives rise to strong electromagnetic fields 
which can penetrate the airframe skin by diffusion or by 
aperture coupling. The resulting fields inside the 
airframe may be sufficient to yield strong current pulses 
at the inputs of sensitive internal equipment. These 
pulses may create disturbances and equipement failures. 
When the lightning phenomena is very severe, direct 
current effects may leave holes or even completely 
destroy external systems (radomes, antenna covers, ...). 

Lightning protection consists mainly of external 
treatments, cable shielding, protection devices at 
equipment inputs, lightning diverters and so on. Controls 

Presented at an AGARD Lecture Series on ‘Flight in an Adverse Environment’, November 1994. 
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and certification tests for the lightning protection of an 
aircraft is always a very important and costly operation. 

In this paper, we focus on very recent data 
obtained in flight with instrumented aircraft. These in- 
flight experiments have been going on since 1980, 
generating a considerable amount of data of help in 
improving our understanding of the physical phenomena 
of ESD and lightning-aircraft interactions. Aircraft 
instrumentation is briefly presented along with an 
analysis of the most pertinent in-flight observations. 

2. Electrical and Electromagnetic effects 
on an Aircraft 

- 2. I Electrostatic disturbances r l l  

Electrostatic interference is very frequent on 
aircraft flying in the vicinity of or through different 
types of clouds, and also in environments of sand or 
dust particles. Due to charging processes on the 
airframe, the aircraft potential increases rapidly, leading 
to corona discharges on sharp points of the structure. 
These corona discharges develop a train of very rapid 
current pulses. These cover a broad frequency spectrum. 
They vary the charge distribution on the airframe and, 
by direct coupling, set up powerful interference in the 
different radio navigation and communication antenna. 
Sometimes, very severe electrostatic effects occur on the 
vehicle, due to the triggering of surface discharges on 
dielectric parts of the structure, as may occur on 
radomes, windshields, antenna covers, and also on 
nonconductive skin panels impacted by charged particles. 
In these cases, severe interference is observed on radio 
equipment; but direct effects may also occur, such as 
destruction of radomes or windshield components, or 
destruction of de-icing systems, or receiving equipment. 
In the following section, we will present the main 
processes associated with electrostatic disturbances. 

2.1.1. Charging Mechanisms 

Three main mechanisms may charge an aircraft 
in flight: triboelectricity, field charging, and engine 
charging. 

0 Triboelectricity is the most efficient process 
affecting the electrostatic charging of an aircraft. 
This effect results from the contact of particles 
(dust, ice or snow crystals) with the aircraft skin. In 
the case of ice particles, the charge left on the 
aircraft is negative. The theory of this phenomenon 
has been developed by Harper [2] and confirmed by 
flight results obtained by Tanner [3] and Nanevicz 
[4]. The intensity of the charging current depends 
on the size of the impacting particles and on the 
speed with which the contact and the rupture occur. 

0 When an aircraft approaches an electrified cloud, it 
is immersed in an intense electric field. Electric 

charges are therefore displaced by induction over 
the aircraft structure. Locally, the normal field 
may increase enough to produce electrical 
breakdown of the air, and a partial discharge is 
then established, transferring a current from the 
aircraft to the atmosphere. Due to lack of 
symmetry in the induction phenomena, it is very 
unlikely that a discharge of opposite sign and 
same intensity will be generated at the same time 
on any other point of the structure. Consequently, 
this mechanism induces a change in the self 
charge and in the potential of the aircraft. This 
becomes very intense in the vicinity of an active 
electrified cloud region, and may lead to the 
triggering of a lightning discharge from the 
aircraft. This point will be explained in a next 
section. 

0 It has been shown experimentally that certain engines 
eject positive ions into the atmosphere. Two 
assumptions have been proposed to explain this. 

The electrons generated inside the combustion 
chamber diffuse more rapidly than positive ions 
towards the conductive walls of the chamber [5],  
and the positive ions are then ejected in the jet 
stream. 

IB Solid particles with a non-zero charge are carried 
out with the jet. This has been checked 
experimentally in laboratory tests on engines - 
showing that adding a suitable particulate (AI,O, 
for example) increases the ejected current. In 
modern aircraft, engines ejected currents between 
50 and 400 pA have been obtained [6] .  

- 

2.1.2. Discharging Mechanisms 

The above mentioned charging currents increase 
the electrostatic potential of the aircraft with respect to 
the environment, while the capacitance of the vehicle 
remains constant in flight. As this potential cannot 
increase undefinitely, breakdown phenomena occur and 
reject charges into the atmosphere. 

Two types of discharges can occur: 
corona discharges between the vehicle and the 
atmosphere, 

CB surface discharges between different portions of the 
aircraft structure. 

If the vehicle capacitance C is assumed to be 
constant, the variation of the aircraft potential V is given 
by : 

dV C __ = i - i,(V). 
dt 

i, is the total charging current, which does not depend on 
V, and id the total discharging current, which depends on 
V. 
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An equilibrium aircraft potential is obtained at 
V = V, when the following equation is satisfied 

ic = c 'PJ (2) 

Obviously, V, depends on i, and on the aircraft 
geometry. 

2.1.3. Electrostatic Interference 

0 Radioelectric noise 

As the aircraft potential becomes more and more 
negative, negative corona discharges are created on 
certain edges of the airframe. We have already 
mentioned that a corona current is a series of pulses 
having a very short rise time (5 ns) and a peak 
amplitude of about I O  mA; the repetition rate of the 
pulses is a function of the local field, and determines the 
mean current value. The characteristics of a typical 
negative corona discharge are given in the two pictures 
of figure 1. Picture a shows an isolated corona pulse and 
b the pulse repetition for a mean current of 70 FA. 

Fig. 1 -Current puires associated with corona discharge 
(i ii 70 pA). 

The electromagnetic radiation generated by these 
pulses may be capacitively coupled to an antenna and 
thereby disturb the avionic equipment. 

The interference evaluated in term of short-circuit 
current ic(o) on a given antenna has been defined by 
Tanner [3] and may be given by the relation: 

- iM(o) is the corona discharge current density at 
a local point M, 

- &(to) is the radio field at the same point M. 
when a voltage V(o) is applied at the 
antenna extremities (see [I]) ,  
is the domain affected by the corona 
discharge. 

- T  

The preceding relation can be written on the 
form: 

i J w )  = %,(a) . H,(o) (4) 

where: 

is the coupling function representing the radio 
transmission between the antenna and a given point Lon 
the structure. 

H,,(o) is an independent function characterizing 
the properties of the noise source at the same point L 
and given by: 

The interference &(a) can be reduced using 
static dischargers installed on the aircraft structure. The 
role of these dischargers (see equation 4) is mainly to: 
e reduce the QJo) term by a special arrangement of 

the discharge process versus the aircraft geometry; 
to reduce the HLM(o) term by changing the nature of 
the corona discharge. 

A detailed analysis of a discharger optimization 
IS out of the scope of this paper and can be found in [I]. 

Q Direct effects 171 

Another major source of interference is when a 
surface discharge occurs on a charged dielectric portion 
of an impacted surface, or when an arc is established 
between two unconnected conductive elements of the 
airframe. 

In the first of these two cases (see Fig. 2), the 
discharge is formed by a bright tree-like arc channel 
covering the entire dielectric surface and neutralizing the 
initial charges deposited (picture a). The electrical 
discharge is characterized by a current pulse with a peak 
amplitude of about 300 A and a rise time of several 
nanoseconds (picture b). This pulse may generate severe 



interference in antenna equipment in the vicinity of the 
discharge and may also result in direct damages like 
perforations or delaminations of composite materials. 

melectric surface 

. .  

. .. , . i .  . . 

5.10-': 

Fig. 2.  Surlace discharge on a delecMc material. 

In the second case of an arc between two 
unconnected elements, the potential difference between 
the two electrically isolated panels may be sufficient to 
create an electric arc that will also generate severe 
electromagnetic interference in radio equipment and 
direct effects on materials. 

Of course, surface discharges and arcs have to be 
eliminated. Two successive electrostatic protections must 
be applied to do this. First, all the impacted dielectric 
surfaces of the aircraft are covered by an antistatic 
treatment. Second, all the isolated conductive panels or 
antistatic treatments are properly bonded to the airframe. 

2.2. Lightnine Interactions 

2.2.1. Nature of the Problem /9, 101 

Lightning is one of the most severe and most 
unknown electromagnetic hazards to which aircraft may 
be exposed. Until now, aircraft were protected against 
the direct effects of a lightning flash, and more 
particularly certain essential components like radomes, 

antenna covers, wing extremities, and fuel tanks, which 
may be directly impacted by the lightning arc. Because 
of the conductive properties of the essential portions of 
the airframe and the relatively low susceptibility of 
electronic equipment, the indirect effects of lightning 
were not considered to be as dangerous as the direct 
effects. 

With today's new structural materials, like 
composites and epoxy panels, combined with the 
increasing role of the electronics and the greater 
susceptibility of electronic components, aircraft engineers 
now have to consider the electromagnetic effects of the 
lightning. 

Global statistics show that, on the average, a 
commercial aircraft is struck by lightning every two 
thousand flight hours, which corresponds to 
approximatively one lightning flash per year per aircraft. 
This ratio is not so high and it is due to the fact that 
pilots try to avoid entering or even flying nearby 
thunderstorms. But in the future. the increase of airplane 
traffic and a major intensification of flights around 
airports may greatly affect lightning statistics. 

When these new considerations began appearing 
ten years ago, most experts arrived at the conclusion that 
only a few characteristics concerning lightning 
interactions on aircraft were known. Most of the 
knowledge was in fact coming from actual lightning 
stroke data and analysis of ground observations by 
different laboratories. No measurements were available 
for aircraft struck by lightning. 

This eventually led the lightning research 
community to decide in favor of in-flight research. From 
1980 to 1988, three main experiments were carried out: 

(Ep two were undertaken in the USA by NASA [IO, 111 
and the USAF [12-141; 

= the third was conducted in France under the auspices 
of the French DGA (General Delegation for 
Armament) 115, 161. 

Briefly speaking, these three programs yielded 
essentially the same general results, and the data is very 
important because, after in-flight result analysis, our 
view of the lightning interactions with an aircraft have 
changed completely. In particular, we now h o w  that the 
lightning flashes are usually triggered by the aircraft 
itself. The idea of an aircraft intercepting a pre-initiated 
natural discharge is not completely rejected. but its 
probability of occurrence is very low. 

New characteristics of the lightning threat have 
been found, in particular the multiple burst phenomena 
at the beginning of the event and the multiple stroke 



mechanism during the permanent phase of the lightning 
flash. 

Specific phenomena like the sweeping mechanism 
have been validated in flight and observed by accurate 
instrumentation. 

A general survey on these in-fight experiments is 
presented in chapter 4. 

2.2.2. Electromagnetic Disturbances due to Lightning 

Before going into the detail of the physical 
processes responsible for lightning interactions with 
aircraft, it is important to have a synthetic view of the 
different steps occurring between the incident source and 
the final disturbance on a given piece of airborne 
equipment. 

These different steps are summarized by the 
sequence of figure 3. 

Q Lightning Source 

After the initial attachment phase, the threat can be 
simplified by considering the interactions of two 
lightning channels connecting the aircraft with two 
different regions of the environment. These two channels 
act as quasi-conductive lines carrying discharge currents 
which may be permanent @art of the time) or pulsed 
(several sequences of recurrent current pulses). 

The lightning source is defined by the time 
variations of the current waveform as rise time, peak 
value, derivativeparameters di/dt, action integral, current 
pulses rate, period between pulses, and so forth. 

3-5 

For electromagnetic considerations, lightning 
channels have to be characterized by their geometry, 
conductivity, temperature, internal fields, and other 
parameters. 

8 External Reswnse 

The discharge current passing through the aircraft 
determines the general distribution of the 
electromagnetic field on the structure. This distribution 
is the combination of the two varying components E. 
and y of the electromagnetic field E. is the electrical 
component normal to the surface and H, is the tangential 
magnetic component. Of course, the external response 
cannot be obtained analytically; but the problem can be 
solved by numerical codes [17-20] solving the Maxwell 
equations in three dimensions. 

@ Electromagnetic Cowling Through the Structure 

Electromagnetic energy can be transferred inside 
by various mechanisms, such as: 

e diffusion of the current. This is very significant in 
the case of carbon composite materials, or generally 
for non-conductive panels. 

e direct coupling through aperture. This second process 
is at work in the case of dielectric portions of the 
airframe incorporating epoxy components or Kevlar. 
for instance. 

The energy transfer can also be evaluated by 
numerical codes including the specific electromagnetic 
properties of the materials [U], the geometry of the 
different apertures 1221, the type of panel bonding, 
access doors, and so forth [23, 241. 

I I 
Lightning Airframe r) Internal r) Disturbances 

characteristics r) r) coupling EM fields on equipment 

Flg. 3 -Successive sreps bawesn the lightning arc 
and the equipment 
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@I Electromagnetic Coupling Between Internal Fields 
and Cables 

The resulting internal electromagnetic fields act on 
different cables and bundles interconnecting the various 
electronic units of the aircraft. 

How strong electromagnetic coupling is depending 
on the cables geometries, connector characteristics, and 
equipment distribution. The induced signals propagate 
through the cables before reaching the sensitive 
equipment. This kind of problem is solved by defining 
localized threat sources representing the interactions 
between the internal E, and 8, fields and the wiring 
configurations. Numerical codes now exist which take 
into consideration this internal environment [25-281. 

13 Interactions on a Given Unit 

The induced signals propagate through the cables 
and reach a given unit. The reaction of the equipment 
may be the result of a combination of different sources. 

Generally, the field threat to the equipment is given 
by the AV or Ai parameters. These are compared with 
the correlative AV,, or Ai,, limits, which are defined by 
laboratory tests. Margins also have to be taken into 
account, and if they are not sufficient, lightning 
protection has to be provided. 

Lightning protection devices are generally defined 
and applied at different levels, for instance: 

m 

specific coatings and an optimized bonding of the 
different portions of the structure, to limit the 
electromagnetic coupling through the airframe: 

shielding, to reduce the coupling between internal 
fields and cables; 

arrestors, diodes, and other lightning protective 
devices to avoid noise or deterioration at equipment 
inputs. 

The direct effects of the lightning flash have to be 
suppressed or limited at the same time by lightning 
diverters (i.e. for radomes, antenna covers) or specific 
lightning treatments on sensitive locations on the 
structure [29]. 

3. ESD Characterization 

3.1. ESD Measurements 

m aircraft potential and the external atmospheric E- 
field. These two parameters are closcly related and 
are determined by the same sensors. 

B triboelectric impact current density. 

B discharge currents leaving the aircraft. 

B Associated interference measured on a given 
equipment or with a spectrum analyzer. 

3.1.1. Aircraft Potential and External Atmos~henc 
E-field Measurement 130, 311 

As the aircraft is isolated in the air, the only way 
of measuring these two parameters is by surface 
electrostatic field sensors; the general measurement 
principle is given in figure 4. With the only external 
field 5 (scheme a), the conducting body considerably 
changes the external E-field line configuration, which 
depends on the aircraft geometry and the orientation of 
the E-field axis versus the airframe reference axis. 

\ J 

Flg. 4 .  Aircraft poientlal and atmospheric E-field 
IWO SUNlll ants. 

On a point A at the conductive surface, the 

resulting local induced field fiA is given by the relation: 
(7) 

where fil, B, and & are the three components of the 

outside E-field & in the airframe reference axis; kh, are 
the local aircraft geometry coefficients and represent the 
local enhancement of the induced field. At some place 
on the airname there is a neutral line with no locally 
induced charge. 

Bl = kh, RI + kh, fi, + khk & 

With the hypothesis of only an aircraft potential 
V, the E-field lines converge towards the airframe (see 

Three different categories of measurements are 
generally used for in-flight ESD analysis: 
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scheme b on Fig. 4): the surface induced E-field on a 
point A is given by the equation: - 

E, = kAv ' V ' ii, 

where kA," is a geometric coefficient depending on the 
location of the point A and fi, is the vector normal to 
A. 

The superposition of two previous electrical 
configurations represents the general case of a global 
electrostatic equilibrium on the aircraft. The resulting E- 
field in a particular point A is given by: 

fi, = kAi fii + kAv . V fi, (9) 
i 

To find the solution for the three components of 

the outside field go and for the aircraft potential, at least 
four different sensors are need at four different points on 
the airframe. The unknown parameters are then solved 
for by a four-equation system as follow: 

or 

I Ei I 

I v l  
[k].' is a fourth-order matrix of enhancement factors k, 
and (E) is a fourth-order vector given by the four 
different sensors. 

All the " k  coefficients may be obtained either by 
numerical codes solving the Poisson equation or by 
laboratory measurements carried out on a representative 
conductive mock-up of the airframe. 

Due to accuracy problems in the solution of ( l l ) ,  
five simultaneous measurements are needed in order to 
solve the problem in all flight conditions. System (11) 
can be solved in real time using a dedicated computer in 
flight. This practical approach is very useful for in-flight 
lightning research (see chapter 4). 

3.1.2. Triboelectric Current Measurements 

This current is sampled by insulating some selected 
areas on the impacted portions of the skin, and 
measuring with a current-voltage converter located 
between these terminals and the structure. Several 
current density probes may be used in order to analyze 

the impact current variations as a function of the 
structure geometry and aircraft speed. 

3.1.3. Discharm? Current Measurements 

As shown in the previous chapter, the aircraft 
potential depends on the corona emissions, which are 
due to local high electric fields. The discharge currents 
can be measured by specific instrumented wick- 
dischargers, each electrically connected to the structure 
through a low-value measuring resistor. The dynamic 
range of this instrumentation arrangement has to be 
adapted to a maximum of several milliamperes. 

3.1.4. Measurement of RF Interference 

The frequency spectrum of a corona discharge 
current or surface discharge current ranges from a few 
kilohertz to several hundreds of megahertz. 

On instrumented aircraft, several receiving 
systems may be used in order to analyze the global 
interference domain. Generally, the following equipment 
is used: - Omega receiving system operating at I O  WZ, - ADF receiver operating at 250 kHz, 
EP BLU receiver operating at 20 MHz, 
= two complementary receivers (VOR and ILS) 

tracking the interference at 130 and 330 MHz. 

Typical Meteor aircraft instrumentation for ESD 
characterization purposes is presented in [301. 

3.2. In-tlicht ESD Characteristics 

It is impossible in this short presentation to cover 
all the aspects of the data obtained in-flight. Our 
objective is to present the essential features of the 
pertinent data carried out in different experiments. 

Many flights have been made in various 
environments. Let us mention to start with that no 
definite electrification process has been detected in 
specific flight investigations of engine charging, which 
is considered theoretically as an efficient ESD source on 
aircraft. However, this mechanism, which may be 
efficient for missiles or space launchers, seems to be 
inoperative for aircraft. 

3.2.1. Triboelectric CharRinR Current 

The detection of triboelectric currents can be seen 
in the curves of figure 5. Curves a and b correspond to 
two identical lateral probes placed on the leading edges 
of the aircraft. The two signals SI2 and SI3 are perfectly 
similar, which shows that, for impact surfaces of the 
same type, the electrification process is very 
reproducible. We observe that the duration of the active 
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electrification process is of the order of 150 s and that 
the peak values detected by the probes at point A reach 
50 pA which corresponds to a current density of 
200 pA.nf2. The curve c shows the impact current 
detected by another probe located on the aircraft radome. 
The current variation is similar to those detected on the 
two lateral probes. The peak value of 69 pA at A 
corresponds to a current density of 108 pA.m-’. This 
calculated density is lower than that detected on the two 
lateral probes. This difference is explained by the 
aerodynamic configurations of the two situations. It is 
also mentioned in [3], where it is shown that the impact 
conditions are not the same everywhere on the aircraft. 
The triboelectric mechanisms depend on the dimensions 
of the impacting particles. and also on the curvature of 
the impacted surface. Curve d in the figure 5 gives the 
static E-field measured with one of the E-field sensors 
on the aircraft. We can already state that the aircraft 
potential will then follow the variation of the impact 
current i, by the equation: 

li 

dV i c = C -  
dt 

As a whole, the triboelectric current measurements 
lead to the following conclusions. 

e Triboelectric phenomena is very frequent in clouds. 
Out of 855 minutes of flight in clouds, we observe 
definite triboelectric phenomena (detected currents 
greater than 1 pA) during 388 minutes. 

= The detected currents are always negative, except 
for the simple case when the aircraft flies close to 
the ground with rain precipitations. 

e Triboelectric currents are always generated in cirrus 
clouds, but their level is low, typically between 25 
and 60 @mi2. Tanner [3] gives figures between 50 
and 100 pA.m-’. In cumulus clouds, the impact may 
become more intense and current densities 
exceeding 150 pAm” are frequent. Reference [3] 
mentions values between 100 and 200 pA.m-’ in 
stratocumulus and 300 pAm” in snow. 

cs The maximum value, detected in a cloud of 
congestus type, exceeds 400 pA.m”. Assuming an 
overall capturing surface for the whole aircraft of 
8.3 m’, this maximum level would yield a global 
current of 3.3 mA. 

3.3.2. Electrical Potential of the Aircrafr 

Curve a in figure 6 shows a typical aircraft potential 
variation when flying in clouds. On the same time scale, 
curve b shows the variation of the total discharge current 
as obtained by integrating all the discharger current 
measurements (the aircraft, in this particular case, is 
equipped with 30 identical inshumented dischargers). 

We observe a strict coincidence between the 
variations of the two parameters, in particular at the 
singular points A (initial current increase), B (noticeable 
up-surge of the same current) and C (maximum potential 
and current). 

Fig. 5 -Tribodectric currents detccted on aircraft. 
a) left wing sensor; b) right wing sensor; 

c) radome sensor; d) elscbic fleld ~ 8 o r  (no 3). 

‘ V / k V )  
1W 

Fig. 6 -Aircratt potential variation in flight. 
a) eiectrlcai po1entlal; b) dlrcharger currents. 
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The most significant parameter controlling the 
aircraft's electric behavior is the impact current. This 
current does not depend on the aircraft's potential V, 
since the mobility of the particles participating in the 
generation of this current is low. Figure 7 plots three 
curves giving the variation of the potential V as a 
function of the triboelectric current measured on a lateral 
probe SI2. These curves correspond to different 
experimental conditions characterized by local 
temperature and pressure, aircraft speed, and the number 
N of p-static dischargers. 

The aircraft speed was about 200ms.' during the 
experiment. This flight test is analyzed following the 
different recordings in figure 8. 

Fig. 8 47F mise with an external Reid. 
a) abnoapherrc field; b) aircraft potential; 

e) discharger no 29 currant; d) discharger no 3 CUrrent; 
e) total current, f) impact charglng current; 

g) RF noise at 10 kHz; h) RF noise at MO kHz. 

Fig. 7 - Aircraft potential and tribadectric current in Right. 

We observe that the discharge efficiency, 
represented by the slope of the curves, depends 
essentially on the number N of dischargers. 

A more detailed analysis of the aircraft's in-flight 
electrical behavior require an investigation of the 
operating conditions of each dischargers. Discharger 
efficiency can be optimized by an appropriate 
arrangement of p-static discharger locations on the 
airframe. This point is outside the scope of this paper, 
which presents only the essential ideas stemming from 
the flight data. 

3.1.3. Interference Measurements 

The impacting current in cirrus or alto-cumulus 
clouds, and the appearance of intense external electric 
field in extensive congestus or in cloud developments of 
the cumulo-nimbus type, may locally intensify a corona 
discharge field. If this discharge appears on a sharp 
point that is unprotected against RF coupling, this will 
entail interference in the airborne equipment, in 
particular the ADF or the ULF receiver. 

We shall examine a typical case stressing the effect 
of a strong atmospheric field. In this configuration, the 
experimental aircraft was flying with a set of 31 p-static 
dischargers and with specific antistatic treatments at 
different points on the airframe. The aircraft flew 
through extensive COngeSNS type clouds at a pressure- 
altitude of 640 mbar and a temperature of about 0°C. 

Curves a and h give the variations of the vertical 
component E, of the atmospheric field and the 
aircraft potential respectively. Except for the sign, we 
observe similar variations for the two parameters. 
The aircraft potential reaches values of some 500 kV 
due to corona emissions. 

e Curves c, d and e are the current variation of 
different dischargers (no 3 and 29) and the total 
current emitted by the dischargers installation. The 
operating thresholds of the dischargers are brought 
out clearly here. 

e The impact current (curve r) enters only very late 
into the evolution of V. 

e Recordings (g and h) make it possible to approximate 
the RF interference associated with the aircraft 
electrostatic state. A strong disturbance in the ADF 
channel (quasi saturation) appears at point B. This 
point B also corresponds to singular points in the 
variation of the aircraft potential (curve b). No 
impact current is detected at this point, and the 
overall discharge overall current reaches only 
200 pA. We observe a desaturation in the ADF 
channel at p i n t  C, which also corresponds to this 
critical value of 200 pA for the discharger currents. 

This very brief presentation of a particular event 
in flight shows that even with antistatic protection 
applied to the aircraft (installation of wick dischargers 
and antistatic treatments on the structure), severe 
interference can still occur in airborne equipment. 
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4. Lightning Interaftinns no Aireraft 

4.1. Lightning Parameters Measurements 132-341 

Four global categories of measurements are needed for 
in-flight lightning characterization. 

fa The aircraft potential and the external atmospheric 
E-field, as for ESD analysis. These two parameters 
are the essential information which define the 
critical environments which, in a very short period 
of time, lead to triggered or intercepted lightning 
events. 

fa The lightning discharge current, when ever possible. 

ts The electromagnetic field distribution of the vehicle 
airframe during the entire lightning flash, and 
particularly during the pulsed lightning current 
sequences. 

fa The induced voltages observed on airborne 
equipment during these pulsed sequences. 

4.1.1. Linhtninn Threat Characterization 

Let us consider the first scheme given in figure 9. 
The airframe is connected to two lightning channels, 
which maintain the electrical contact between the aircraft 
and the two regions of negative and positive charge. 

In principle, only one current sensor at A or B is 
sufficient to measure the global variation of the lightning 
discharge current. In fact through there are at least two 
physical reasons why this first hypothesis is not valid 

fa First is that the two points A and B are not unique. 
The lightning arcs may be connected at these two 
points at the beginning of the event, but one of the 
root channels may later move along the airframe 
(sweeping process illustrated in scheme b) due to 
aerodynamic and magnetic forces. 

The second reason is related to the interaction of a 
nearby lightning discharge, with no connection 
between the discharge process and the aircraft. In 
this condition, it is possible to measure interference 
on the equipment without measuring the current in 
the airframe (scheme e). 

Fig. 9 - Lightning pararneler rnearunrnenlr. 

The solution to this problem is to measure the 
electromagnetic interactions at several locations on the 
airframe at the same time as the lightning current. For a 
given configuration of the two lightning channels, there 
is a unique relationship between the current in the 
lightning arc and the electromagnetic field measured at 
a given point on the structure. The electromagnetic field 
is detected by its two components: the electric 
component E normal to the local airname surface, and 
the magnetic component H, which is perpendicular to the 
current direction. 

The relationship between the current and the 
electromagnetic field is determined in two ways: 

Q By a 3D numerical code solving the Maxwell 
equations. The aircraft structure is represented 
numerically at the center of the calculation volume, 
and the two lightning channels are simulated by thin 
wires connecting the airframe to the boundary layers 
of the calculation volume. A given current waveform 
is applied to the wires and the global distribution of 
the E and H fields is calculated. 

@ By real-scale with instrumentation on the aircraft. 
This has to be conducted in a "quasi coaxial 
configuration". which means that the aircraft is 
located inside and along the axis of a cylindrical 
wiring system. A current pulse is applied, by a Marx 
HV generator, between an entry point on the aircraft 
and the return path of the coaxial system. The entry 
and exit points of the current may be modified in 
order to represent all the lightning situations 
encountered in flight. 

A complete lightning characterization requires 
several cameras in order to observe the situation of the 
lightning arcs on the airframe. The cameras, depending 
on the research program and the aircraft geometries, may 
be installed in the cockpit, in the fuselage or in a special 
enclosure. 
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4.1.2. Interference Measurements on EquiDrnent 

One essential practical objective for all lightning 
programs carried out in flight is to measure the 
interactions with the onboard equipment. These 
interactions may be seen in terms of open-circuit voltage 
V, or short-circuit current I, at the equipment inputs. 
Given the current waveform I(t) measured in flight, a 
global coupling transfer function may be calculated by: 

or 

(14) 

The functions T, and T2 may be extrapolated to 
expected peak I(t) values in order to define the 
maximum threat to a given equipment unit. 

A second more theoretical objective for a given 
piece of equipment consists of analyzing the successive 
coupling functions between the outside source (i.e. the 
current waveform), through the airframe penetration 
coefficient and possibly the electromagnetic material 
properties, the electromagnetic coupling on the wiring 
connecting the equipment and finally the direct coupling 
to the equipment itself. To further this theoretical 
analysis, it is very convenient to install E-field or H- 
field sensors inside the fuselage and induced current 
probes at appropriated p i n t s  in the wiring system. 

Given the very fast transients associated with 
lightning phenomena, all the sensor signals have to be 
transmitted to a single central acquisition system, and the 
measuring devices have to be connected by fiber optic 
links to avoid severe interference. 

As an example, the photo in figure 10 shows a few 
of the instruments used on the Transall aircraft I are 
current sensors, E and H electric and magnetic field 
sensors. The picture shows one of the several cameras 
installed at the right wing tip. 
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4.2. Measurements of Pertinent Lietitnine Parameters 

Essentially, the measurements obtained in flight 
with the three different aircraft (Transall, F106 and 
CVSSO) are similar. The successive phases of a lightning 
flash can be observed from the three programs, and the 
two main categories of lightning events (triggered or 
intercepted flashes) were also detected by the three 
aircraft. 

For these reasons, in the scope of our study of 
global lightning phenomenology, we can examine typical 
data coming independently from the three different 
aircraft and present a general view of the lightning- 
aircraft interactions. 

4.2.1. Critical Environment for Linhtning 

It is obvious that a lightning flash can be obtained 
on an aircraft in a very active electrified cloud such a 
cumulo-nimbus. In fact, it is not necessary that the 
aircraft fly inside the cloud in order to be struck by a 
lightning discharge. Lightning phenomena may be 
encountered in the vicinity of a storm region or in the 
vicinity of cloud debris after a storm dissipation period. 

In most cases (perhaps more than 95 %), the 
lightning flash is triggered by the aircraft itself, which 
means that no lightning activity would occur in the 
absence of the aircraft. Under these conditions, two 
parameters are essential in defining the triggering 
conditions: 

the external atmospheric E-field, 
ea the aircraft potential. 

Before presenting this aspect, let us first consider 
how we controlled the flight path of an aircraft during 
our experiments, in order to be struck by lightning. A 
typical situation is described in the figure 11. Before the 
flight, the pilot and the experimenters are informed by 
the regional meteorological office about the storm 
activity in the vicinity of the airport (typically in a circle 
SO0 km diameter around the airport). While approaching 
the storm, the activity is monitored on the cockpit radar 

Flg. 10 - Transall Instrumentation. 
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and the decision to penetrate the cloud is made on the 
basis of typical parameters like cloud base, precipitation 
level, cloud height, and droplet and ice crystal 
concentrations. Finally, the direction of the flight path 
when the aircraft is entering the cloud is optimized by 
the E-field measurements: the maximum E-field vector 
is located in order to obtain the maximum probability to 
be struck by lightning. 

PreparaBon Lightning 
phase phase 

N 

t Atmospheric 
activity 

A 
14t 

Aircraft trajectory 

0 10 km 
U 

Fig. 11 . Typlcal cloud pneiratlon for triggered lightning. 

Figure 12 presents typical static E-field recordings 
observed on Transall during two triggered lightning 
flashes. Except for some minor differences, the global E- 
field sensor variations are identical. Three main periods 
may be defined: 

A preparatory phase before the lightning. This phase 
lasts sometimes more than 10 s. The external E- 
field is observed to increase, from O and rising to 
100 kV.m". At the end of this first phase, (see. 
example no 1) breakdown triggering can be 
observed, without transformation into a complete 
lightning flash. When the field arrives at point A, 
the lightning event starts. 

= The lightning phase has a period of about 1 s (on 
rare occasions less than 0.2 s or more than 1.5 s). 
This period exhibits very fast variations in the E- 
field with peak to peak variations of i 2 MV.m". 
This phase will be analyzed in detail in the 
following sections. 

We usually observe a third phase comsponding to 
some outside electrical activity. which may be either 
the continuation of the lightning activity (as the 
lightning channel is not definitively connected to the 
aircraft) or, if the lightning activity is completely 
reduced, some charge recombination or 
displacement may go on for several seconds. If we 
now consider the external E-field corresponding to 
point A in figure 12. we observe a critical level 
between 50 and 100 kV.m'l, depending on the 
event. This is a high but not very high value; the 

literature reports E-field measurements exceeding 
100 k V d  in storm region, the maximum being 
400 k V . d .  

Example No 1 

Aborted 
lightning Example No 2 

Two main phases can be identified: 

es an attachment phase at the beginning of the sequence, 
e a permanent phase for the entire duration of the 

lightning. 

Fig. 13 . Succaulve pharar In a llghtnlng flrh. 
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B A third phase, CD. starts when the static E-field 
reaches a critical positive value. This phase continues 
for 5 to I O  ms and is associated with the beginning 
of a steady current with superimposed discrete 
current pulses. 

4.2.2.1. Attachment Phase Characteristics. As initially 
observed for the two curves presented on figure 13, the 
E-field signal is characterized by a typical signature, 
which is identical for all the triggered lightning flashes 
detected on the Transall and on the CV580. (The 
instrumentation on the F106 was limited to current and 
magnetic fields measurements). 

This permanent signature seems to prove that the 
physical mechanisms responsible for the lightning 
connection on the aircraft are always the same. 

The figure 14 represents the variation of the E-field 
signal (curve a) and of the discharge current (curve b) 
detected on a sensor in connection with the lightning 
channel, for the same period of time. 

7s0kv'mk 
Fig. 14 - First milliseconds of attachment: 

a) electric field; b) current. 

The attachment signature is perfectly divided into 
three successive sub-phases 1351: 

fa The first AB which exhibits a steady negative 
increase in the static E-field. The duration of this 
phase is roughly 4 to 6 ms. With the sensors used 
on the aircraft, no discharge current can be detected 
during this first sub-phase. 

B The second phase, BC, occurs at B, where the E- 
field reaches a critical negative value. This phase 
lasts 1 to 3 ms and corresponds to the beginning of 
a sequence of generally 4 to 5 successive current 
pulses. 

In the lightning simulation test procedure, this 
attachment phase is known as the first of the "multiple 
burst" sequence. We now know that a second attachment 
process may occur during a complete lightning flash, 
and that it is possible for a third attachment process to 
occur within a particularly long event. 

It is accepted today that a multiple burst sequence 
consists of 

0 Three successive current pulses bursts. These three 
bursts can occur in a period of 1 s with a mean 
duration of 0.5 s between them. 

Q Each burst consists of an average 20 successive 
current pulses with a constant period between 50 and 
200 ps. 

0 Each current pulse has a peak amplitude of 10 kA, a 
rise time of 300 ns. and a fall time of 3 p. 

4.2.2.2. Physical Mechanisms Associated with the 
Attachment Phase. The physical mechanism associated 
with the attachment phase is now known as the "bi- 
leader discharge process". Although the theory is still 
being developed by different groups worldwide, the 
concept of the bileader mechanism is validated and 
accepted. 

This concept can be summarized as follows (see the 
three diagrams in figure 15): 

B During sub-phase AB, a positive leader starts out 
from a particular region of the aircraft (radome, wing 
tips, tail extremity). This discharge propagates from 
the aircraft towards a negative region of the cloud at 
a velocity of about 10' ms-' and over distances of 
more than a kilometer. The current in this positive 
leader is of the order of 1 to IO A, and of course is 
not detectable by the current sensors on the aircraft. 
Due to this current, the charges on the aircraft 
structure become more and more negative, and the E- 
field normal to the surface also increases towards the 
negative values. 

e At point B, the E-field reaches a critical value, which 
triggers a negative leader. This negative leader has an 
unstable propagation (the negative leader is 
frequently called a stepped leader) comprises a 
succession of current pulses. This is why the current 
is greater than during the positive phase AB, and the 
pulses are clearly detected by the sensors. During the 
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phase BC, the E-field varies considerably from high 
negative to positive values. 

= At point C, the negative and positive leaders have 
now propagated over long distances, the ionization 
processes in both channels are very efficient, the 
temperatures in the core channels are greater than 
IO OOO K, and the conductivity is ever increasing. A 
permanent current can now pass through the aircraft 
structure, which means that charges can be 
transferred from the two charged regions of the 
space now connected by the lightning arcs. In the 
attachment phase of a triggered lightning flash, the 
aircraft itself acts as a switch making contact 
between the positive and negative poles of a 
generator. The external E-field is sufficient to start 
and control the entire process globally. 

Fig. 15 - Blleader concept. S: slreamsr zone; L leader zone 

This new concept, which is now basically 
understood, is applicable not only to the aircraft 
lightning mechanism but also to the initiation of natural 
lightning inside clouds. The E-field enhancement factor 
is at play by way of the particles inside the cloud, such 
as droplets and ice particles. The conduction on these 
particles is sufficient to create local E-field 
enhancement, and this enhancement is considerably 
increased by the total population of particles, the 
integrated effect of which is large enough to trigger a 
biduectionnal discharge. This scenario has been 
validated recently using an electromagnetic 
interferometer developed at ONERA [36, 371. 
More specifically, the bileader concept has been 
validated in the scope of lightning and aircraft 
interactions. Three different experiments have been 
carried out (see photographs in figure 16). 

The first was a laboratory experiment applying the 
concept of electrical surface discharge [38]. A small 
conductor C of 1 cm length, was introduced 
between two dielectric plates, one charged 
positively, the other negatively. The distance 
between the plate extremities is 1 m. By switching 
the initial floating potential of conductor C to 

ground, a bileader process can be niggered, 
developing first a positive leader followed by a 
negative leader. 

fs A second experiment [39] was carried out at the 
High Voltage Laboratory of Electricit6 de France at 
Les Renardibres. The aircraft was simulated by a 
cylindrical conductor, 4 m long, installed in an 
electrical floating configuration at the middle of a 
15 m gap. The gap consisted of a very large flat 
electrode (25 x 25 m) overhead the model and the 
floor of the laboratory underneath. A 5 MV pulse 
voltage was suddenly applied in the gap and the 
discharge process was followed by an image 
converter and by E-field sensors located on the 
cylinder and on the ground. The bileader mechanism 
was established perfectly well, yielding first a 
positive leader propagating towards the negative 
electrode and then a negative one advancing towards 
the ground. The measurements performed during 
these tests have been used extensively in order to 
verify the theoretical bileader model. - Lastly, a third experiment was undertaken at the 
Kennedy Space Center by ONERA. NASA, and the 
University of New York at Albany, in order to 
develop a bileader in a real environment [40. 411. 
The technique has consisted in firing small rockets 
trailing a long conductive wire (100 m), in very 
active storm situations characterized by a static E- 
field on the ground of 6 kV.m". When the rocket 
reached an altitude of about 200 m, a positive leader 
started out from the rocket nose and propagated up in 
the direction of the cloud base. This first propagation 
was followed a few milliseconds later, by a strong 
negative stepped leader, initlated at the end of the 
trailing wire and propagating down to the ground. 

These three experiments are summarised in the 
three pictures in figure 16. The floating conductor C 
simulates aircraft aifiame ranges from 1 cm (surface 
discharge), 4 m (HV discharge), and 100 m (lightning 
discharge), the propagating distance for both discharges 
of the bileader being 1 m, 12 m and 1OOO m, 
respectively. These three validations show that the 
bileader concept applies to widely differing kinds of 
discharges, and the recently developed theoretical models 
for it are applicable in many situations. 

4.2.3.Pemnent Phare of Linhminr: 

4.2.3.1. Permanent Phase Characteristics. As briefly 
presented above in figure 13, the attachment phase is 
followed by a complex permanent phase, the duration of 
which corresponds approximatively to the duration of the 
lightning flash. 
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SURFACE DISCHARGE HV DISCHARGE TRIGGERING LIGHTNING 

(ONERA) (EOF - ONERA) (NASA - SUNYA - ONERA- CENG) 

Fig. 16 - Experimental validation of the bileader concept. 

The permanent phase exhibits a sequence of quiet 
periods (defined by C in figure 13) and active periods 
(defined by Pi). The periods C correspond to the charge 
transfers between the positive and negative regions of 
the environment. A roughly constant current passes 
through the aircraft between the two attachment zones 
on the airframe. 

In sequences Pi,  P, , ..., Pi , a series of fast current 
pulses is established. Figure 17 gives three examples of 
the second sequence P, taken from three different 
lightning flashes. The signatures in figure 17 correspond 
to E-field variations and, of course, all successive E- 
pulses are associated with the corresponding B-field 
pulses. Several characteristics of these SOW of sequences 
are remarkable. 

e The sequence of P,, P,, P,, and so on are very 
similar to the different lightning flashes detected on 
aircraft. This first point seems to show that lightning 
processes are globally the same regardless of 
aircraft geometry. 

= The mean time between two sequences P, within a 
given lightning flash is roughly 100 ms, which is 
also the average time between subsequent return 
strokes in cloud-to- ground lightning phenomena. - Within a given sequence P, as shown in figure 17, 
the pulses are not random but seem to be distributed 
in intervals of about 10 ms. 

ea If we go into the details of the pulse waveform, we 
observe two kinds of E-field pulses, and only one 
for the B-field signature. This indicates a charge 

transfer that is always in the same direction, and 
also indicates repetitive connections of the aircraft 
S V U C N E  to positive and negative charged regions. 

Fig. 17 - Permanent phase - P u l e  sequence Pz. 

The current curve in figure 18 gives a typical 
current waveform associated with a pulse within a P 
sequence. For this example, we observe a peak value of 
24 kA with a rise time of 300 ns and a decay time of a 
few microseconds. The rise time is so short the aircraft 
structure may be hegin to resonate. 

In the lightning simulation test procedure, this 
permanent phase is known as the "multiple stroke" 
sequence. 

It is accepted today that a "multiple stroke" 
sequence consists of: - twenty-five successive current pulses. As an example 

a pulse distribution is given in figure 18. with five 
different groups of five pulses. 
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D intervals of 100 ms between each group; - mean interval of I O  ms between pulses within a 
group; 

current pulse peak value of 50 kA (200 kA for the 
first in the first group) with a rise time of 300 ns 
and a decay time of 3 ps. 

Fig. 18 - Distribution and waveform of P current pulses 
(NASA data). 

4.2.3.2. Physical Processes in Permanent Phase 1421. In 
spite of very significant flight data in this field, the 
theoretical analysis of the physical mechanisms 
interacting with the aircraft during the permanent phase 
are not currently understood. 

Two categories of hypothesis are analyzed to 
explain the flight measurements. 

0 The first consists in applying the principles of 
plasma physics phenomena to the arc channel 
properties to explain the quiet phase and the active 
period of the lightning flash. Certain specific 
instabilities in the plasma behavior of the lightning 
channel may explain the interruptions of the 
permanent current discharge. US Air Force and MIT 
Scientists are working in this direction. 

A second hypothesis consists in explaining these 
permanent phase properties in terms of the reaction 
of the environment itself. Briefly speaking, the idea 
is to interpret the successive current pulses as a 
connection of arcs induced in the cloud with the 
main lightning channel created by the aircraft. This 
seems to validate the two polarities of the E-field 
signatures and the typical waveform of the current 
pulses. The main problem remaining is to explain 
the 10 and 100 ms period intervals between pulses 
and between pulse bursts. Continued effort is being 
devoted to this subject particularly at ONERA. 

8 

4.3. Lightning Interference Observed on Equipment 

The two phases of a lightning discharge result in 
typical interference signatures on airborne equipment. In 
this section, we will briefly describe our observations. 

4.3.1. Attachment Phase 

The interference begins at point B of attachment 
phase development. This is due to the appearance of the 
first current pulse. Thereafter, the interferences detected 
on the equipment depends closely on the current 
discharge waveform. 

The situation is well defined by the three curves 
of figure 19. The first corresponds to the magnetic field 
HI detected on the outside surface of the airframe, 
where we observe, as we do for the current waveform, 
a succession of pulses during a period of several 
milliseconds. At the same time, a magnetic sensor H,, 
inside the fuselage gives the resulting field due to the 
coupling transfer through the airframe. In our case, this 
transfer function (approximately a ratio of 20) represents 
the penetration of an electromagnetic field through a 
large carbon composite panel. There is of course a 
strong coincidence between the H, and H, pulses. 

The third curve corresponds to the voltage AV 
detected during the same period of time on simulated 
equipment. It is clear that the interference, observed on 
the equipment corresponds exactly to the pulse sequence 
of the attachment phase; but each pulse detected on the 
equipment is the summation of different terms. It is 
possible to demonstrate in theory that the global AV 
interference is given by the relation: 

. 

. 

This indicates that the global disturbance at the 
equipment inputs includes several electromagnetic 
coupling mechanisms that depend on the material 
properties, the geometry of the connecting wiring, and 
the impedance at the equipment inputs. Theoretically, 
this problem can be solved only by a numerical 
approach. 

4.3.2. Interference during Permanent Phase 

An example of a typical in-flight disturbance 
during the permanent phase is given in figure 20. 

The sequence of curves corresponds to the same 
conditions as figure 19. The filtering effect due the 
carbon composite panel is clearly seen in the H,, 
waveform, and the V, signature again demonstrates the 
complexity of the coupling mechanisms, which drive the 
disturbance on a given piece of equipment. In the 



permanent phase, each current pulse may be considered 
separately. This is the multiple stroke concept. 
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Fig. 18 -interference on equipment 
during the attachment phase. 

5. Conclusions 

Progress has been made over the past decade 
concerning two electrical phenomena affecting aircraft in 
adverse environments. 

The first is related to the electrostatic discharges 
that appear when triboelectric charges are captured by 
the airframe, or when induced charges are created under 
the influence of an outside atmospheric E-field. 
Typically, we know that an impact current density of 
300 may be encountered under certain severe 
conditions. A total current of several milliamperes has to 
be considered if we want very powerful protection 
against electrostatic interference. Radio navigation and 
communication systems, PartiCUlarly in the low 
frequency range, are very sensitive to corona noise. 
Direct effects due to surface or arc discharges may cause 
damage on radomes, canopies or windshields de-icing 
systems. 

Hl 
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It is correct to say that a global aircraft protection 
against static electricity is possible today. This protection 
can be optimized, and the empirical methods used until 
recently should he changed. New methods, new 
protection techniques, and new controlling equipment are 
on the market, and can be used effectively. 

The second phenomena concerns the lightning 
discharge. In light of the experimental campaigns c a n i d  
out in flight on different aircraft, and after analysis and 
interpretation of the data, we anive at a very high level 
of knowledge of the general mechanisms involved in a 
such phenomena. 

This new knowledge can be summarized as 
follow: - Most of the lightning discharges affecting aircraft are 

triggered discharges. The aircraft itself is responsible 
for it. The outside atmospheric field, resulting from 
charge separation inside the cloud, is sufficient to 
create the process and to maintain a complex 
discharge propagation over distances of several 
kilometers. The critical E-field is around 100 k V d .  - A lightning discharge occurs in two phases. The fust 
is an attachment phase, which consists of the 
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initiation of two separate discharge processes on the 
aircraft. This hileader propagation is associated with the 
"multiburst waveform" now applied for equipment 
certification. The other phase is a "permanent" one 
consisting of successive sequences of current impulses. 

This phenomena is not understood for the moment, 
but its characteristics are perfectly documented by flight 
data, validated by measurements made on three different 
aircraft. 

This phase is associated with the "multistroke 
waveform" which is also recommended for equipment 
certification. 

All this data and the related analysis are very recent. 
We know that work is continuing to understand some of 
the complex interactions between an aircraft and a 
lightning arc in greater depth. One of these interactions, 
for example, is the arc-sweeping mechanism of the 
lightning channel on the aircraft structure. We are just 
beginning to analyse this; but the consequences for 
aircraft lightning protection are essential. Broad 
discussions are getting under way. with aviation 
authorities (FAA, EUROCAE, CAA, DGAC) to propose 
international rules in this field. Effort is still needed to 
develop numerical tools, define protection techniques, 
and prepare control equipment. 
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ICING: ACCRETION, DETECTION, PROTECTION 

John J. Reinmann* 
National Aeronautics and Space Administration 

Lewis Research Center 
Cleveland, Ohio 44135 

1. INTRODUCTION 
Icing conditions present an adverse environment to aircraft. 
In flight, the most common icing hazards are clouds contain- 
ing supercooled water droplets, clouds with mixtures of 
supercooled droplets and ice crystals, and freezing rain. On 
the ground, icing hazards include freezing rain, freezing 
drizzle, freezing fog, falling or blowing snow, frost, slush, and 
humid air. 

The adverse effects of icing on aircraft operations are 
described below. Ice contamination on wings and tails 
reduces maximum lift coefficient and stall angle of attack, and 
increases stall speed and drag. During takeoff, ice on wings 
has caused wing stall and serious stability and control 
problems with nearly every kind and size of aircraft, resulting 
in pitch up, rolloff, and crash. During approach or landing, 
the combination of extended wing flaps and ice on the 
horizontal tail has caused tailplane stall, resulting in 
uncommanded pitchovers with some aircraft. Ice contamina- 
tion on propulsion system components-such as air intakes, 
engine nacelles, inlet ducts, propellers, fan blades, spinners, 
inlet guidevanes, and helicopter rotorblades-reduces 
propulsive efficiency and adds to aircraft drag. For smaller 
fixed-wing aircraft, the combination of reduced lift, increased 
drag, and reduced propulsion efficiency can result in the loss 
of the capability for level flight, and the aircraft will execute 
an uncommanded descent. For helicopters, increased rotor 
drag caused by ice can result in required torque exceeding 
available engine torque, and the helicopter will execute an 
uncommanded descent. Iced rotors can also cause retreating 
blade stall, resulting in an uncontrolled rolloff. Furthermore, 
iced rotors will cause more rapid descents during autorotation. 
Pieces of ice shed from wings, propellers, rotors, or engine 
nacelles can cause structural damage to the airframe or 
engine, or cause engine flameout. Ice on aircraft instrumenta- 
tion can give wrong airspeed indications or wrong engine 
pressure ratios that lead to improper engine power settings. 
Ice accretion on antennas, struts, wheels, and external stores 
adds weight and drag to the aircraft. Ice can cause destructive 
vibration of parts such as antennas and wing struts. 

Anytime an aircraft flies through visible moisture at outside 
air temperatures below about 5 “C, there’s a good chance that 
ice will form on the aircraft components. In-flight icing 
conditions normally occur from ground level up to 22,000 ft, 
but pilots have reported icing at altitudes as high as 40,000 to 
50,000 ft. On aircraft in flight, ice forms on the leading edges 
of wings, tails, engine nacelles, spinners, etc. At temperatures 
near freezing (0 “C), in-flight ice is clear (glaze) and 
horn-shaped, while at colder temperatures, it is white and 
opaque (rime) and spear-shaped. On grounded aircraft, 
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freezing precipitation covers all the upper surfaces of the 
aircraft. Ice on grounded aircraft can take several forms: 
frost, wet snow that freezes, freezing rain that turns into clear 
ice, slush that freezes, or moisture from humid air that 
condenses on cold-soaked wings and freezes to clear ice. 

Five methods are used to protect against ice 

1. Keep water wet-apply heat continuously 

2. Evaporate water-apply more heat continuously 

3. Melt ice-apply heat intermittently 

4. Mechanically remove ice-crack, debond, and expel the 
ice with pneumatic deicers or impulse deicers 

5. Chemically prevent ice or melt ice-apply freezing point 
depressant fluids 

In that ice protection systems have been used successfully 
since the 1940’s, it would seem reasonable to expect that all 
the icing technology problems have been solved by now. 
However, new problems continually arise, because the use of 
new technologies in modem aircraft have a ripple effect on ice 
protection. Also intense global economic competition forces 
airplane manufacturers to optimize overall airplane perfor- 
mance while minimizing airplane capital costs, operating 
costs, and maintenance costs, and ice protection must be 
included in this optimization process. 

The global aircraft industry and its regulatory agencies are 
currently involved in three major icing efforts: ground icing; 
advanced technologies for in-flight icing; and tailplane icing. 
These three major icing topics correspondingly support the 
three major segments of any aircraft flight profile: takeoff 
cruise and hold; and approach and land. In this lecture, we 
will address these three topics in the same sequence as they 
appear in flight, starting with ground deicing, followed by 
advanced technologies for in-flight ice protection, and ending 
with tailplane icing. 

2. GROUND OPERATIONS AND HAZARDS IN 
CONDITIONS CONDUCIVE TO ICING 
Aircraft ice contamination caused by freezing precipitation 
during ground operations poses a potential hazard for takeoff 
and subsequent flight. Airplane manufacturers do not design 
their airplanes to take off with ice on critical surfaces, nor 
does the FANJAR certify them to take off under such 
conditions. Airplane manufacturers fully support the “Clean 
Aircraft Concept” and warn that it is imperative not to attempt 
takeoff unless the pilot is certain that all critical surfaces of 
the aircraft are clear of ice. The Federal Aviation Regulations 
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(FAR) Sections 121.629,91.209, and 135.227 prohibit a pilot 
from taking off with ice contamination. Section 121.629 
Operations in Icing Conditions states: 

No person may take off an aircraft when frost, snow, or ice is 
adhering to the wings, control sugaces, or propellers of the 
aircraft. 

Deicing and anti-icing fluids are available to protect aircraft 
from ground icing. Deicing fluids remove ice from aircraft 
but do not prevent refreezing. Anti-icing fluids prevent 
precipitation from freezing on the aircraft for a limited period 
of time (holdover time). The FAA requires operators to 
develop and use an FAA-approved aircraft ground deicing 
program and specifies checks and inspections to ensure a 
clean aircraft at takeoff. 

2.1 Effects of Roughness on Wing Aerodynamics 
On takeoff, the predominant effect of ice contamination is on 
the lifting characteristics of the wing. Figure 1 shows 
conventional plots of lift coefficient versus angle of attack 
(AOA) for a clean wing and a contaminated wing. The plots 
show that contamination reduces both the maximum lift 
coefficient and the angle of attack for maximum lift (stall 
angle). 

Figures 2,3, and 4 (from Ref. 1,2, and 3, respectively) 
provide a comprehensive and valuable collection of wind 
tunnel and flight test data that quantifies the percent loss in 
maximum lift as a function of nondimensional roughness 
height, Wc. Percent loss in maximum lift is defined as: 

1 OOx(maximum lift clean-maximum lift contaminated) 

maximum lift clean 

These last three figures present somber evidence that 
contamination causes a significant loss in aerodynamic 
performance for both slatted and unslatted wings. Unslatted 
wings refer to wings without leading edge devices extended. 
Slatted wings refer to wings with extendeddeflected leading 
edge devices such as a slat. (In this paper, we will denote 
unslatted wings as “hard” wings.) Brumby’s correlation for 
the entire upper surface covered with roughness (Fig. 2) 
brackets the data from all three figures and can be considered 
an upper limit on percent loss in maximum lift for hard wings 
and tails. On the last three figures, the data from Boeing, 
Fokker, and McDonnell-Douglas for slatted wings at higher 
k/c values show much lower losses in maximum lift coeffi- 
cient than does Brumby’s correlation. 

Figure 5 (Ref. 3) shows that loss in angle of attack to stall 
varies nearly linearly with nondimensional roughness height, 
Wc. Figures 2 to 5 together contain enough information to get 
a representative estimate of the effects of roughness on wing 
or tail aerodynamics. They should prove useful to those 
concerned about icing problems during both takeoff and 
landing. 

The data presented in Fig. 2 to 5 include data taken at both 
subscale and flight Reynolds numbers. Reference 3 presents 
data that demonstrates that testing must be done at chord 
Reynolds numbers of 5x106 or higher to achieve percent loss 
of maximum lift results representative of full-scale flight. 

Figure 4 shows that even a small nondimensional roughness 
height of S X ~ O - ~ ,  which is comparable to about a 0.2 mm 
roughness height on a small jet transport wing, can reduce 
maximum lift of a hard wing by 35 percent and angle of attack 
for maximum lift (stall angle) by about 6”. Percent increase in 
stall speed, the operationally more significant parameter, can 
be estimated as about half the percent loss in maximum lift 
coefficient. So for the present example, a 35 percent loss in 
maximum lift translates to an 18 percent increase in stall 
speed. For a normal takeoff run with this amount of contami- 
nation on the wings, V, (takeoff safety speed) would be less 
than stall speed, which means that the wings could not 
generate enough lift to take off. 

Several times thus far, we have mentioned that ice contamina- 
tion on the lifting surfaces (i.e., wings and tails) reduces 
maximum lift and stall AOA and increases stall speed and 
drag. Typically, a modern transport is required for certifica- 
tion to have about a 13 percent stall speed margin at takeoff, 
which is to say that its normal safe takeoff speed, V,, is 
13 percent higher than its Ig stall speed for the clean wing 
takeoff configuration. Landing speeds are typically about 
23 percent higher than stall speed for the clean wing landing 
configuration. 

Although ice contamination increases form drag it does not 
appreciably affect drag on large transports. However, if the 
angle of attack is high enough to stall the wing, the wing form 
drag becomes appreciable and may double the aircraft drag. 
On’smaller aircraft, ice on exposed landing gears and wing 
struts could contribute appreciably to airplane drag. 

2.2 Effects of Ground Ddanti-icing Fluids on Wing 
Aerodynamics 
When ground deicing or anti-icing fluids are present on the 
wing during the takeoff run, the fluid surface becomes 
unstable and develops a waviness which is, in effect, a form of 
roughness that contaminates the wing. So, even though these 
fluids can protect against the large aeroperformance losses 
caused by ice roughness, the fluids themselves could 
potentially cause performance penalties during takeoff. In the 
1980’s and early 199O’s, the Boeing Airplanes Company 
demonstrated both in wind tunnel tests and in flight tests that 
these fluids do cause measurable losses in maximum lift 
coefficients (Ref. 4). These results were confirmed by the von 
Karman Fluid Dynamics Institute in Brussels, Belgium, under 
a grant from the Association of European Airlines (AEA) 
(Ref. 5). 

Remarkably, these studies demonstrated that the loss in 
maximum lift coefficient correlated with the boundary layer 
displacement thickness measured at the trailing edge of the 
wing’s fixed element. Professor Mario Carbonaro from the 
von Karman Institute used this correlation to develop a cost 
effective Aerodynamic Acceptance Test for the qualification 
of Type I and Type II fluids. The test measures the growth in 
boundary layer displacement thickness at the trailing edge of a 
flat plate covered with the fluid and located on the test section 
floor of a specially designed wind tunnel. A correlation exists 
that defines an acceptable upper limit on displacement 
thickness over a range of temperatures. Fluids that exceed the 
upper limit fail the acceptance test and are rejected. (Keep in 
mind that the acceptable upper limit on displacement 
thickness is directly correlated with the acceptable upper limit 
on loss in maximum lift.) 
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Only two wind tunnel facilities are currently approved to 
conduct this test: one is located in Europe at the von Karman 
Institute and the other is in North America at the University of 
Quebec at Chicoutimi. References 4 and 5 discuss the Boeing 
and von Karman Institute aerodynamic studies on ground 
deicing fluids. And Ref. 6 describes the aerodynamic 
acceptance test and its rationale, which was approved by the 
Aerospace Industries of America (AJA) and the Association 
Europeenne des Constructeurs de Materiel Aerospatial 
(AECMA). 

The acceptable upper limit on loss in maximum lift derives 
from the criterion for stall speed margin at takeoff safety 
speed, V,. The airplane manufacturers and the regulatory 
agencies recognized that the fluid imposed a transitory loss in 
maximum lift, since the fluid completely flows off the wing 
shortly after rotation (except for a very thin residual film that 
remains for much longer). Although authorities require a 
13 percent stall speed margin for clean wings, they accepted a 
ten percent stall speed margin for fluid-covered wings because 
the fluid effect is transitory. To meet the minimum 10 percent 
stall speed margin, the percent loss in maximum lift coeffi- 
cient must not exceed 5.24, which establishes the acceptance 
test criteria. We shall work through the arithmetic to show 
that a 5.24 percent loss in maximum lift coefficient results in a 
10 percent stall speed margin. Using the rule of half, a 
5.24 percent loss in maximum lift coefficient causes a 2.62 
increase in stall speed. Therefore, we have the identity 

'1, stall fluid = 1.0262 * '1, stall clean' 

The required safe takeoff speed, V,, is 

which means that the airplane takes off with a 13 percent stall 
speed margin when the wing is clean and dry. 

Assuming no adjustment is made to V, for the presence of 
fluid on the wing (i.e., V, remains constant), use the first 
equation to substitute VI, 
the second and obtain 

fluid/l .0262 for VI,  stall clean in  

V, = 1.13 * (Vlgstall fluid/1.0262) 

or 

'2 = ' .lo * '1, stall fluid' 

Thus the fluid-contaminated airplane takes off with a 
transitory 10 percent stall speed margin. Nearly all aircraft in 
the jet transport category were found to be able to accept this 
transitory loss in stall speed margin without any takeoff 
adjustments, but there were a few aircraft for which adjust- 
ments had to be made, such as by offloading passengers or 
cargo when fluids were used. 

The 'Qpe I1 anti-icing fluids were designed for use on jet 
transports that have rotation speeds of about 1 I O  kt, and they 
are not recommended for aircraft with rotation speeds below 
85 kt. This is explained further in section 2.4.2. 

2.3 Effects of Wing Contamination on Takeoff 
Characteristics 
References 1 and 2 give good descriptions of the typical 
effects of contamination on airplane takeoff characteristics. 

Fokker Aircraft engineers acquired data from wind tunnel 
tests of wing sections and airplane half models with roughness 
distributed uniformly over the entire wing upper surface and 
also from flight tests with simulated rime ice and sandpaper 
roughness on the leading edge of the wing. They made use of 
this data in an engineering flight simulator of the Fokker I 0 0  
(Ref. 2). Figure 6 shows the lift versus AOA curves for the 
clean and contaminated wing, along with stick shaker AOA 
and roll control boundaries. When the clean aircraft is rotated 
3" per second the peak AOA was approximately 10.5". The 
clean aircraft would still have about a 2.5" margin before stick 
shaker activation and a 5.5" margin io stall AOA. The aircraft 
with contaminated wings will stall at about 9", or about 1.5" 
below the aircraft's target angle of attack. 

Van Hengst (Ref. 2) pointed out that the clean airplane gives a 
slow progression of wing flow separation that starts inboard 
and moves toward the wing tips as AOA is increased, thereby 
ensuring exceptionally good roll control throughout a stall test 
maneuver. The manner in which a contaminated wing will 
stall is unpredictable and, therefore, extremely dangerous 
because the inherent good stalling characteristics of the clean 
wing are lost. Unequally distributed contamination over both 
wings will most likely further aggravate the situation, causing 
an asymmetric stall accompanied by violent roll. In addition, 
significant increase in drag develops during rotation as the 
wing goes into stall. 

As Ref. I and 2 noted, stall of a contaminated wing is usually 
accompanied by either a pitch up or a pitch-down tendency of 
the aircraft, both of which tendencies will likely lead to 
over-rotation of the aircraft. A pitch-up tendency directly 
leads to over-rotation, driving the wing deeper into the region 
of stall where airframe buffet occurs. A pitch-down tendency 
is noticed by the pilot after rotation when the aircraft fails to 
gain sufficient climb rate and customary height. The pilot's 
normal response is to increase the elevator input, which action 
will over-rotate the aircraft and again lead to airframe buffet. 

The moment of airframe buffet is the pilot's first indication 
that something is wrong. Fokker studies showed that the pilot 
would not notice the reduced acceleration caused by the 
contamination drag or the accompanying slight increase in 
takeoff run, and therefore, the pilot would not be alerted that 
something was wrong with the aircraft. 

With clean wings, aircraft drag is low enough to ensure climb 
capability at the required climb angle at V, (takeoff safety 
speed) with one engine inoperative. However, with contami- 
nated wings, the stalled wing may double aircraft drag, and 
even with all engines operative at take-off thrust, climb 
capability may be lost. 

As mentioned above, the Fokker 100 wing is designed for 
flow separation to first occur inboard and then, as angle of 
attack increases, progress towards the wing tip. For the clean 
wing, inboard wing flow separation occurs at 16" AOA when 
maximum lift is reached, and flow separation does not affect 
roll control until an AOA of 19" is reached (Fig. 6). For the 
contaminated wing, the slow progression of flow separation 
towards the wing tip is lost, and uncontrollable roll may 
develop at an AOA as low as IO", just 1" beyond the AOA for 
maximum lift of the contaminated wing. 

In the Fokker 100 engineering simulator studies for a 
symmetrically distributed roughness of a thickness that caused 
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wing stall at 9”, an altered takeoff technique was found that 
achieved a successful simulator takeoff if the peak angle of 
attack were 8.5”. It was also found, however, that this was 
achieved at the expense of significantly increased runway 
distance. 

Van Hengst concluded from these simulator studies that: 
“With the lack of any means of relating the amount of 
contamination in ground icing conditions to its effect on the 
aerodynamics of the aircraft, this flight simulation study 
shows that NO TAKE-OFF SHOULD BE ATTEMPTED 

CAL SURFACES OF THE AIRCRAm ARE FREE OF ICE, 
SNOW OR FROST DEPOSITS.” 

UNLESS IT IS FIRST ASCERTAINED THAT ALL CRITI- 

2.4 Characteristics of Ground Deicing and Anti-icing 
Fluids 
We shall begin this section with definitions of the terms 
“aircraft deicing” and “aircraft anti-icing”. “Aircraft deicing” 
is a the procedure that removes frost, ice, snow, or slush from 
the aircraft in order to provide clean surfaces. Deicing 
involves spraying the surfaces with hot water or hot water/ 
glycol mixtures. 

“Aircraft anti-icing” is the procedure that protects clean 
surfaces of the aircraft against the formation of frost, ice, and 
accumulations of snow or slush for a limited period of time 
(holdover time). Anti-icing involves spraying the clean 
surfaces with thickened glycol-based fluids that can protect 
against freezing precipitation for a limited time (holdover 
time). The international aviation community has accepted the 
AEA’s coding of these deicing and anti-icing fluids as Type I 
and Type II, respectively. Type I and Type 11 fluids must meet 
rigorous physical, chemical, and aerodynamic acceptance 
specifications before they can be qualified for use in aircraft 
operations. Although the AEA, SAE, and I S 0  have cooper- 
ated to develop a comprehensive set of specifications and 
qualification tests for these fluids, some minor differences 
exists between the three organizations’ specifications. 
Therefore the fluid is prefixed by the letters AEA, SAE, or 
KO, as for example, SAE Type I or I S 0  Type 11, etc. 

Unfortunately, some confusion could develop over fluid 
terminology because there are also Mil Spec Type I and 
Type I1 fluids, which are similar, but not identical, to the SAW 
ISO/AEA Q p e  I fluids. These Mil Spec fluids will not be 
discussed herein. (For further clarification, see the discussion 
by M.S. Jarrell starting on p 243 of Ref. 7.) 

2.4.1 SAE/ISO/AEA Type I Fluids 
Type I fluids, in their undiluted (neat) formulation, usually 
contain a minimum of 80 percent glycol. These fluids are 
easily stored and handled. They are eutectic with the 
minimum freezing point occurring approximately at a mixture 
of 60 percent glycol and 40 percent water by volume. Their 
viscosity is a function of temperature but not of fluid shear, 
and therefore they are said to exhibit Newtonian behavior. 
Type I fluid viscosity is relatively low except at very cold 
temperatures, where the viscosity depends significantly on the 
type of glycol used. This low viscosity allows Q p e  I fluids to 
readily flow off aircraft surfaces, leaving only a thin layer of 
protection against freezing precipitation. They have limited 
effectiveness when used for anti-icing purposes. Mono- 
ethylene glycol, which has been widely used in the United 

States, has a low viscosity over the range of expected 
operating temperatures. Diethylene, triethylene, and propy- 
lene glycol-based fluids are used in Europe and are becoming 
more common in North America. Compared with 
monoethylene glycol, when these latter fluids are used 
undiluted, their viscosity is higher and increases faster with 
decreasing temperatures. If applied undiluted to the wing at 
the colder temperatures, their viscosities are high enough to 
cause unacceptably high aerodynamic penalties at takeoff. 
Diluted with water, these latter fluids have acceptable aero 
penalties; therefore, they should always be used in the diluted 
formulation for deicing aircraft. 

2.4.2 SAE/ISO/AEA o p e  II Fluids 
Type I1 fluids have markedly improved anti-icing capabilities 
compared with Type I fluids. These fluids contain at least 
50 percent glycol in their neat form. They exhibit 
non-Newtonian behavior, which means that their viscosity 
strongly depends on shear as well as on temperature. Their 
viscosity decreases strongly with increasing shear stress. This 
non-Newtonian behavior is achieved by adding thickeners 
composed of long polymer chains. When the airplane is 
stationary and wind speeds are low, the Type I1 fluid film on 
the wing is gel-like and therefore thicker than Q p e  I films. 
Its greater thickness allows it to absorb more freezing 
precipitation before ice crystals begin adhering to the wing. 
During the takeoff run and climbout (at rotation speeds over 
85 kt), air flowing over the wings shears the fluid and reduces 
its viscosity to near that of a Type I fluid, and it readily flows 
off the wing. 

Type I1 fluids are sensitive to storage tank materials and 
handling equipment. Therefore, special tank materials are 
used to prevent fluid vapors from corroding the tanks; and 
pumps, nozzles, and piping are designed to avoid degrading 
the fluid (i.e., the polymer chains must not be broken up by 
the shearing action of pumping and pressure drop) before it 
settles on the aircraft surfaces. 

Type I1 fluids were developed for typical commercial 
transports that have rotation speeds of about 11 0 knots. 
During the takeoff run, high viscosity fluids, such as Type II 
fluids, develop a wavy surface that in effect is a form of 
surface roughness that degrades aerodynamic performance. 
The high takeoff run speeds of the large transports help shear 
the fluid and reduce its viscosity, and the long takeoff runs 
(about 25 sec) provide time for most of the fluid to flow off 
the wings before rotation. These fluids are not intended for 
commuters and general aviation aircraft whose rotation speeds 
are usually less than 85 knots and whose takeoff run times are 
about 15 sec. One commuter manufacturer found that its 
aircraft would have to be held on the ground for about 30 sec 
during the takeoff run to ensure adequate fluid runoff from the 
wings and tails; otherwise, the aircraft would not rotate 
because the residual fluid caused excessive lift loss on the tail 
(Ref. 8). THE OPERATOR OF AN AIRPLANE SHOULD 
CONSULT THE AIRPLANE MANUFACTURER FOR 
RECOMMENDATIONS REGARDING THE USE OF 
TYPE I AND TYPE II FLUIDS. 

2.4.3 Holdover Time 
“Holdover time” is the estimated time the anti-icing fluid will 
prevent frost, ice, snow or other forms of freezing precipita- 
tion from forming or accumulating on the protected surfaces 
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of an aircraft. Holdover time is estimated to be the time 
interval between when the fluid was applied and when ice 
crystals became visible in the fluid, for a given intensity and 
type of freezing precipitation and outside air temperature or 
wing surface temperature. 

Tables of holdover times were first developed by the AEA on 
the basis of tests in the laboratory and in real winter condi- 
tions, and from years of experience of several European 
airlines. These holdover time tables have served as a 
guideline to pilots in Europe, where there have been no 
takeoff accidents attributable to ground icing for over 
20 years. The original AEA tables have been modified by the 
international SAE G- 12 Committee on Aircraft Ground 
Deicing Fluids, which had access to additional test results in 
real winter conditions in the United States and Canada. These 
adjusted tables are presented in Figs. 7 and 8 for Q p e  I and 
Type I1 fluids, respectively (Ref. 9). While the AEA tables 
give only one protection time, the SAE tables give two 
protection times: a lower time and an upper time. This range 
serves to remind the user that protection times depend on 
many factors. 

The SAE tables should not be separated from the procedures 
document (SAE ARP 4737), since the holdover times depend 
upon following the proper procedures, cautions, and caveats 
given in that document. The two cautionary notes given in the 
tables are worth repeating here: 

CAUTION: The times of protection represented in this table 
are for general information purposes only and should be used 
only in conjunction with a pre-takeoff inspection. 

CAUTION: The time of protection will be shortened in heavy 
weather conditions, high wind velocity and jet blast may 
cause a degradation of the protective film. If these conditions 
occur, the time of protection may be shortened considerably. 
This is also the case when the fuel temperature is significantly 
lower than OAT. 

These two cautions reveal the complexity and challenge the 
pilot in command faces in making a final determination as to 
whether it is safe to take off. 

2.5 FAA Rulemaking on Ground Icing 
On July 21, 1992, the FAA announced that it would issue a 
Notice of Proposed Rulemaking that would require each 
airline to have an FAA-approved ground deicing program in 
place by the next winter (Ref. 10). The proposed rule would 
require airlines to provide training for pilots and other 
personnel on the detection of wing ice and provide for 
establishment of limits on how long an airplane can be 
exposed to snow or freezing rain before it had to be inspected 
or deiced again. The FAA would also change operational 
procedures for controlling thr flow of aircraft on the ground to 
reduce the time aircraft have to wait in line for takeoff after 
being deiced. The FAA would also encourage the use of the 
longer-lasting AEA Type I1 anti-icing fluid, which is thicker 
and stays effective longer than Type 1. The FAA would also 
help finance the construction of deicing pads on taxiways to 
further reduce the time between deicing and takeoff. For 
airports that historically had experienced takeoff delays due to 
heavy winter operations, the FAA would encourage airport, 

airline, and air traffic control officials to jointly develop 
deicing plans tailored to their specific airport. 

On November I ,  1992, revised FAR 121.629 became 
effective. It requires the operator to develop an 
FAA-approved aircraft ground deicing program and imple- 
ment i t  when weather conditions are conducive to ground 
icing. These plans are highly individualized to the particular 
operator at the given airport and must be approved by the 
FAA S Principal Operations Inspector or Principal Mainte- 
nance Inspector for the airport. 

The FAA-approved aircraft ground deicing program must 
include (Ref. 2, 11): 

1. Procedures to determine the existence of conditions 
conducive to icing of aircraft on the ground. 

2. Sound management, training of flight and ground crews, 
qualification of all affected personnel, and assignment of 
specific responsibilities. 

3. Specific checks and inspections during the deicing process. 

4. Apre-takeoff check or inspection within 5 min of takeoff. 
Using supportable holdover time tabies, the operator must 
establish a holdover time for the applied deicing or anti-icing 
fluid under the existing precipitation conditions and outside 
air temperature. 

FAR 121.629 allows operators to: 

1. Develop and use FAA-approved alternative procedures 
such as ice detectors. 

2. Elect to not operate in ground icing conditions if  so stated 
in its Operations Specifications. 

3. Dispatch and take off with slight amounts of frost (up to 
3 mm) on underwing surfaces in the vicinity of cold-soaked 
fuel cells if approved by the FAA Aircraft Certification Office. 

Operational procedures acceptable to the FAA as set out in 
FAR 121.629 are summarized below: 

1 .  A pre-flight external aircraft icing check must be per- 
formed by qualified ground personnel immediately following 
applications of aircraft de-icing and anti-icing fluids. This 
check determines whether the critical surfaces are free of 
frost, ice or snow before push-back or taxi, and the results of 
the checks are communicated to the pilot in command. The 
aircraft should be released for take-off as soon as possible. 

2. A pre-takeoff check is required within 5 min of takeoff 
anytime conditions conducive to ground icing exist andor 
anytime the aircraft has been deiced or anti-iced and a 
holdover time established. 

3. Ifthe pre-takeoffcheck occurs within the holdover time, 
the pilot or designated crew member (co-pilot or flight 
engineer) normally checks from inside the cockpit or cabin, 
whichever provides the best vantage point. The pilot in 
command may require the assistance of qualified ground 
personnel to assist in the pre-takeoff check. 
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4. If the pre-takeoffcheck occurs afer  the holdover time is 
exceeded, the pilot in command must make a pre-takeoff 
contamination inspection. Depending upon the agreement 
between the FAA and the operator (which would take into 
account the type of aircraft and other factors) this inspection 
may range from observing the wings from some vantage point 
inside the aircraft to an external inspection by a licensed 
inspector. The FAA prefers external inspections, which might 
include observation from a high vantage point using binocu- 
lars, or actual touching of the aircraft surfaces. 

An alternative action that could be taken if holdover time is 
exceeded is to re-deice/anti-ice the wings, control surfaces and 
other critical surfaces and establish a new holdover time. 

5. An Airworthiness Directive (AD) on pre-takeoff ground 
icing inspections has been published for each of three specific 
aircraft types. Actions to be taken for these aircraft if 
holdover time is exceeded are as follows: 

a. On the F28 and DC-9-10 (hardwing aircraft) and on the 
MD 80/88 (aircraft with cold-soaked wings), conduct 
the check from outside the aircraft in accordance with an 
FAA-approved method as set forth in the AD. The 
operator must include a tactile check of selected portions 
of the wing leading edge and upper wing surface. 

b. On those aircraft for which an AD exists for pre-takeoff 
ground icing inspections, the manufacturer may offer 
alternative methods to establish that the critical surfaces 
are not contaminated. 

For the hardwing aircraft, such methods might include: 
on-ground operation of the wing thermal anti-ice system; 
an abrasion strip which is rough when no ice is present 
and smooth when covered with ice, such that when an 
inspection rod is run over the strip, vibrations are felt 
when the strip is clean, but no vibrations are felt when the 
strip is covered with ice; a paint stripe or special reflective 
surface for a background that clearly shows up ice when it 
is present; improved lighting; surface ice detectors; or 
surface boundary layer flow sensors. 

For cold soaked wings, existing methods include: wing 
tufts placed near the fuel cells such that when the tufts 
are probed with a long stick, the tufts will move when 
ice is absent, but will be frozen in place when ice is 
present; or surface ice detectors placed near the fuel 
cells. 

If the FAA approves an alternative method, they will 
issue a replacement AD, which will define the allowable 
alternative inspection methods. A replacement AD has 
been issued for the F28 that allows the external tactile 
inspection to be replaced by the use of black paint 
stripes on the wing at selected locations in conjunction 
with an external visual inspection. 

FAR's 125.221, 125.287, 135.227, 135.345, and 135.351 were 
revised and became effective December 1, 1993. They 
require: 

1. The operator to develop and use FAA-approved, airplane 
type specific procedures for performing required pre-takeoff 
contamination checks or an approved alternate procedure for 
assuring the clean aircraft concept. 

2. Initial and recurrent training and testing for pilots regard- 
ing procedures and ground operations in icing conditions. 

3. A pre-takeoff contamination check within 5 min of takeoff. 

FAR 125 and 135 allow: 

1. Voluntary application of FAR 121 rules, summarized 
above, to FAR 125 and 135 operations. 

2. Use of supportable holdover time tables with anti-icing 
fluids to assist in departure planning. 

3. Takeoff with slight underwing frost formations if FAA 
approved. 

As a result of these revised FAR's, FAA personnel, airline 
operators, traffic controllers, and airport authorities have been 
aggressively developing and implementing procedures to 
minimize aircraft takeoff hazards in icing conditions. The 
SAE G-12 Committee, airplane manufacturers, and fluid 
manufacturers have also supported the activity. These actions 
have resulted in significant improvements in the ground 
deicindanti-icing technologies as summarized below 
(Ref. 11): 

1. New and improved AEA/SAE/ISO 'Qpe I1 anti-icing fluids 
and procedures are now in prevalent use in North America and 
in Europe. If used properly, these fluids give longer protection. 

2. Holdover time tables now exist that can be used in concert 
with other methods of assuring the clean aircraft concept. 
Although not yet fully validated, these tables, with proper 
training and guidance, can reduce flight crew confusion and 
workload. 

3. New aerodynamic test data and experimental qualification 
methods ensure that deicing/anti-icing fluids do not them- 
selves impose unacceptable aerodynamic penalties during 
takeoff. 

4. Many operators and airports are now using either perma- 
nent or mobile deicing and anti-icing facilities located very 
near the departure end of runways. This method offers 
enormous benefits, including last minute assurances of a clean 
aircraft at takeoff, minimized operations time and fuel 
consumption, and avoidance of aircraft having to return to a 
maintenance or service area for re-deicindanti-icing if ice 
formations were detected during pre-takeoff inspections. At 
many airports, where i t  is not yet feasible to locate spray 
facilities at the departure end of runways, other alternatives 
exist. 

There is still room for improvement of the SAE holdover time 
tables. Better scientific methods are needed to obtain and 
analyze holdover time data, and to quantify the weather 
conditions. Ideally, the pilot needs a way to quantify the 
weather conditions and to put this quantified information into 
a computer program that will output a more accurate estimate 
of holdover time. 

Instruments are needed that will help the pilot determine if ice 
has formed on the the wings at the time of the pre-takeoff 
check. The instruments should be able to survey the entire 
upper wing surface; ice detectors that sample ice at discrete 
points on the wing are probably not sufficient. 



And finally, operators should be encouraged to locate deicing 
facilities near the departure end of runways so that the aircraft 
can be deiced, and without further delay, start the takeoff run. 
Fortunately, there is a trend toward airports opting for end of 
runway deicing when it is feasible. 

3. ADVANCED TECHNOLOGY FOR IN-FLIGHT ICE 
PROTECTION 
Even though aircraft ice protection technology matured in the 
1940’s, icing technology problems still continue to arise. 
Most of these problems have arisen either because modern 
aircraft have incorporated new technologies that have a ripple 
effect on the ice protection systems or because global 
economic competition has intensified the need to further 
optimize aircraft performance and to minimize development, 
capital, operating, and maintenance costs. And the aircraft ice 
protection system enters into these optimization strategies. In 
this section we briefly discuss in-flight icing and the advanced 
icing technologies being globally pursued by researchers, 
manufacturers, and regulatory agencies. Among these 
advanced technologies are advanced ice protection concepts 
and advanced computer codes. 

Figure 9 shows the components of an aircraft that require ice 
protection. 

3.1 Protection Against In-flight Ice 
Before discussing approaches to ice protection, we need to 
define “anti-icing” and “deicing” systems. Anti-icing systems 
prevent ice from forming either by using an evaporative 
system that applies enough heat to evaporate all the surface 
water deposited by cloud droplets, or by using a running wet 
system that applies just enough heat to prevent the water from 
freezing. With the running wet system, the water would run 
back in the form of rivulets that would cover the entire upper 
surface of the wing. To prevent the rivulets from freezing, the 
entire upper surface would have to be heated; but this 
arrangement would require far more energy than an evapora- 
tive system and would greatly complicate the design of the 
wing. Therefore, running wet systems are usually reserved for 
use on engine inlets with short duct runs. On some aircraft, 
anti-icing is accomplished with freezing point depressant 
fluids (usually mixtures of glycol and water) which are oozed 
out through a porous panel on the leading edge of the wing or 
other component. 

Deicing systems allow ice to build to some prescribed 
thickness, and then the system is actuated to remove the ice. 
This is normally a repetitive or cyclic process of ice growth 
and ice removal. Thus, those wings and tails protected with 
deicing systems must be designed to tolerate the aerodynamic 
penalties imposed by the expected maximum thickness of ice 
that would accrete before actuation. 

The ideal protection against icing would be to anti-ice all 
components that collect ice. The simplest way to do this 
would be to heat the surface and evaporate all the water. 
Unfortunately, this approach is not practical because no 
aircraft can economically provide the required thermal energy 
from the available on-board heat sources, which are hot 
compressor bleed air, engine waste heat, and electricity. 

A more realistic approach is to protect only critical compo- 
nents, and design the airplane to tolerate some ice on the other 
components. Today’s modem jet transports utilize compressor 

bleed air to anti-ice engine nacelles and critical sections along 
the wing span. Because today’s high by-pass-ratio engines 
can deliver only a limited amount of compressor bleed air, 
aircraft manufacturers anti-ice as little as 40 percent of the 
wing span, and allow the other 60 percent to accrete ice 
during an icing encounter. Reference 12 gives an illustration 
that shows the percentage of wing span that is anti-iced on 
each of Boeing’s aircraft. 

Jet transport manufacturers use wind tunnels to test aircraft 
models with simulated ice shapes attached to the leading edge 
of the wings and tails. From these tests they learn how the ice 
affects handling characteristics and stability and control, and 
determine which parts of the wings and tails can be left 
unprotected. To verify their wind tunnel results, they apply 
simulated ice shapes to a real aircraft and flight test i t  in clear 
air. 

Some airplane manufacturers have found from their airframe 
integration studies that fuel bum during cruise can be reduced 
by eliminating the ice protection on the empennage (thus 
avoiding heavy and complex ducting that carries bleed air 
from the engines to the tail) while making the tail sections 
larger to tolerate the expected ice. Other manufacturers have 
found that the best way to reduce fuel bum is to electrother- 
mally deice the tail, which allows them to reduce tail size, and 
in turn, reduce weight and drag penalties. 

Business jets usually employ the same approach to ice 
protection as the larger jet transports, but turboprop and 
general aviation aircraft must employ a significantly different 
approach. Their power margins are so small that only their 
propellers and engine intake lips are electrothermally anti-iced 
and the remaining critical components are deiced either with 
expandable pneumatic boots or with electrothermal deicers. 

Pneumatic boots are attractive because they require very little 
power, are lightweight, and are reasonably priced. One 
drawback usually cited for pneumatic boots is that for 
effective ice removal, they must not be activated until about 
one quarter to one half inch of ice accretes on them. This 
procedure prevents “ice bridging,” which sometimes occurs 
when boots are expanded with smaller thicknesses of ice. 
Several inflations may be required to remove the bridged ice, 
during which time ice continues to accumulate on the cap and 
further degrades aerodynamic performance. Airplanes that are 
certified for flight into icing with pneumatic boots must be 
designed to tolerate the additional one-quarter to one-half inch 
of ice. 

3.2 Advanced Impulse Deicers 
The last decade has seen the development of alternatives to 
the conventional electrothermal and pneumatic boot deicers. 
These are the electromagnetically and pneumatically actuated 
mechanical impulse deicer systems: EIDI (electromagnetic 
impulse deicing); EESS (electro-expulsive separation system): 
ED1 (electromagnetic deicing strip); and PlIP (pneumatic 
impulse ice protection) (Ref. 13). These systems produce a 
rapid impulse that cracks, debonds, and dynamically expels 
the ice. Unlike the slowly expanding conventional pneumatic 
boots, which rely on aerodynamic forces to remove ice, the 
impulse systems accelerate the iced surface up to 1000 g’s, 
and inertially eject the ice as the surface snaps back. The 
inertial ejection process can remove ice layers as thin as 
0.75 mm (Ref. 14). With these thinner ice layers, the 
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aerodynamic penalties for ice contamination are correspond- 
ingly reduced, and in addition, the ejected ice particles are 
very small. The small particles make the impulse deicers 
attractive for application to engine inlets, where ingested 
particles must not damage the engine components. Their 
power requirements are quite low-about equal to the power 
consumed by the aircraft’s landing lights or about one percent 
of an electrothermal anti-icing system or ten percent of an 
electrothermal deicing system. Although somewhat heavier 
than conventional pneumatic deicers, their weights still appear 
competi tive. 

The PIIP, invented and manufactured by BFGoodrich Deicing 
Systems, Inc., is the only impulse system which is being 
applied commercially today-on only one aircraft, the Grob 
GF-200. The electromagnetic impulse systems have proved 
effective in removing ice, but their relative complexity and 
uncertain life expectancy have apparently discouraged any 
airframer from using them thus far, but manufacturers can 
produce them for the aviation market right now. 

Lynch, et. al., have expressed concern about the aerodynamic 
penalties that would be imposed on jet transports by the use of 
the advanced impulse deicers, which can limit ice thickness to 
only 0.75 mm (Ref. 3). In their experimental studies on the 
effects of roughness on airfoil aero performance, they found 
that “...reductions in maximum lift capability on configura- 
tions without leading-edge devices extended are very large, 
even for extremely small leading-edge ice (roughness) 
buildups. For example, roughness heights of around 0.005 in. 
[0.127 mm] would result in reductions in the maximum-lift 
capability of 20 percent at the critical spanwise stations on the 
wing or tail of a representative 200-seat transport. Obviously, 
the concern is even greater for smaller aircraft. Increasing the 
leading-edge roughness size to at least 0.03 in. [0.762 mm], 
perhaps the minimum ice buildup that can be reliably 
eliminated by a deicing system, would result in  losses in 
maximum lift capability of up to 40 percent for the 200-seat 
aircraft. If the wing or tail surface areas for a particular 
configuration are sized by maximum lift capability, then 
corresponding increases in surface areas would be required, 
with all the attendant performance penalties (drag, weight, 
etc.).” 

For slatted airfoils, Lynch, et. al., say: “Lower percentage 
losses in maximum-lift capability due to leading-edge ice 
buildups are experienced if the ice buildup occurs on an 
extendeddeflected leading-edge device such as a slat. The 
maximum penalty for the 0.03 in. [0.762 mm] ice buildup on a 
slat would be about 10 percent at typical landing flap settings. 
However, the penalty could well be near 20 percent on the 
wing for lower takeoff flap settings, or for a tail (without 
deflected flaps). Again, these penalties would all be increased 
for smaller aircraft.” 

It appears that because of the engine manufacturers’ continu- 
ing quest to improve engine performance, their next genera- 
tion of high by-pass-ratio turbofan jet engines will provide 
little or no excess bleed air for thermal anti-icing. Therefore, 
those involved in ice protection technology have been forced 
to consider efficient deicing systems as a possible alternative 
to the conventional thermal anti-icing systems. The above 
conclusions, by a major aircraft manufacturer, will likely 
create controversy and confusion about the future markets for 
impulse deicers-the first new ice protection concept to be 
demonstrated in about 40 years. This issue needs further 

discussion and clarification by all the major aircraft and 
engine manufacturers. And perhaps there is need for flight 
tests of a modern jet transport with simulated roughness 
applied on its wings and tails to correlate two-dimensional 
wing section results with full-scale three-dimensional flight 
test results. 

3.3 Physical Characteristics of Ice Accretion 
As mentioned earlier, the shape of ice accreted on the 
unprotected portion a wing or other component depends on 
the atmospheric environment (outside air temperature, liquid 
water content, and droplet sizes), the flight conditions 
(airspeed and AOA), and the component geometry (size, 
cross-section, and sweep). Rime ice and glaze ice were 
mentioned in the Introduction as two extremes of icing 
shapes, but actually there is a continuum of icing shapes that 
range from rime at the coldest temperatures to glaze at the 
warmest. In rime ice formation, the droplets freeze upon 
impact and trap air in between the frozen droplets, causing the 
ice to appear white and opaque. In glaze ice formation, the 
droplets impact the surface and form a water film that partly 
freezes at the droplet impact site and partly runs back along 
the chord to freeze farther aft. Glaze ice is clear like 
refrigerator ice. Between the extremes of rime and glaze, the 
ice shape gradually changes from a pointy shape to a single- 
or double-horned shape, and these in-between shapes are 
referred to as mixtures of rime and glaze, or as mixed icing. 
In the mixed regime, the ice formed near the stagnation region 
is usually clear glaze while the ice farther aft, where heat 
transfer is higher, has an opaque rime appearance. Figure 10 
(Ref. 15) illustrates how total temperature affects the ice cross 
section when all other atmospheric and flight conditions are 
held constant. 

Liquid water content, droplet size, and air speed also affect 
the ice shape, and increasing any or all of the above will 
increase the amount of water deposited on the surface and 
move the ice shape towards the glaze end of the spectrum. 
Increasing airspeed presents two opposing influences on ice 
shape: the increased convection heat and mass transfer 
encourages freezing while the increased kinetic heating 
discourages freezing. But ultimately, a speed or Mach 
number will be reached, beyond which kinetic heating will 
dominate and ice will not form. This explains why the wings 
of fighter aircraft are not ice protected. 

Component size and shape also affect the ice shape. Relative 
to their size, smaller components accrete more ice than do 
larger components. This is illustrated in Fig. 11. This size 
dependence has great significance to aircraft ice protection 
system design requirements. For example, the wings of a 
C-5A aircraft are so large that only a small strip of ice would 
accrete on them, and as a result, the C-SA’s wings do not 
require ice protection. 

Size dependence is very important to smaller aircraft flying in 
icing conditions. It is frequently the case that even though the 
wing appears to be free of ice, the tailplane has collected 
enough ice to adversely affect its aerodynamics, particularly 
during approach and landing. To deal with this problem, 
pilots often look for ice accretion on the smallest object they 
can see, for example, the windshield wiper blade. If the 
windshield wiper is picking up ice, pilots know they are in 
icing conditions and should either turn on the ice protection 
systems or get out of the icing clouds. 
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Another parameter affecting ice shape is sweep on wings or 
any other component. Sweep causes spanwise flow of air 
along the leading edge, which in turn causes ice to form 
scallops or lobster tails. These ice shapes have a spanwise 
periodicity that has not been satisfactorily explained or 
predicted by analysis (Ref. 16). Although they look gro- 
tesque, their effect on aerodynamic performance may be no 
worse than that of the glaze horns on unswept wings. In fact 
it has been suggested that the scallops may act as turbulence 
generators and help keep the flow attached. 

3.4 Advanced Computer Codes 
As in every other aircraft technology area, computer codes are 
heavily used in aircraft icing to support design, development, 
and certification. Although the final proof in the icing 
certification process will always be through flight testing in 
natural icing conditions, manufacturers hope that computer 
code calculations can replace some of the flight testing. Icing 
flight testing is regarded by the entire aircraft industry as 
risky, costly, lengthy, and resource intensive. 

Today, computer codes are used extensively throughout the 
aircraft industry to design ice protection systems or to predict 
ice accretion shapes on unprotected surfaces. For example, 
about 100 organizations in the United States are using 
NASA's LEWICE ice accretion code. Codes developed by 
ONERA in France and the DRA in Great Britain give 
comparable results and are heavily used throughout Europe. 
Other organizations also have ice prediction codes in various 
stages of development. Most of these codes are considered 
research codes, which means that while they are not fully 
validated, they are the best codes available and are very useful 
to those who have experience with them and understand their 
limitations. But, they are still being improved and validated 
through the development of advanced numerical methods, 
through the development of advanced physical models 
obtained from fundamental physics experiments, and through 
comparisons with new data from basic experiments and 
operational experience. 

- 

The codes most often employed in aircraft icing include 
1) flow codes, 2) droplet trajectory codes, 3) ice accretion 
prediction codes, 4) electrothermal deicer desigdanalysis 
codes, 5 )  anti-icing ice protection system design codes, 
6) iced airfoil aeroanalysis codes, and 7) helicopter rotor and 
propeller performance-in-icing codes. 

3.5 Ice Accretion Predictions 
Since this lecture is time-limited, we are unable to discuss the 
details of the computer codes. The interested reader should 
consult Ref. 17, which give more details and more references. 
In this section we will briefly discuss the LEWICE ice 
accretion prediction code. Figure 12 shows the modeling 
approach in LEWICE. The code consists of three main 
elements: 1) flowfield prediction; 2) water droplet trajectory 
prediction; and 3) ice accretion prediction. The flowfield 
code normally used is a potential flow panel code, although 
LEWICE can accommodate Navier-Stokes or Euler or 
compressible potential flow solvers. The droplet trajectory 
code uses results from the flowfield code to calculate the flux 
of water impinging on the leading edge region of the airfoil. 
The ice accretion code solves a thermodynamic energy 
balance and a mass balance on surface control volumes that 
coincide with the panel elements on the airfoil as shown on 
Fig. 13. LEWICE cycles through the three elements to 
calculate an ice shape for a given time increment or time step. 

Then the flowfield is recomputed for the new ice covered 
airfoil, the droplet trajectories are recomputed, and a new 
layer of ice is computed for a time step. This process is 
repeated until all the of time steps add up to the total exposure 
time. 

LEWICE is most accurate in predicting the colder ice shapes, 
and less accurate for the warmer ice shapes. At the colder 
temperatures, the droplets freeze upon impact and the 
accuracy of the ice shape prediction is determined primarily 
by the accuracy of the droplet trajectory prediction. Fortu- 
nately, droplet trajectory codes have good accuracy. At the 
warmer temperatures, the water only partly freezes at the 
droplet impact site, and the unfrozen water runs aft and 
eventually freezes. At these warmer temperatures, the shape 
of the ice is controlled by heat transfer to the surrounding air. 
The lower prediction accuracy for the warmer temperatures is 
attributed primarily to the lack of good heat and mass transfer 
prediction models for ice-roughened surfaces. Another source 
of inaccuracy is the limitation of the physical model of the 
icing process. 

As just noted, central to the heat balance on the water at the 
warmer temperatures is the prediction of convective heat and 
mass transfer from the water surface to the air flowing over 
the surface. It is helpful to keep in mind that the air flowing 
over the airfoil is the sink for heat and mass. Thus, when 
water freezes on the surface, its heat of fusion is transferred to 
the surrounding air by convection heat transfer and by 
evaporative cooling through convective mass transfer. 

The surface of ice is covered with roughness. This roughness 
does not affect the heat and mass transfer in the laminar 
boundary layer, but i t  does affect the transition location and 
the heat and mass transfer in the turbulent boundary layer. 
Turbulent heat transfer correlations and analytical models 
exist for standard sandgrain surface roughness that is about 
10 percent or less of the boundary layer displacement 
thickness. Unfortunately, ice roughness is usually thicker 
than the boundary layer displacement thickness, and there- 
fore, there are no validated correlations or analytical models 
for heat transfer over ice-roughened surfaces. Lacking 
anything better, the ice accretion prediction codes use the 
sandgrain roughness models and ignore the fact that they were 
validated only for roughness heights much less than the 
displacement thickness. 

3.6 Basic Studies in Support of Computer Codes 
In spite of their limitations, the computer codes are being used 
successfully by those who have had experience with them and 
know their limitations. Yet, it is obvious that there exists a 
need for further basic studies to improve the numerical 
techniques and the physical models of heat and mass transfer 
and of the ice accretion growth process. Basic numerical 
studies to improve the numerical stability of the LEWICE ice 
accretion code are being conducted at NASA Lewis. For 
LEWICE, it has been found that predicted warm ice shapes 
are sensitive to the number of time steps that make up the 
total exposure time. For the current version of LEWICE, 
about five time steps is optimal. More time steps can lead to 
instabilities in the ice shape, such that the results do not 
converge to a single ice shape as would be expected with finer 
and finer time increments. Bidwell (Ref. 18) has succeeded 
in writing a numerical algorithm that eliminates the shape 
instability, and his results converge to a single ice shape as 
time step increment is reduced. 
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NASA Lewis is conducting basic experimental research to 
better understand how ice shapes develop under various icing 
conditions and how ice roughness develops and affects 
laminar-to-turbulent transition and heat and mass transfer. 
One objective is to quantify ice roughness and correlate it 
with the cloud and flight conditions. Other objectives are to 
conduct experiments that will aid in developing heat and mass 
transfer correlations and analytical models for flow over iced 
surfaces and mass transfer correlations and analytical models 
for flow over smooth surfaces. 

3.7 Experimental Icing Simulation 
Good experimental icing simulation facilities such as icing 
wind tunnels and in-flight spray tankers are essential because 
they are more productive, more economical, and far safer than 
flight testing in natural icing conditions. Since smaller aircraft 
and helicopters have limited range, they must wait for the 
icing weather to come to their test sites. This waiting has 
extended icing flight trials over several winters, and has 
driven up the cost for icing certification. Longer-range 
aircraft fly long distances to where ice is forecasted, but the 
cost per flight hour of these aircraft is very high, and the 
manufacturer works hard to control these costs. 

Figure 14 shows the closed-loop circuit of the NASA Lewis 
Icing Research Tunnel (IRT). Two unique components of the 
IRT are its heat exchanger that refrigerates the air and its 
water spray system that uses air-blast nozzles to produce 
supercooled clouds. The IRT can produce the desired test 
conditions any time of the year regardless of the weather 
outside. Because of its uniqueness and versatility, the IRT is 
one of NASA’s most heavily utilized wind tunnels, logging 
about 1000 hr of test time annually. 

4. ICE CONTAMINATED TAILPLANE STALL (ICTS) 
We ordinarily associate the hazards of in-flight icing with 
wing ice, knowing from our earlier discussions that 2 mm 
thick ice roughness can increase stall speed by 18 percent and 
reduce stall angle by 6”. But we are not as aware that even 
thinner roughness on the tailplane leading edge can cause 
potentially catastrophic tailplane stall during approach or 
landing, when the wing flaps are extended. Ice contaminated 
tailplane stalls during approach or landing have caused some 
airplanes to go into a steep dive. And if this happened at low 
altitude, the chances of recovering from the dive were slim to 
none. 

Figure 15 shows the catastrophic flight path and aircraft 
attitudes of the Vickers Viscount that crashed at Stockholm in 
January 1977 (Ref. 19). “The broken curve” according to 
Dr. Martin Ingleman-Sundberg, “shows the flight path that 
might have been attained, in spite of the stall, if the pilots had 
managed to keep the yoke back.” 

According to Mr. John Dow (Ref. 20), from the FAA’s Small 
Airplanes Directorate, “Sixteen known or suspected ICTS 
accidents occurred worldwide to turboprop-powered transport 
and commuter category airplanes, resulting in 139 fatal 
injuries.” The FAA has issued eight Airworthiness Directives 
(ADS) against five airplane types in commercial service in 
response to ICTS related accidents and incidents. Although 
turboprop aircraft had the highest number of ICTS accidents 
and incidents, the problem is not limited to a specific size or 
configuration of airplane. Indeed, a worldwide survey 
revealed that piston, jet, and non-US. Type Certificated 

aircraft accounted for an additional twenty accidents and 
incidents in which ICTS was considered a likely factor. 

4.1 Uncovering ICTS Problems 
By early 1991, the European Joint Airworthiness Authorities 
(JAA) had developed and published (Ref. 21) a required flight 
test maneuver that they believe identifies aircraft with ICTS 
problems. In this maneuver, the airplane (with specified tail 
ice contamination) is pitched over at a prescribed pitch rate to 
a load factor of zero “g”. If the airplane remains in control, 
and the stick force characteristics are within defined lirhits, 
then the airplane stability and control characteristics with ice 
on the tailplane are judged acceptable by the JAA. The FAA 
has adopted the JAA’s zero “g” maneuver in principle and has 
required it be performed as part of the icing certification 
process on a selective basis to date. 

Some airplane manufacturers’ test pilots believe the pushover 
to zero “g” maneuver is too dangerous and not a maneuver 
that pilots would intentionally do in normal operations. But 
the airworthiness authorities have been successful in getting 
compliance from the manufacturers and believe that it is 
currently the best maneuver to uncover ICTS problems. 
Generally, the manufacturer will use a cautious approach by 
starting with, say, a pushover to one-half “g”. And in some 
cases, the one-half “g” maneuver has uncovered the lCTS 
problem. 

Although acknowledging that the zero “g” maneuver poses 
high risk for test pilots, aircraft operators point out that even 
in normal operations, if  the pilot’s approach was high or fast, 
he might push over to get to the glide slope, or if the approach 
was slow, he might push over to pick up speed. In either case, 
that would be pushing the airplane towards zero “g”. The 
operators would like these problems to be found by the highly 
skilled test pilots and fixed by the manufacturer rather than be 
encountered unexpectedly by the journeyman pilot. But 
everyone agrees that it would be beneficial to better under- 
stand what happens during the pushover maneuver and to use 
that knowledge to develop lower risk methods to identify 
ICTS problems. 

4.2 Screening of firboprop Airplanes for ICTS 
Two recent international workshops sponsored by the FAA 
have alerted the aviation community to the seriousness of 
ICTS. Numerous articles about ICTS have been published 
subsequently in magazines read by pilots. Both the FAA and 
the manufacturers have responded with a new and concerted 
effort to 1) identify the causes of tailplane stall, 2) prevent it 
by design, 3) discover and fix it before the airplane is 
certificated for icing, and 4) educate pilots on how to avoid it  
in  flight operations, 

An important recommendation that came from the first 
workshop was that the FAA should screen all turboprops used 
in Part 121 or 135 operations for susceptibility to ICTS. The 
FAA responded by contracting with Mr. Pete Hellsten, a 
consultant in aircraft design, to develop an analytical method 
and apply it to the thirty-one turboprop airplanes that the FAA 
identified in the Part 125 or 135 categories. In the study, the 
FAA and Mr. Hellsten analyzed cruise, approach, and landing 
configurations at speeds from stall to VFE; they assumed a 
forward center-of-gravity and made calculations for both one 
“g” and zero “g” load factors; and they also analyzed each of 
the above combination of conditions for both clean tails and 
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tails contaminated with standard roughness. In discussing 
Hellsten’s work (Ref. 22) herein, we present results only for 
tails contaminated with standard roughness. 

4.3 Wing and Tail Aero Characteristics for Approach and 
Landing 
For the purpose of explaining his analytical approach, 
Mr. Hellsten used the average geometry of the 31 turboprop 
configurations to develop a generic or “paper” airplane. 
Although not an actual airplane, the generic airplane was a 
good representation of the study. We will use the data from 
Hellsten’s analysis of this generic airplane to illustrate the 
changes in wing and tailplane operating characteristics during 
approach and landing (this viewpoint was first adopted by 
Dr. Ingleman-Sundburg in Ref. 19). 

Figure 16 shows plots of wing lift coefficient versus wing 
angle of attack for the cruise, approach, and landing configu- 
rations. Superimposed on these plot are the operating points 
for cruise, approach, and landing. Starting with a cruise speed 
of 200 kt (point I ) ,  the pilot decreases speed to 126 kt 
(point 2) while increasing the wing AOA from 2.5” to 9.5”. 
Next, the pilot deploys half flaps and lowers wing AOA to 7” 
(point 3) and then further decreases speed to 114 kt while 
increasing wing AOA to 9.5” (point 4). Finally, the pilot 
extends full flaps and lowers wing AOA to 4.5” (point 5). 
Eventually the pilot reduces speed and increases wing AOA 
while slowing to touch down. 

Several aircraft responses accompany the deployment of 
flaps. First, when the flaps are initially deployed, say at 
point 2, the wing AOA has not yet changed, and the airplane 
is lifted because it is temporarily operating on the half-flap lift 
curve at an AOA of 9.5”. This effect is termed “ballooning”. 
Second, the deployed flaps move the center of pressure 
farther aft on the wing, causing a nose-down pitching 
moment. Third, the extended flaps increase the wing 
downwash angle, which in turn increases the AOA on the tail 
and produces a greater downward force on the tail. The pilot 
compensates for these effects by moving the yoke to trim out 
the airplane. During the trim adjustment, the nose pitches 
down to a lower wing AOA and the tail pitches up to a higher 
tail AOA. During the upward motion of the tail there is an 
increased downward relative velocity on the tail which further 
increases the tail AOA. The critical moment occurs when 
deploying full flaps because this results in the largest trim 
adjustment to get to the smallest wing AOA (point 5) and, 
conversely, to the largest tail AOA. This is the critical point 
where tail stall margin is least and tail stall might occur. 

The above discussion also illustrates a dilemma that the pilot 
can get into: If the pilot suspects that wing ice contamination 
has increased the wing stall speed and he increases speed to 
compensate, the wing AOA will decrease, but the tail AOA 
will increase. The increased tail AOA might possibly reduce 
tail stall margin to the point where a sudden downburst or 
nose-down pitch could stall the tail. IT IS IMPORTANT 
THAT THE PILOT KNOW AND FOLLOW THE 
MANUFACTURER’S RECOMMENDATION IN THIS 
SITUATION AND FLY IT BY THE BOOK. 

By interpolating the data of Hellsten, we were able to deduce 
the wing and tail operating characteristics for the six points 
shown in Fig. 16. The wing and tail configurations for these 
points are given in Fig. 17. Hellsten defines the wing and tail 

stall margins as (CLmax - C,) and (C, - CLmin). respec- 
tively. These margins are given on Fig. 18 for the six points 
on Fig. 16. (Figure 18 also shows stall margins for the zero 
“g” analysis, which will be discussed later). As expected, the 
tail stall margin is least at point 5 but does not seem exces- 
sively small. It would be difficult to draw any conclusions 
from the results shown in Fig. 18 about the susceptibility of 
this generic airplane to ICTS. These stall margins, however, 
are for the trimmed airplane and do not account for transients 
such as the nose down pitch rates or downgusts or control 
inputs that might temporarily increase tail AOA and push the 
lift margin to zero or negative. .. 

Just as the JAA had found that the zero “g” flight test 
maneuver was the best discriminator of ICTS, Hellsten also 
found that his calculated response of an aircraft to the zero 
“g” maneuver correlated best with the airplane’s actual ICTS 
history. Hellsten’s study of the thirty-one turboprops showed 
that when his analysis predicted that an airplane had a 
negative or just slightly positive tail stall margin for the zero 
“g” maneuver, that airplane was likely to be susceptible to 
ICTS. During the pitchover maneuver, the wing loading is 
zero (zero lift) and the large nose-down pitching moment 
coming from the flaps is balanced by a large download or 
negative lift on the tail. The predicted tailplane configura- 
tions, lift coefficients, and stall margins during the zero-”g” 
maneuver are shown in the bottom of Fig. 18 for three 
airspeeds: Vstal,, 1 .3*Vstall. and VFE. The predicted stall 
margins for the zero “g” maneuver range from a low of 0.04 
at Vslall to a high of 0.07 at VFE. The tailplane was contami- 
nated with standard roughness. These slightly positive stall 
margins put the generic airplane in the susceptible range for 
ICTS. 

The results of Hellsten’s screening analysis are summarized in 
Fig. 19, which is a histogram of the calculated tailplane stall 
margins for each of the 31 airplanes during the zero “g” 
maneuver for standard roughness contamination on the tail 
(Ref. 23). Hellsten’s analysis predicted that eighteen of the 
31 turboprop airplanes had stall margins that were either 
negative orjust slightly positive. Of these 18 airplanes 13 
have known histories of ICTS. The remaining 13 airplanes 
outside the susceptible range (meaning they have substantial 
positive stall margins) have no histories of ICTS. These 
findings gave the FAA confidence that they were heading in 
the right direction with this screening process. The FAA is 
currently working with the manufacturers of these 18 
potentially susceptible airplanes to verify the methodology 
developed by Hellsten. 

The question naturally arises as to whether certain design 
features distinguished airplanes that are not susceptible to 
ICTS. Hellsten found that those airplanes having no history 
of ICTS problems either had properly trimmed movable 
horizontal stabilizers or had tails with inverted camber. But, 
Dow cautioned that not all aircraft with movable tailplanes or 
cambered tails were free of ICTS problems. Hellsten also 
observed that the more effective wing flap systems (i.e., more 
Fowler motion) cause more nose-down pitching moment, thus 
requiring more negative lift on the tail to trim out the flaps 
and thereby driving the tail further toward stall. Although the 
use of movable stabilizers or cambered tails appear to be steps 
in the right direction, Hellsten cautioned that there is no 
simple answer to what works or doesn’t work. The designer 
must go through the details of the design. 
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4.4 Stick Forces Caused by Stall of Fixed-Incidence 
Tailplanes 
In a number of turboprop ICTS incidents or accidents, it was 
found that after the pilot extended full flaps, the stick lurched 
forward with such force that the pilot, or both the pilot and 
co-pilot, had to use all their strength to pull it back (on large 
turboprops, as much as 400 Ib were required). This occurred 
on airplanes with fixed incidence tailplanes that had aerody- 
namically balanced elevators without power boosting. When 
the tailplane stalled, the separated flowfield redistributed the 
pressure over the elevator and caused an enormous downward 
hinge moment on it (Ref. 19). The problem is not a complete 
loss of elevator authority when the tailplane stalls, but rather 
the problem is the inability to detect the stall (stick lightening 
or vibration or tail buffeting) soon enough and to muscle the 
stick back so that the elevator is moved from the down to the 
up position. Even though the tail is stalled, it apparently can 
develop sufficient downward lifting force to prevent a dive. 

4.5 Operating in Known or Suspected Icing Conditions 
If you are in known or suspected icing conditions, you must 
be keenly aware of the deleterious effects of ice contamina- 
tion on both wing and tailplane aeroperformance and the 
resulting reduction in airplane handling qualities and stability 
and control. Keep in mind that because the tailplane is 
smaller than the wing, ice can accumulate on the tail before 
you can actually see it on the wings or elsewhere; and relative 
to its size, the tailplane ice coverage will be thicker and 
extend farther aft than the ice on the wing (see Fig. 10). The 
bottom line is that the tail will accumulate more ice and be 
less tolerant of it than the wing. Also, on airplanes equipped 
with pneumatic boots for ice protection, remember that the 
smaller leading edge radius of the tail renders the tail boot 
less effective than the wing boot in removing ice. Thus the 
tail boot may have to be exercised more often than the wing 

PLANE AND PNEUMATIC BOOT MANUFACTURER’S 
RECOMMENDATIONS. 

boots; BUT HERE YOU SHOULD FOLLOW THE AIR- 

Several recommendations came from the two tailplane icing 
conferences and from subsequent articles published in pilot 
magazines. Some recommendations involved operational 
strategies that should help prevent an ice contaminated 
tailplane stall or help recover from one. There is an important 
caveat to any recommendation or guideline published here or 
elsewhere: READ YOUR AIRPLANE FLIGHT MANUAL 
AND FOLLOW THE AIRPLANE MANUFACTURER’S 
RECOMMENDATIONS; THEY OVERRIDE ANYTHING 
THAT IS PRINTED HERE. 

The following partial, but representative, list of the guidelines 
for avoiding or recovering from ICTS was published recently 
by Manningham (Ref. 24): 
After checking with the manufacturer and the FAA, consider 
the following guidelines to avoid tailplane icing and its worst 
consequences: 

Know the level of icing for which your airplane is certijied 
and never intentionally fly into icing conditions which exceed 
that level. 

Neverfly in known icing conditions with any anti-icing or 
deicing components inoperable. 

When you observe ice on the wing, assume that there is even 
more ice on the tail and that it will have a more profound 
effect. 

Use pneumatic boots and other deicing and anti-icing 
components strictly according to manufacturer’s recommen- 
dations. Hangar tales and rumors never provide better 
operating procedures than those who make and test the 
equipment. Ifyou have a question, talk to the manufacturers 
directly. 

In icing conditions, make the landing approach with some- 
thing less than fullflaps. Halfflaps or less are about right. 
Ask your manufacturer: Check the applicable ADS [Airwor- 
thiness Directives]. [Have afirm hold on the stick, and if 
your airplane has a fured incidence tailplane with aerody- 
namically balanced elevators and no power boosting, 
anticipate the possibility that it could lurch forward with great 
force.] 

In icing conditions be circumspect about adding speed for the 
final approach to compensate for ice on the wings. Every 
knot of speed added to prevent wing stall is a knot closer to 
tail stall ... Fly the approach by the nurnbers ifyour airplane is 
one of those at greatest risk. [Adding speed lowers wing AOA 
and raises tail AOA, thus reducing tail stall margin to the 
point where a sudden downburst or nose-down pitch could 
stall the tail.] 

Ifyou do encounter pitch problems onfinal approach in icing 
conditions, muscle the elevator to the position you want, and 
it will provide adequate control to avoid a pitchover: The 
problem is not elevator authority but hinge moment and, 
therefore, control forces that you can overcome with muscle. 

I 
’. I 

- I  

Be alert and wary during flap changes. Make final flap 
selection at least 1,OOOft above ground level so that any 
uncommanded pitchover will occur with enough altitude to 
recoveI: 

I f  you experience an uncommanded pitchover during or 
shortly after flap selection, immediately return the flaps to the 
previous setting. 

Ifthe aircrafr is high and fast onfinal approach, go around 
and try again. Several uncornmanded pitchovers have been 
reported by pilots who attempted to slow rapidly with max 

flaps. 

Tailplane icing is a real and serious threat to all airplanes, 
but especially to mid-sized, propeller-driven airplanes. 
Conversely, tailplane icing need not threaten yourflight 
safety if you: (1) are aware of the potential, (2) limit final 
flap settings in icing conditions, and (3)  maintain vigilance 
during the final approach. 

It takes just the right combination of a number of factors that 
can momentarily increase the tail’s AOA and trigger a tail 
stall. These factors include tail ice accumulation (and, maybe, 
not very much of it), deployment of flaps, higher airspeeds, 
low airplane AOA, nose-down pitch, forward center of 
gravity, headwind gusts, sideslips, downdrafts, etc. But by 
studying the above guidelines AND FOLLOWING THE 
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I AIRPLANE AND ICE PROTECTION MANUFACTURER’S 
RECOMMENDATIONS, you should be well prepared to 
cope with ICTS. 

We will conclude this section on ICTS by repeating 
Manningham’s succinct advice: 

I The classic tail icing pitchover occurs on final approach as 
the flaps move to an increased setting. Appropriate pilot 
action is to use all necessary force to pull back on the yoke 
while returning theflaps to their previous setting. Ifyou can 
remember the contents of this paragraph, you will have 
retained virtually all of the important information regarding 
tail icing. 
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Figure 1 .-Effect of wing ice contamination on lift and drag coefficients (ref. 1). (a) Lift coefficient. 
(b) Drag coefficient. 
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Figure 2.4orrelation of the effect of wing surface roughness on maximum lift coefficient (ref. 1). 
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Figure 3.-Effect of roughness on maximum lift coefficient (ref. 2). 
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Figure 4.-Effect of roughness on maximum lift (ref. 3). (a) Single element airfoil and tail. (b) Four element airfoil. 
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Figure 5.-Effect of roughness on loss of angle-of-attack margin to stall (ref. 3). 
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Figure 6.-Effect of wing contamination on aircraft lift and drag (ref. 2). 

- I  

I 

- I  



4-19 

d z 
U 
0 



4-20 

e, 

8 
U 

0 
B 

" e  
8 5  

2 
I 
0 
I- 
.d 

g 
B 

f I 

I- s 

B B B 

vl N 

0 0 
I- I 
I - 
O 
0 I 
3 % 
0 

4- 

z? 
B 
I 

0 

B 

m 
N 
I 

W m 

9 0 
X " 
8 
2 
0 
v) w m 

8 a 



4-21 

crnpenriaye 
'-->'-- dges  wl 

I Balance 
horns 

inlets 

Engine air i 

Figure 9.-Aircraft ice protection. 
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Figure 10.-Effect of total temperature on ice shape development (ref. 15). 
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Figure 11 .-Effect of airfoil size on ice coverage. 
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Figure 12.-Ice accretion modeling approach. 
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Figure 13.4ontrol volume approach for ice accretion model. 
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Figure 14.-Schematic of the NASA Lewis Research Center Icing Research Tunnel (IRT) 
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Figure 15.4atastrophic flight path of Vickers Viscount accident 
in Stockholm, Sweden on January 1977 (ref. 19). 
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Condition Flaps Wing Wing Tail Elevator 
(fig. 16) AOA, downwash, AOA. deflection, 

deg deg deg dei? 

Trimmed aircraft 1 Clean 2.3 1.4 -1.5 2.3 
2 Clean 9.5 3.8 3.1 -3.4 
3 Half 7.0 3.8 -2.0 1.1 
4 Half 9.5 4.8 -0.2 -0.8 
5 Full 4.4 4.8 -4 .9 3.1 
6 Full 18.1 9.6 4.2 -7.5 

Zero "g" pushover VFE Full 0 -14.8 15.1 
1.3 V, Full 0 -15.8 16.3 
V. Full 0 -17.3 18.3 

2.0 l- 

Tail, Airspeed, 
CL kt 

0 200 
0.04 126 

-0.07 126 
-0.05 114 
-0.22 114 
-0.075 80 

-0.29 145 
-0.29 105 
-0.29 80 

I 
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Wing angle of attack 

Figure 1 g.-Angle-of-attack conditions for P. Hellsten's generic 
turboprop airplane (ref. 22). 
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Zero 'g' pushover V = 1.3 V, DoGwash 

Figure 17.-Wing and tail configurations for the flight conditions shown on figure 16 
(ref. 22). 
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Figure 18 .4 ta l l  margins for the flight conditions shown on figure 
16 and for the pushover to zero 'g' maneuver (ref. 22). (a) Wing. 
(b) Tail. 
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Figure 19.-Predicted zero 'g' 'rough' tailplane stall margins for 
thirty-one Part 121 11 35 Turboprop Aircraft (ref. 23). 
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Wind Shear and its effects on aircraft 
A A Woodfield 

Aviation Research Consultant 
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Abstract 

Wind Shear has been responsible for several major 
accidents and many incidents during landing and 
take off. In aviation terms, wind changes that cause 
flight path deviations (wind shear) are mainly those 
occurring over distances between about 150 and 
3000m, i.e. approximately 3 to 40 sec. at approach 
speeds. General characteristics of many forms of 
wind shear are described together with measured 
data on the probability of meeting headwind shears 
of different magnitudes. This is followed by 
analysis of the basic response of aircraft to both 
horizontal wind changes and downdraughts, and 
discussion of aircraft sensitivity to wind shear. 
Several recorded examples of wind shear in both 
normal operational and accident scenarios are 
presented. The relevance of different ways of 
quantifying wind shear severity is examined, 
including a calculation of height loss that can be 
used when a wind shear is fully defined, and the 'F' 
factor, which is used with reactive wind shear 
measuring systems. Some insight into the 
probabilities of false or missed warnings with each 
system is derived using the measured probability 
data. A brief outline is given of the relevant 
characteristics of different wind shear prediction 
and detection systems. The lecture concludes with a 
study of the ways in which pilots can be trained and 
assisted to survive most wind shear encounters and, 
hopefully, avoid those which could be catastrophic. 
It is concluded that, given appropriate training and 
aircraft systems, it is possible to survive encounters 
with nearly all those wind shears that caused fatal 
accidents in previous years. New predictive 
detection systems offer the possibility to warn an 
aircraft before it attempts to penetrate those 
extremely rare wind shears that are beyond its 
performance capability. 

1. INTRODUCTION 
Large changes in horizontal wind or downdraughts 
can have dramatic effects on the flight path of an 
aircraft. If these changes occur at low altitude then 
the aircraft may well strike the ground 

unintentionally with possibly catastrophic 
consequences for crew and passengers. Since the 
early 1970's such short term changes in wind have 
been known as Wind Shear, and a series of major 
accidents in the USA in which over 500 people lost 
their lives has resulted in several intensive studies 
of these types of events. 

Wind shear events that cause difficulties to aircraft 
are usually very localised and often short lived. 
They are also generally invisible unless special 
sensors are used or another aircraft has flown 
through the event. Thus it is very difficult to find 
ways of avoiding severe wind shear and all possible 
means must be employed together to assist in the 
detection of wind shear. Most airports and aircraft 
are not equipped to detect and avoid severe wind 
shears and it is essential to help pilots and aircraft 
respond appropriately when they encounter such 
events. 

Three main areas need to be addressed to help 
reduce the probability of wind shear accidents and 
these were the basis of proposals for an Integrated 
Wind Shear programme identified by a special 
committee on Low-Altitude Wind Shear and Its 
Hazard to Aviation set up jointly by the US 
National Academy of Sciences and the FAA ' in 
1982. These are: 

Understanding the characteristics of wind 
shear and its effects on aircraft 

Detecting and categorising the severity of 
wind shear 

c Helping the pilot through improved 
training, displays and aircraft performance 
and control. 

Each of these areas needs to be considered to 
present a balanced view of wind shear and its 
impact on aircraft operations. 

Several major accidents2 in the USA between 1975 
and 1985, where wind shear was the cause or a 
significant factor, led to the establishment of major 
research efforts in that country. Many of these wind 

a 

b 

Presented at an AGARD Lecture Series on 'Flight in an Adverse Environment', November 1994 
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After introducing the issues that need to be 
addressed to help pilots that encounter wind 
shear, there are hrther sub-sections on 
cockpit displays, training needs and the 

shear accidents were attributed to downbursts in the 
vicinity of thunderstorms, which later became 
known as microbursts. However, large wind shear 
is not always associated with thunderstorms. Of 24 
wind shear accidents and incidents between 1964 
and 1982 in the USA, or involving US carriers 
outside the USA, about 50% probably include 
thunderstorm microbursts as a factor (Ref. 1). Wind 
shears are also a world wide phenomena and 
certainly not peculiar to the USA. It is a group of 
natural phenomena that have been present since the 
earth's atmosphere achieved its present form. One 
of the earliest documented aircraft accidents that 
was almost certainly caused by wind shear occurred 
to a Douglas DC3 near Bowling Green, Kentucky 
on 28 July 1943 '. 

Research programmes in many countries since 1976 
have resulted in a number of developments in 
knowledge, training methods and aircraft systems. 
As a result the probability of major accidents from 
Wind Shear is now considerably reduced. 

Wind shear has become such a well known 
potential cause of aircraft accidents in the past 20 
years because: 

a the widespread use of Flight Data 
recordings in accident analysis has made it 
possible to identify wind shear as a factor, 

b operations in bad weather are now 
commonplace, and 

the volume of commercial flight operations 
is increasing rapidly. 

This presentation on wind shear is divided into four 
main sections that explore 

c 

a What is Wind Shear? 

This presents descriptions and examples of 
wind shear, discusses the main causes of 
different types of wind shear, and presents 
statistics on the probability of encountering 
wind shear of different levels of severity. 

Aircraft Response to Wind Shear. 

The behaviour of an aircraft in wind shear 
is examined and the relative importance of 
various aircraft performance characteristics 
is identified. The section concludes with 
several examples of aircraft encounters with 
wind shear. 

b 

1 

2. WHAT IS WIND SHEAR? 

2.1 Definition of Wind Shear 
Before continuing it is advisable to define wind 
shear in the context of aviation operations, as it has 
slightly different connotations for meteorologists # . 
It can be defined in general terms4 as: 

'Any change of wind or downdraught 
causing a change of flight path that requires 
significant pilot action for recovery' 

The words 'change of wind' are particularly 
significant as steady winds, or variations in 
headwind caused by changes of aircraft direction in 
steady winds, are not wind shears because they do 
not change an aircraft's flight path through the air. 

atmospheric disturbances ranging from Turbulence 
through Wind Shear to Local Weather. Each of 
these can be related to the duration or spatial length 
of the events for aviation purposes, viz. 

Turbulence 

- I  

I 
Wind shear is part of a continuous spectrum of I 

Disturbances that require little or no pilot 
action to maintain the desired flight path 
within acceptable limits. These are 
generally short duration events lasting less 
than about 3 sec. 

Wind Shear 

Disturbances that require significant pilot 
action to maintain a flight path within 
acceptable limits. These events are typically 
of between 3 and 40 seconds duration. 

# Meteorologists usually associate wind shear with a 
change in wind velocity with altitude. 
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Local Weather 

Long term and large scale wind variations 
that do not change the flight path, although 
they will affect navigation, touch down, etc. 

The two basic components of wind shear are 
changes in wind along the flight path and 
perpendicular to the flight path. Each of these affect 
aircraft in different ways. Various forms of wind 
shear will include different proportions, magnitudes 
and phasing of these components. 

2.2 Description of main classes of wind shear 
and their causes 

It is important to remember that wind shears come 
in an infinite variety of wind changes, duration and 
magnitude and they are usually accompanied by 
significant turbulence. However, it is convenient to 
show simple stylised wind changes when describing 
examples of wind shear arising from different 
causes, although in reality these are as likely to be 
encountered as is the ‘average man’. 

Wind shear arises from two basic causes 

a Wind flowing past large natural or man- 
made objects, or 

b wind changes generated by thermal 
gradients and discontinuities in the 
atmosphere. 

Local topography, such as hills and mountains, 
local surface conditions, such as the presence of 
large volumes of water, and the level of solar 
energy, which is primarily related to Latitude, will 
all contribute to both basic causes. Thus particular 
airports tend to be prone to particular types of wind 
shear. 

It is appropriate to identify 8 basic types of wind 
shear starting with some that are general for all 
airports, then considering some that relate to local 
conditions, and finishing with some related to 
strong thermal activity, which is particularly 
characterised by thunderstorms. 

2.2.1 Boundary layer shear 
Drag of the surfice of the earth and its rotation 
reduces the speed of wind and changes its direction 
as height is reduced near the ground. This effect is 
particularly noticeable below about 300ft. The 
gradient increases with higher wind speeds. 
However, wherever there is wind, a boundary layer 
shear is always present and expected by pilots. The 
rate of change of wind speed in such a shear is not 

usually a major problem; at least for winds within 
the maximum that any particular aircraft can 
tolerate for safe manoeuvring on the ground. 

Thus this type of shear is not of practical interest 
when studying potentially hazardous wind shears. 
However, boundary layer shear produces a negative 
increment to headwind shear on landing, and a 
positive increment during take-off as both usually 
occur into wind. This biases the probability 
distribution of headwind shears between approach 
to landing and take off. 

2.2.2 Low level jet 
In the presence of a strong temperature inversion, 
i.e. whcre temperature increascs with hcight, therc 
is usually a sharp discontinuity in temperature 
gradient at the top of the inversion layer. On 
descending into such an inversion the wind will 
often increase very sharply at the top of the layer 
and then decrease steadily to a much lower speed 
near the ground where measurements will be made 
for airport Air Traffic Control systems. These 
winds are known by the meteorological term of 
‘low level jets’. Such inversion layers are quite 
common at night with clear skies and light winds, 
when surface temperatures drop rapidly, and they 
usually extend to about 800 - 1500R altitude above 
the ground. 

This means that the strongest shear is well above 
ground level and pilots have ample time to recover 
from any flight path disturbances before landing. 

Measurements of a low level jet encountered during 
an approach to San Francisco show a headwind 
component increasing from 17 to 34 kn as the 
aircmft descends about 50 ft from 1200 ft above 
ground. The surface wind was only about 10 kn. 
Whilst this is a significant wind shear of 17 kn at 
about 4.2 kn/sec, it is a headwind increase and well 
clear of the ground. For both these reasons it was 
not a problem. 

In general, low level jets will produce an increasing 
headwind unless the surface wind is so light that the 
landing runway is not into wind, in which case it is 
likely that the low level jet will be either weaker or 
at a higher altitude, and thus less significant. In 
most cases low level jets are not very likely to 
cause significant wind shear problems. 

5 

2.2.3 Large scale gusts 
As wind strength increases there is a corresponding 
increase in the probability of encountering random 
turbulent gusts with a duration greater than about 
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Fig.1: Large gust Wind Shear at Chicago (Ref.5) 

3 sec. This will be hrther increased by the presence 
of such features as distant groups of very tall 
buildings or rugged terrain, which will increase the 
general level of turbulence in relation to the wind 
speed. Such gusts will not be obviously related to 
any particular topographical feature. 

Pilots tend to take account of the possibility of 
encountering wind shear of this nature by 
increasing their approach speed by a proportion of 
the wind strength in strong winds. However a large 
gust can be a problem if it is encountered during 
particularly critical manoeuvres such as the landing 
flare. 

Occasionally these gusts may be associated with 
quite moderate wind speeds as in the example 
recorded during a landing at Chicago , Fig.1, 
where a gust reduced a headwind of 20 kn by over 
15 kn in about 5 sec just from the start of the 
landing flare. The result was a very firm landing 
because the loss of airspeed virtually cancelled the 
usual lift increment expected in the landing flare. 

6 

2.2.4 On-shore wind 
Airports close to large water areas will experience 
on-shore winds during the day if the land becomes 
significantly warmer than the water (or the reverse 
effect in cold climates where the water is often 
warmer than the land). Such on-shore winds occur 

in a shallow layer close to the ground that may 
extend to around 300 - 600 ft altitude. An example 
of this type of wind at San Francisco is shown in 
Fig.2 (Ref.6, Fig.4b). The significantly cooler air 
near the ground is characteristic of an on-shore 
wind. 

Because the wind is close to the ground it will be 
measured by the airport and aircraft will be 
approaching into any significant wind. Thus any 
change in headwind will appear as an increase 
during an approach, and a decrease during take off. 
Usually the shear will be far enough above the 
ground to avoid significant problems. Also pilots 
will be well aware of the likelihood of encountering 
on-shore winds at airports near large areas of water. 
Thus these wind shears are not likely to cause 
significant problems. 

2.2.5 Topographical disturbances 
In moderate and strong winds the airflow around 
large hills, mountains, cliffs or down large valleys 
can be very different from the mean wind and 
change dramatically with small changes in position 
relative to the objects. There can also be large 
localised eddies. Even large man-made objects 
close to runways, such as hangars and multi-storey 
car parks, can produce significant local 
disturbances. 
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In general the size of any disturbances will relate to 
the size of the object that is its cause, and effects 
will decay with distance because of mixing induced 
by turbulence that is always present and related to 
wind strength. 

Two particularly significant types of topographical 
disturbances are large changes in wind speed and 
direction as an aircraft leaves or enters a shielded 
region of relatively light wind, and vortices, 
sometimes referred to as rotors, that are shed from 
sharp edges such as cliffs, or generated in the lee of 
steep hills. 

Airports that suffer from these effects are well 
known to pilots. Some prime examples are Hong 
Kong (Kai Talc), Gibraltar, Nice, and Anchorage. 

These effects can be severe and often limit 
operations from airports when winds exceed certain 
speeds from particular directions. In general the 
most severe effects are from vortices (rotors), 
particularly because these energetic wind shears 
dissipate relatively slowly and can be carried by the 
wind into the approach and take off flight paths of 
aircraft. 

An example of such topographical wind shears in a 
wind of about 30 kn at Anchorage, Alaska, is 
discussed in the examples of aircraft responses to 

wind shear in Section 3.5 below. Another example 
was an accident involving a BAe ATP twin turbo- 
prop aircraft that struck and damaged a wing tip 
during take off from Sumburgh Airport in the 
Shetland Isles, UK in a 55 kn wind '. 
2.2.6 Frontal shear 
Significant changes of wind speed and direction can 
occur across synoptic weather fronts and the storm 
fronts surrounding thunderstorms. Synoptic weather 
fronts are usually gentle changes over several 
kilometres. Storm fronts are often much more 
abrupt, can be severe, and often appear in generally 
calm conditions. They can be some kilometres 
away from the thunderstorm that causes them. 

An example of a storm front recorded during a 
landing at Calcutta is shown in Fig.3 (Ref.5, Fig.4). 
In this case the wind change across the front 
resulted in a change in headwind of about 14 kn in 
4 sec. Although the change in total wind speed was 
only from about 3 to 10 kn, the change of direction 
was about 150" and this resulted in a shear of about 
twice the size of the wind speed change. 

About 30% of the 24 USA investigations of wind 
shear accidents and incidents between 1964 and 
1982 (Ref. 1) probably involve frontal shear. 

Fig.2: On-shore wind at San Francisco (Ref.5) 
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Fig.3: Frontal shear at Calcutta 
(Ref.6) 

2.2.7 Thunderstorm microburst (do wnburst) shear 
This type of shear results from strong localised 
downflows in the region of thunderstorms and 
typically have a diameter of between about 0.5 and 
2Km and a lifetime of around 15 minutes from 
starting to form to disappearing. Wind speeds up to 
50 kn in opposing directions have been recorded 
near the periphery of such events. This would result 
in a horizontal wind shear of 100 kn. 

The first record of such downbursts as a cause of an 
accident was Fujita's analysis of the accident to 
Eastern Airlines Flt. No. 66, a B727 aircraft, at 
John F Kennedy Airport, New York on 24 June 
1975. At that time downbursts were described as 
the downflow of a continuous stream of air being 
deflected by the ground to give a mixture of 
horizontal and vertical winds, i.e. similar to the 
flow of a jet of water striking a horizontal surface. 

Further investigation, including the international 
Joint Airport Weather Studies (JAWS) trials in 
Denver, USA during 1982 sponsored by NASA, 
FAA and NCAR, have now established that such 
downbursts are the airflow around approximately 
horizontal vortex rings that are fed by a series of 
pulses from the thunderstorm and then decay once 
these pulses cease. This vortex ring structure, Fig.4, 

8 

50 

I 

conserves energy, dissipates relatively slowly and 
requires much less total energy to generate extreme 
velocities than the previous downflow jet model. 

A research team from the UK Royal Aerospace and 
Royal Signals and Radar Establishments (both - 
establishments are now part of the UK Defence 

Fig.4: Vortex ring microburst flow pattern 

I 



Research Agency) took part in the JAWS 
programme using a heavily instrumented HS 
(now BAe) 125 aircraft. Using information 
from ground based Dual Doppler Weather 
Radar the HS125 was guided to intercept 
about 20 different microbursts in the Denver 
area during a 3 week period. Recordings 
during one of these penetrations, which took 
place about lOOOf t  above the ground (6400ft 
barometric altitude), are shown in Fig.5. There 
are three main features to note about this 
penetration. 

The most obvious is the reduction in 
headwind of about 35 kn in 5 sec. (about 
60Om distance) This was preceded by an 
increase of about 25 kn and followed by a 
smaller increase of about 10 kn. 

Another feature is the change in pitch attitude 
needed to maintain height. This is a direct 
measure of vertical winds and the maximum 
change of about 6" corresponds to a maximum 
downdraught of 24 kn (approximately 2400 
fVmin or 12 m/sec). This is greater than the 
maximum climb rate of most light aircraft 
with best climb speeds below about 120 kn, 
and more than 50% of the best climb rate of 
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F i g 5  Microburst recorded by the RAE HS125 
during the JAWS program 

Fig.6: Microburst wind shear during take-off from Chicago 
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larger jet transport aircraft, which have maximum 
climb rates between about 3000 and 4500 &min. 

The third notable feature is the large range of 
excursions in Normal acceleration, which vary by 
+I g at a frequency of about 1 HZ (wavelength 
about 100m) in the region of the microburst. This 
corresponds to short period fluctuations in angle of 
attack in response to rapid changes in downdraught. 
The range of +1 g corresponds to downdraught 
fluctuations of + 12 kn (approximately 1200 Wmin 
or 6 m/sec.). These short period fluctuations do not 
have a significant effect on the flight path of an 
aircraft, but large changes in Normal acceleration 
provide both a clue to the presence of severe wind 
shear and also tend to make it difficult for pilots to 
interpret their situation clearly. It is particularly 
important to represent this turbulence when training 
pilots to identify and respond correctly to wind 
shear using simulators, and also when testing 
airborne wind shear detection and warning systems. 

Positive evidence supporting the vortex ring model 
of microbursts was obtained from the Flight Data 
Record of a take off of a B747 from Chicago which 
passed over the top of a microburst, Fig.6. In this 
case the downdraught is still present but the aircraft 
passes above the vortex ring and the change in 
headwind is reversed with an initial decrease 
followed by a large increase and then a decrease. 

Several records, including those for the accident to 
a Delta Airlines L-1011 on the approach to Dallas- 
Fort Worth Airport on 2 August 1985, have shown 
the presence of smaller secondary ring vortices. 
This was also suggested in the HS125 records by 
some of the smaller fluctuations in headwind. Any 
such secondary vortices will combine with the main 
vortex in ground effect. 

The meteorological conditions that generate the 
pulses which produce vortex rings are not clearly 
understood. In many cases microbursts are 
produced under relatively innocuous looking cloud 
well away from the dark heart and main 
precipitation regions of a thunderstorm. They * 

generally seem to be associated with some 
precipitation although this can be so light that it 
evaporates before reaching the ground. (A condition 
known as Virga, where precipitation can be seen 
descending part way to the ground.) In most cases 
there is no visual evidence of vortex rotation as a 
ring in the cloud above a microburst, and this 
suggests that the base of the cloud may provide the 
discontinuity that is required to turn a pulse into a 
vortex ring. Occasionally there is a lighter grey 

circular area in the cloud above the place where a 
microburst had been. There is also no correlation of 
microburst severity with the intensity of weather 
radar echoes as shown in Fig.7 from the JAWS 
programme. 

If the surface of the ground is dry and dusty then 
the presence of a microburst is shown clearly by 
dust blowing rapidly outwards from the centre of a 
circle and then rising quite abruptly and almost 
vertically towards the cloud base. 

Like other forms of wind shear, microbursts come 
in all shapes and sizes. There are small innocuous 
microbursts as well as severe ones. Vortex rings can 
be produced that are inclined relative to the ground 
and distorted by sloping ground and varying ground 
surface temperatures. These effects distort the 
symmetry of wind shear across the microburst. 

Microbursts can produce severe wind shear in the 
absence of significant winds at nearby measuring 
sites, and they have been responsible for about 50% 
of the wind shear accidents investigated by the 
USA between 1964 and 1982. Thus they are 
certainly one of the more important types of wind 
shear. 

I 
I 

Fig.7: Radar reflectivity in JAWS 
microbursts 

2.2.8 Tornadoes 
Another severe wind event that is associated with 
thermal gradients in the atmosphere is the tornado. 
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Tornadoes are the most severe localised wind 
events that can be experienced close to the ground 
and have extremely large wind gradients. Below 
cloud they are very easy to see and will be avoided 
by anybody on the ground who can move out of 
their way, as well as by any aircraft flying in the 
area. 

However the strong rotation of a tornado extends 
into the cloud above and it often tilts towards a 
horizontal a i s  of rotation. The vortex of a tornado 
increases in core diameter with height above the 
ground and this will reduce the peak velocities and 
gradients. However, velocities and gradients will 
still be extremely large with velocity changes of 
hundreds of knots over a distance of a few hundred 
metres. 

A tornado top in cloud will be invisible although it 
may appear as a strange echo on weather radar. Any 
aircraft happening to pass through it will experience 
very severe gusts or wind shear which can be 
beyond the structural design cases specified for 
aircraft. An aircraft would be extremely unfortunate 
to encounter the top of a tornado. However at least 
one case has been recorded around 1980 where an 
airliner flying over the Netherlands encountered a 
tornado top which was so severe that the wings 
were tom off the aircraft. 

H I-"I * t- * t- 

Fig.8: Ramp patterns for wind shear 
analysis (Ref.5) 

Fortunately the probability of such an encounter is 
extremely low, and it is unlikely that another case 
will occur for many decades. This type of event and 
its probability have to be considered when 
formulating structural design requirements. It is not 
usually included in wind shear studies, where the 
main concern is loss of height rather than structural 
failure. 

2.3 Probability of encounter 
The aviation community has had to come to terms 
with probabilities of failure in a more formal way 
than most other forms of human endeavour. 
Balancing risks is part of our daily life, e.g. in 
relation to driving vehicles, vaccination against 
disease, etc. In aviation we attempt to specify 
targets for acceptable probabilities of catastrophe so 
that designers can make and test practical aircraft 
and systems. For civil aviation a typical failure 
probability for a critical system will be less than 1 
in lo9 landings or flight hours. This is chosen 
because accident rates through human error and 
unforeseen events are around 1 in lo7 and thus only 
about 1 in 100 accidents will occur through events 
that can be foreseen. 

Knowledge of the probability of encounter is 
important when considering wind shear so as to 
establish the levels that should be used for training, 
and to assist in determining the likely false alarm 
rate of wind shear warning systems. Information on 

Fig.9: Examples of filter outputs for different 
ramp patterns of wind shear (Ref.5) 
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probabilities of encounter can also be used to verify 
that proposals for categorising wind shear severity 
relate to known incidents and accidents in a way 
that is consistent with their observed frequency of 
occurrence. 

It might be imagined that wind shear would be a 
different class of atmospheric disturbance from 
general turbulence. Also, that different types of 
wind shear would have different probability 
distributions of magnitude. 

The Royal Aerospace Establishment, RAE (now 
part of the Defence Research Agency) with the co- 
operation of British Airways (BA) and the UK Civil 
Aviation Authority, examined the final 2 minutes 
from the Flight Data Recordings of every approach 
and landing of the BA B747 fleet in normal 
operations for about 12 months. Data was analysed 
to calculate all the headwind shears that were 
encountered. Overall statistics were obtained for 
various airports, and for larger wind shears a full 
analysis was made of the Flight Data Records of 
these approaches to identify aircraft flight path 
deviations, pilot control activity, and any associated 
downdraught shears. Data for about 10000 
approaches were analysed (Ref.6) after eliminating 
records with suspect sensor data. The statistical 
discrete gust analysis procedure identified single 
and double ramp patterns of headwind change, 
Fig.8, with basic time units of 4, 8 & 16 sec. Fig.9 

9 

h RWP L L N ~ I R  
’SOS --- 

\ 
\ 

shows the filter output from a typical approach. 
Wind shears are identified by peaks and troughs in 
the filtered data. This type of analysis method is 
needed to identify discrete events. Normal 
frequency analysis methods are unsuitable for 
identifying wind shear because they tend to smooth 
out discrete events. Such methods are only 
appropriate for continuous records, where the 
sample is part of an infinite record with the same 
spectral characteristics. 

The 10,000 landings provided over 100,000 
identified headwind shears of all types and sizes. 
When normalised in the same way as the RAE have 
normalised turbulence lo, then all the data collapsed 
into one family, Fig.10. This normalisation of the 
headwind shear uses 

where AVx = headwind change, and 

L = the ramp length of the wind 
shear 

Frequency of occurrence is normalised in terms of 
occurrences per ramp length travelled. 

The data in Fig. 10 includes all types of wind shear, 
and different combinations of headwind change and 
shear duration or length. Particular airports have 

\ 
\ 
\ 

Fig.10: Probability of single ramp headwind shear (Ref.5) 
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Fig.11: Constant probability lines of decreasing headwind shear 
as functions of shear strength and length 

different slopes of probability against magnitude 
reflecting their local terrain, proximity to large 
masses of water, and general climate. Typically the 
airports most susceptible to wind shears have wind 
shears about 30% larger at a given probability level 
than airports that are least susceptible to shear. 
Most importantly, the slope of the frequency 
distribution curve is well defined and is consistent 
with an exponential probability distribution. From 
this it is possible to extrapolate with confidence to 
establish realistic levels for the most severe 
headwind shear that needs to be considered, i.e. 1 in 
lo9 landings. 

For a single ramp shear of 1500m length, such as 
that encountered at New Orleans in the microburst 
that caused the take off accident to a Pan American 
B727 on 9 July 1982 11, a 1 in 
109 probability world wide 
would be a headwind change 
of 46 kn. (The New Orleans 
example has a change of 
headwind of 40 kn in 1500m 
and would correspond to 
about the 1 in lo8 probability 
level for the headwind shear 
component.) Fig. 11 shows the 
probability of encounter for 
different headwind shear 
lengths and wind speed 
changes. Headwind shears 
with greater than 60 kn 
change of wind speed have 
been measured using Doppler 
weather radar, they are either 

Vertical 
wind shear, kn 

1 kn= 100 Wmin 

extremely unlikely to be encountered or would be 
over longer lengths, which is less significant in 
terms of aircraft behaviour. This unique set of prob- 
ability data provides a sound basis for selecting 
appropriate levels of headwind change and event 
length for practical training of pilots and testing of 
systems. 

Close to the ground it is not possible to encounter 
significant downdraughts without significant 
headwind shear because the ground deflects 
downdraughts and creates horizontal shear. This is 
clear in the examples of large shear encounters 
shown in Section 3.5, where significant 
downdraughts accompany all three examples. 
Statistical information on the probability 
distribution of downdraughts at various levels of 
headwind shear is needed to complete the definition 

0 

-5 

-10 

-15 

Headwind shear, kn 

Fig.12: Examples of average vertical wind shear associated 

with headwind shear 
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of encounter probabilities. However, in practice this 
would require considerably more data than the 
10000 landings, and much more intensive data 
analysis. 

A practical approach to defining downdraughts 
associated with large headwind shears, which are 
the most relevant combination to consider when 
defining wind shear severity boundaries and 
training conditions for simulators, is to take the few 
measured examples, Fig.12, and assume that these 
are representative of the levels of downdraught 
most commonly associated with a given headwind 
shear. In many situations, such as topographical 
disturbances and microbursts, any downdraughts 
will be related directly to headwind shear. The 
majority (8 of the 10 examples) have downdraughts 
associated with decreasing headwind shear, i.e. 
reinforcing the hazard, but there are 2 examples of 
an updraught associated with decreasing headwind 
shear. The median line through the more hazardous 
quadrant where both Vx and Vz are negative has a 
slope of 0.24. This line passes through the largest 
recorded wind shear encounter, which caused the 
crash of the L-1011 Tristar at DallasRort Worth 
Airport in August 1985. The two points just below 
the line are the wind shears that caused the crash at 
John F Kennedy, New York in 1975 and a 
microburst measured by the RAE HS 125 at Denver, 
Colorado during the 1982 JAWS programme 
(Fig .5). 

3. AIRCRAFT RESPONSE TO WIND 
SHEAR. 

Wind shear has a duration of typically between 3 
and 40 sec which is long in relation to the dynamic 
responses of pilots. Thus pilot control actions are 
always going to play an important part in the 
response to a wind shear. These control inputs will 
be of two basic types: 

a 

b 

stabilising inputs to dampen oscillations. 

performance inputs to achieve the necessary 
flight path or maimum performance. 

Stabilising inputs in the longitudinal plane to 
control pitch attitude and speed will continue to be 
primarily the pitch control inputs that stabilise the 
lightly damped phugoid mode l2  of the aircraft with 
controls fixed. The phugoid mode has a long period 
of many seconds and is easily controlled by small 
pitch control inputs to maintain constant pitch 
attitude. This is the normal way of flying aircraft. 

Some early studies of the effects of wind shear 
looked at the response of an aircraft with controls 

However, without controlling pitch fixed 
attitude, the response is dominated by large 
oscillations of the lightly damped phugoid mode, 
where speed and height are exchanged at almost 
constant energy. This oscillation will not be present 
in practice because it is easily suppressed by a pilot 
or autopilot. Thus it is impossible to obtain a 
meaningful measure of the response of an aircraR to 
wind shear without including pitch stabilising 
control inputs 14. The simplest case is to consider an 
aircraft with perfect pitch attitude stabilisation, i.e. 
pitch attitude remains constant. The two references 
(Refs. 13 & 14) show the phugoid response to wind 
shear and then the response of a piloted simulation 
to the same wind shear. In the simulation the height 
excursions of the aircraft were dramatically less 
because phugoid motion was suppressed by the 
pilot in the normal way. 

When an aircraft is stabilised in pitch then the 
characteristic dynamic modes in the longitudinal 
plane become 

13 

a a strongly convergent exponential angle of 
attack mode with a time constant in 
approach and take off conditions given 
approximately by 

_ -  " CL 
2g a 

where g = acceleration due to gravity, 
a = lift curve slope per radian, 
V = true airspeed, 

/S 
0 . 5 ~ .  V 2  ' 

C, = Lift coefficient = 

wk =Wing loading, and 

p =air density. 

For most aircraft this results in a time 
constant of around 0.5 - 1 sec. 

an exponential speed (or flight path) mode 
that is usually close to neutral stability 
during approach and take-off. 

b 

3.1 Response of an aircraft controlled in pitch 
The longitudinal equations of motion of an aircraft 
are significantly simplified if pitch attitude is 
assumed to be constant, and this is a practical and 
appropriate assumption for pilot response to wind 
shear in the initial stages. Even in later stages 
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5 deg. climb yet only a 20 kn decrease gives a 5 
deg. dive. 

Increasing the approach airspeed of an aircraft 
at a given weight by 20% (the dashed line in 
Fig.13) reduces it's Lift Coefficient as well as 
increasing the airspeed and dramatically 
reduces dive angles at large shears with over 
50% reduction when there is a headwind shear 
of -50 kn. On the other hand a lower approach 
speed at the same Lift Coefficient such as that 
for an aircraft with lower wing loading would 
increase the dive angle. An aircraft with a 
higher Lift Coefficient, e.g. higher wing 
loading and the same approach speed, will have 
greater dive angles. The trend towards more 
aerodynamically effective wings that operate at 
higher Lift coefficients is increasing the 
susceptibility of more recent aircraft designs to 
headwind shear. 

during an encounter when a pilot may decide or 
need to change pitch attitude, the change will be 
smooth and it will be a reasonable approximation, 
when considering changes in flight path, to ignore 
the effects of angular rate and acceleration in pitch. 

A consequence of stabilising in pitch is that speed 
stability becomes almost neutral for approach and 
take off conditions. Ground speed will not be 
significantly affected by changes in headwind 
caused by wind shear, but only by thrust changes. 
This &&er simplifies the equations of motion, 
although it should be noted that airspeed will be 
affected by headwind changes. 

The other important control input during a wind 
shear encounter is thrust change. However, for 
potentially hazardous wind shear the thrust will 
fairly rapidly be increased to its maximum as soon 
as a pilot identifies the severity of the particular 
wind shear. Thus the most significant parameters 
for thrust control will be the delay in applying 
maximum thrust, and the maximum thrust 
increment that is available. 

With the above assumptions the equations become 
very simple and it is easy to identify the influence 
of aircraft parameters on response to wind shear. 
These equations have been developed in Ref. 4. 

Considering first the effect of both (a) headwind 
shear and (b) downdraughts without any throttle or 
pitch attitude change, then the change in flight path 
angle due to the wind shear is 

a Headwindshear, AVx 

where Ay = change in flight path 
angle (+ ve upwards) 

This is an asymmetric expression and 
loss of headwind has a much greater 
effect than the same increase in 
headwind. An example of the change in 
flight path angle for a typical approach 
condition with C, = 1, a = 5 and 
V = 120 kn is shown in Fig.13. The 
asymmetry is very marked with a 40 kn 
increase in headwind shear required for a 
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Ay deg -2 
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b Downdraughts, -Vz 

Ay = 
V 

where V ,  = updraught, 

which is the usual convention. 

This is a linear and symmetric function and 
values for the same condition as above, i.e. 
V = 120 kn, are shown in Fig.14. 

c, = 0.9 
a = 6.6 per radian 

-50 -40 -30 -20 -10 0 10 20 30 40 w 

Headwind shear, kn 

Fig.13: Change of climb angle, Ay , with 
Headwind shear 
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It is important to note that both types of 
shear result in a change in flight path 
angle. This change will be reached quite 
quickly because of the short time constant 
of the angle of attack response, and it is a 
satisfactory approximation for perform- 
ance calculations to assume that flight 
path changes are instantaneous with 
changes in headwind and downdraught. If 
no corrective action is taken by the pilot 
the wind shear will result in a permanent 
change in flight path angle. In practice, 
once the wind shear is identified then 
action will be taken to increase thrust and 

Updraught, kn 

( 1  kn =IOOfVmin) 

-V ref = 150 kn 
- - -v ref+ 20% 

the usual affect of adverse wind shear 
will be a loss of height relative to the 
desired flight path. 

All control inputs, other than stabilising 
pitch motion, are aimed at changing the 
aircraft flight path angle to compensate as far as 
possible for the effects of wind shear. The first 
instinctive control action is to increase thrust. A 
change of thrust has a direct effect on flight path 
angle Ay = sin-'( --) A X A X  (-;;;) 

where AX = increase in engine thrust. 

This may be followed by a deliberate change in 
pitch attitude, 8 . This will initially produce a 
change in angle of attack and thus lift. Then the 
stable angle of attack mode will wash out the 
increase in angle of attack and convert it to a 

Excess TMI, knls 5l I 
Time, s 

Downdraught, kn 
( 1 kn CI 100 ftlrnin) 

Fig.14: Change of climb angle, Ay , with 
Updraught 

change in flight path angle. Thus 

Ay = A8 

3.2 Potential loss of height in a headwind shear 
The primary hazard from a wind shear encounter 
near the ground is that a loss of height can result in 
the aircraft hitting the ground. Thus potential height 
loss from the desired flight path is a direct measure 
of that hazard and independent of the type of 
aircraft. 

Using the simple relationships between wind shear 
and control input effects on flight path from the 
previous section it is possible to estimate height 
loss for a variety of control strategies. In terms of 

Airspeed, kn 

Time, s 

Height change, rn / 

Fig.15: Example of aircraft response to a wind shear with both 
headwind and downdraught components 
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Effect of shear length 
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-100 

Effect of available acceleration 

Headwind shear, kn 
- - -LY=m 
-b - 1sMkn 
- .  - .LY * l o r n  . 

Headwind shear, kn 

Fig.16: Effects of Shear Length and Available Acceleration on Height loss 
in Headwind shear 

defining the severity of a particular wind shear, it is 
proposed that a good control strategy for 
responding to moderate wind shears should be used. 
This will describe shear severity in a consistent and 
relevant way. 

A suitable strategy is to maintain constant pitch 
attitude and apply full thrust once the wind shear 
has been identified as significant. Thus the only 
control input in this case will be a thrust increase. 
Control variables will be the maximum available 
longitudinal acceleration at full thrust, A ,  the 
delay, Tsec., in applying the throttle and the 
subsequent dynamic build up of thrust in response 
to the throttle change. In this case a first order 
response will be assumed with a time constant, 'I: 

sec. A typical time history of the response to a 
simple wind shear is shown in Fig. 15. 

From ref.4 it can be shown that in non-dimensional 
terms the height change, H ,  , is related as 

1 H X . A . p . a = / [ A V x  A.Lx A.T A.r 
v v 2  v ' v 

where A = maximum available 

p = airdensity 

% 
acceleration 

(Non-dimensional parameters provide a useful way 
of reducing the total number of independent 
variables in physical equations, and highlighting 
associations between variables.) 

Effect of delay in applying throttle Effect of Thrust time constant 

-50 4 0  -30 -20 -10 0 so 4 
. .. 

Headwind shear, kn Headwind shear, kn 

Fig.17: Effects of Throttle time delay and Thrust time constant on Height loss 
in Headwind shear 
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It is shown in Figs.16 & 17 (developed from Ref4, 
Figs.2 & 3), where each variable is changed by 
f1/3, that potential height loss is less sensitive to 
variation in available acceleration, A , and delay in 
applying throttle, T ,  than it is to a headwind shear. 
Varying the thrust time constant,z , has the least 
effect. Sensitivity to changes in the delay before 
applying throttle, T ,  decreases significantly as the 
delay increases, Fig.17, and it is not necessary to 
use delay times of less than 6 seconds when 
estimating potential hazards. Thus it is acceptable 
to choose relevant constant values for available 
acceleration, and the thrust delay and response 
times in order to estimate the potential height loss 
for a particular combination of aircraft and 
headwind shear. At large negative magnitudes of 
AVx the height loss increases rapidly because the 
aircraft has to reduce pitch attitude to avoid 
exceeding the stall warning value of angle of attack. 

In a severe wind shear a pilot will also change pitch 
attitude and this will significantly change the actual 
height loss. However, such pitch attitude changes 
can vary significantly depending on the actual 
circumstances of a wind shear encounter. Potential 
height loss at constant pitch attitude provides the 
most consistent measure of wind shear severity. 

3.3 Potential loss of height in a downdraught 
The relationship between downdraught and height 
change, H ,  , is 

H ,  = - . j V z . d x  1 
V 

where x =horizontal distance along flight 
path 

It is expressed in terms of distance because the 
variation of the updraught, V ,  , for a given shear is 
constant in space regardless of the speed of the 
aircraft. 

The effects of thrust changes are already included in 
the potential height change in a headwind shear, 
and the overall potential height change will be the 
sum of the headwind and downdraught changes. 

3.4 Influence of aircraft performance 
parameters, flight speed and control inputs 
on height loss in wind shear 

As may be expected, the available acceleration, A , 
has a major effect on the potential height change. 
The other major aircraft performance parameters are 

wing loading, %, and lift curve slope, a .  Lift 

curve slope does not vary much between most types 
of transport aircraft. Thus wing loading is the more 
important parameter. An increased wing loading at 
the same airspeed, which is typical of the trend to 
more aerodynamically effective wings, will increase 
the potential height change due to headwind shears 
proportionally; although it will not affect the 
potential height change due to'downdraughts. 

Flight speed is a major parameter in potential height 
change for both headwind and downdraught shears. 
In downdraughts the potential height change is 
always reduced in proportion to the increase in 
flight speed. In headwind shear the relationship is 
more complex, but an increase in flight speed will 
reduce significantly the effect of encountering 
severe shears. 

In considering response to wind shear and suitable 
control strategies, it is interesting to note the effect 
of pitch attitude changes. Normal pilot training 
emphasises the importatice of maintaining airspeed 
at a suitable margin from the level flight stall speed 
to avoid the rapid loss of height that occurs once the 
aircraft cannot generate enough lift to maintain 
level flight. A consequence of this singlc minded 

Fig.18: Wind shear at Melbourne 
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attention to airspeed has been that pilots have tried 
to regain airspeed lost during headwind shear 
encounters by reducing pitch attitude to increase 
longitudinal acceleration. However it is shown 
above that decreasing pitch attitude will reduce the 
flight path angle, and this will immediately increase 
the rate of descent and the height loss. 

Such a response near to the ground will increase the 
hazard, and it is a sad fact that many of the 
accidents before 1985 could have been avoided if 
the pilot had not reduced pitch attitude in an 
attempt to regain airspeed. 

Increasing pitch will be generally beneficial during 
any wind shear encounter. However it is important 
not to stall and the ovemding concern must be to 
remain just below stall warning. This is indicated 
by various means on different aircraft, but it is not 
indicated by airspeed except when an aircraft is in 
steady level flight. It is possible to control an 
aircraft and remain below stall warning at speeds 
below the level flight stall speed, but in such cases 
the normal acceleration will be less than lg. 

3.5 Examples of wind shear encounters 
Detailed analysis of a variety of different types of 
strong wind shear events experienced during 10000 
landings world-wide by the British Airways B747 
aircraft are presented in Ref.6. Other analyses 
available are related to accidents , but these 
usually contain less, or more often, no information 
on accompanying turbulence, temperature 
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variations, etc. which are all important to the 
performance of an aircraft and a pilot’s appreciation 
of the situation. 

Three examples of wind shear are presented here. 
The first two are taken from the BA B747 analysis 
and the last from analysis of an accident at New 
Orleans, USA in 1982. In the encounter at 
Melbourne, Fig.18, the aircraft experienced a loss 
of 30 knots of headwind over 25 sec. together with 
large downdraughts of around 800 Wmin at the 
beginning and end of the headwind shear. Despite 
applying almost full thrust the aircrafi lost 120 ft 
before passing through the shears and recovering in 
the final 20 sec before touch down. The 4°C 
temperature reduction in the shear region would be 
beneficial in terms of available engine thrust. The 
general change in wind direction and the associated 
change in air temperature suggests that the shears 
were associated with a front. 

The second example, Fig.19, is from an aborted 
approach at Anchorage, and probably due to rotor 
flow caused by the local terrain in the moderately 
strong 25-30 kn wind. Fluctuations in wind 
strength, direction and vertical winds are very large. 
The strength varies between a few knots and 30 kn, 
while direction changes by about 180’ and 
updraughts vary up to +lo00 Wmin. Such large 
fluctuations are typical of rotor conditions. The 
pilot wisely decided to go-around after sinking 150 
ft below the glide path for a second time. It is, 
perhaps, not too unusual to find that the Ground 

Tor.,- 

P 

Flight Path 8 
Horizontal wind vectors 

Fig.19: Wind shear at Anchorage 
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Pitch 
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Fig.20: Microburst accident at New Orleans 
9 July 1982 

Proximity Warning System operated shortly after 
he applied full thrust! 

Both these examples illustrate the very dynamic 
behaviour of both horizontal and vertical winds in 
real life wind shear situations. Only rarely will 
wind shear be clearly identifiable as a particular 
type, because there will usually be significant 
turbulence present. It is not unusual to have 
combinations of shear types together in the same 
area at one time. 

The third example, Fig.20, comes from analysis of 
the PanAm take-off accident at New Orleans in 
1982. After a small initial gain in headwind, the 
aircraft encountered a loss of headwind of 40 kn 
in 17 seconds and a downdraught peaking at 
about 350 Wmin. Despite an initial rate of 
climb of over 1000 Wmin, this microburst wind 
shear led to an irrecoverable rate of descent of 
over 1000 Wmin and impact with trees and then 
the ground. It is interesting to note that the 
aircraft would not have crashed if the pilots had 
maintained pitch attitude and used the 
additional available lift up to stall warning. 
However, without relevant training, which was 
not available at that time, it would have been an 
unusual reaction for a pilot faced with a rapid 
fall in airspeed. It is estimated from the data of 
Ref.15 that the reduction in pitch attitude 
resulted in an increase in the height loss by 
about 1 loft, Fig.2 1, out of the total loss of 

about 260ft below the normal take off flight path. 
Increasing pitch attitude would have reduced the 
height loss. 

4. DETECTING AND QUANTIFYING WIND . 
SHEAR 

4.1 Classification of wind shear severity 
In Section 3 above the idea of potential height 
change was introduced as a measure of wind shear 
severity. It was shown that response to headwind 

I ,' Normal Climb 
1 

2 0 0  

Height, 
ft. 

1 0 0  

0 IO 2 0  30 0 

Time from Take-off. seconds 

: Contributing factors in the 
New Orleans accident 



shears is primarily a function of two shear 
parameters, i.e. the total wind change, AVx , and the 
physical length over which the wind change occurs, 
L,r , and three aircraft parameters, i.e. wing loading, 
maximum available longitudinal acceleration, and 
airspeed. Response to downdraughts was shown to 
be the integral of the downdraught with distance 
along the flight path, i.e again a function of the 
wind and the length of the shear, divided by 
airspeed . 

It is thus possible to derive a severity scale based on 
the wind shear characteristics alone and then 
particular aircraft responses can be directly related 
to the wind shear severity. A B747 with relatively 
high wing loading and approach speed would be 
expected to react to shears in a significantly 
different way to the reaction of a twin turbo-prop 
airliner with much lower wing loading and a lower 
approach speed. Thus a given aircraft type will have 
its own set of wind shear limits. This is illustrated 
diagramatically in Fig.22 where the severity of 
aircraft response is related to different levels of 
shear strength depending 

Shear Strength 

Weak 

Moderate 

Strong 

Severe 

on the wing loading, 
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approach speed and available acceleration of the 
particular aircraft. 

As an example consider the effects of wind shear at 
a typical B747 condition with a wing loading of 
3500 newton/m2 (73 Ibf7fi2), a maximum available 
acceleration of 1.4 m/s2 , and an approach speed of 
150 kn (77 m/s), Fig.23. This corresponds 
approximately to the BA B747 conditions during 
the study of world wide landings, and it is possible 
to identify occasions when the effects of wind shear 
could be classified as moderate or strong. These are 
marked on Fig.23 for comparison with contours of 
potential height loss. The three squares are strong 
shear examples where significant flight path 
deviation is present, and the diamond is a case of 
moderate shear. 

To calculate contours of constant potential height 
loss it is necessary to define a form of wind shear 
that includes a relationship between headwind and 
downdraught shears. Section 2.3, Fig. 12, suggested 
that the average downdraught was typically 0.24 
times the headwind shear, and the form of wind 
shear shown in Fig.15 is suggested for calculating 

Pa-tntial Response Severity 
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3 
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6 

Weak 
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7 
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Transport Transport Fighter 
WIS c. 3000 nlrn * 
V c. 120 - 160 kn 

WIS c. 2000 n/m 
Vc. 80 - 120 kn 

WIS c. 3000 nlrn * 
V c. 120 - 160 kn 

Fig.22: Illustration of possible relationships between Response Severity and 
Shear strength for different aircraft 
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potential height loss 

There is good correlation between the small number 
of measured cases and the bands of Moderate and 
Strong shear indicated in Fig.23. The Height Loss 
contours of 50m and lOOm seem to form 
appropriate boundaries for these regions. 

A line also appears in Fig.23 indicating where 
headwind shear will cause this aircraft to reach its 
stall warning boundary in l’g’ flight. This means 
that for part of the encounter the aircraft will have 
to reduce pitch attitude to avoid stalling, and for 
this period of time its lift will be less than its 
weight. The effects of this pitch reduction and loss 
of lift are included in the calculation of potential 
height loss. This is why the lOOm height loss 
contour has quite a steep gradient until it passes out 
of the stall warning region. 

Another test of the appropriateness of 50 and lOOm 
height loss contours for separating severity regions 
would be to compare them with the potential height 
losses of aircraft and shears that resulted in 
accidents. Calculations for the John F Kennedy, 
New York accident conditions suggest that the 
potential height loss was 8Om, and the New Orleans 
accident conditions give 50m. It is now known that 
both accidents could have been avoided using the 
procedures that are now taught to pilots. In this 
light the potential height losses would both have 
been ‘Strong’ wind shear responses, which seems 
appropriate. The potential height loss of 50m for 

Headwind 
shear, kn 

the New Orleans case is also close to the loss of 
46m (150 fi) that was due to the wind shear without 
any change in pitch attitude. 

The accident at Dallas/Fort Worth in 1985 had very 
high headwind shear of 53 kn and average 
downdraught of about 1300 Wmin. For these severe 
conditions, which would include a significant 
period at the stall warning boundary, the potential 
height loss is an enormous 1100m. This aircraft 
could not be expected to survive the encounter with 
this wind shear. 

The values of potential height loss contours 
defining the boundaries between levels of wind 
shear response severity should remain the same for 
all aircraft, although the shear conditions for a 
given height loss will vary with aircraft 
performance parameters. 

Contour lines for lOOm height loss for changes in 
Wing loading and in Lift Coefficient are presented 
in Fig.24. In each case the single parameter has 
been changed so as to reduce the reference speed to 
110 kn h m  150 kn. Compared with the ‘B747’ 
datum case, the aircraft with lower wing loading is 
more responsive to wind shears less than 75Om 
long; is slightly less responsive to lengths between 
750m and 1750m, and is significantly less 
responsive at greater lengths. The aircraft with 
higher Lift Coefficient is more responsive at lengths 
less than 1750m and less responsive at greater 
lengths. 

I i i / I I I / i I l  
-10 

-M 

Updraught = 0.24 

SOm 
-30 

Height loss 4 0  

lOOm -50 
\ 

BO 
o m i m i ~ 0 a m z m r u a 3 s m u m ~ m  

Shear length, m 

Aircraft characteristics (B747 type): Approach speed 150 kn., 

Throttle time delay 6 s., Thrust time constant 4s 
Lift coefficient 0.9, Available acceleration 1.4 m/s/s 

Headwind shear 

Fig.23: Potential Height Loss contours of a ‘B747 type’ aircraft for different shear conditions 
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Aircraft characteristics as Fig.23, except where stated 

Fig.24: Effects on the lOOm Potential Height Loss contour of 
changing Wing loading and Lift coefficient 

The differences reflect the greater response of these 
aircraft to headwind shears and the increased ratio 
of available acceleration to the square of speed, 
which improves the response to longer shears. 
(Available acceleration is constant and speed is 
reduced.) However, the differences are not very 
large for shear lengths less than 2000m. 

Calculation of the potential height loss for any 
particular aircraft is straightforward where the 
overall characteristics of the shear are known, i.e. 
the total headwind shear, the average downdraught 
and the length of the shear. Such measurements of a 
wind shear are available from ground based sensors 
such as Doppler Weather Radar, and could be 
obtained from forward looking sensors on an 
aircrafi. When these wind shear measurements are 
available then characteristics for a nominal datum 
transport aircrafi could be used to generate a general 
measure of wind shear severity that pilots can 
compare with their particular aircraft’s response 
levels (Fig.22). 

A growing number of aircraft are equipped with 
wind shear systems which provide a measure of the 
wind shear that has very recently been experienced 
by the aircraft. The delay is a few seconds and is 
inevitable because wind shear measurement 
involves the differentiation of airspeed. A period of 
a few seconds is needed to attenuate any short 
wavelength turbulence and avoid excessive noise in 
wind shear measurements. These measures of the 
current wind shear state do not provide the 
information needed to calculate potential height 

loss until after the aircraft has passed through the 
wind shear. 

A different measure of wind shear severity has been 
developed for use with such ‘instantaneous’ 
measuring systems. The ‘F’ factor, as it is knownI6 
is given by 

The two terms are flight path angles, which are 
equivalent to the accelerations in ‘g’ units that need 
to be exerted to counteract the headwind and 
downdraught shear at any instant. If these 
accelerations could be generated instantaneously 
throughout the duration of a wind shear then there 
would be no deviation of flight path. The ‘F’ factor 
has the advantage that it can be calculated on-line 
during penetration of a wind shear and does not 
need to know the duration of the wind shear #. 

# ‘F’ factor is often derived by differentiating the total 
energy of an aircraft using airspeed for the kinetic 
energy term. This is not physically correct because 
energy can only be calculated within a frame of 
reference that is moving at a constant velocity. An 
accelerating frame of reference, such as that when wind 
shear changes airspeed, does not instantaneously change 
the energy of an aircraft. It changes the forces produced 
by the aircraft and these will eventually change its 
energy state. 
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Fig.25: Comparison of Potential Height Loss and ‘F’ factor 
contours for different shear conditions 

Contour lines for the greatest magnitude of the ‘F’ 
factor in the nominal wind shears used for the 
‘B747’ calculations of potential height loss are 
shown in Fig.25. ‘F’ factor lines of -0.1 and -0.15 g 
are shown together with the potential height loss 
lines for 50 and lOOm for the ‘B747’ case. (N.B. 
The ‘F’ factor is mainly dependent on wind shear 
characteristics and its own filter time constant apart 
from the aircraft speed in the downdraught term.) 

It is not surprising that potential height loss 
contours differ significantly from constant ‘F’ 
factor contours in Fig.25. The ‘F’ factor has no 
knowledge of the length of the shear nor it’s 
maximum values of headwind shear or 
downdraught. The ‘F’ factor is a useful 
approximation to the flight path angle change 
caused by wind shear at any point during an 
encounter. It will reach a maximum for the nominal 
wind shear form of Fig. 15 when the downdraught 
first reaches a maximum (plus the time constant 
delay). Usually this will be much later than the 6 
second delay used to calculate potential height loss, 
e.g. with an aircraft speed of 150 kn the ‘F’ factor 
will reach a maximum after 6 seconds, including a 
4 second filter delay, if the shear length is > 620m. 

If a given level of the ‘F’ factor is used to provide a 
wind shear alert, then the chosen level must be a 
compromise. For short duration wind shears the 
alert will be reached while the potential height loss 
is low. For long wind shears the alert will not sound 
until large height loss is already present (or the pilot 

has already taken action). However, in the absence 
of more complete information about a wind shear, 
the ‘F’ factor does provide usehl guidance to pilots 
about a large variety of wind shears. The ‘F’ factor 
is also useful as a term in any autothrottle system, 
where it will operate continuously to reduce the 
effects of wind shear. 

4.2 Detection systems 
Detection systems can be separated into two 
groups. Predictive warning systems measure 
conditions around an airport or well ahead of an 
aircraft and predict the conditions that an aircraft 
will encounter. Reactive measurement systems 
measure the wind conditions that an aircraft is 
encountering or conditions very close to the aircraft 
that will be encountered within a few seconds. 

4.2. I Predictive Warning systems 
Before considering different types of predictive 
systems it should be remembered that wind shears 
are dynamic events which move, grow and decay 
with time. Prediction of their behaviour for one or 
two minutes can be quite reliable. Beyond that time 
the accuracy of the prediction falls rapidly and soon 
becomes little more than a warning to take care 
without any reliable indication that a wind shear 
will be encountered or any measure of it’s strength. 

The most successfd predictive system is Dual 
Doppler Weather Radar such as those used during 
the JAWS program”, which can measure headwind 
shears longer than about 500m. They can have 
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sufficient volumetric coverage to make a good 
estimate of downdmghts using continuity and 
energy equations. These measurements can be used 
to calculate wind shear severity using potential 
height loss methods and can follow the growth, 
decay and movement over the ground of wind 
shears. Wind shear data from radar can be available 
within seconds with suitable processing and data- 
link systems. These weather radar are used 
primarily for a wide range of weather measurements 
for forecasting. By locating such radar in 
appropriate positions near major airports it is 
possible to use them for wind shear measurement 
and prediction. 

Other ground based systems have been tried such as 
the use of anemometers and direction vanes at a 
series of locations on and around airports, as in the 
Low Level Wind Shear Alerting System. This 
system has been used at several USA airports, but 
despite some improvements in alerting algorithms it 
is always going to be difficult to locate 
anemometers where they will feel the effects of 
significant wind shears. Many microburst and 
topographical rotor types of wind shear are less than 
1Km in size, and it is not practical to locate and 
maintain anemometers with such a close spacing to 
cover all the approach and take off areas at an 
airport. Anemometer systems can be useful for 
detecting frontal shears, but can fail to identify 
many important wind shears. 

One possible predictive wind shear system that has 
not been exploited could be based on measurements 
by preceding aircraft. In many of the major wind 
shear accidents in the USA the shear that caused the 
accident has often been experienced as a significant 
disturbance by preceding aircraft. Data measured by 
‘F’ factor systems, or by analysing any other 
combination of accelerometers, angle of attack and 
air data measurements such as those provided for 
Flight Data Recording, could be analysed to give 
complete information about any wind shear that an 
aircraft has encountered. With the increasing use of 
‘data links’ such information could be automati- 
cally signalled to the ground and up-linked to 
following aircraft if the wind shear was above a 
given strength. This data could be available almost 
immediately and provide information on conditions 
only one or two minutes ahead of the next aircraft. 
Such a system would certainly have given timely 
warnings to the aircraft involved in the JFK and 
Dallas/Fort Worth accidents if it had been available. 

. 

Finally there are investigations into fitting aircraft 
with medium range, i.e. several kilometres, wind 
shear detection systems such as pulsed laser radar 
(lidar) or infra-red radiometer systems. The 
intention is to assess the severity of wind shears in 
an aircraft’s path. Lidar systems are the most 
reliable, but it is arguable that the expense, size, and 
complexity of these systems will limit them to large 
transport aircraft (at least initially). This is 
particularly true for a predictive system where the 
data may not be reliable enough to justify the 
expense of what may be a significant number of 
unnecessary ‘go-arounds’. Transport aircraft are 
unlikely to encounter a wind shear that is beyond 
their capability to penetrate safely more than about 
1 in lo8 landings. It seems unlikely that the 
installation of medium range lidar systems can be 
justified for wind shear alone, unless some other 
practical use is found that makes such a system 
economically desirable. 

4.2.2 Reactive systems 
Reactive systems will generally describe conditions 
as the aircraft penetrates a wind shear and the only 
delays will be the few seconds needed to filter 
turbulence from any underlying wind shear. 

By definition it is not possible to use reactive 
systems to avoid wind shear. Thus it is important 
that such systems provide reliable quantitative data 
that can be used for warning systems, and, probably 
more importantly, to drive autothrottle and other 
relevant autopilot modes. 

In principle any Inertial or Doppler navigation 
system that calculates winds could be used as a 
source of wind shear data. In practice such systems 
are heavily filtered to provide values of average 
winds for navigation purposes. Short and medium 
term wind changes are deliberately masked and the 
data would be less useful for navigation purposes if 
filtering was reduced. Thus wind shear systems are 
usually designed to be responsive to medium term 
wind changes and filter out short term turbulence 
and steady winds. 

Most wind shear measuring systems on aircraft rely 
on measurements of normal and longitudinal 
acceleration, true airspeed and angle of attack to 
derive the ‘F’ factor, which is then used to drive a 
warning system and can be used as a signal to an 
autothrottle. An approximate value of the ‘F’ factor 
can be derived using pitch attitude rather than angle 
of attack”, and if both pitch attitude and angle of 
attack are used then it is possible to identify the 
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headwind and downdraught shears separately. In 
general it is preferable to use the signal from such 
inertially based systems to drive the autothrottle. A 
slow increase in the ‘F’ factor can produce a large 
disturbance before any warning level is reached. If 
the signal goes to an autothrottle then some of the 
necessary throttle action will be taken before the 
warning is reached. Height loss will be significantly 
less than taking action after the threshold is reached 
and an alarm triggered. 

More timely information about an approaching 
wind shear can be obtained if a laser radar (lidar) is 
fitted to an air~raft’~.  This can measure airspeed 
along its line of sight at some distance from an 
aircraft and use this rather than the aircraft’s normal 
air data system for calculating winds. Because any 
winds will be changing with time there is an 
optimum range for making such measurements. If 
the range is too close there will not be a worthwhile 
time lead before the aircraft encounters the wind. If 
the range is too large there will be an increasing 
uncertainty about the measured wind due to 
changes with time after the measurement. Dynamic 
oversensitivity will not be a problem because true 
winds are measured and not predictions based on 
rate information, such as those that are generated by 
l e d a g  filters. An example of lidar measurements 
of the microburst wind shear in Fig.5 is shown in 
Fig.26. The lidar airspeed clearly leads the aircraft’s 
measurement of airspeed by several seconds. 

The difference between lidar measurements and on- 
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Fig.26: Lidar measurements of the microburst 
of Fig.5 

board air data, Fig.26, can be used to estimate a 
smoothed headwind gradient. This gives a true 
instantaneous gradient, and, if the flight time to the 
measuring point of the lidar is around 4 seconds or 
greater, any effects of turbulence will be attenuated. 
If the flight time is too great then the gradients of 
significant short length wind shears will also be 
attenuated. Thus the optimum focal length for a 
Continuous Wave Lidar is that corresponding to 
about 4 seconds flight time. This distance will be 
the minimum range required for any pulsed lidar 
system. 

The width of the lidar spectrum, Figs.26 & 27, at 
any instant is also a measure of headwind shear 
gradient because the lidar is measuring winds at all 
points along it’s line of sight, although there is a 
large variation in signal strength which peaks at the 
focus. However, comparing airspeed differences 
with spectral width in Fig.26 suggests that 
differencing provides a more reliable estimate of 
gradient. This may be caused by effects of 
turbulence on the spectra shapes. 

Lidar measure airspeed along their line of sight, 
but, by using a conical scanning motion combined 
with measurements of the angle of attack and pitch 
rate of the aircraft, it is possible to calculate vertical 
wind differences between the laser scanning 
position and the aircraft. The ‘F’ factor derived 
from this data will lead any data derived solely 
from the normal on-board systems by the flight 
time to the lidar measuring point, i.e. around 4 
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seconds. This is a very significant lead, and also 
helps to improve the effectiveness of any 
autothrottle using ‘F’ factor inputs. 

However, even these close range lidar will be 
expensive and complex systems and it is likely that 
they will not be used commercially unless there is a 
financial incentive. One possible incentive could be 
to use an efficient autothrottle system based on lidar 
information which could minimise throttle action 
without compromising response to genuine large 
deviations. Such an autothrottle would reduce 
thermal cycles during approaches and increase 
engine component life. 

5. HELPING THE PILOT 

5.1 Guiding principles for operations where 

Wind shears occur frequently, and come in all 
shapes and sizes. However, potentially hazardous 
wind shear is a very rare event and training, 
displays, and systems to assist the pilot must be 
appropriate and automatic (or ‘instinctive’ to 

On-board wind shear warning systems without any 
forward projection are relatively late in providing 
an alarm because an aircraft must be part way 
through a shear before its magnitude can be 
assessed. Also, because of the rarity of severe wind 
shear and the use of ‘instantaneous’ gradient 
measurements, it is almost inevitable that wind 
shear warning systems will generate false alarms, 
particularly from short duration wind shears with 
large headwind gradients, and will miss some 
significant shears, particularly long duration shears 
with significant downdraughts. In many cases a 
pilot will be responding to a shear before an alarm 
sounds. However, there is a need for warning 
systems to provide clear confirmation of the 
presence of a potentially hazardous shear to pilots 
who may be distracted by other problems or 
confused by apparently conflicting behaviour of 
their aircraft. (This is similar to the situation with 
Ground Proximity Warning Systems (GPWS), 
which should not be needed if pilots were able to 
absorb and understand everything that is happening 
during an approach in difficult circumstances. Pilots 
are frequently already taking appropriate action 
before a GPWS alarm sounds, but it is there to help 
on those few crucial occasions when action is not 
being taken.) 

Guidance from regulatory bodies, such as the FAA, 
and from ICAO emphasises that pilots should avoid 

wind shear may be present 

apply). 

encounters with severe wind shear wherever 
possible. This is good advice, but unfortunately 
there are likely to be few occasions where reliable 
advance warning of severe wind shear can be 
provided. The only systems able to provide reliable 
quantitative advice are Doppler Weather Radar 
sending continuous information to Air Traffic 
Controllers or over data links to aircraft, and any 
data on encounters by immediately preceding 
aircraft. Any information from other systems is 
likely to be too imprecise or old to do anything 
more than alert a pilot to the possible presence of 
severe wind shear. Thus avoiding wind shear is 
rarely likely to be a practical proposition. 

Not only are reliable predictive systems unlikely to 
be available, but most wind shear warning systems 
in aircraft are unlikely to be entirely reliable nor can 
they always be expected to provide timely 
warnings. Only warnings from on-board short range 
lidar offer the possibility of being timely and 
reliable at all airports and in all conditions, but 
these are unlikely to be in widespread use (at least 
for some years to come). Thus it is essential that 
pilot training prepares them to respond 
appropriately in wind shear. Because of the rarity of 
severe wind shear and the need for prompt and 
appropriate action by pilots, any flying techniques 
should be appropriate to all types and sizes of wind 
shear. There will be a better chance of pilots using 
these techniques instinctively if they are valid for 
any situation where there is a significant 
downwards deviation from the intended flight path 
at low altitude. 

Such techniques should not require any special 
wind shear displays or information, but should be 
able to be applied using normal cockpit display 
information. Only in this situation can pilots be 
expected to respond ‘instinctively’, because the 
technique needed to respond to a potentially 
hazardous ‘severe’ shear will be a direct extension 
of the technique that they will have used during 
previous encounters with many ‘moderate’ and a 
few ‘strong’ shears. 

In summary the most important principle is that 
response to wind shear must be handled by 
automatic flight systems and ‘instinctive’ responses 
by pilots based on appropriate general flying 
techniques and normal cockpit displays. A wind 
shear warning system should be provided, but no 
special wind shear displays should be presented. 
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5.2 Cockpit displays 
Despite the recommendation to avoid special wind 
shear displays there have been many investigations 
over the years into providing continuous wind shear 
information on separate instruments, or with 
additional information on rate of climb or airspeed 
instruments. The main features will be described 
briefly, if only to indicate why many are not 
particularly appropriate. 

Special wind shear displays have shown a 
parameter, usually closely related to the ‘F’ factor 
on a dial or strip instrument. In principle this is 
more helpful than a threshold exceedence alert 
system because it provides continuous information 
on the development of a shear. Unfortunately this 
presupposes that a pilot will be including such an 
instrument in his normal scan pattern during an 
approach (or take off). In practice this is unlikely 
because for most flights the instrument will not 
provide any usehl information. 

Wind shear and throttle activities change the climb 
gradient, or Specific Excess Power, capability of an 
aircraft. This can be indicated on the Rate of Climb 
instrument by a second needle2’. For example, 
during an approach, if the second needle indicates a 
greater sink rate than that of the aircraft, then more 
thrust will be need to be applied. If this action is not 
taken then the sink rate will increase to that shown 
by the second needle. Unfortunately the rate of 
climb instrument is not part of the primary scan 
pattern of pilots. It is mainly used to adjust the 
mean power over a period of several seconds. Thus 
it suffers from inattention in the same way as any 
dedicated wind shear display. The other problem is 
that the rate of climb increases with speed for a 
given gradient. This means that if a higher approach 
speed is selected to reduce the effect of a shear then 
the difference between the two needles gets greater 
rather than smaller. 

Incorporating wind shear information on the 
airspeed instrument21 overcomes any problems of 
lack of attention as this instrument is a crucial part 
of the primary scan pattern of pilots. There is a 
direct relationship between airspeed changes and 
headwind shear, and also with climb gradient 
changes. Unfortunately there is no direct 
relationship with the effects of downdraughts, but 
these are generally accompanied by headwind 
shear. The most direct and easily interpreted 
representation of headwind shear is obtained 
through a second needle or bug showing ground 
speed (or more precisely an equivalent ground 

speed corrected for relative density such that it can 
be compared directly with the Calibrated Airspeed 
signal). In the absence of significant shear the two 
needles will move together with only a gentle drift 
and small oscillations from turbulence and 
boundary layer shear. In the presence of significant 
shear the needles will converge or diverge quite 
rapidly, with the ground speed remaining almost 
constant initially. This large change will alert the 
pilot to the presence and the magnitude of a wind 
shear. This type of display has no significant 
disadvantages other than the need to avoid 
confusion between the needles. A pilot could get 
into difficulties if the ground speed was used as the 
reference speed on an approach instead of airspeed. 

The instruments that are most useful during an 
encounter with wind shear are the Airspeed, pitch 
attitude indication on the ADI, and the Rate of 
Climb, together with the Stall Warning System. 
Airspeed and rate of climb ‘will identi& the 
problem, which will usually be a reducing airspeed 
and increasing sink rate (or reducing climb rate 
during take off). Then appropriate throttle action 
and control of pitch attitude, both visually and on 
instruments, can be used together to respond to the 
shear. Presentation of ‘Go-around’ director 
information related to wind shear on the AD1 can be 
particularly helpful, particularly in poor visibility 
conditions. 

Most current display studies are concentrating on 
including appropriate responses to wind shear in 
existing director modes on the ADI. 

5.3 Training 
Nearly all the major wind shear accidents, with the 
probable exception of that at Dallas/Fort Worth in 
1985, could have been avoided if the pilots had 
taken appropriate action at the time they started to 
apply significant thrust to counteract the effects of 
the wind shear. However, prior to 1985, all the 
pilots were responding in the way that they were 
trained to respond, and were trying to recover from 
a large loss of airspeed by increasing thrust and 
reducing pitch attitude. Clearly there was something 
wrong or missing from the way that pilots were 
being trained. 

It seemed unlikely that training was wrong as it had 
developed from decades of experience. So what was 
missing? 

The primary training rules relating to approach and 
landing were 
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a maintain an airspeed near or above the 
reference speed to avoid the possibility of 
stalling. (Reference speed is set at around 
1.2 to 1.3 times the 1.g’ stalling speed) 

b use throttle to adjust the mean rate of 
descent (sink rate) 

c use pitch attitude to control the mean 
airspeed. 

From these it is clear that increased throttle and 
rcduced pitch attitude would be appropriate 
responses to a falling airspeed and increasing sink 
rate. If an aircraft is well clear of the ground or the 
wind shear is only moderate, then this technique 
will be satisfactory. However it involves 
significantly greater loss of height during recovery 
than more optimum techniques, and this can be 
catastrophic if the aircraft is close to the ground. 

It may seem obvious, but to counteract increasing 
sink rate and avoid hitting the ground it is necessary 
to temporarily increase the vertical force (lift and 
component of thrust normal to the ground) on the 
aircraft. The lift increase can be obtained by 
increasing airspeed at constant angle of attack, or 
increasing angle of attack at constant airspeed, or a 
suitable combination of both. Increasing thrust will 
give very little component normal to the ground in 
most cases, but it is the means for increasing 
airspeed (or at least reducing any loss of airspeed 
due to the shear) to generate more lift. 

Angle of attack,a , is related directly to the pitch 
attitude, 0 , and the flight path angle, y , viz. 

-’ 

a = 0 - y  

Thus the immediate effect of reducing pitch attitude 
is to reduce the angle of attack and hence the lift. 
This will increase the sink rate. 

From this it would seem that the most appropriate 
response to increasing sink rate from any cause 
would be to increase pitch attitude and apply thrust 
to increase airspeed. However, increasing sink rate 
implies an increasingly negative flight path angle 
and this together with increasing pitch attitude 
could rapidly increase the angle of attack towards 
the stall angle. Thus the practical recommendation 
to respond to increasing sink rate is to maintain 
pitch attitude and increase thrust. If this is not 
sufficient to achieve the desired reduction in sink 
rate by the time that full thrust is applied, then pitch 
attitude should be increased until stall warning is 

reached. In this condition the aircraft is producing 
the maximum vertical force available. 

Sink rate needs to be controlled as soon as possible 
because the height loss in recovering from a given 
sink rate with a given vertical force is proportional 
to the square of the sink rate. It is possible to use 
the training rules to recover from moderate sink 
rates where the additional height loss can be 
negligible. In a severe shear the difference in 
techniques can make several hundreds of feet 
difference to the height loss. 

The apparent discrepancy between this advice on 
recovery from increasing sink rate and airspeed loss 
and the training rules is at the heart of the long 
running debate about whether throttle controls sink 
rate and pitch attitude controls speed or vice versa. 
The answer is that both methods should be used. 
The training rules are appropriate for controlling 
mean conditions, i.e. trimming the flight condition, 
and the recovery advice is appropriate for 
responding to transient disturbances. Thus if the 
approach condition needs a long term adjustment 
use the training rules, but if a significant temporary 
disturbance occurs then use the recovery advice. In 
practice some pilots will already be using this 
combination of techniques, but others will have 
kept more closely to the training rules. 

One significant addition to training is that pilots 
need to learn that the l’g’ stalling speed is 
meaningless in the context of a major wind shear 
encounter where normal ‘g’ can be varying by k 
l’g’. The only true indication of proximity to the 
stall is given by the stall warning, and in extreme 
conditions it is necessary to use all the performance 
that the aircraft can provide even if this means 
going as far as stall warning. It is no good keeping 
money in reserve for the hture if you are going to 
starve to death today! 

Wind shear training programmes are now available 
on most airline training simulators22. This provides 
a practical means of demonstrating and training 
pilots in the use of the recovery techniques, and of 
the dangers inherent in reducing pitch attitude. 
Unfortunately the general principles of recovery 
from undesirable sink rates are not currently taught 
as part of basic flying training. If this does become 
common practice then specific wind shear training 
will become less important, although wind shear 
provides a powerful means of demonstrating the 
benefits of using the correct techniques. 
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5.4 Autopilots 
Autopilot modes are designed to maintain particular 
flight parameters constant without intervention by a 
pilot, or to perform a particular activity such as the 
landing flare or a ‘go-around’ manoeuvre. Pilots 
will expect autopilots to respond appropriately 
during a wind shear encounter, and are likely to be 
slower to recognise any problems because of these 
expectations. Thus it is essential that autopilots 
should take the most appropriate actions during a 
wind shear encounter. Three autopilot modes are 
particularly relevant and these are 

Autothrottle, which is designed to maintain 
airspeed constant, 

Coupled approach, which is designed to 
maintain the instrument approach path 
(This usually works together with the 
autothrottle mode) 

Autopilot modes usually have limited authority 
over the control inputs that they can make. This 
prevents unwanted large disturbances to the aircraft 
in the event of a sensor failure or large spurious 
signal. Unfortunately a wind shear can produce real 
signals that are large and could exceed limiting 
thresholds for an autopilot. This would cause the 
autopilot to stop functioning and require immediate 
intervention by the pilot to continue responding to 
the wind shear. 

This can be a particular problem with thrust 
response to autothrottle demands where sufficient 
authority to provide maximum thrust is needed for 
some strong and severe wind shears. 

It is also very desirable that any autothrottle should 
respond to deviations in sink rate as well as 
airspeed, and that it should increase airspeed above 
its reference value until any deviation in sink rate is 
eliminated. Unless such terms are present, e.g. 
through an ‘F’ factor input, it is important to 
ovemde any autothrottle mode during an encounter 
with strong or severe wind shear. A good recovery 
depends on achieving airspeeds above the reference 
value. 

In a fully coupled approach mode with flight path 
and speed control it is important that the 
autothrottle includes wind shear terms (‘F’ factor). 
It is also important that any speed error inputs to 
pitch control are biased by an ‘F’ factor term to 
prevent reductions in pitch attitude during any 
encounter with a significant wind shear. 

a 

b 

In general, unless autopilot modes include 
appropriate inputs of wind shear conditions such as 
the ‘F’ factor, their response will be significantly 
worse than optimum pilot control although this may 
very well only become apparent in encounters with 
large wind shears. During encounters with more 
moderate wind shear the response of the autopilot 
will be adequate and the small extra height loss 
compared with an optimum response will not be 
evident. 

Usually it is better for the pilot to ovemde autopilot 
modes as soon as there is any suggestion that sink 
rate is becoming undesirably high. 

Sophisticated flight control systems such as those in 
the Airbus 320 and other modem aircraft can be a 
great help during a wind shear encounter if they 
provide reliable angle of attack control to avoid 
stalling. In such situations a pilot should be able to 
apply full thrust and full back stick to recover from 
a severe wind shear and the aircraft’s control 
system will hold the maximum safe angle of attack. 

6. CONCLUSIONS 
Severe wind shear with both headwind changes and 
downdraughts can be a hazard during landing and 
take off of aircraft. The paper has summarised much 
of the knowledge gained following a series of major 
accidents in the 1970’s and early 1980’s where 
wind shear was recognised as the probable cause. 

Of the various causes of wind shear, those arising 
from winds over rugged terrain, those created by 
storm fronts, and microbursts in the vicinity of 
thunderstorms are responsible for most of the 
encounters between aircraft and strong or severe 
wind shear. Routine operations in all-weathers have 
increased the probability of encountering a severe 
wind shear, and improvements in the aerodynamic 
effectiveness of modem aircraft wings tend to 
increase height loss during encounters with 
headwind shear. 

However, data obtained from analysing wind shear 
encountered during about 10000 landings around 
the world by the British Ainvays B747 fleet 
indicate that the probability of encountering an 
unsurvivable wind shear is very low, i.e. of the 
order of less than 1 in lo8 landings. Data from a 
small sample of large wind shears indicates that 
downdraughts are typically about 0.24*(Headwind 
shear). 

A simplified method of estimating the response of 
an aircraft to wind shear has been developed based 
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on flight at constant pitch attitude, which is shown 
to be a close approximation to normal controlled 
flight for disturbances lasting longer than a few 
seconds. Potential height loss during a wind shear 
encounter is shown to depend on flight speed, wing 
loading, available acceleration at full thrust and the 
delay in starting to apply thrust, including a small 
effect due to the engine thrust response time 
constant. The effects of headwind and downdraught 
shears on an aircraft are rather different and 
downdraught response is independent of wing 
loading. 

Calculations of potential height loss for a ‘B747’ 
type of aircraft and comparison with data from the 
British Ainvays world-wide landings suggests that 
height losses of 50m and lOOm may be appropriate 
boundaries between Moderate & Strong and Strong 
& Severe wind shear respectively. Height loss is 
not linear with the magnitude of the shear, e.g. it 
doubles with between 40% and 60% increase in the 
magnitude of headwind shear where stall warning is 
not reached. 

Potential height loss is an appropriate measure of 
the hazard posed by a wind shear when its character 
is fully defined in terms of wind magnitudes and 
length. An alternative measure is the ‘F’ factor 
which defines the ‘instantaneous’ magnitude of a 
wind shear. This, by its very nature, will tend to 
overestimate the severity of short duration shears 
with large headwind gradients and underestimate 
(and provide a late warning) for long duration 
shears with modest yet potentially hazardous 
downdraughts. However, ‘F’ factor signals are 
appropriate as inputs to an autothrottle to reduce 
height loss during a wind shear encounter. 

Predictive wind shear measurement and forecasting 
systems have been demonstrated and those based on 
the use of Dual Doppler Weather Radar, or on 
information from preceding aircraft, are likely to be 
reliable. However any predictive system will need 
to be very reliable if it is to be used by pilots as a 
basis for ‘go around’ decisions. Wind shear varies 
significantly in magnitude with time and moves 
with the local wind so it is difficult to forecast 
encounter severity for 30 to 60 seconds ahead to 
give sufficient time for avoidance action by a pilot. 
Forecasts will be useful for Severe wind shear when 
it is wise to take avoiding action, but wind shear 
that is less than Severe can be safely penetrated 
using appropriate flying techniques. Dual Doppler 
Weather Radar are unlikely to be available at many 
airfields, and encounters by preceding aircraft 

cannot be expected on many occasions. Thus there 
is a need for systems on aircraft to assist and warn 
pilots during wind shear encounters. 

In many situations pilots will recognise wind shear 
as rapidly as on-board warning systems, but such 
systems are still valuable to alert pilots who may be 
distracted by other happenings and to confirm that 
the wind shear is part of the cause of any unusual 
behaviour of the aircraft. ‘F’ factor systems are 
available and use accelerometer and air data signals 
to estimate the current value. Lidar systems, which 
look ahead of the aircraft by about 4’seconds; have 
been tested and provide much more timely 
measurements of the ‘F’ factor for any wind shear. 

Autothrottles and other autopilot modes can have 
inappropriate responses in wind shear if they 
restrain speed increases that are essential to 
minimise height loss, and if they can reduce pitch 
attitude during recovery. There may also be 
additional delays before a pilot takes appropriate 
recovery action if limits are exceeded and an 
autopilot switches off during an encounter. 
Autothrottle systems with ‘F’ factor inputs are more 
helpful during a wind shear encounter. Flight 
control systems with automatic stall avoidance will 
make it easier and safer for a pilot to fly to the 
maximum safe angle of attack when this is needed 
to achieve maximum lift. 

Special wind shear instruments or other displays to 
the pilot of wind shear situations are not appropriate 
because of the rarity of severe events, and the 
importance of pilots reacting correctly in an 
instinctive and timely fashion. Pilot actions in 
response to an encounter with a rare severe wind 
shear should be the same as those used during more 
frequent encounters with moderate and strong 
shears. 

Flying technique changes are the most useful way 
of countering the effects of wind shear. Before the 
early 1980’s the emphasis was on thrust to control 
flight path, pitch attitude to control speed, and 
maintaining a good speed margin from the I’g’ 
stalling speed. This is sound advice for maintaining 
average conditions, but inappropriate when faced 
with transient disturbances. It led to pilots reducing 
pitch attitude to try and regain speed in wind shear 
encounters, and this significantly increased the loss 
of height. The appropriate response to transient 
disturbances with increased sink rate is to increase 
thrust in an attempt to maintain or increase speed 
and maintain pitch attitude, or if necessary increase 
pitch until stall warning is reached. This flying 
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technique is now taught on piloted simulators with 
wind shear models, and is the appropriate technique 
to reduce sink rate in any situation. 

All the major accidents attributed to wind shear in 
the USA since around 1970, with the exception of 
the accident at Dallas/Fort Worth in 1985, would 
not have occurred if the above technique had been 
taught and used. 

Very large wind shear events can still be 
encountered during normal operations. However, 
with today’s knowledge about wind shears, their 
causes, characteristics, probability of encounter, the 
response of aircraft, detection systems, improved 
autopilots and, above all, improved flying 
techniques and pilot training aids, the probability of 
accidents from encounters with wind shear has been 
dramatically reduced. 
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SUMMARY 

This paper summarizes the current state of 
knowledge of the effect of heavy rain on 
airplane performance. Although the effects of 
heavy rain on airplane systems and engines 
are generally known, only recently has the 
potential aerodynamic effect of heavy rain 
been recognized. In 1977 the United States 
Federal  Aviation Administration (FAA) 
conducted a study of 25 aircraft accidents and 
incidents which occurred between 1964 and 
1976 in which low-altitude wind shear could 
have been a contributing factor (reference 1). 
Of the 25 cases (23 approach or landing and 2 
take-off) in the study, ten cases had occurred 
in a rain environment, and in five cases these 
were classified as intense or heavy rain 
encounters. These results led to the 
reconsideration of high-intensity,  short-  
duration rainfall as a potential weather- 
related aircraft safety hazard, particularly in 
the take-off and/or approach phases of flight. 

This paper describes the phenomena of heavy 
r a in ,  d i scusses  the  ana ly t ica l  and 
experimental methods that have been used to 
evaluate the aerodynamic performance penalty 
associated with heavy rain, and assesses 
scaling issues involved in extrapolating 
subscale testing results to a full size vehicle. 
Small scale and large scale test results are 
presented. The data indicate a reduction in 
maximum lift capability with increasing rain- 
fall rate and an associated decrease in the 
angle of attack -at which maximum lift occurs. 
I t  would appear that normal aircraft  
operations would not be affected by heavy rain 
since most operations avoid angles of attack 
near stall. However, if the heavy rain 
encounter occurs during a severe low altitude 
wind shear then the piloting procedures used 
to counter the wind shear effects may result in 
operating at a higher than normal angle of 

attack. A simulation study of the combined 
effect of a simultaneous heavy rain and strong 
wind shear is shown. The results indicate that 
the additional performance degradation 
associated with the heavy can produce a 
significantly more hazardous wind shear 
encounter situation. 

NOMENCLATURE 

c d  section drag coefficient 
CD drag coefficient 
C1 section lift coefficient 
CL l i f t  coefficient 

INTRODUCTION 

Heavy rain has several effects on aircraft 
operations that need to be considered. They 
include the influence on the performance of 
engines and air data sensors, erosion of 
painted or composite surfaces, weather radar 
operation, and the overall aerodynamic 
performance of the airplane. Engines are 
certified to operate at water ingestion rates 
during aircraft cruise conditions that exceed 
the world record rain fall rate and current air 
data sensors are designed to minimize the 
effect of rain. Erosion resistant paints and 
composites have been developed. At this time 
the effect of heavy rain on weather radar 
performance has not been completely 
characterized. Evidence seems to indicate that 
in extremely heavy rain a layer or water over 
the radome may attenuate the radar signal and 
seriously limit its range. Such a reduction in 
the performance of the radar would result in 
the radar only detecting nearby rain shafts 
while not being able to see intense rain 
further away. 

Only recently has the effect of heavy rain on 
airplane performance been addressed. The 
influence of rain on airfoil performance has 

Presented at un AGARD Lecture Series on 'Flight in an Adverse Environment', November 1994. 
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the form: 

where N(D) is the drop size distribution 
N(D)=N, ,-ID 

long been thought to be insignificant. 
Previously the primary hazards associated 
with airplane operations in heavy rain were 
the loss of visual reference during landing and 
take-off conditions. Until the late seventies 
the recognition of weather-related safety 
hazards  to  a i rcraf t  performance and 
operations had included clear-air turbulence, 
lightning, icing, hail, low-altitude windshear, 
and microburst. The latter two phenomena 
have long been recognized as hazards to 
aircraft landing and take-off operations. In 
1977 the United States Federal Aviation 
Administration (FAA) conducted a study of 25 
aircraft  accidents and incidents which 
occurred between 1964 and 1976 in which 
low-altitude wind shear could have been a 
contributing factor (reference 1). Of the 25 
cases (23 approach or landing and 2 take-off) 
in the study, ten cases had occurred in a rain 
environment, and in five cases these were 
classified as intense or heavy rain encounters. 
These results led to the reconsideration of 
high-intensity, short-duration rainfall as a 
potential  weather-related aircraft  safety 
hazard, particularly in the take-off and/or 
approach phases of flight. 

This paper is an summary of the most recent 
work conducted by the NASA and others to 
study the influence of heavy rain on airfoil 
performance. The overview includes results of 
recent attempts to measure high-intensity, 
short-duration rainfall, a discussion of some 
of the earlier analytical investigations of rain 
effects on airfoils, a review of some promising 
experimental methods for evaluating rain 
e f fec ts ,  and some important  scal ing 
considerations for extrapolating model data. 
The potential effect of heavy rain on airplane 
aerodynamic performance is quantified in a 
simulation study and the results discussed. 

T H E  CHARACTERISTICS OF HEAVY 
RAXN 

In order to develop analytical models and 
conduct experimental studies on the effect of 
rain on airfoil performance, the phenomenon 
of naturally occurring precipitation needs to 
be understood. An understanding of the drop 
size distribution associated with heavy rain, 
the frequency of occurrence, and the range of 

rainfall rates is required in order to assess 
hazard potential for aircraft operation. 

NO PWZ 

14 
LWC = 

substituting I=nRm 
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NO p w ~  
then LWC= n4 R 4 m  

When the suggested constants of Marshal and 
Palmer are substituted for light continuous 
rain the following equations results: 

For storm rain conditions the constants of Joss 
and Waldvogel yield the following equation: 

84 

These equations for the relationship of liquid 
water content and rainfall rate are plotted and 
shown in figure 1. 

LWC =.08894 R*84 

LWC = .054 R' 

The range of rainfall rates that an airplane 
could expect to encounter varies from light 
rain of 5-10 mm per hour (.2-.39 inhr)  up to 
very large rainfall rates. The ground-level 
world record rainfall accumulation of 30.5 mm 
(1.2 inches) in one minute was measured in an 
intense afternoon thunderstorm on July 4, 
1956, (ref. 5). The volume of rain accumulated 
in the one minute time interval is equivalent 
to a rainfall rate of 1830 mm/hr (73.8 in/hr). 
In 1978 Jones and Sims (reference 6) reviewed 
data on instantaneous rainfall rates. The 
probability distribution data collected by 
Jones and Sims, measured over time constants 
of I -  and 4-minute accumulations at ground 
level, are useful for determining the potential 
for encountering a given rainfall rate. They 
analyzed data collected over a one-year period 
on recording weighing-bucket rain gages 
placed throughout the world. Gages from 
maritime subtropical (Southeastern USA, 
Vietnam, Marshall Islands, Japan), continental 
temperate  (Midwestern USA, Alaska) ,  
maritime temperate (England, France, West 
Germany, Northwestern USA), and mid- 
latitude interior (Israel, Southwestern USA) 
regions were used. Figure 2 is a summary of 
the averaged zonal frequency distribution 
curves obtained. The probable number of 
minutes a given rainfall rate (or greater) can 
be expected in a given climatological zone can 
be obtained from figure 2 by converting the 
ordinate from percent to a fractional portion 
of time and multiplying by the number of 
minutes in a year (5.2596 x lo5). The Jones 
and Sims data indicate that for about two 
minutes every year in the marit ime 
subtropical zone, a rainfall rate greater than 

200 mm/hr (8 in/hr) could be expected at any 
location. 

More recently Melson (references 7 and 8) 
reviewed the methods  of ob ta in ing  
instantaneous rainfall rates from tipping 
buckets (Jones and Sims, reference 6) and 
determined that this measurement technique 
masks the short-duration (less than a minute), 
h igh - in t ens i ty  r a in fa l l  cha rac t e r i s t i c s  
associated with thunderstorms. Melson's 
technique acquires data over very short time 
constants, as short as one sample per second. 
Data were acquired at 6 geographical sites: 
Darwin, Australia;  Seatt le,  Washington; 
Denver, Colorado; Kennedy Space Center, 
Florida; Hampton, Virginia; and Wallops 
Island, Virginia. His measurement technique 
has verified the existence of high-intensity 
rainfall at ground level (reference 8). Over 
7,000 events have been measured above 100 
mm/hr since the test program began in 1988. 
The maximum rainfall rate measured of 720 
mm/hr (28.3 in/hr) occurred for just under 
ten seconds at NASA Wallops Flight Facility 
in 1990. In figure 3 the data are presented as 
percentages of the total  number of 
measurements indicating that one quarter 
percent of the events measured were above 
508mm/hr (20 in/hr). The rainfall rates 
above 508mm/hr (20 in/hr)were sustained up 
to 10 seconds per event. 

Most of the work on rainfall intensity and 
duration has been done by ground based 
measurements. Some limited in-flight data 
would indicate (within regions of convergence 
in a thunderstorm ) the potential existence of 
extremely high localized liquid water which is 
dispersed by winds before it impacts the 
ground. 

ANALYTICAL WORK 

The computation of airfoil performance, 
including viscous effects near stall, is by no 
means a mature technology, and it is even more 
uncertain in a rain environment where these 
computations must be made for a two 
component, two-phase flow field. An 
idealization of rain drop interaction with an 
airfoil is shown in figure 4. Drop interactions 
include drop trajectories with respect to 
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streamlines,  drop splash-back ejecta in 
regions of near oblique drop encounters, and 
splash-back ejecta coupled with water film 
"runback" interaction with the air boundary 
layer. Gaining a detailed understanding of the 
physical phenomena and developing an 
accurate mathematical model poses a unique 
aerodynamic challenge which has not yet been 
accomplished, although several efforts have 
been directed at describing certain aspects of 
the problem 

The effect of rain on the aerodynamic 
performance of an airplane was addressed 
analytically as  early as 1941 by Rhode 
(reference 9). His analysis indicated that 
drag increases associated with the momentum 
of a DC-3 aircraft encountering a rain cloud 
with a water mass concentration of 50 g/m3 
(equivalent to approximately 1270 mm/hr or 
50 inhr )  would cause an 18 percent reduction 
in airspeed. Rhode considered such an 
encounter to be of a short duration and of 
little consequence to an aircraft flying at 
1524m (5000 feet). 

Since low visibility take-offs and landings 
were not routine in 1941, the consequences of 
a heavy rain encounter during these phases of 
flight was not considered. However, for a 
modern day transport such an airspeed loss 
during take-off or landing would be 
significant. In the intervening years a great 
deal of work had gone into calculating the 
motion of water drop particles in the flow 
field about an airfoil (references 10 to 14); 
however these efforts were directed at 
calculating water drop trajectories and 
impingement on the airfoil for purposes of 
estimating ice accretion. The influence of 
liquid water on the airfoil performance was 
not calculated. The influence of rain on 
airplane performance was addressed again in 
1982 when Haines and Luers (reference 15), 
under contract from NASA, evaluated the 
effect of rain on aircraft landing performance. 

The Haines and Luers study was an attempt at 
refining the study of Rhode to estimate the 
effects of rain on a modern-day airplane. 
Their analysis not only included the 
calculation of the impact momentum of the 
raindrops, but also estimated the increase in 

skin friction drag by equating the water layer 
waviness and raindrop crater effects on the 
airfoil surface to an equivalent sand grain 
roughness. Using empirical  data  for 
roughness effects on airfoil  lift they 
calculated the rain effect on the lift and drag 
of a 747 transport. Their analysis estimated a 
2 to 5 percent increase in drag and a 7 to 29 
percent reduction in maximum lift with 
associated reductions in stall angle from 1 to 
5 degrees for rainfall rates from 100 to 1000 
mm/hr (3.94 to 39.37 in/hr). These 
predictions, of course, constitute a substantial 
loss of performance 

In 1984 Calarese and Hankey (reference 16) 
studied droplet drag acting as a body force in 
the Navier-Stokes equations. This analysis 
neglects the interface effects of droplet 
sp lash ing ,  c ra te r ing ,  and water - layer  
formation. Their analysis produced a 
pressure distribution for an NACA 0012 
airfoil for the limiting cases of a very fine 
rain (small drop size and a drop Reynolds 
number much less than 1) and for a coarse 
rain (large drop size and large Reynolds 
number). For the coarse rain little change in 
airfoil pressure distribution was noted. For 
the fine rain, significant changes in pressures 
were predicted which showed a small increase 
in l if t  with increasing water  spray 
concentration. 

In 1985, Kisielewski (reference 17) performed 
a three-dimensional Euler analysis  to 
investigate the effects of momentum and 
energy exchange between the rain and the flow 
field. He concluded that the rain had little 
effect on the calculated lift produced by a 
simple airfoil. Both Calarese and Hankey and 
Kisielewski concluded that the major 
influence of rain on airfoil performance was 
probably dominated by viscous effects of the 
water droplet splashing and its subsequent 
interaction with the air boundary layer, but 
these effects were not modeled in their 
an a1 y se s.  

EXPERlMENTAL METHOD 

The experimental investigation of rain effects 
on the aerodynamics of airfoils or aircraft 
systems is a technical challenge as difficult as 
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investigating the effects analytically. A full- 
scale flight test investigation would require 
that performance measurements be made on an 
airplane while in a severe rainstorm. In 
addition to the hazard to the test pilot, 
ex t r ac t ion  of accu ra t e  pe r fo rmance  
measurements and environmental parameters 
would be very difficult. Because of the 
variabil i ty of natural  ra in ,  repeatable 
conditions would be difficult if not impossible 
to obtain. Scale model tests of the effects of 
rain present a different set of challenges in 
that they require the simulation of properly 
scaled rain conditions. The three types of 
tests which have been used for investigating 
the effects of rain are (1) a rotating arm in 
which a model is placed at the end of a 
coun te rba lanced  ro t a t ing  beam,  (2 )  
conventional wind tunnels, and (3) a track in 
which the model is propelled down a straight 
track segment. 

Rotating arm facilities have been quite useful 
for studying single-drop impact dynamics 
(references 18 and 19). Airfoil performance 
measurements have not been attempted with 
the rotating arm facil i ty because the 
centrifugal effects on the water film would 
influence the results. Wind tunnels and track 
facilities are considered to be the best 
methods of obtaining airfoil performance data, 
and in both methods the technique for 
simulating rain and developing scaling 
relationships presents the areas of greatest 
difficulty. For the wind tunnel the difficulty 
lies in obtaining a uniform distribution of the 
water with a minimum of influence on the 
tunnel flow conditions. For the track the 
water manifolding and nozzle distribution 
becomes elaborate and extensive in order to 
cover the test area. 

NASA has developed test techniques and 
procedures and conducted a series of wind- 
tunnel tests in the NASA Langley 14- by 22- 
Foot Subsonic Tunnel. The tests were 
conducted in the closed test section with 
dimensions of 14.5 feet high (4.42m) by 21.75 
feet wide (6.63m) by 50 feet long (15.24). A 
photograph of a typical test set-up and a 
schematic of the test technique developed are 
shown in figures 5 and 6. The model hardware 
was located in the aft bay of the test section 
aligned laterally with the tunnel centerline. 

The water spray distribution manifold, shown 
in figure 7, was located approximately 10 wing 
chord-lengths upstream of the model location 
and directed the spray horizontally at the 
model while aerodynamic force measurements 
were obtained. The shape and location of the 
spray manifold were selected to minimize the 
interference effect on tunnel freestream 
conditions and to allow time for the 
stabil ization of the accelerating water 
droplets.  The  manifold was aligned 
approximately 6 inches (15.24cm) above the 
chord plane of the model to account for gravity 
effects on the water droplets. Comparisons of 
model aerodynamic data in and out of the 
simulated rain environment were made with 
the spray manifold in position at all times. 

SCALING ISSUES 

In 1985, Bilanin (reference 20) addressed the 
subject of scaling for model tests of airfoils in 
simulated rain. The complexity of the scaling 
problem was reduced by an analysis which 
indicated that thermodynamics effects of 
condensation and evaporation would make a 
small change in lift curve slope (less than 3%) 
even for very heavy rainfalls. By ignoring 
these thermodynamic effects, the scaling 
problem could be treated as illustrated in 
figure 4 where a subsonic airfoil is operated 
in a two-component flow field. The actual 
surface of the airfoil is assumed to be smooth 
so that surface roughness is not a parameter. 

The dimensional variables which control the 
aerodynamics force (F) generated on the 
airfoil are: 
Svmbol Units 
Pa 
PW 

A 
YW 

ow,s 
oa,s 

w,a 
D 
li 

U, 
a 

0 

C 

density of air 
density of water 
kinematic viscosity of air 
kinematic viscosity of water 
surface tension water-solid 
surface tension air-solid 

surface tension water-air 
volume average drop diameter 
mean spacing between drops 
airfoil chord 
flight speed 
angle of attack 

ML-3 
ML-3 
L ~ T -  1 
L ~ T -  1 
MT-2 
MT-2 
MT-2 

L 
L 
L 

LT- 1 
r ad ians  
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A nondimensional analysis of these variables 
shows  tha t  t he  nond imens iona l i zed  
aerodynamic force on the airfoil is a function 
of nine nondimensional groups as follows: 

cu- 
Grow 1= - 

pwUfD 
Group 3= 

Group 5=- 

0 w , a  

0 a , s  

O w . a  

D 
Group 7=- 

C 

cu- 
Grow 2=- 

- F J  
0 w . s  

Group 4=- 
O w ,  a 

a 
Group 6=- 

C 

Group 8= a 

P Group 9=- 
P W  

The first two groups are simply the Reynolds 
numbers of the air and water respectively. 
The third group is the Weber number which is 
the ratio of inertial forces to surface tension 
forces. Groups four and five preserve the 
scaling of surface energy interaction. Groups 
six and seven dictate that droplet spacing and 
mean diameter must be scaled with the airfoil. 
Groups eight and nine dictate that for similar 
results the scaled tests must be conducted at 
the same angle of attack and with fluids 
preserving the density ration of air to water. 

It is unlikely that scale model tests can be 
conducted while preserving all of the 
parameters. For example, simply increasing 
test velocity while decreasing model scale 
allows Reynolds number to remain unchanged. 
The Weber number, however, is a squared 
function of velocity and must change since the 
drop diameter can only be changed linearly 
with scale in order to preserve the seventh 
scaling parameter. Since all of these 
parameters cannot be preserved from full 
scale to model scale, the sensitivity of the wet 
airfoil aerodynamic force to each of these 
parameters must be assessed. 

It should be noted that the geometric scaling 
of the rain (variables six and seven) requires 
that liquid water content be conserved 
between full-scale and model-scale testing. 
However, since liquid water content is to be 
preserved in model testing, and the drop 
diameter is to be scaled, the distribution of 
drops must then be different for model testing 

than .for full-scale testing. In natural rain the 
rain rate, liquid water content, and drop 
distribution are uniquely related. Because of 
drop distribution distortions due to scaling 
relationships rainfall rate in model testing is 
a less meaningful term than is liquid water 
content. A useful term is obtained by 
defining an "equivalent full-scale rainfall 
rate" based on the liquid water content. For 
most of the model tests the liquid water 
content is quite high. In natural rain at high 
liquid water content most of the mass is 
contained in drops larger than lmm, and these 
larger drops have fall velocities from 7 to 10 
m / s  (23 fps to 33fps). Since rainfall rate is 
the integrated product of liquid water content 
and drop velocity, for ease of calculation, an 
average drop velocity of 9 m/s (29.5 fps) was 
chosen and for the model test an equivalent 
rainfall rate was defined as the product of 
LWC and the average drop velocity. 

WIND TUNNEL TESTS RESULTS 

Exploratory tests were conducted on a wing 
with an NACA 0012 airfoil section fitted with 
a simple, full-span trailing-edge flap at 
Reynolds Number of 1.7 x lo6 (reference 21). 
The wind-tunnel rain simulation system used 
for the NACA 0012 tests produced LWC values 
ranging from 13 to 22 g/m3. A 15 percent 
reduction in the maximum lift capability of 
both the cruise and landing configurations of 
the airfoil model were measured in the 
simulated rain environment independent of 
the LWC. A sample of the data is shown in 
figure 8. The exploratory small-scale wind- 
tunnel results confirmed the existence of a 
performance penalty in a simulated rain 
environment. 

Following these tests, an investigation was 
conducted to determine the severity of the 
rain effect on an airfoil geometry which was 
representative of typical commercial transport 
wing sections as a function of rainfall 
intensity and to explore the importance of 
surface tension interactions of water as a 
scaling parameter (reference 22). The airfoil 
model was an NACA 64-210 with leading-edge 
and trailing-edge high-lift devices tested in 
cruise and landing configurations. The model 
had a rectangular planform and was supported 
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between two endplates in an attempt to 
represent a two-dimensional flow field (figure 
9). The basic airfoil chord was 76.2 cm (2.5 
feet) and the span between the endplates was 
2.44 m (8 feet). Details of the airfoil cruise 
and landing configurations tested are shown in 
figure 10. The high-lift devices consisted of a 
leading-edge slat deflected at a fixed angle of 
57" and a trailing-edge double-slotted flap 
deflected at a fixed angle of 35.75". 

These tests were also conducted in the Langley 
14- by 22-Foot Subsonic Tunnel for Reynolds 
numbers of 1.8 x 106, 2.6 x 106, 3.3 x 106 
based on airfoil chord. The rain simulation 
system produced liquid water concentrations 
ranging from 16 to 47 glm3. As shown in 
figure 11, a 25 percent reduction in maximum 
lift capability with an associated 8" decrease 
in the angle of attack at which maximum lift 
occurs was measured for the high-lift 
configuration at the highest water mass 
concentration of 46 glm3. For this data set 
the Reynolds number was 2.6 X lo6, the Weber 
number was 270, and the drop diameter to 
wing chord ratio was .0018. 

In general, the NACA 64-210 data indicated 
the same trends as the data for the NACA 0012 
airfoil model. Both airfoil sections exhibited 
significant reductions in maximum lift and 
increases in drag for a given lift condition in 
the simulated rain environment. The most 
significant difference between these two 
airfoil sections was the sensitivity of the 
NACA 64-210 airfoil section to LWC. As 
noted previously the NACA 0012 performance 
losses in the rain environment were not a 
function of LWC. Although reductions in 
maximum lift capability and corresponding 
increases in drag were measured for both the 
cruise and high-lift configurations of the 
NACA 64-210 airfoil model, the high-lift 
configuration was more sensitive to the rain 
environment than the cruise configuration. 
The data indicated a reduction in maximum 
lift capability with increasing liquid water 
concentration and an associated decrease in 
the angle of attack at which maximum lift 
occurs. One surprising result of this test 
was that the results did not seem to be a 
strong function of Weber number. The tests 
reported in reference 22 varied the Weber 

number by adding an agent that reduced the 
surface tension of the water. However no 
significant changes in test results were found 
for a factor of four variation in Weber number 
for the same tests conditions. 

Similar tests of heavy rain effects on a two 
dimensional airfoil were conducted by Tang 
(reference 23) in a 1.5m blowdown wind 
tunnel at the Canadian National Research 
Council Institute for Aerospace Research. His 
test model consisted of a modified NACA 652- 
215 airfoil with a leading edge slat and a two 
element trailing edge fowler flap. The results 
in terms of lift reductions and drag increases 
were similar to those noted in the NASA tests. 
Reference 23 shows data taken for two airfoil 
surface treatments. One was for an epoxy 
painted surface and the other was for a bare 
metal surface. The bare metal surface was not 
as smooth as the epoxy painted surface and the 
water tended to bead more readily on the 
painted surface. This would indicate that 
there was a significant difference in the 
surface tension characteristics between the 
painted and bare surface. Since the contact 
angle for the water drops on the two surfaces 
was not reported the amount of difference in 
surface tension could not be ascertained. The 
results of reference 23 indicates that the 
difference in surface tension resulted in a 
small but measurable difference in the 
performance degradation associated with the 
heavy rain unlike the results of the reference 
22 which showed no measurable effect. The 
surface tension effect measured in reference 
23 was small and amounted to only about a 3% 
difference.  

Campbell and Bezos (reference 24) conducted a 
test using an NACA 23015 airfoil section to 
evaluate the time required for a wing 
immersed in rain to achieve a steady state 
condition. They reported that the transition 
time for the wing to achieve a steady state 
condition encountering simulated heavy rain 
to be less than two to three seconds in most 
cases. These transition times are small when 
compared to the short duration high intensity 
ground-based rainfall measurements reported 
by Melson. 
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LARGE-SCALE TEST RESULTS 

In order to determine to first order if there 
were significant rain scaling effects, the 
NASA Langley Research Center and the FAA 
supported the development of a large-scale 
ground testing capability for evaluating the 
effect of heavy rain on airfoil lift. Figure 12 
is a photograph of the facility which was 
equipped to acquire aerodynamic data on 
large-scale wing sections immersed in a 
simulated natural rain environment. A wing 
section was mounted on a test vehicle and 
propelled along a track through a highly- 
concentrated rain environment. The simulated 
rain was produced by a series of spray nozzles 
suspended above the track. This technique 
provided a more realistic rain simulation than 
could be produced in a wind tunnel. The test 
vehicle was propelled into an environment 
which exemplifies an airplane flying into a 
ra instorm.  

The generation of the rain environment in the 
vertical direction allows the water droplets to 
achieve the proper droplet size distribution 

l and terminal velocities found in severe 
rainstorms. The outdoor rain simulation 
system developed for this investigation 
produced rainfall conditions from 50.8 to 
1016 mmhr  (2 to 40 inhr). The details of 
the design, development, and operation of the 

Landing Dynamics Facility (ALDF) for large- 
scale heavy rain effects testing are described 
in references 25, 26, and 27. Although the 
ALDF was designed to test full-scale aircraft 
landing gear at operational velocities on a 

operating characterist ics facil i tated the 
conversion to a large-scale aerodynamic 
performance testing facility with minimal 
modifications to the test carriage and track 
test section. The ALDF is composed of three 
components: a test carriage, a propulsion 
system and an arestment system. A high- 
pressure jet of water is directed into a turning 
bucket on the back end of the carriage to 
provide carriage thrust. Once the peak 
velocity is attained, the carriage coasts the 
remaining 1800 feet (548.6m) to the arestment 

mounted above the central open bay area of the 

I NASA Langley Research Center Aircraft 

I 
I variety of simulated runway surfaces, its 
I 

I system. The large-scale wing section was 

carriage 22 feet (6.71) above the track as 
shown in figure 13. 

The wing section had an NACA 64-210 airfoil 
section with a rectangular planform and was 
mounted between circular endplates. The wing 
was equipped with leading-edge and trailing- 
edge high-lift devices deployed to simulate a 
landing configuration (figure 14). The ALDF 
wing chord was chosen to be 10 feet (3.05m), 
which corresponds to a scaling factor of 4 
when compared to the wind-tunnel model 
chord of 2.5 feet (76.2cm). The wing span was 
constrained to a width of 13 feet (3.96m) by 
the model location chosen. The wing surfaces 
were painted with commercially available 
aircraft paint to model the wing surfacehain 
interaction properly. The wing angle of 
attack, which was set prior to launch, 
remained fixed during a test run, and was 
varied between runs from 7.5" to 19.5" in 2" 
increments.  

The ALDF Rain Simulation System (RSS) was 
located approximately 800 feet (152.4m) 
downstream of the propulsion system (figure 
15) and provides uniform simulated rain over 
an area 30 feet wide (9.14m). centered over the 
track, by 500 feet (9.14m) long. The system 
consisted of three commercially manufactured 
irrigation pipes positioned length-wise along . 
the track in 100-foot (30.5m) sections which 
were supported at both ends by a structural 
support frame. One leg of this frame was 
piping which allowed the flow of water to 
travel from the water/air supply system up to 
the three irrigation pipes. Feeding off each 
irrigation pipe was an array of nozzles whose 
spacing was dependent upon the desired 
rainfall rate. 

The majority of the rain effects data were 
obtained at the maximum rain rate of 40 inh r  
(1016mm/hr) for an angle-of-attack range of 
7.5" to 19.5". For this rain condition the drop 
size to model chord ratio was .0009. This rain 
condition was chosen because it closely 
approximated a previously tested wind-tunnel 
condition and met one of the test objectives to 
investigate the significance of scale effects. A 
photograph of the carriage exiting the 40 
in/hr (1016mm/hr) rain condition is shown in 
figure 16. Aerodynamic data were also 
obtained for rainfall rates of 9 ( 22.9cm) and 
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19 i n h r  (48.3cm) for an angle of attack range 
of 9.5" to 19.5". These rain conditions have a 
much higher probability of occurrence than 
the 40 in/hr (1016mm/hr) rain intensity as 
indicated by references 4 and 6. 

Dynamic pressure was measured by a standard 
aircraft Pitot-static tube mounted on a 
forward extremity of the carriage. In addition 
to data on the wing and carriage, the 
measurement of wind speed and direction at 
the rain simulation system location are 
recorded along with temperature and 
barometric pressure. Because the carriage was 
decelerating, the Reynolds number varied from 
11- to 18- X lo6. The Weber number also 
varied from 320-5 10. 

The time dependent data were averaged to 
provide a single lift coefficient for each angle 
of attack. The lift coefficient versus angle of 
attack data  exhibit  the same general  
characteristics as the previous wind-tunnel 
results. The rain effect is to reduce the 
maximum achievable lift coefficient and to 
reduce the angle of attack for stall. The data 
shown in figure 17 for the airfoil in the rain 
environment reflects the fact that the wing has 
stalled prior to 13.5" angle of attack and 
attained it highest observable lift at 11.5" 
angle of attack. A reduction of lift capability 
of at least 15 to 20 percent is reflected in the 
data shown in figure 17 for the 40 inh r  rain 
condition. 

C O M P A R I S I O N S O F  LARGE AND SMALL 
s i x A J x u  
Despite the previously noted difficulties, the 
wind-tunnel technique appears to provide a 
valid estimate of the effects of heavy rain at 
full scale conditions (reference 26). The lift 
coefficients predicted for the ALDF large- 
scale configuration using the wind-tunnel data 
are shown in figure 18 along with the ALDF 
large-scale data acquired at the same test 
conditions. The two sets of data for the dry 
wing agree quite well. The ALDF lift-curve 
slope and maximum lift measured show 
excellent correlation to the wind tunnel lift 
performance for that condition. There appears 
to be a reasonable degree of correlation 
between the two data sets for the 40 i n h r  

(1016mm/hr) rain condition. The data shown 
in figure 18 indicates that the wet wing 
attains i ts  highest  observable l if t  at 
approximately the same angle of attack 
(between 10' and 11.5") in both the large scale 
and wind tunnel tests. 

Comparisons of the angle of attack for 
maximum lift and of the percent lift loss in 
the various rainfall conditions in the wind 
tunnel and at large scale are shown in figures 
19 and 20. Based on the comparisons available 
between the limited large-scale results and 
the wind-tunnel results, the difficulties in 
precisely simulating the rain environment in 
the wind tunnel do not have a first order effect 
on the impact of the test results. It appears 
that, to first order, rain scale effects are not 
large and that wind-tunnel results can be used 
to predict large-scale heavy rain effects. 

EFFECTS ON FULL SCALE AIRCRAFT 

The results of the large scale testing and the 
wind tunnel tests were used in reference 28 to 
estimate the effects of heavy rain on a full 
scale airplane. For this study, the rain effects 
were applied to a Boeing 737-100 airplane. 
The experimental data were utilized as an 
approximation to two dimensional data and the 
data were integrated in the spanwise direction 
over the planform of the airplane. Although 
the vortex lattice method used to compute the 
wing loading is not an accurate representation 
for a multi-element flap high lift system, the 
wet aerodynamics was modeled as a change in 
the lift and drag with liquid water content 
from the integrated dry baseline aerodynamic 
model obtained with the vortex lattice method. 
An example of the results of this modeling is 
shown in figure 21. This figure shows the 
decrease in maximum lift coefficient and stall 
angle of attack and the drag increase 
associated with the heavy rain effects. Figure 
22 shows the effect of heavy rain on the climb 
performance of the airplane in a landing 
configuration as a function of liquid water 
content. These reductions and performance 
degradations noted in figures 21 and 22 are 
not a serious hazard unless combined with 
other performance degradation hazards such 
as a strong wind shear. 
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Figure 23 from reference 28 shows the results 
of the effect of heavy rain combined with a 
wind shear. The wind shear modeled had a 
maximum outflow of 37 knots at an altitude of 
120 feet (36.58m) and a radius of 2,391 feet 
(728.8m). This represents a wind shear which 
has caused aircraft accidents. The rain was a 
step input when the aircraft was within the 
2,391 foot (728.8m) microburst radius. The 
wind shear was located 4000 feet (1219.2m) 
from the intended landing point. The wind 
shear recovery procedure modeled the Federal 
Aviation Administration (FAA) recommended 
procedure. When the shear was encountered 
the throttles were moved to take-off power and 
the airplane was pitched to an initial attitude 
of 15 degrees. The pitch attitude was limited 
throughout the shear encounter to a value 
corresponding to the airplane's stick shaker 
angle. The results indicate that if the correct 
wind shear procedure is applied during the 
wind shear encounter the aircraft can safely 
recover from the shear if rain is not present. 
Increasing the rain rate (liquid water content) 
decrease the margin of safety and at very 
heavy rain rates (large liquid water contents) 
the combined hazard presented by rain and 
wind shear is not recoverable. 

The preliminary findings of the large-scale 
testing would seem to support earlier wind- 
tunnel studies of the effect of very heavy rain 
on airfoil performance. Extremely heavy rain 
of 40  in/hr (1016mm/hr) produced a 
reduction in maximum achievable l if t  
coefficient of at least 15 to 20 percent and an 
approximate reduction in the angle of attack at 
which the maximum observed lift occurred of 
4' to 6". Results of these small-scale studies 
had shown that a two-phase flow environment 
representing a high-intensity rainfall reduced 
the maximum lift by as much as 20 percent 
and increased the drag. Additionally, the 
stall angle was reduced 4 to 8 degrees in the 
heavy rain environment. The simulated rain 
seems to have little influence on the lower 
angle-of-attack airfoil  l i f t  performance 
characteristics. The severity of the effect is 
airfoil- and configuration-dependent and is 

most severe for high-lif t  configuration 
airfoils, i.e., leading-edge and trailing-edge 
devices deployed. Based on the wind-tunnel 
and large-scale results, i t  would appear that 
normal aircraft operations for transport 
aircraft would not be affected by heavy rain 
since most operations avoid high angle of 
attack maneuvers. However, if the heavy rain 
encounter occurs during a severe low altitude 
wind shear then the piloting procedures used 
to counter the wind shear effects result in 
operating at a higher than normal angle of 
attack. Analysis has shown that the combined 
effects of heavy rain and wind shear may 
significantly reduce the capability of an 
aircraft to successfully escape the combined 
hazards.  
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This paper covers problems of flight in a 
turbulent atmosphere. A realistic simulation 
of aircraft behaviour in turbulent air 
requires different engineering models. On one 
hand, t h i s  means a mathematical description of 
randm turbulence or short scale gusts. For 
sixple problems, a conputation of the tur- 
bulence velocity vector only at the tra- 
jectory of the aircraft is sufficient. In 
cases of detailed investigations, the gene- 
ration of a 3-dimensional spatial turbulence 
field is necessary. Additional real t i m e  re- 
quirements imply special approaches, such as 
the realization of a matrix wind model. 

On the other hand the description of the in- 
teraction between turbulence or short scale 
gusts and aircraft may require complex aero- 
dynamic models especially if the gust scale 
and the aircraft scale are in the same order 
of magnitude. The presented multi pint or 
lifting surface models consider the wind 
vector at several points along the wing span 
under real time constraints. 

Based on simulation results and flight test 
data, the dynamic aircraft response is dis- 
cussed. Single gust effects are demonstrated 
by examples of cross flights through the up- 
draft of a powerplant cooling tower. 

, 
R.. 
S 

T 
S 

T* 

mean wing chord 
lift coefficient 
drag coefficient 

energy spectrum of turbulence 
altitude 
vertical speed (= -wm) 
vertical acceleration (= -w ) 

mcPnent of inertia about y-axis 
gust response factor 
FAR-gust response factor 
lift, length scale, 
rolling nKmlent 
integral scale of turbulence 
velocity components 
pitch mment 
aircraft mass 
gust load factor 
pitch rate 
rougtmess factor 
correlation matrix 
wing area 

thrust 
time constant 
velocity ccmponents 

drag 

xp 

half wing span 

w 
a 
%I 

Y 
h 

e"g 
P 
U 

airplane gross weight 
angle of attack 
wind angle 
flight path angle 
wave length 
mass factor 
pitch angle 
air mass density 
nu-value of stochastic 
variables, angle between thrust 
line and body fixed axes 
time shift separating two points 
angular velocity 
angular velocity vector 
wave n m h r  vector 
vector separating two points 
rcttsSNER-function 

blQl,Q2,Q3) matrix of three dimensional 

'4 IQ, s Q,) 
spectra function 
matrix of two dimensional - -  spectra function 

spectra function 
8 l Q l )  matrix of one dimensional 

1. Intxv&ation 

The description of aircraft behaviour in a 
turbulent atmosphere represents a ccmplex 
task. In spite of the continuously grming 
ccrmputing power of swation systems, a cm- 
plete mathematical model of aircraft notion in 
a turbulent w i n d  field is still out of reach. 
This is even mre so the case when real-time 
requirements are to be fulfilled with regard 
to the use of flight simulators. The 
developbent of approximate solutions in the 
form of simplified engineering models in such 
cases is essential. The type and size of the 
simplifications and approximations are 
obviously dependent on the problem definition 
and boundary conditions. According to what is 
being dealt with; whether qualitative ap- 
proximations, design and layout problems with 
the structure or with the flight control 
systems, state estimation or parameter iden- 
tification, a decision must be made as to 
which model solutions are most appropriate: 
linear - non-linear models 

flexible aircraft 
unsteady aerodynamics 
dti-point model 

and if, e.g., ground effect, engine/propeller 
influence mst be taken into account. Parame- 
ter identification, in particular, reacts very 
sensitively to model errors and for this rea- 
son, requres very detailed, extensive models. 

Presented at an AGARD Lecture Series on 'Flight in an Adverse Enviromenf', November 199.4. 
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The question of model quality is posed not 
only in reference to the aircraft and the de- 
scription of its aerodynamic qualities, but 
also in reference to the turbulent wind veloc- 
ity fluctuations affecting the aircraft. Spe- 
cial requirements for the turbulence model 
result from the type of aerodynamic model 
used. Whereas, for a mass-point model, the 
turbulence components are only to be calcu- 
lated at the center of gravity of the aircraft 
continually along the flight path (one 
dimensional turbulence model), for dtipoint 
models or panel methods of three-dimensional 
turbulence models, sufficient spatial reso- 
lution is required. 

When simplified aerodynamic or flight 
simulation models are being used, it is 
important to know where the limits of each of 
the model solutions are, and what type of 
errors can be expected under certain con- 
ditions. In this article, these questions, in 
addition to others, shall be examined and 
illustrated through the use of examples. 

2. Deacription of Aepspber ic  
TuzbuleIme 

2.1 lxlCbuleIme 

To an observer, the earth's atmosphere appears 
chaotic. Turbulent disturbances occur in all 
scales and sizes, from the smallest vortex in 
the area of a millimetre to planetary waves of 
1000 km wavelength. In order to classify the 
variety of turbulence, each type of motion can 
be assigned a characteristic length L and a 
characteristic time T. In doing t h i s ,  L can 
be, e.g., a vortex diameter or the horizontal 
or vertical extension of the disturbed atmos- 
pheric motion phenomenon and T can be the 
average length of time of such a phenomenon. 
The quotient L/T yields a characteristic ve- 
locity V, which is to be assigned to the cor- 
responding motion phenomenon. In the diagram 
or framework illustrated in Fig. 2.1, it is 
possible to classify all types of atmospheric 
motion. On the abscissa, all possible charac- 
teristic lengths, L from 1 mn up to ca. 40,000 
!un (earth's circum€erencel, are displayed 
logarithmically, whereas on the ordinate, the 
characteristic velocity V is plotted in loga- 
rithic calibration. Lines of the same char- 
acteristic time T are recorded below an angle 
of 45 . The turbulent motion phenomena which 
are present in the atmosphere are indicated 
here through the used of different symbols, 
which give an indication as to the cause of 
their origins. The L-zone up to 1000 m, which 
is also referred to as the zone of micro- 
scale-turbulence, is relevant in reference to 
the application in flight technology and 
aircraft reaction to turbulence. 

The turbulent types of motion referred to with 
an M indicate the mechanical turbulence. It 
originates in a shearing process of the basic 
flow, e.g., in the planetary boundary layer 
(0 < H < 1OOOm) or, at times, near the tro- 
popause, in layers that are several hundred 
meters thick and marked vertical wind shear 
(jet stream) as Clear Air Turbulence (CAT). 
Additionally, mechanical turbulence occurs as 
a result of orographic influences (roughness 
of terrain, hills, valleys, villages, indi- 
vidual impediments). The dimension of turbu- 

lence due to roughness of terrain is somewhat 
larger than the turbulence from shearing 
process. 

The characteristic length of mechanical tur- 
bulence extends over a number of orders of 
magnitude (from L=l mn to 10 m). Here, very 
small vortices result only to a small extent 
from shearing process from roughness of ter- 
rain, but even more from the decay of larger 
vortices. From the point of view of energy, 
one may speak here of the energy cascade. 
Here, that the M-symbols of the mechanical 
turbulence group themselves around a correla- 
tion line VL-l up to the vortex dimensions 
from fragments of millimetres is recognizable, 
where molecular dissipation is already active 
(Symbol m). Strictly taken, this rule is only 
valid for isotrope turbulence. However, the 
measurement results show that the turbulence 
even in the planetary boundary layer with 
vortices becoming smaller becomes more iso- 
tropic and the complies increasingly well to 
the said procedure. 

In the micro-scaled turbulence zone, turbu- 
lence from a completely different origin can 
be found; namely, that of thermic turbulence 
(in Fig 2.1 marked with symbols r and tl. It 
extends wer an even larger characteristic 
length zone than the mechanical turbulence. 
Often a more detailed division is undertaken 
in small scale thermic turbulence ( 7 )  and 
theml cells (t). Whereas the vertical and 
horizontal extension for small areas of ther- 
mic turbulence has a ratio of 2:1, this ratio 
amounts to about 1O:l for the theml cells, 
which means that the heated air which is ris- 
ing over the earth's surface is concentrated 
in very narrow regions. 

Although no exact definition is provided here, 
the micro scale turbulence zone, which is 
defined from a meteorological point of view, 
is relevant for aeronautical applications. 

Normally, the air flow the atmosphere are 
separated into a mean flow and additional 
turbulent fluctuations. As a result it is 
possible to write in components 

U - U t u '  
v - V t v '  

w-w + wf 
(2.1) 

In meteorology, the averages L;V,i; are nor- 
mally arrived at by taking the mean over a pe- 
riod of time of 10 - 30 min. Fig. 2.2 illus- 
trates the division of the average wind and 
turbulent fluctuation values for the example 
of the U-component of a vertical wind profile. 

How can the spatial-temporal development of 
turbulence be mathematically described? The 
corresponding motion equations are based on 
the non-linear Navier-Stokes and continuity 
equations. Suitable solutions can only be 
attained only for a few simple special cases. 
The set of equation has been proven unsolvable 
for practical applications and the associated 
complex boundary conditions for the realiza- 
tion of a realistic, turbulent, three- 
dimensional, temporally and spatially varying 
flow field. For t h i s  reason, the mathematical 



description of turbulence should be limited to 
statistical and probablistical solutions. 

These statistical qualities can be expressed 
with spectral power density and auto-correla- 
tion functions. 
A 3x3 correlation matrix is obtained for a 
spatial, time variable turbulence field in 
w h i c h  the turbulence ccnponent U, is a func- 
tion of the space coordinates xl, x2, x3 and 
for which time IS t: 

R i . ( E , % I  - u . I f , t l  ' U (I. - E ,  t * T I .  
m~ougA a four-ctmensionai FOURIER integral of 
Rij(&%1, the related 3x.3 turbulence - spec- 
trim-matrix e . .  IQ ,wl  is obtamed. The para- 
meter Q represents spatial frequency or wave 
number [rad/ml and w angdar velocity [rad/ 
sec] (further details, e.g. at Ref. [2.1]1. 
A series of sinplified assunptions are made 
for the practical applications: 

11 

- Turbulence is a stationar process, which 
means that at l e a s t d t e d  periods of 
time and on the condition that the meteoro- 
logical conditions do not change, the statis- 
tical values are temporally independent. - Rlrbulence is homo enous The statistic 
M i t i e s  are n o t h y  a shift in the 
coordinate systems. However, this is valid 
o p t d l y  for limited spatial segments. 
- When the principle of the stationary state 
and homoueneousness are present. the time and 
ensemble-averages can & ex&ged (s 
aualitiesl . 
: m i n c e  is isotropic, which means that 
its statistical properties are independent of 
the orientation of the coordinate axes. This 
signifies, for example, that the mean square 
of the three turbulence cawonents are equal. 
- The turbulent velocity flictuations ar; nor- 
mal- or Gaussian-distributed. This qualit- 
fulfilled - if at all- most likelv for short -. ~~~ ~~~~~~ 

measurement periods I: 4 ~minutesj. 
- If the velocity of the vehicle is distinctly 
larger in ccqarison to the turbulence ve- 
locities, turbulence can be treated as a 
"spatially frozen" velocity field, according 
to the "Taylor Hypothesis". 

These qualities are not ideally fulfilled in 
the atmosphere. However, above the planetary 
boundary layer they are sufficiently fulfilled 
in limited segments. This idealization con- 
siderably simplifies the mathatical treat- 
ment of turbulence. 

The covariance matrix is dependent only on the 
spatial difference between two points Ei and 
the matrix of the power density function on 
the wave number vector Q. Ref. [3.3] pro- 
vides the turbulence spectrum for isotrope 
conditions : 

with Sij as KRONECKER-Delta and 

The scalar quantity E ( P )  describes the turbu- 
lent energy spectrum function. Fig. 2.3 il- 
lustrates the shape of the energy spectrum as 

7-3 

a function of the wave nunher magnitude P in 
double lqaritlmric plot. 

The range of turbulence production is joined 
with the inertial subrange, in that the energy 
density decreases proportionally Q-5'3 and the 
energy frm the large vortices is transferred 
to small vortices (energy cascade). For 
wavelengths in the millimetre range (Q - 
50000 rad/m), the turbulence energy dissipates 
in the form of frictional heat. The energy 
density decreases here even mre sharply. 
Heisenberg gave an energy decrease -R-? for 
this subrange. 

There are several model f o d a s  for the de- 
scription of energy density in the production 
and inertial subrange. The mst well known 
and models mst used for aeronautical appli- 
cations are the DRYDEN and v. - fodas. 
Both approach the production range through 
constant parer density. In the case of v. 
KARMAN, t h i s  constant power density changes 
over frm above QL = 1/L to Q-5'3-law 
whereas DRYDEN applies a decrease here -Q-i. 
This results in a lower energy density for 
high wave numbers for the DRYDEN spectrum, and 
a somewhat higher energy density at the 
transition between the production and inertial 
subrange. In canparison with the variability 
of measured spectrums, the difference can be 
considered minimal . The DRYDEN model is fre- 
quently preferred, as it is mch more simple 
to practically realize. Both f o d a s  will be 
briefly presented in the following. 
The corresponding energy spectrum functions 
E ( Q )  result in 

DRYDEN 

V.KARMAN 

(2 .4)  

(2.5) 

a = 1.339 (v.IV+RMAN - constant) 

If inserted in equation (2.2), the three-di- 
mensional spectral power density of turbulence 
e.. (Ql,Q2,Q31 result for both fodas. In 
&s case, three-dimensional means that the 
corresponding canponents of the turbulence 
velocity vary along the entire three coordi- 
nate axes. 

For investigations of the influences of turbu- 
lence on aircraft motion under the simplified 
assunption that the turbulence velocities 
along the vertical axis do not vary, a limi- 
tation to the equations of the two-dimensional 
spectm Y(P1,Qzl results, which can be 
determined through mtegration with regard to 
Q3. 

w 
~i(n,,n~) - pi(nl,nz.n3)dn3 (2.6) 

-w 

Detailed information abmt the complete for- 
mlas can be found, e.g., in Ref. [3.3] 

A one-dimensional spectral power density func 
tion is obtained through further integration 
with regard to P, 
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(2.7) 

As the majority of the data which is collected 
from experiments is generated in the form of 
one-dimensional spectnmw, and additionally, 
because in this case a turbulence siuulation 
is relatively easy to realize, one-dimensional 
spectrum are very ccom~n in flight sirmrla- 
tion. Depending on the wave number R the 
v.KARMRN and DRYDEN f o d a s  can be i;lus- 
trated as follows: 

(2.8) I (2.9) 
I 

Vertical and lateral c q n e n t  
7- -- ---- - _ - - -  

(2.10) - I (2.11) 

a= 1.339 

According to (Ref. 3.31, typical values for L 
in altitudes above the planetary boundary 
layer are in the order of magnitude of 1500 m. 
For design purposes, a value of L = 750 m is 
given in (Ref. 2.2). Fig. 2.4 illustrates a 
representation of the power density spectrum 
of the vertical c q n e n t ,  according to v. 

and DRYDEN, in ccmparison to masure- 
m n t  results. 

The ideal and real relationships diverge more 
and more f r m  each other with increasing prox- 
imity to the ground in the planetary boundary 
layer, especially with regard to the isotropic 
conditions. This m e a  that the cross corre- 
lation function and the cross power density do 
not disappear between longitudinal and latitu- 
dinal caapcorents. However, an increasing 
isotropic behaviour can be observed with in- 
creasing propagation factor for one-dimen- 
sional spectrums. 

A series of model f o d a s  exist for behav- 
iours for which ideal conditions are not ful- 
filled. In Ref. [2.31, a mcdel for siuulation 
of non hcamgeneous turbulence is published. 
The delling of non-Gaussian dis-tributed 
turbulence is described, e.g., in Ref. [2 .4 ] .  
However, in many cases, approximate stationary 
state, hcmogeneousness and Gaussian 
distribution can be assumed for limited 
horizontal turbulence patches. 

Information about the dependence of the model 
parameters variance and integral scale from 
meteorologists, and orographic conditions are 
necessary for the developnent of a s-ation 
model. A multitude of empirical data about 
this is available. In Fig. 2.5, the de- 
pendence of the variance of the turbulence ve- 
locity ow on the average wind velocity and the 
stability of the atmosphere is illustrated. 
The FUCHARDSON-number is used as a measure of 

stability representing the relative irprtance 
of buoyancy and shear. 

Furthennore, ow is dependent on the roughness 
of the terrain. 

"w*rough = %. ' Owlwater (2.11) 

S m  values for the roughness factor % are 
given in Table 2.1 (adopted f m n  PRITUIARD et 
al. (1965)). 

err- structure 
water 
field 
forest 

mountains 
Table 2.1 

Fig. 2.6 illustrates the dependence of the in- 
tegral scale from the altitude above the 
g r d  and the stability of the atmosphere. In 
Fig. 2.7, the relationship of the integral 
scale of the horizontal ccrmponent (I,,, $ = L) 
to those of the vertical cnoponent IS Illus- 
trated, namely as a function of the altitude. 
In this way, the model parameters determine 
the turbulence spectrum for the v. or 
DRYDEN f o d a s  depending on essential in- 
fluence parameters. 

The practical realization of a turbulence 
simlation program for one-dimensional spec- 
trum is relatively easy to construct and can 
also be implemented for real-time require- 
ments. This is especially valid for the 
DRYDEN spectm. It can be generated with 
Gaussian distributed white noise of constant 
parer density and the form filter in the time 
dcmain which is diverted f m  the PDS of tur- 
bulence. Fig. 2.8 illustrates the stmcture of 
a s-le turbulence calculation model. 

The v. KAPxm model results in a sanewflat 
larger ccmputing effort, as the noise genera- 
tor and the form filter generate in the 
FUURIER domain and are retransformed through 
an inverse FOURIER transfonnation in the time 
or spatial d& . 
Substantial real-time difficulties occur dur- 
ing the shulation of a three-dimensional spa- 
tial turbulence field, especially in c m e c -  
tion with a costly flight sinn~lation d e l  
(nnIltipoint/panel method). Ref. p . 5 1  and 
r2.61, in adoption of proposed solutions of 
Ref. r2.71, have realized a simulation model 
of spatial turbulence fields in three steps. 

- In the first step, dimensionless, ccolplex 
turbulence velocities are generated in the 
frequency domain by filtering of normally di- 
vided randan numbers. In this way, the dis- 
tance between two turbulence values is de- 
scribed through dimensionless spatial fre- 
quencies. The spatial grid space refers to 
the integral scale and is, as a result, dimen- 
sionless. 

- In the sewnd step, the entire field pro- 
duced in the frequency zone undergoes an in- 
verse triple FOURIER transformation, so that 
afterwards, a spatial turbulence field with 
real dimensionless turbulence velocity is 
available. 
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- Beg-g in the third step, the specific 
physical turbulence velocities are calculated 
with regard to roughness-, stability- and wind 
velocity dependent variances in the flight 
sirrmlation program. Here the dependence of 
the integral scale from the altitude above 
ground can be regarded through the variation 
of the distance between the matrix elements. 
Additionally, a superinposition of the 
turbulence is possible with variable mean wind 
velocity cqonents. 
In order to avoid real-time problem, it is 
advisable to preccapxlte the processes de- 
scribed in steps l and 2 before the real time 
sirrmlation run and to store them as dimension- 
less matrix wind fields. The associated amount 
of storage can be reduced in that the applica- 
tion of a method of images on the block 
boundaries connects d t i p l e  closely bordering 
turbulence boxes. In t h i s  way, if necessary, 
only each of the smaller zones in close 
proximity to the aircraft can be held in RAM 
and adapted corresponding to the flight path 
through transfer from the hard-disk (see Fig. 
2.9). 

Fig. 2.10 includes an illustration how to safe 
storage capacity by restriction on a typical 
matrix shape for a take-off and landing area 
in case landing approach investigations. 

~s an instantaneous picture or a time slice of 
the dynamically developing turbulence field is 
saved, data can also be utilized from ex- 
tensive meteorological sirrmlation programs 
with the assistance of the matrix turbulence 
field method (as it is in many cases available 
(e.g., Ref. [2.81)). 

At the end of t h i s  chapter the cmment is made 
that in addition to the mentioned model for- 
d a s  for the turbulence spectnrms according 
to DRYDEN and v. m, other models also ex- 
ist, which definitely appear to be appropriate 
for aeronautical applications. Here, the for- 
d a  according to IVUMAI. (see Ref. [2.91), 
which is characterized by dimensionless spec- 
trum and makes possible the adaptation to 
various meteorological boundary conditions, is 
given special mention. 

A l l  of the mcdels mentioned have in comwn 
that they do not realistically describe turbu- 
lence acceleration respectively velocity gra- 
dients. The spectnrm of the turbulent accel- 
eration can be calculated, e.g. for the one- 
dimensional turbulence spectnua, through the 
nultiplication of the velocity spectnnn with 
the square of the wave number. Consequen- 
tially, the acceleration spectrum for small 
wave mmioers exhibits an increase proportional 
to P*. III the inertial subrange an increase 
proportional to ~ l ' ~  (V.KARMAN) or a constant 
power density (DRYDEN) exhibits, as shown in 
Fig. 2.11. The variance of the acceleration 
is proportional to the integrated PDS of the 
velocity. The integral does not converge and 
as a result produces infinitely large values. 
In practical realization, the variance of the 
turbulence acceleration is determined by the 
sample time of the sirrmlation canputer or the 
noise generator. As the examination of the 
dissipation zone (PI - 5000 rad/m) with a 
decrease of the spectnua proportional to K5 
is not practical, the sampling frequency of 
the sirrmlation program, also in consideration 
of t h i s  state of affairs, is to be selected. 

2.2 Dismmte mats 

The so-called one-minus cosine shape is the 
most important among the discrete gusts. This 
is, for example, defined according to US 
Federal Aviation Regulations, Part 25, for 
gust load analysis. A further known type of 
gust, the step gust, has more reference char- 
acter as a "worst case" and has hardly any 
practical importance. 

An attenpt will be made to explain the ques- 
tion of a realistic connection to the one-mi- 
nus cosine gust, among other ways, through the 
identification of t h i s  type of gust in t h e  
signals of stochastic turbulence, as illus- 
trated in Fig. 2.12. In reality, however, 
caparable vertical wind profiles are also 
definitely encountered as discrete gusts. 
This shall be illustrated through the use of 
measurement results from flights through up- 
draft of power plant cooling tower. The rise 
of vapur from cooling towers can lead to a 
considerable vertical gusts. Calm wind condi- 
tions are especially relevant (horizontal wind 
velocities O< v,, < 3 d s )  during unstable at- 
mosphere. During an absolute horizontal calm, 
rotation symoetrical verti,cal wind profiles 
o c a  (conpare Fig. 2.13), which can be 
described which means of a two-dimensional 
one-minus cosine gust. The updraft profiles 
often take on asymnetrical shapes with in- 
creasing horizontal w i n d  velocities. That 
means a steeper gradient on the lee side in 
caparison to the windward side. A sample of 
results from a flight measurement program, 
(using research aircraft, type Do 128), con- 
cerning cooling tower of a high powered nu- 
clear power plant is illustrated in Fig. 2.14. 
In t h i s  case the average horizontal wind ve- 
locity amounted to about 3 d . s .  

The updraft profiles often take on asymmetri- 
cal shapes with increasing horizontal wind ve- 
locity, The effects of the updraft were de- 
tectable up to an altitude of 2000 m above the 
cooling tower. The measurements had to be 
discontinued at an approximate altitude of 580 
m above the cooling tower due to high gust 
effects on the measurement aircraft. In this 
case, the maximenn gust velocity amounted to 
ca. 18 d s ,  or relative to the upwardly di- 
rected surrounding flow almast 20 d s  at a 
wavelength of 170 m (I, = 85 m). This corre- 
sponds to about double the exhaust speed of 
the vapour at the top of the cooling tower 
(10.6 d s ) .  According to theoretical in- 
vestigations by the Institute for Technical 
Thermodynamics of the University of Karls- 
ruhe, the maxinunu velocity of the rising of 
vapour can be expected to be at about 250 m 
above the top of the cooling tower. Fig. 2.15 
illustrates the obtained measurement results 
(muimm updraft velocity as a function of the 
altitude above the cooling tower) in com- 
parison to the theoretical investigations. 
The width of the fluctuation can be attributed 
to two effects. First, a flight exactly 
through the center of the vapour could not al- 
ways be acconplished. Secondly, during the 
rise of vapour from cooling towers of this ca- 
pacity, unsteady effects are exhibited, which 
are expressed as pulsing of the vapour flow. 
Although in the present case horizontal w i n d  
velocities of V, 3 d s  were on hand, the 
mean updraft profiles can, in part, be re- 
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constructed with a one-minus cosine f o d a  
(see, e.g., Fig. 2.16). In other cases, asym 
metrical f o d a s  have pmven to be more suit- 
able. 

Very extensive sinnalation models are being 
developed at the Institute of Technical Ther- 
modyndcs of Karlsruhe (Ref. 12.101, [2.1111 
in order to reconstruct the interaction of 
several cooling tower vapour clouds. Fig. 
2.17 illustrates a result of the sinnalation of 
the superposition of two updraft with a hori- 
zontal wind - cqonent V, at 2 m/s in lon- 
gitudinal cross section. A two-dimensional 
representation of the vertical gust profile at 
an altitude of 580 m above the cooling twer 
is illustrated in Fig. 2.18. It becomes clear 
that these gust velocity distribution can no 
longer be approximated with simple model 
f o d a s ,  but mnwt be integrated into the 
flight sirmrlation model as a result of 
numerical shlation, using a spatial matrix 
wind model. 

Cooling tower updraft can definitely be of 
relevance with regard to flight safety and op- 
eration, especially when they are located in 
the take-off and landing approach sectors of 
airports. 

The motion of an ridged aircraft can be de- 
scribed with a second order system of six non- 
linear, coupled, differential equations. This 
equation system is relatively -lex and is 
used for detailed, precise sinnalation or 
calculations. Various simplifications can be 
undertaken for fundamental or qualitative in- 
vestigations, which are generally distin- 
guished by improved clarity. 

The most clearly noticeable effect of gusts on 
an aircraft appears in the vertical axis. 
Vertical gust loads are primarily caused by 
vertical gusts and play an important role in 
aircraft design. 

For t h i s  reason, the following details are 
mainly confined to the response to vertical 
gusts and the response behaviour of the air- 
craft in the vertical plane. First, it shall 
be ass- that an uniform gust or turbulence 
distribution is present along the wingspan 
(one-dimensional turbulence). under these 
assuptiom and with the neglect of the elas- 
tic degrees of freedm, one may limit oneself 
to the mathematical description of the longi- 
tudinal motion of the ridged aircraft. The 
kinematics, forces and mcaaents of the longi- 
tudinal motion are sketched in Fig. 3.1. The 
geanetry of the velocity ccqmnents of the 
wind vector V, yields the relationship to 
the wind angIe %, . 
ahaw -+cosy --w w -+siny (3.11 

For small angles equation 3.1 can be simpli- 
fied 

%v = -%gN (3.21 

wind angle % is part of the flight path angle 
Y :  

(3.3) 

The forces which take effect are the aercdy- 
narnic forces lift L and drag D, thrust force T 
and aircraft weight W. To satisfy the.balance 
of forces of an unsteady aircraft motion, 
d ' m E R T  forces mnwt be defined. For the 
assuption of a ridged aircraft structure, the 
problem can be reduced to a solution of 
vehicle mass center. With the flight path ve- 
locity vector and angular velocity vector 

and supposing a constant aircraft mass m, the 
resulting force equations in the flight path 
fixed coordinate system are 

m6,, - L s i n % - D c o s ~ - W s i n y + T c o s ( a - % +  U) 
(3.51 

-m&,--Lcos%- Dsino, twcos y -Tsin(a- %+U) 

The influence of wind and turbulence is ex- 
pressed by the wind angle a,,.. . 
For a constant inertia, the mcnwt 
equation in the aircraft symmetrical plane can 
be described by 

(3.61 

(3.71 

MR presents the resulting aerodynamic moment 
-and gFthe thrust mment, both related to the 
center of gravity. The equations (3.5) - (3.7) 
are nonlinear differential equatiorw of the 
aircraft motions, which can be solved by nu- 
mrical integration. The equations can be 
further simplified and linearized for small 
angle values. 

In conventional aircraft configurations the 
tail plane is in the flow field of the wing. 
The wing induced downwash in the tail region 
results a reduced angle of attack at the 
tail plane atail expressed by the downwash an- 
ale s L - ~ . .  Alterations of the flcn condition at 
&e t%g meet with a delay time rHN at the 
tail plane. 

The description of the dynamic effects at the 
tail plane is of great importance for the in- 
vestigation of realistic mantent alterations 
resulting from small scale turbulence and 
gusts. Essentially, three effects in the model 
should be taken into account (fig. 3.2). 

- stationary angle of attack and downwash de- 

- wind delay during the occurrence of wind-an- 
- dynamic induced angle of attack at the tail 
f r m  the pitch motion of the aircraft. 

Various solution f o d a s  exist for the ex- 
amination of the delay (which occurs due to 
the propagation time between the wing and the 
tale plane) of the gust effect on the tail. 
These solution f o d a s  can be used depending 
on the gust wavelengths and are described in 

lay 

gle % 



Ref. [3.11, L3.21, [3.31 as 1-point or 2-point 
gradient models and time delay models. 
In the following the question of how mch the 
full equation system (3.5.) - (3.7.) is to be 
taken into account should be considered, in 
order to determine the gust response behav- 
iour, especially with regard to the calcula- 
tion of the gust load factor. 

The most simple mathematical description il- 
lustrates the mass ppint model which, as a 
plunge only motion, is the basis for gust 
load determination for the aircraft design 
method for a long period. Here, the pitching 
degree of freedom and the force balance in x- 
direction are omitted. This leads to the 
simple, well-known equation from the earliest 
gust load studies, for the maximal vertical 
additional gust load factor An: 

(3.8) 

In the most unfavourable circumstance, Aww 
represents a step gust.  his is not of very 
practical importance, although it is often 
used as a reference value for the reactions to 
other types of gusts. In more realistic cases 
of a discrete vertical gust, the aircraft 
experiences a heave or plunge motion wK while 
flying through the gust, which reduc%s the 
alteration of the angle of attack: - (A 
w,(t) - wK (t) ) .  This effect is taken into 
account th?ough the gust response factor K, 
which is defined by the relationship of the 
maximum gust load factor of real gusts to 
mwimmrm load factor of step gusts . Gust fac- 
tor K is a function of the mass factor pg, as 
well as the gust wavelength (as a general rule 
a half of a wavelength or a gradient distance 
& is used) in relation to the mean wing chord 
C .  

(3.9) 

Fig. 3.3 illustrates the progress of the K- 
factor over the mass factor for various rela- 
tionshps &/F for a one-minus cosine gust. 
As a sample arcraft with kg = 30 and with a 
gust wavelength of 2 6 0 c ,  the maximan gust 

gust, amount3 to about 12.5% of the maxinarm 
value of a step gust of the same gust 
amplitude. Furthermore, the progress of the 
FAR-gust factor is recorded and is deflned 
as follows: 

load factor, as a res 3 t of a one-minus coslne 

(3.10) 

This qirical factor produces sawwhat lower 
values than the analytical solution for the 
mass point model. This shall be briefly dis- 
cussed later. 

In case of randan turbulence sthulation the 
gust response of the aircraft can be described 
by means of spectral and correlation methcda. 
If the transfer function of the mass point 
model between the vertical acceleration and 
the vertical turbulence velocity is indicated 
as F&,(jru), the power density spectm of 
the vertical acceleration is illustrated as 
follows: 

(3.11) 
Here, QW illustrates a one-dimensional sim 
plified DRYDEN spectnun of the vertical tur- 
bulence component. 

(3.12) 

The squared transfer function can be expressed 
with the relationship: 

2m T - -  
P W C L .  

0.13) 

The relations are illustrated in Fig. 3.4 in 
the f o m  of a diagram. It is apparent that 
the maxirmrm vertical acceleration in the area 
of 1 / ~  < w < l/Tw results. The variance of 
the vertical acceleration can be detelrmned 
with the PARswxLian theorem: 

substantial limiting quantities for the vari- 
ance of the vertical acceleration are the pa- 
rameter airspeed V, Wing loading d s ,  gust 
intensity a, and integral scale It, . Fig. 3.5 
illustrates a qualitative analysis of the ef- 
fect of the parameter on the spectnun of ver- 
tical acceleration as a function of the angu- 
lar velocity w .  

A gust factor for random gusts can also be de- 
fined similarly to that of a discrete gust: 

(3.16) i y + L , l C  k8* 

K %.mdom 

%.sup 

In Fig. 3.6, the K-factors for the gust types 
1-cos and ramp with & = = 30 are compared 
with the gust factors for stochastic gusts (It, 
= 30 T). The lowest gust loads result at the 
base of randan gusts. However, the gradient 
distance, the gust wave length and the in- 
tegral scales can not be directly conpared 
with each other. 

3.2 lxmdlbauon Of tba Pitch M o t i o n  

when evaluating the results obtained up to 
now, one must not fail to consider that, with 
the use of the mass point model, marked sim- 
plifications are underlying, which alone allow 
a qualitative analysis. 

More exact results require the examination of 
the degrees of freedom which have, up to now, 
been neglected. With the use of the example 
of a model of the longitudinal motion of a 

g twin engine conrrmter aircraft (mass = 5 to, )I 
= 30). under the influence of a one-minus co- 
sine gust, the differences between a mass 
point model "Plunge only", a "Plunge/Pitch" 



motion model and a ccrmplete model of longitu- 
dinal motion shall be illustrated. Fig. 3.7 
shows the transfer function (magnitude and 
phase shift) for three different models. The 
typical amplitude magnifications and the 
strong phase alteration of the phugoid motion 
can only be recognized during full longitudi- 
nal motion. In the area of the phugoid fre- 
quency, relatively large deviations result for 
the mass point model (Plunge only) and the 
Plunge/Pitch @el. In the typical turbulence 
or short scale gust zone; in the zone of "fast 
period motion" and above it, a good concor- 
dance between the couplete solution and the 
Plunge/Pitch model c m  be recognized. 

In Fig. 3.8, a different form of illustration 
was chosen in which the gust factor K (K= 
~lps,Mm, ep, -I is applied for the mass 
point mode5 in canparison to the plunge/pitch 
model at the gust gradient distance I,,@ re- 
ferring to the m a n  wing chord. The 
Plunge/Pitch model results in clearly lower 
vertical acceleration values. At &=12.5 F, 
they are 87% of the mass point model and at 
&=45 F they are ca. 52%. The differences be- 
c a w  smaller and smaller for very large gust 
wavelengths (in reference to m a n  wing chord). 

The gust load reduction through the consid- 
eration of the pitching degree of freedan can 
be explained with a physical deraonstration. 
hle to the dornward pitching of the aircraft 
when flying into the gust (caused by the  tu- 
ral stability), the change in angle of attack 
is lowered and with it, the load factor. Ad- 
ditionally, as can be seen in Fig. 3.9, the 
maximm load factor is reached earlier than 
with the mass point model (for &/F > 10). 

The FAR %st factor which is recorded at & 
example of pg = 30, % assures a value of 
0.74, which is fairly close to gust factor K 
of the plunge/pitch model. The influence of 
the pitch motion is obviously also taken into 
account for t h i s  empirical factor, '6. 

- 12.5 Cis especi 33 y -sized. For the 

In the preceding section, conditions were ex- 
amined which had as their basis uniform dis- 
crete or random gust along the wingspan of 
the aircraft. This is also the case for the 
"design load requirements". The situation can 
be canpared to a flight through a spanwise 
uniform wave formation (see Fig. 3.10 a). In 
reality, a three-dimensional gust or turh- 
lence field looks fundamentally different: the 
gusts or turbulence velocities also vary along 
the wingspan of the aircraft (Fig. 3.10 b) and 
in vertical direction. This has a consider- 
able effect on the aircraft's behaviour in the 
wind field. The differences in caparison to 
the case of one-dimensional turbulence effect 
the reaction in the aircraft lateral motion, 
as well as the vertical load factor. Solu- 
tions using correlation methods were already 
reported in the 50's for the calculation of 
lifting forces and rolling m m w t s  occurring 
in a two-dimensional turbulence or gust field 
(e.g., in Ref. [?..SI). The results of the in- 
vestigation in Ref. 13.61 show a fundamentally 
higher gust load for the uniform spanwise gust 

model than in the case of the nonuniform 
model. Ref. [3.7] illustrated that the effects 
mainly depend on the ratio of wingspan and 
gust wavelength (sinusoidal gust) respectively 
integral scale (random gust). Fig. 3.11 shows 
a conparison between two-dimensional and one- 
dimensional lift cwariances (random) or lift 
coefficients (sinusoidal) as a function of the 
geometrical parameter s / L  or s/Ay. An in- 
creasing gust alleviation effect 1s recogniz- 
able for the two-dimensional case with in- 
creasing wingspan and decreasing integral 
scale or wavelengths. 

Various model f o d a s  are available for the 
consideration of the influence of two-dimen- 
sional turbulence or nonunifom.spanwise and 
longitudinal gusts, which can be adapted for 
real t i m  fliaht simlaticn. In a first an- 
proximation &e changes in gust velocity in-a 
longitudinal and cross direction are described 
by maw of a gradient model (Ref. 13.81, 
[3.9]). In this fonmla, four plotted points 
are used (two each on the longitudinal and 
transverse axes) in order to define different 
gust gradients in the center of gravity of the 
aircraft (Fig. 3.12). The deviation of the 
induced rolling moment for the 4 point model 
was determined from an exact reference 
solution, d e m e n t  on the relationship of 
gust wavelength to half wingspan (Fig. 3.13). 
An error in the rolling mcment calculation 
less than 10% requires a gust wavelength 
which is at least six times greater than the 
half wingspan (Ref. 13.111 ) . The gradient 
model can also be considered as a special case 
of other general procedures, such as, e.g., 
the power series method (Ref. 13.101) or the 
panel or multipoint mthod. The lifting 
surface models shall be briefly explained as 
being representative of this procedure. Here, 
the wing (in some cases also the tail plane) 
is replaced by a nunhr of elementary wings, 
w h i c h  are each characterized by a system of 
consecutive horseshoe vortices (Fi,g. 3.14). 
The vortex svstem induces a flow field which ~ ~~ ~~ ~~ ~~~ ~~ 

nust fulfil ihe re&rements of the kinmatic 
flow conditions of the lifting surface theory 
under the influence of the airspeed V. It 
leads from the integral equation of the 
lifting surface theory to the calculation of 
the vortex distribution on the flow surface. 
In support of the TR-ICRZNBRODT-procedure, Ref. 
p.111 has chosen c /4 line of the wing and 
the trailing edge to fulfil kinematic flcw 
conditions (Fig.3.15). Local circulations yv 
and pitching m m w t s  rr, can be determined for 
each section v with known local angle of at- 
tack ai in each plotted point i. The aerody- 
namic coefficients of the wing and cD re- 
sult, as well as maoent coefficie2.s. In or- 
der to calculate now aerodynamic forces and 
nrcments for the entire wing-tail canbination, 
the influence of the delayed additional ve- 
locities which are induced at the tail plane 
is taken into account through a vortex model. 

When a certain type of aircraft is to be very 
exactly reconstructed from the aerodynamics 
determined fran flight test data and wind tun- 
nel measurements, it is advisable to use a 
ccmbination of a non-linear center of gravity 
model, which refers to the average wind in the 
aircraft center of gravity, and those fran the 
additional forces and uuunents determined fran 
the panel model. This procedure can also be 
used under real t h e  requirements in flight 
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shdation. The anant of ccsnputation time is 
naturally dependent on the capacity of the 
canputer system being used. When using a 
sinulation canputing system, for example on 
the basis of a VAX 4000-300, the dependence of 
the ccmputing time per s w a t i o n  cycle dis- 
played in Fig. (3.16) is obtained fran the 
n h e r  of wing sections (cycle frequency 20 
Hz). For 31 wing sections, a burden of 94% for 
one canputation cycle resulted for the entire 
sinulation program, including turbu-lence and 
aerodynamic models. The number of necessary 
wing sections is dependent on the relationship 
of the gust wavelength to the wingspan. In the 
case of the gust wavelength being equal to the 
wingspan, the procentual errors displayed in 
Fig. (3.17) result for the rolling nrmnt.For 
31 sections, an error of ca. 1% is obtained. 

3.4 Id€t 

The results examined in the previous chapter 
are based on the asslrmption that a change in 
the angle of attack results in a change in 
lift without any time delay. However, this is 
strictly speaking only valid when the change 
in the angle of attack takes place suffi- 
ciently slowly, as it does in the case of 
large gust wavelengths in relation to average 
wing depths (quasi steady conditions). If, 
however, the gust scale is in the order of 
magnitude of the aircraft scale or lower, the 
change in lift of the change in angle of at- 
tack follows with the corresponding delay. In 
Fig. 3.18, this effect is illustrated for the 
approach of a wing or a horizontal elevator in 
a step gust. This effect can be expressed by 
the I(OSSNER function t3.131) as illustrated in 
Fig.3.19. The uTA[NER function, which is also 
included, describes the delay in lift due to 

I .  aircraft motion (Ref. [3.141). The wing motion 
effect, however, shall not be further dis- 
cussed here for reasons of clarity. 

H.G. KOssNER defined a function (t) as a 
solution formula for the mathematical des- 
cription of unsteady lift. The KOSSNER- 
function is defined 

AL = La v(t1 awm (3.17) 

KOssNER's f o d a  refers back to very ccmplex 
functions, which can be approximated fairly 
well by the superimposition of exponential 
functions (Ref. (3.1511. 

a#)(+ (bo+ b,r8? ........ +be'"') 

The coefficients pi and b are essentially 
dependent on the aspect r h o  and the Mach 
number. In the first approach, the KOSSNER- 
function can be described in simplified fonn 

~ # ( z ) - I - c " ~ "  (3.19) 

as is illustrated in Fig. 3.20. Here, T* is 
the time constant. 

simple transfer functions can be derived from 
this KOSSNER-function, with which the tenporal 
progress of the aerodynamic forces for any 
(discrete or stochastic) gust disturbances can 
relatively easlly be calculated, as far as 
the dynamic qualities of the gust disturbances 
are known. 

using the first approach according to equation 
3.19 the transfer function F(s) for unsteady 
aerodynamic forces is as follows: 

The alleviation of gust loads at high turbu- 
lence frequencies results, along with the de- 
creasing energy density in the inertial 
subrange, due to the low-pass effect of the 
unsteady aerodynamic forces. The decisive 
value is the relatimship of the integral time 
scale T (=L/V) of the turMence velocity to 
the KOSSNER time constants (Fig. 3.21). 
puantitative results shall be demonstrated 
with the example of a conmuter aircraft (pg = 
30, m = 5 to, d s  = 170 kg/d) for discrete 
one-minru cosine gusts. Here, both the Wing 
and the tail plane were separately calculated 
with unsteady lift influence. KOSSNER's t h e  
constant for the wing is equal to TK vlng = 
0.0385, and that for the tail plane 
=0.024 s .  In this case, as can be seen in hg. 
3.22, a gust alleviation occurs at half gust 
wavelengths of lower than 10 F. Addition- 
ally, for small wavelengths, the penetration 
depth into the gust for which the maximal 
vertical acceleration occurs, is changing. 
The corresponding transfer function is dis- 
played these conditions in the frequency 
range (Fig. 3.23). 

is'T, 

Much turbulence data and many turbulence 
spectnmw were collected during flight tests 
in the region of the planetary boundary layer, 
as well as in the layer 1-2 km above it. In 
many cases considerable deviations fran the 
idealized conditions named in section 2 oc- 
curred. The exampie shown in Fig. 4.1 is the 
result of a flight under heavy wind conditions 
(Vw = 20 - 27 d s  at an altitude of 990 m, 
correspondingly 910 m above ground. The wind 
canponents are plotted, as well as the es- 
sential state parameters of the longitudinal 
motion. m e  may recognize from the vertical 
wind  conponent that randm turbulence is su- 
perimposed fran thermal cells. The three 
t h e m 1  zones exhibit upwind velocities of be- 
tween 4 and 6 d s .  The accompanying effects 
in the aircraft reaction are easily identi- 
fiable, e.g., in the downward pitching motion 
and in the vertical acceleration, which w- 
hibited values up to 4 d s 2 .  The power den- 
sity spectrum of the vertical acceleration, 
along with the vertical wind canponent, is 
naturally also effected by the head wind can- 
ponent, which exhibits very substantial 
changes. With the exception of noticeable ef- 
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fects, such as, e.g., thermal influences, air- 
craft reactions during flight through atmos- 
pheric turbulence can not be assigned to indi- 
vidual turbulence ccrmponents. An investiga- 
tion of the corresponding transfer functions 
and the ccrmparison with accanpanying model 
f o d a s  is not possible. 

vutical (u.t. of 

Flying through cooling tower vapour in low 
wind conditions shall serve as an example of 
the response behaviour of aircraft in discrete 
noall-scale vertical gusts. There is a good 
possibility to attach wind disturbance and 
aircraft reaction. In Fig. 4.2, a sample of 
the vapour velocity profile of the already 
mtioned cooling tower flight test program is 
illustrated at an altitude of 580 m above the 
top of the cooling tower. The aircraft re- 
spnses expressed by signals of the measured 
aircraft parameters angle of attack, alti- 
tude, vertical velocity, vertical acceler- 
ation, pitch angle and pitch rate are also il- 
lustrated. A maximan change in angle of at- 
tack of 10.5' is reccqnizable during the 
flight through the vertical velocity field. In 
case of a step gust of the same magnitude a 
change of angle of attack Aa of 16.3' would 
have resulted. m e  to the climbing velocity 
of the aircraft in canbination with a certain 
vertical wind profile (4. = 90 m), only the 
differences between the gust veloclty and 
climbing velocity of the aircraft are effec- 
tive. At the point of a-, a change in angle 
of attack of roughly 10.7' results fran the 
difference between -% = 14.3 m/s and H = 2 
d s  at an air speed of 65 m/s. This coincides 
fairly well with the measured value. The 
aircraft experiences a change in altitude of 
just under 6 m, largest vertical velodty 
changes of about f5.5 m/s /- 4 m/s and a maxi- 
narm additional load factor in a center of 
gravity of +/- 1.22 g. 

The degree of pitching freedm shall now be 
discussed. Due to static stability, the air- 
craft pitches downwards about 12' shortly af- 
ter flying into the gust, whereas the negative 
gradient of the gust generates a pitch up mo- 
tion. In the pitching phase, the pitch rate 
reaches a l o a x h  value of -17.5'/s. If the 
combination of pitching and lifting motions 
are considered, the typical type of motion of 
the short period motion can be recognized. In 
t h i s  way one can imagine a motion with a 
virtual axis of rotation in front of the air- 
craft's nose (Fig. 4.3). This results, with 
regard to the portion of rotation accelera- 
tion, that passengers in the rear part of the 
aircraft emriencina more vertical accelera- ~~ ~ ~ 

tion than &e passengers on the front seats or 
the pilots. The rise of the additional load 
factor for the passenger area farthest back 
amnmted to between 10% and 20%, in various 
investigated cases with different types of 
aircraft . 
For those cases from the results of the cool- 
ing tower program in which the upwind profiles 
could be approximated with one-minus cosine 

functions, the maximum vertical acceleration 
was determined and applied to the maximum ac- 
celerations that would occur in the case of 
step gusts of the same gust strength. These 
gust factors that were reported as such, were 
ccmpared with K-factors from sirrmlation calcu- 
lations with models of simplified plunge only 
motion and plunge/pitch motion. Fig. 4.4 il- 
lustrates the result of this ccmpwative cal- 
culation applied above the relationship of 
half wavelengths to the mean wing c h d .  The 
measurement results display, in principle, the 
same tendency as the Plunge/Pitch -model. 
However, for wavelengths above 4, = 50C, the 
measured gust factors deviate increasingly 
fran the model result and approach an average 
course between the plunge only model and the 
plunge-pitch model. Therefore, the plunge/ 
pitch model leads to favourable gust load val- 
ues. It mst, however, be taken into account 
that updraft profiles of cooling tower vapour 
clouds are turbulent velocity profiles. With 
increasing gust wavelength, the relatively 
high gradients of turbulent fluctuations dif- 
ferentiate increasingly from the average gra- 
dients of the vertical wind. only the average 
uprind profiles are included, however, in the 
model calculation. 

5 .  collcllIdi4 - 
Based on the simplified plunge motion of the 
mass-point model, it shall be shown how exten- 
sions and imprwements of the engineering 
model lead to the establishment of smaller, 
more realistic gust loads. Gust alleviation 
effects occur when the degree of pitching 
freedan is considered, when the spanwise 
varying turbulence velocities (2-D and 3-D 
turbulence) are considered, as well as a re- 
sult of non steady lift effects. Aeroelastic 
influences can also lead to a reduction of the 
gust load. They were, however, not examined 
here for reasons of clarity. 

The mentioned reduction effects are basically 
dependent on the parameters, wing chord and 
wingspan, respectively, in relation to the 
gust wavelength or integral scale of the tur- 
bulence, as well as on the mass factor. 

The type of aerodynamic male1 selected also 
defines the requirements for the turbulence 
model. Multipoint aerodynamic models or panel 
methods require at least two-dimensional 
spatial turbulence models. 

The topic of the reaction of aircraft under 
turbulent and gust influences, including the 
modelling of aircraft dynamics and atmospheric 
turbulence, is very extensive and provides 
sufficient material for several semesters of 
classes. For this reason, only a general 
werview could be given in the available 
space, a few special aspects mentioned and 
references to sone of the many publications 
made which are available on this topic in 
large quantities on an international level. 
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Fig.2.1 Classification of atmospheric turbulence scales r2.11 
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Fig.2.3 Basic energy spectrum function 

Fig.2.4 Cor&mrison of one-dimensional 
v.KARMAN- and DR\?)EN PDS with measured 
spectrum 

Fig. 2.5 Standard deviation of turbulence 
velocities versus mean w i n d  speed [2.121 
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Fig.2.7 
zontal and vertical turbulence coqonents 

Relation of integral scale for hori- 

Fig.2.9 
matrix-wind model r3.121 

Aircraft in the wind-boxes of a 
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Fig.2.8 Gne-dimensional turbulence r m a t i o n  Fig.Z.10 Typical take-off and landing area 
model r2.121 of the matrix wind model [3.12] 
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Power density spectra of turbulence 
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Fig.Z.14 Updraft shapes at different height above a cooling tower fran flight tests 
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Fig. 2.15 Maximm w a f t  velocity at dif- 
ferent vertical distances from the cooling 
tawer 
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Fig.2.17 Longitudinal section of superposed 
cooling twer vapour 
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Fig.3.1 Angle definition, velocities, forces 
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Fig.2.16 npproximation of a cooling tawer 
updraft 

Fig. 2.18 Two-dimensional representation Of 
superposed updraft velocities 
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INDUCFLl BY PITCH MOTION 

'I -* --- 
ONE-POINT GRADIENT MODEL -=si- -- 

Fig. 3.2 Models for wing - tail effects 
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Fig.3.3 
wave-length/mean chord relatlon 

K-factor depending on mass factor and 

Fig.3.5 Influence of different parameters 
on the PDS of the vertical acceleration 

Flg.3.8 
wave length/wing mean chord relation for 
plunge only and pitch/plunge model 

Example of K-factors depending on 

. .  . . . .  
0 s  I 2 3 4 1  I" 28 m D 0 ~  Irn Irn L . , i  

Fig. 3.9 
in relation to the gust velocity maxirnrm 

Location of the maxinnnn acceleration 

Fig.3.4 
composed of turbulence spectrum and aircraft 
transfer function 

PDS of the vertical acceleration 

- Lb 
Flg.3.6 Comparison of maxlm~li~ vertical 
acceleration for different gusts related 
on a step gust 
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Fig.3.10 Sketch of cross flights in one-dimensional and two-dimensional turbulence 
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Fig.3.11 Comparison of two-dimensional to 
one- dimensional lift variance ratio (random 
a;L2Dla~L,D) and lift coefficient ratio 
(sinusoidal : rL) , [3.71 

Fig.3.14 
wings 

Replacing the wing by elementary 

C 

Fig.3.15 Determination of the reference 
points according TRUCKENBRODT procedure 

Fig.3.12 Four-point gradient model 

w m  d%%h (-1 - 
Fig.3.13 
point d e l  (from Ref.[3.111 

Error in rolling moment of the four- 

Fig.3.16 Required computing time per 
sMation cycle depending on the nrnnber of 
reference points [ Z .  61 

! -  

Fig.3.17 
the number of reference points 

Error in rolling mment depending On 
[3.121 
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Fig.3.18 
step gust 

T h e  delay in lift during a 

* 1 

KOSZ~W- Funclion 

Approx. 

T' 5 T 

Fig.3.20 HBsm function and approximation 
r3.151 

Fig.3.22 Gust response factor depending on the 
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Fig.3.19 
functions [3.15] 

Time histories of WSSNER and WAGXER 

Fig.3.21 Gust alleviation depending on 
unsteady lift I3.151 

Fiu.3.23 Vlwteadv lift effect exoresaed bv 
thi tramfer func&n r3.11 

- 
ratio wave length-/ mean wing chord 
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Fig.4.1 
flight in turbulence 

Sample of flight test results during 
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Fig.4.2 
cooling tower updraft 

Test results from flights across 
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Frequency[l/sl 

Fig.4.1 (Continuation) Sanple of flight test 
results during flight in turbulence: 
PDS of the vertical turbulence covnponent and 
of the vertical aircraft acceleration 

Fig.4.3 Typical kind of aircraft motion in a 
discrete vertical gust 

""'I &6 \ 

Fig.4.4 
from fliqht tests, plunge only- and plunge- 
pitch-models 

Comparison of gust response factors 
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