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Aerothermodynamics and Propulsion Integration 
for Hypersonic Vehicles 

(AGARD R-813) 

Executive Summary 

This report is a compilation of the edited proceedings of the “Aerothermodynamics and Propulsion 
Integration for Hypersonic Vehicles” course held at the von K h i n  Institute for Fluid Dynamics (VKI) 
in Rhode-Saint-Genkse, Belgium 15- 19 April 1996. 

The integration of the airframe, fuselage, and propulsion system is a formidable problem and this is 
particularly the case for Hypersonic Vehicles. Therefore, it is important to keep the 
Aerothermodynamics and Propulsion Integration Technology associated with the design of these 
vehicles up to date. 

This series of lectures, supported by the AGARD Fluid Dynamics Panel and the von KiirmBn Institute 
for Fluid Dynamics, covered the following topics: Aerothermodynamics of radiation-cooled surfaces, 
Real-gas and strong interaction phenomena, Hypersonic laminar turbulent transition and turbulence 
modeling, Configurational aerothermodynamics of reentry vehicles (winged and capsule) as well as 
RAM and SCRAM propelled vehicles, RAM and SCRAM inlet and propulsion integration, and the 
subjects of hypersonic missile aerothermodynamics, and stage separation for two-stage launch 
configurations. In addition, the Hypersonic Experimental and Computational Research program at VKI 
was presented. 
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L’intkgration de la propulsion et de I’aCrodynamique 
pour les vkhicules hypersoniques 

(AGARD R-813) 

Synth2se 

Ce rapport est une compilation des documents CditCs pendant le cours sur “1’Inttgration de la 
Propulsion et de 1’ACrodynamique pour les VChicules Hypersoniques” qui s’est tenu h 1’Institut von 
Kirmin pour la Dynamique des fluides (VKI) de Rhode-Saint-Genkse, en Belgique, du 15 au 19 avril 
1996. 

L’intCgration de la cellule, du fuselage et du systkme de propulsion est un Cnorme problkme et tout 
particulikrement pour les VChicules Hypersoniques. Cependant, il est primordial de conserver au gout 
du jour la technologie de 1’IntCgration de la Propulsion et de 1’ACrodynamique en liaison avec 
1’Cvolution du concept de ces vChicules. 

Ces skies de confkrences, supportees par la Commission de la Dynamique des Fluides Dynamiques 
d’AGARD et 1’Institut von Kirmin pour la Dynamique des Fluides, couvrent les domaines suivants: 
1’ACrodynamique des surfaces refroidies par radiation, le Gaz reel et le phCnom&ne d’interaction 
puissant, la Transition laminaire turbulente en mode hypersonique et le gabarit de la turbulence, la 
Configuration akrodynamique de la rentrCe dans l’atmosphkre des vChicules (capsules et ail&) h 
propulsion type RAMJET ou RAMJET h combustion supersonique (SCRAMJET), 1’IntCgration de la 
propulsion et de l’admission de type RAMJET et SCRAMJET, les sujets de 1’aCrodynamique des 
missiles hypersoniques, et la skparation des Ctages pour des configurations d’engins h deux Ctages. De 
plus, le Programme de Recherche ExpCrimental de Calcul dans le Domaine Hypersonique h VKI a CtC 
prCsentC. 
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Introduction 
to the 

AGARD-FDP-VKI Special Course 
Aerothermodynamics and Propulsion Integration 

for Hypersonic Vehicles 

E.H. Hirschel 
Daimler-Benz Aerospace AG 

Militarflugzeuge 
Postfach 80 11 60 
8 1663 Munchen 

Germany 

SUMMARY 
After a short general introduction to the topic the objectives of 
the course are presented. The background in form of technolo- 
gy programmes, development projects and operational vehicles 
is sketched, distinguishing four classes of hypersonic vehicles 
ranging from aeroassisted(winged)reentry vehicles over air- 
breathing and rocket-propelled space transportation systems to 
missiles. The different roles of aerothermodynamics and pro- 
pulsion integration in vehicle definition and development work 
are identified as well as the evolution needs of these key tech- 
nologies. A short discussion of the structure of the course and 
the background of the lecturers closes this introduction to the 
course. 

1. OBJECTIVES OF THE COURSE 
Hypersonic flight with manned, aeroassistcd, rocket-propelled 
and/or airbreathing vehicles is since several decades the topic 
of technology work all over the world. Sofar it has led to only 
one truly operational vehicle. the US Space Shuttle as a space 
transportation system. Unmanned aeroassisted hypersonic vehi- 
cles are in operation in the military missile realm, they begin 
also to enter the space-transportation scene. 

Aerothermodynamics and propulsion integration are key tech- 
nologies needed for the definition and development of hyperso- 
nic vehicles. The term “hypersonic vehicle” is used here in the 
widest sense. The major characteristic of these vehicles is that 
they are aeroassisted, i.e. winged vehicles, although modem 
reentry capsule designs also exhibit elements of aeroassistance. 

Hypersonic vehicles, as elements of space transportation sy- 
stems, as high-speed earth transportation means and as military 
defense, reconnaissance or weapon delivery systems are, with 
few exceptions, more or less at the begin of their careers. 
Because recently all over the world several large technology 
programmes and development projects were performed and 
finished (only a few of them are still continuing), and on the 
other hand new efforts are only slowly taking off, i t  was 
thought to be timely to organize this special course. 

The objectives of this special course are 

- Review of recent research and industrial work in aero- 
thermodynamics and propulsion integration. 

- Consolidation and dissemination of newly gained 
knowledge, experience and techniques. 

- Identification of new development and evolution needs in 
the field. 

2. THE BACKGROUND: TECHNOLOGY PRO- 
GRAMMES, DEVELOPMENT PROJECTS, 
OPERATIONAL VEHICLES 

In the following a short general overview is given over the 
background of the course. No in-depth review is intended of 
the many programmes, projects and (the few) operational sy- 
stems, where aerothermodynamics and propulsion integration 
are involved. For this overview four major classes of hyperso- 
nic vehicles are distinguished, not with the design problems in 
mind, rather with regard to their operation modes. 

1. Aeroassisted (winged) rentry vehicles 

These vehicles are typically launched with rockets 
and rocket boosters, and make a controlled. non- 
propelled aerodynamic reentry flight and land hori- 
zontally. The only truly operational vehicle in this 
class is the US Space Shuttle. The Russian BURAN 
has flown only once. The European HERMES deve- 
lopment was terminated early. The Japanese HOPE 
plans are further pursued. Much experience was 
gained in the development projects and related tech- 
nology programmes. Flight experience with regard to 
aerothermodynamics was gained with several Ameri- 
can and Russian experimental vehicles and with the 
Space Shuttle. especially during its first four flights. 

2. Airbreathing aeroassisted space transportation sy- 
stems - 
This class encompasses two-stage-to-orbit (TSTO) 
and single-stage-to-orbit (SSTO) airbreathing, fully 
reusable systems. RAM and/or SCRAM propulsion, 
augmented by rocket propulsion - the upper stages of 
TSTO systems only with rocket propulsion - are the 
typical propulsion modes in this class. Consequently, 
the vehicles, which are true space planes, start and 
land horizontally. American, European, Japanese and 

Paper presented at the AGARD FDP Special Course on “Aerothemodynamics and Propulsion Integration for  
Hypersonic Vehicles”, held at the von Ka’ma‘n Institute for  Fluid Dynamics (VKI) in Rhode-Saint-Genhse, 

Belgium from 15-19 April 1996 and published in R-813. 
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Russian technology programmes, partly with very 
large Funding, brought a large amount of results in 
propulsion technology, aerothermodynamics, materi- 
als and structures, and guidance, control and sub- 
systems. Although several experimental vehicles were 
envisaged at times, no hardware was build and 
flown. 

3. Rocket-propelled aeroassisted space transportation 
systems 

To this class, which came into being after a certain 
disillusionment happened with airbreathing technolo- 
gies, belong fully resuable SSTO and TSTO sytems, 
which may take off horizontally or vertically, but 
land horizontally in any case. Efforts are underway 
especially in the USA and in Europe (FESTIP) to 
establish the enabling technologies for this vehicle 
class. 

4. Missiles 

This class of hypersonic vehicles, which is also in 
the background of this course, encompasses military 
systems,which are aeroassisted systems with rocket 
or airbreathing propulsion. Here operational and near- 
operational systems exist, at the same time extended 
technology development is underway. 

3. AEROTHERMODYNAMICS AND PROPUL- 
SION INTEGRATION AS KEY TECHNOLO- 
GIES 

Aerothermodynamics and propulsion integration have several 
roles in the design of hypersonic vehicles. The primary role of 
aerothermodynamics is - like that of aerodynamics in aircraft 
design - the definition of the outer shape of the flight vehicle, 
which holds for every vehicle class, even for advanced capsu- 
les, which are not in the center of attention of this course. This 
definition work, which is made in concert with the work of the 
other involved disciplines, has the objective to form the shape 
of the vehicle in such a way, that the necessary aerodynamic 
performance is ensured. and that the vehicle is flyable and 
controllable on all trajectory elements, with the associated 
(very large) Mach number span. 

Aerothermodynamic propulsion integration shapes part of the 
outer flow path of the airbreathing vehicle(forebody), and the 
inner flow path through the inlet and through the extemal 
nozzle/afterbody. The engine and its nozzle are usually consi- 
dered as extra items. However the larger the flight speed is, 
the more integrated are the lift  system(outer flow path) and the 
propulsion system(inner flow path) of the vehicle, so that the 
paradigms of classical aircraft design must give way to new 
ones. Aerothermodynamic integration of the airframe and the 
propulsion system poses the largest challenge in the design of 
hypersonic airbreathing vehicles. 

Aeroassisted two-stage-to-orbit space transportation systems 
face the problem of aerothermodynamic upper stage integration 
and separation. The latter usually is to happen at hypersonic 
Mach numbers at altitudes, where aerodynamic forces still are 
of large magnitude and the system flight still is aeroassisted. 
The separation process is a complicated process with strongly 

non-linear and highly dynamical phenomena, which aerother- 
modynamics as a discipline together with the other involved 
disciplines must form and prescribe. 

The determination of the aerothermodynamic loads on the 
vehicle is of utmost importance, too. The mechanical loads - 
surface pressure and skin friction - and the thermal loads - 
temperature level and heat flux into the structure - determine 
the structural concept. Cold primary (load bearing) structures, 
sofar typical for aeroassisted rentry vehicles, must be protected 
by a thermal protection system. Hot primary structures, studied 
especially for airbreathing vehicles, face special problems with 
aerothermoelasticity, temperature gradients and intemal heat 
protection. The demand of extreme light-weight structures for 
single-stage-to-orbit systems with either rocket or airbreathing 
propulsion puts heavy burdens on exact and reliable predictions 
of aerothermodynamic loads. 

Finally the surface properties of hypersonic vehicles are consi- 
dered. Surface radiation cooling is the primary cooling means 
for such vehicles. The surface coating must combine large 
radiation emissivity, low catalycity (if thermochemical effects 
are present in the surface-near flow) and, if necessary, anti- 
oxydation properties in an flow environment with high mecha- 
nical and heat loads. If the vehicle is drag sensitive, which is 
typical for airbreathing systems, surface roughness, waviness, 
etc. are of large importance. At flight at altitudes, where the 
flow is turbulent on large parts of the vehicle surface, large 
drag increments, and heat loads increments. would result, if the 
surface quality is not sufficiently good. On the other hand, very 
small structural tolerances of the vehicle surface would drive 
up manufacturing costs very strongly. Aerothermodynamics 
therefore increasingly becomes instrumental in the determina- 
tion of the surface properties, either necessary ones, like radia- 
tion emissivity, or permisible ones, like catalycity. roughness, 
waviness, gaps etc.. 
In view of the performance demands especially of novel space 
transportation systems (reduction of specific transportation 
costs by up to one order of magnitude) aerothermo-dynamics 
and propulsion integration are by no means technologies with- 
out evolution needs. The Further evolution of these technologies 
is of deciding importance. if hypersonic flight is to become a 
routine business. The most important of the evolution needs are 
listed in the following: 

Understanding of flow and thermochemical phenomena 
and their implications for vehicle design. 

Experimental techniques for ground-facility simulation 
and flight testing. 

Tools of computational simulation and optimization. and 
the exploitation of the challenges and potentials of high- 
performance computing. 

Flow-physics (laminar-turbulent transition and turbulen- 
ce), and thermo-chemical modelling for computational 
simulation and optimization. 

Multidisciplinary computational simulation and optimiza- 
tion (flow-structure couplings, TPS design, etc.). 

Integration of computational simulation. ground-facility 

I 
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Day 2 

Hypersonic 
laminar-turbulent 
transition and 
turbulence 
modelling 
D. I.A. Poll, 
University of 
Manchester, United 
Kingdom 

Configurational 
aerothermo- 
dynamics of 
reentry vehicles 
D.A. Throckmoffon. 
NASA, Langley, 
U. S. A. 

simulation and in-flight simulation into Transfer Models. 

Day 3 

Configurational 
aerothermodyna- 
mics of RAM and 
SCRAM propelled 
vehicles 
P. Perrier, 

Dassaulf 
DGT/DEA, France 

J.C. couffy, 

inlet and 
proputsion 
integration of 
RAM propelled 
vehicles 
N.C. Bissinger, 
Daimler-Benz 
Aerospace, 
Germany 

o Embedding of aerothermodynamics and propulsion inte- 
gration into formalized and computerized vehicle defini- 
tion and development processes, which will become. due 
to the recent advances ot the information technologies. 
the - since a long time urgently needed - tools of con- 
current engineering. 

4. THE STRUCTURE OF THE COURSE 
The structure of the course is shown in Fig. 1. After the in- 
troduction to the course the activities of the hosting VKI in 
aerothermodynamics are presented. It follows an introduction 
to the aerothermodynamics of radiation-cooled surfaces, which 
is a rather novel subject. Basics of aerothermodynamics are 
addressed in the two lectures on real-gas and strong interaction 
phenomena, and on hypersonic laminar-turbulent transition and 
turbulence modelling. Following are two lectures on configura- 
tional aerothermodynamics of reentry vehicles, and of RAM 
and SCRAM propelled vehicles. Inlet and propulsion integra- 
tion are treated then, first of RAM propelled vehicles, and 
after that of SCRAM propelled vehicles. One lecture each is 
devoted to missile aerothermodynamics and to stage separation 
aerothermodynamics. Finally some results from the technology 
development and verification concept study of the German 
Hypersonics Technology Programme are presented. 

Day 1 

Introduction 
E. H. Hirschel, Daimler-Benz 
Aerospace, Germany 

Hypersonic aerothermo- 
dynamics at VKI 
M. Carbonaro. J.-M. Charbonnier, 
H. Deconinck, VKI, Belgium 

Aerothermodynamics of 
radiation-cooled surfaces 
E. H. Hirschel 

Real-gas and strong interaction 
phenomena 
M. S. Holden, Calspan Advanced 
Technology Cenfer, U.S.A. 

The lecturers of the course are senior engineers and researchers 
from industry, research establishments and universities with a 
wide background in technology and project work. All major 
topics of aerothermodynamics and propulsion integration are 
covered and treated in depth. 

5. CLOSING REMARKS 
Aerothermodynamics and propulsion integration are key tech- 
nologies, which enable the design and development of reusable 
aeroassisted space transportation systems, hypersonic vehicles 
and missiles. Performance demands on future systems are 
large, hence a further evolution of these technologies is neces- 
sary. Developments in information technologies give new 
impetus to the field, and pose in turn new and large challenges 
in understanding and modelling of physics. The course will 
review, consolidate and disseminate knowledge, experience and 
techniques. which have been gathered in the past decades in 
the field. 

The sponsoring of the course by the Fluid Dynamics Panel of 
AGARD through the AGARD Consultant and Exchange Pro- 
gramme and by the von Karman Institute for Fluid Dynamics 
is gratefully acknowledged. The same holds for the large ef- 
forts by Prof. Carbonaro and the VKI staff, who organized the 
course locally. Last not least. thanks are due to the lecturers. 
who spent much time and effort in order to prepare the materi- 
al for this course. 
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D. Pagan, 
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Aerospatiale, 
France 

Day 5 
~~ 

Stage Integration 
and separation 
aerothermo- 
dynamics 
C. Weiland, 
Daimler- Benz 
Aerospace, 
Germany 

Technology 
development and 
verification 
E. H. Hirschel 
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Hypersonic Aerothermodynamics at VKI 

M. Carbonaro, J.-M. Charbonnier, H. Deconinck 
von Karman Institute for Fluid Dynamics 

Aeronautics / Aerospace Department 
Chausske de Waterloo, 72 

B-1640 Rhode-Saint-Genitse 
Belgium 

The Aeronautics / Aerospace Department of the von 
Karman Institute has been involved in research 
activities in the hypersonic regime since the 1960’s 
with the installation of the hypersonic free piston 
tunnel Longshot which allows to simulate high 
Reynolds number hypersonic flows. Since then, a Mach 
6 blow down facility H3 is also operational and at 
present time an induction heating facility called 
Plasmatron is being developed under supervision of the 
European Space Agency. Simultaneously to the 
development of experimental techniques, 
Computational Fluid Dynamics was initiated and in- 
house made codes are operational to simulate 
hypersonic flows without chemistry and in thermal 
equilibrium. 
The objective of the present paper is to briefly describe 
the research topics which have been addressed the past 
years and the current activities at the VKI in the 
hypersonic aerothermodynamics area. Basic research 
topics will be first presented and then applications to 
hypersonic vehicles and development of facilities will 
be discussed. 

2. Basic Research 

The von Karman Institute is involved in basic research 
areas in the field of hypersonic and 
aerothermodynamics almost since its creation. Research 
is carried out by Faculty members, PhD candidates, 
members of the Advanced Program in Basic Research 
and members of the Diploma Course Program. 
Two main areas have been investigated during the past 
years: boundary layer transition and shock wave - 
boundary layer interactions. In the next sections, some 
of the major findings and the current state of the 
research are presented. 

2.1 Boundary layer transition 

In hypersonic, boundary layer transition is of major 
importance because of the impact it has on the heat 
load imposed to the vehicle. In the next section, 
investigations carried out at Mach 6 on smooth and 
roughened surfaces are presented. 

2.1.1 Boundary layer transition on smooth surfaces 
(H.L. Boerrigter, J.-M. Charbonnier) 

2.1.1.1 Introduction 

The H-3 blowdown wind tunnel has a contoured 
axisymmetric nozzle, providing a Mach 6 free jet with 
0.12 m diameter (Fig. 2.1.1.1) [ l ,  21. Typical unit 
Reynolds numbers vary from 8 to 25 million per meter, 
using stagnation pressures ranging from 7 to 35 bar 
and stagnation temperatures up to 580 Kelvin. The 
tunnel is equipped with a three degrees of freedom 
traversing mechanism for model support, including a 
variable incidence mechanism. A mechanism for rapid 
model injection is used. Instrumentation includes 
shadowgraph and schlieren systems, a three-component 
strain gauge balance, fast pressure response 
transducers, scanivalves and an electronic pressure 
measurement system, and equipment for heat transfer 
measurements including an infrared camera. Currently 
a microphone measurement system is being 
implemented. 
One of the main topics of research in this tunnel is 
concerned with the heating of reentry vehicles during 
their return into the atmosphere. Typical points of 
interest are the nose region, wing and fin leading edges 
where high total temperatures are reached, but also the 
windward side where the aerodynamic heating is , 
caused by friction and depends on the laminar or 
turbulent state of the boundary layer. Research has been 
focused on this particular case, and in particular on the 
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Hypersonic Vehicles”, held at the von Ka’rma’n Institute for Fluid Dynamics (VKI) in Rhode-Saint-GenLse, 
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effects of a local surface roughness on transition [3]. 
During this research it was found that not only the 
model roughness has a large influence on transition, 
but also the flowfield non- uniformity. 

2.1.1.2 Determination of the boundary layer transition 
location on standard models 

One of the problems of boundary layer research in this 
hypersonic wind tunnel are the typical dimensions. The 
uniform part of the free jet has a maximum diameter of 
about 12 cm. and a length of about 25 cm. This means 
that models have to be rather small. As a result, a 
typical boundary layer thickness is of the order of 1 
mm. To study transition without having to make 
intrusive measurements in this thin boundary layer, it 
was decided to look at the influence which transition 
has on the heat transfer coefficient which can then be 
related to the skin friction coefficient. 
The models tested are basically flat plates and cones. 
The heat transfer is determined using the socalled 
semi infinite slab method where the surface 
temperature is measured during the test by an infrared 
scanner [2]. The experimental results are compared to 
theoretical predictions based on the fact that the heat 
transfer distribution along a flat plate in incompressible 
flow can be applied to the case of compressible flow, if 
the flow properties are evaluated at a reference 
temperature [2,4]. In both the laminar and the turbulent 
case, the so-called Reynolds analogy is used to calculate 
the heat transfer coefficient from the skin friction 
coefficient. 
When the skin friction distribution over the surface is 
known, the momentum integral relation can be used to 
derive the momentum thickness distribution over the 
surfad. Assuming that there is no pressure gradient 
over the flat plate, the momentum integral relation can 
be written as: 

J 

e ( x )  = 112 j c, ( x )  dx 
0 

The laminar and turbulent theories provide a direct 
relationship between x and C, so that the value of 8 
can be calculated directly. In order to determine the 
virtual origin of the turbulent boundary layer, the 
curves for the turbulent momentum thickness can be 
shifted until they fit the measurement. Due to the 
integration process the measured momentum thickness 
has a low noise level, so this fitting can be done with 
more accuracy than for the skin friction curve. This 
means that not only the absolute value of 8 can be 
matched, but also the slope of the curve. Doing this, it 
was found that the theory for turbulent boundary layer 

provided by McLaughlin fit best to the measurements 
as observed in figure 2.1.1.2 [5]. 
If the values of the momentum thickness deduced from 
the measurements are compared to those predicted by 
the Blasius solution, it can easily be calculated where 
the predicted laminar momentum thickness reaches 
below 99% of the measured value, defining this point 
as the beginning of transition. This process can be 
automated and is repeatable, contrary to the 
extrapolation procedure by fairing a straight line 
through the transition region. Following the same 
reasoning, the end of transition can be defined to be at 
the point where the predicted turbulent momentum 
thickness reaches 99% of the measured value. 

2.1.1.3 Effect of the model leading edge 

Analyzing the heat transfer results it appeared that the 
heat transfer distribution and thus the transition 
position on the plate was not uniform in spanwise 
direction, even though a seemingly uniform flat plate 
was used. Figure 2.1.1.3 shows the heat transfer 
coefficient or the Stanton number distribution on two 
lines, on coordinates y = 35 mm and y = 65 mm. 
It is clear that on both lines the measurement follows 
the laminar curve at first. but then transition occurs on 
one, while the other remains laminar for some 20-30 
mm more. This results in local differences in heat 
transfer coefficient of a factor of two on lines only 30 
mm apart, and also in the momentum thickness (fig. 
2.1.1.4). 
Figure 2.1.1.5 shows the heat transfer coefficient on a 
vertical line parallel to the leading edge, at a distance 
of about 130 mm from the leading edge, where one 
curve has just reached the end of transition. In the same 
graph is shown the thickness distribution of the leading 
edge as measured using a microscope. 
The correlation between the two curves is obvious. 
Where the leading edge is locally thin the heat transfer 
coefficient is high and vice verse. The variation in 
Stanton number is a factor 2 over a spanwise distance 
of about 30 mm. So it seems that where the leading 
edge is locally thin, transition downstream occurs 
closer to that leading edge. 
To see whether the correlation between leading edge 
thickness and transition position also applies to 
uniform leading edges, it was decided to manually 
improve an existing, fairly blunt leading edge. Using a 
grinding stone the thickness was first made uniform at 
b=154 pm and then gradually reduced until at b=14 pm 
it was impossible to reduce the thickness any more 
while keeping it uniform. It is found that for leading 
edges with average thickness b=154 pm and b=96 pm 
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the boundary layer remains laminar over the full length 
of the plate. For the high unit Reynolds number tests 
this implies a Reynolds number at the beginning of 
transition which is larger than 4 million. When the 
leading edge thickness was reduced to b=54 p, for the 
three standard unit Reynolds numbers transition occurs 
on the plate, albeit close to the trailing edge. For the 
two smaller thicknesses tested, b=34 pm and b=14 p, 
transition shifts upstream. The smallest Reynolds 
number at the beginning of transition is 1.3 million for 
thickness b=14 p, more than three times smaller than 
for the thicker leading edge. 
When the obtained transition Reynolds numbers are 
depicted vs the unit Reynolds number with the 
thickness as an extra parameter, a trend shows in figure 
2.1.1.6. 
The transition Reynolds number increases linearly with 
the unit Reynolds number, and it also increases with 
the thickness. Extrapolating the unit Reynolds number 
to zero, the transition Reynolds number for all 
thicknesses seems to go to 0.2 million, this is called the 
apparent origin of transition. 
The triangular marks with an arrow indicate that in 
this particular case transition does not occur on the flat 
plate and that the transition Reynolds number should be 
higher than the value indicated by the triangle. A so- 
called distance parameter can be found. It has been 
mentioned before that there is a limit equal to 0.2 
million. When this so-called distance parameter 
(Rex - 0.2 el0 ') / Re , is displayed vs the average 
thickness, all data points fall on one curve (fig. 
2.1.1.7). 
The value of the Reynolds number at the beginning of 
transition on a flat plate at Mach 6 in the VKI-H3 
tunnel is thus given by: 

Re, =2.105 +0.124.Re,+105.105 ab2 .Re, 
(6 in meters an Re, in l/m) 

2.1.1.4 Effect of the wind tunnelflowfield 

Even using a uniform leading edge there still remains a 
non-uniformity of the heat transfer distribution. These 
heat transfer variations are smaller than those in figure 
2.1.1.5, and they also seem to be more or less 
symmetric on the plate. Moreover, when moving the 
model sideways in the tunnel, the shape of the heat 
transfer distribution remains fmed in the tunnel and 
moves over the model. This indicates that the observed 
variations are not caused by the plate but by the 
flowfield. To possibly explain these remaining non- 
uniformities, a detailed calibration of the wind tunnel 
flow field is carried out using Pitot pressure and static 

pressure measurements [6]. Simultaneously, 
computations of the nozzle flow are performed with the 
VKI-MB Navier Stokes code [7,8] for both laminar and 
turbulent nozzle wall boundary layers. 
As expected, the nozzle wall boundary layers are 
turbulent and the best fit with the experiments is 
obtained when the transition is placed immediately 
after the nozzle throat. In these computations, not only 
the nozzle flow is calculated but also the free jet flow in 
the test chamber as indicated by the grid displayed in 
figure 2.1.1.8. 
As most of the contoured nozzle of hypersonic 
facilities, it can be seen in figure 2.1.1.9 that the Mach 
number at the nozzle exit is not uniform because of 
weak compression waves originating from the incorrect 
modeling of the boundary layer thickness during the 
design phase of the nozzle. Moreover, the free jet itself 
is affected by the pressure level in the test chamber 
(taken equal to the measured one) which is likely to 
produce a slightly under or over expanded jet. 
A typical example of the Mach number on the 
centerline of the tunnel measured at three stagnation 
pressure levels is given in figure 2.1.1.10 and compared 
to computational results for the lowest stagnation 
pressure. The computation reproduces rather well the 
Mach number measured even at 200 mm from the 
nozzle exit which would indicate that the computation 
of the free jet is relevant. These computations are still 
in progress for the other standard flow conditions and 
will be used as input conditions to the computations of 
the flow field over the flat plate tested in the wind 
tunnel. 
The other well known effect of the wind tunnel on 
transition is associated to the so-called wind tunnel 
noise. In hypersonic wind tunnels, noise radiated from 
the nozzle wall boundary layers is believed to be a 
major cause of early transition. With a typical nozzle 
wall boundary layer thickness of about 10 mm and a 
typical speed of 1000 m/s. this gives frequencies up to 
100 kHz. However, the pressure transducers used in the 
Pitot tubes have a resonance frequency of about 140 
kHz and a flat response up to about 30 kHz. In order to 
push further the limits of use of the transducers, special 
calibrations with respect to a reference microphone (fig. 
2.1.1.11) are performed which allow to extend the 
usable frequency domain up to about 100 kHz. 
Moreover, these transducers will experience very high 
temperatures (up to 550 K) and therefore the 
measurements have to be made in very short time to 
avoid buming the transducers. Even though they are 
compensated for temperature effects, the transducers 
experience transients in temperature which are not 
correctly compensated and which require a special 
correction. These unsteady total pressure and static 
pressure measurements are presently in progress. 
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Fig. 2.1.1.1: H-3 blowdown wind tunnel. 
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Fig. 2.1.1.2: Predicted momentum thicknesses compared to a measured result 
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1 : Scan at y = 65 mm 
2: Scan at y = 35 mm 

Fig. 2.1.1.3: Stanton number distribution on two horizontal lines 
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1: Scan at y = 65 mm 
2: Scan at y = 35 mm 

(Momentum thickness not to scale) 

Fig. 2.1.1.4: Momentum thickness development on two horizontal lines 
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Fig. 2.1.1.8: Computational grids for the H3 wind tunnel 

Fig. 2.1.1.9: Computed iseMach lines in the H3 wind tunnel 
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Fig. 2.1.1.10: Measured and computed Mach number in the H3 wind tunnel 
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2.13 Roughness induced transition 
(H. L. Boemgter, J.-M. Charbonnier) 

2.1.2.1 Introduction 

As mentioned before, for reentry of hypersonic vehicle 
in general, boundary layer transition is a key issue. In 
addition to the natural transition discussed previously, 
it is important for a practical vehicle design to quantify 
the admissible wall roughness with a good accuracy in 
order to guarantee a safe operation of the vehicle while 
keeping the fabrication constraints to the minimum 
level. 
In this section, the research carried out at the VKI 
during this past decade in the field of roughness 
induced transition is briefly exposed and some of the 
current activities are mentioned. 

2.1.2.2 Roughness induced transition for attached 
flows 

The VKI has been involved in the study of roughness 
induced transition since 1988 in the framework of the 
Hermes program [3,9,10]. This work has led to the 
establishment of criteria which predict the change in 
the transition position when the roughness height is 
increased. A large number of roughness geometries 
were tested (2D gap/step, 3D perturbation, spheres, ...) 
on flat plates and cones with sharp leading edges in the 
H3 Mach 6 facility of the VKI. Recently, these data 
were compared with data published by Bertin [12], 
obtained on an Orbiter model at angle of attack placed 
in a Mach 8 wind tunnel [9]. 
As seen in figure 2.1.2.1, the very good agreement 
between the Orbiter data and the data obtained at VKI 
shows that the transition criteria established on simple 
geometries with rather sharp leading edges can be used 
for a blunt body as the Orbiter. This is true provided the 
actual boundary layer properties (momentum thickness) 
are used to evaluate the Reynolds numbers which are 
entered in the transition criteria. However, it was found 
that the criteria presented by Bertin in [11,12], using 
the Reynolds number based on the roughness height 
and the boundary layer edge conditions do not agree 
with the measurements made at the VKI as can be seen 
from the differences in figures 2.1.2.2 and 2.1.2.3. 
It appears that the ratio Rhcro/M which is already 
used for transition on smooth bodies [5] is also a good 
candidate when using the ratio of the values taken at 
the transition location for the rough and for the smooth 
cases as seen in fig. 2.1.2.1,2.1.2.2 and 2.1.2.3. On the 
contrary, the Reynolds number based on the roughness 
height does not allow to correlate the transition data 
obtained on different geometries as indicated by the 

order of magnitude difference between the Orbiter data 
and VKI data. Therefore, it Seems that the criteria 
using h/6 * is a better candidate to predict the critical 
roughness height (fig. 2.1.2.1). When coupled with a 
boundary layer calculation on the body it should 
provide the admissible roughness heights as function of 
the flow conditions. For the extrapolation to flight of 
this criteria, one has to consider the ratio of the wall 
temperature to the stagnation temperature. Since the 
displacement thickness accounts for the effect of wall 
temperature, the extrapolation to flight can be achieved 
through these criteria as indicated by Bertin et al in 
[13] who found for the Orbiter windward tiles 
reasonable admissible roughness heights up to 2 mm 
for different trajectory points. 
However in some cases like for instance for strongly 
accelerated flow over cooled surfaces, the boundary 
layer displacement thickness may become negative and 
the criteria based on the relative height of the 
roughness to the boundary layer displacement thickness 
fail. For such a reason, Bertin et a1 [ 111 proposed to use 
a Reynolds number based on the roughness height 
instead of the ratio h/6 * . However as indicated by the 
comparison of figures 2.1.2.2 and 2.1.2.3, these criteria 
are geometry dependent which is not the case of the 
h/6* criteria. Moreover, as noticed by Boudreau in 

[14], it is unlikely that such a simple h/6* criteria be 
universal because it does not account for pressure 
gradients whose effects are, when favorable, to 
“laminarize” the boundary layer. Actually two effects 
may play a role on the transition when induced by 
roughness: the entropy layer and pressure gradients. 
For the former, there are already some indications (as 
discussed above) that the effects of the entropy layer 
can be accounted for by using the local edge condition 
of the boundary layer to compute the flow parameters. 
For the latter, there is no evidence of their influence in 
the experiments conducted so far at the VKI and also 
on the Orbiter where the roughness elements were 
placed in a region of weak gradients. However as noted 
by Boudreau [14], when one wants to trigger the 
boundary layer transition on a blunt cone without 
creating large disturbances in the flowfield, the position 
of the distributed roughness with respect to the sonic 
line and to the minimum pressure level is of major 
importance. This particular situation was investigated 
on an axisymmetric model defined based on the wind 
direction and on windward side of the ARD capsule at 
23” incidence [15]. Figure 2.1.2.5 shows the model 
with spherical roughness glued on the conical 

It has been demonstrated that in the conditions of the 
afterbody. 
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H3 wind tunnel at Mach 6, transition can not be 
triggered by roughness elements placed on the front 
part of the model. When placing roughness elements at 
the beginning of the conical region, transition can be 
triggered with an arrangement of spheres of about 5 
times the boundary layer displacement thickness which 
can not be considered anymore as small roughness (Fig. 
2.1.2.6). These investigations, which are still under 
progress, confirm that the transposition of the 
roughness induced transition criteria from simple 
geometries to cases with strong entropy layers and 
pressure gradients is not straightforward. 
Surface waviness is also responsible for earlier 
transition as demonstrated by the studies carried out at 
Mach 3.5 in the NASA quiet tunnel [16] on sharp 
cones with different wave lengths L and amplitudes H. 
The conclusions of this study are that “no lower critical 
wave size was reached” i.e. ”no waves were found 
which did not affect transition” and that waves have 
“less effect than trip wire of same height”. The ratio 
H/L was found to correlate the data i.e. at same H/L, 
the same change in transition is observed. Finally an 
important remark, already reached by Goodrich et al in 
[17], is made as far as the relevance of transition 
studies in wind tunnels are concemed by comparing 
results obtained in the quiet and noisy Mach 3.5 tunnel: 
“a given wave caused the same percentage change in 
transition Reynolds numbers in quiet and noisy flows”. 
These particular roughnesses are presently studied in 
the VKI-H3 wind tunnel at Mach 6 on sharp cone 
models. 

2.1.2.3 Roughness induced transition in presence of 
separated j l o  w 

Even though the roughness does not trigger transition, 
it may have an influence on the re-attaching flow over a 
deflected surface. This was for instance observed in 
[lS] when small roughness elements were deposited on 
the blunt leading edge of a flat plate/compression ramp 
model. The leading edge perturbations were creating 
striations on the flat plate part but were not trigging the 
boundary layer to transition. On the contrary, at re- 
attachment on the ramp, the perturbations were 
promoting transition of the boundary layer on the 
whole ramp. The same observation was made on the 
blunted coneblare configuration tested also at Mach 6 
[19]. With a 3.5 mm radius nose, the whole interaction 
is laminar for a unit Reynolds number of 8 millions per 
meter. When four 1 mm spheres (every 90 degrees 
azimuth) are placed at 20 mm from the stagnation 
point, it does not trigger transition of the cone but it is 
sufficient to trigger transition at re-attachment on the 
flare as shown by the sublimation test given in figure 
2.1.2.7. 

This aspect of roughness induced transition is coupled 
with the amplification mechanisms which take place 
over the separated region resulting from the shock wave 
boundary layer interaction. 
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I Fig. 2.1.2.5: Modified ARD model with spherical roughness elements 
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Fig. 2.1.2.7: Sublimation test on a blunted coneblare model at Mach 6 
with 4 spheres placed at 20 mm from the stagnation point. 
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2.2 Shock wave - boundary layer interaction 

The phenomenon of shock wave - boundary layer 
interaction has been extensively studied at the VKI in 
the supersonic and hypersonic regimes. In the 
following sections, the experimental and numerical 
investigations carried out on 2D and axisymmetric 
configurations are presented. 

2.2.1 Flat plate-ramp 
(G.A. Simeonides, JSh. Vermeulen) 

23.1 .I Introduction 

Shock wave boundary layer interaction phenomena 
have been investigated at the VKI since the late 19603, 
starting with experimental studies involving two- 
dimensional tlat plate ramp configurations [20,21]. 
This simple configuration has been further investigated 
in recent years in the two hypersonic wind tunnels of 
the Institute, namely the Mach 6 H-3 and the Mach 14 
Longshot facilities, and has also served as an initiation 
test case for the computational (CFD) analysis of shock 
wave boundary layer interaction phenomena r22.261. 
The subsequent discussion on two-dimensional shock 
wave boundary layer interactions over flat plate ramp 
configurations focuses on heat transfer distributions 
and interaction-induced peak heating and, in particular, 
on the following three major aspects of the work 
performed at the VKI: 
0 comparison of measured heat transfer distributions 

and reference enthalpy predictions 
0 Goertler instability in the flow reattachment 

region, striation heating and promotion of laminar- 
turbulent transition 

peak heating correlation and transition criterion for 
shock wave boundary layer interactions 
Details of the associated computational work may be 
found in [24.26]. 

2.2.1.2 Comparison of measured heat &anger 
distributions and reference enthalpy predictions 

Heat transfer distributions measured over flat plate 
ramp configurations in the H-3 and Longshot 
hypersonic wind tunnels of the VKI have been 
extensively compared to reference enthalpy predictions. 
This prediction methodology is based on the extension 
of incompressible boundary layer results (i.e. Blasius 
for laminar flow) to the compressible flow regime by 
means of Eckert's reference enthalpy concept; it is 
recalled in detail in [22]. 
Typical comparisons between measurements and 
reference enthalpy predictions are shown, after [22,23]. 
in Figs. 2.2.1.1 and 2.2.1.2 for Mach 6 and Mach 14 

flow conditions, respectively. Very good agreement 
between measurements and predictions is noted in all 
cases over the attached flow regions both upstream and 
downstream of the interaction, particularly when the 
actual pressure distribution is accounted for rather than 
assuming the inviscid pressure field fur the predictions. 
Moreover, a shift of the virtual origin of the reattaching 
boundary layer to the near vicinity of reattachment has 
been found necessary, in order to account for the 
thinning of the boundary layer through the interaction'. 
It is noted that, in the cases of Figs. 2.2.1.1 and 2.2.1.2, 
the measured data upstream of the interaction agree 
with laminar reference enthalpy predictions. but 
downstream of the interaction they agree with turbulent 
flow predictions. This is already an indication of 
laminar-turbulent transition promotion by shock wave 
boundary layer interactions and, noting, the decrease in 
heat transfer over the separated flow region (which is 
characteristic for laminar flow and not for turbulent 
flow), it is an indication of transition promotion in the 
close vicinity of flow reattachment. Supporting 
macroscopic indications of transition promotion in the 
close vicinity of reattachment have been provided 
through the examination of schlieren photographs and 
unfiltered high frequency response surface temperature 
time traces obtained in Longshot short duration 
experiments [22,28]. 
Lastly, it is noted that a fully laminar shock wave 
boundary layer interaction over a (nominally) sharp flat 
plate ramp configuration has been achieved only at the 
minimum Reynolds number attained in the Longshot 
facility at the time [22]. The result is shown in Fig. 
2.2.1.3 where it is seen that, although the flow 
reattaches as fully laminar, transition does eventually 
occur in the attltched flow region over the ramp only a 
modest distance downstream of reattachment 

, 

2.2.1.3 Flow instabilig in reattachment regions, 
striation heating and promotion of laminar-htrbulenl 
transition 

A number of investigations, including the work of 
Ginoux [20] at VKI. have revealed the formation of 
short wavelength streaky structures in reattaching flows 
under supersonic and hypersonic flow conditions. This 
so-called striation phenomenon is attributed to the 
formation of m e r - t y p e  vortices supported by the 
concave flow curvature in the reattachment region; it is 
a form of instability and is closely related to the 

'  ore recently. this shift in the virtual origin of the 
reattaching boundary layer has been approximated in a more 
formalistic manner by imposing a balance of the boundary 
layer momentum deficit at conditions upstream and 
downstream of the interaction [8]. 
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occurrence / promotion of laminar-turbulent transition 
in the close vicinity of reattachment 
Because of the significant spanwise (short wavelength) 
heat transfer variations that may result from the 
formation of striations over, say, deflected control 
surfaces, the phenomenon has received further attention 
at the VKI under the framework of the Hermes 
spaceplane program [22.23,25,26]. In particular, high 
resolution heat transfer measurements over flat plate 
ramp configurations in the Mach 6 H-3 wind tunnel by 
means of infrared thermography have revealed some of 
the characteristics of this instability. 
At low Reynolds numbers and with low-strength 
interactions (i.e. small ramp deflection angles), an 
irregular striation pattem is first observed over a 
significant distance downstream of reattachment on the 
deflected ramp. This irregular striation pattem and the 
resulting spanwise heat transfer distribution has been 
qualitatively correlated to the distribution of initial 
disturbances (in this case. irregularities along the 
nominally sharp model leading edge), as illustrated in 
Fig. 2.2.1.4. With increasing Reynolds number and/or 
interaction strength, the striation pattem becomes more 
regular (i.e. the signature of the initial disturbances is 
progressively ovemdden by the strength of 
destabilizing factors), periodic striations appear with 
decreasing streamwise extent and, eventually, they 
disappear again as fully turbulent flow is attained over 
the entire ramp shortly downstream of reattachment. 
To quantify the influence of this localized three- 
dimensional phenomenon on the heat transfer evolution 
over deflected control surface configurations, bands 
between the minimum and maximum streamwise heat 
transfer distributions measured over the model span are 
plotted in Fig. 2.2.1.5 for a given nominally sharp (but 
irregular) model leading edge and various Reynolds 
number and ramp deflection angles. Evidently, 
significant spanwise heat transfer variations commence 
only in the close vicinity of reattachment, which is the 
most unstable region of the flow due to the adverse 
pressure gradient and flow concavity. Their streamwise 
extent is decreasing with increasing Reynolds number 
and/or interaction strength and, at sufficiently high 
values of one or both, they disappear altogether. The 
amplitude of these spanwise heat transfer variations 
may be in excess of +/- 50% but is always closely 
bounded on the upper limit by the local turbulent 
heating level; this amplitude reduces to zero as the 
spanwise mean heat transfer rises to the local turbulent 
level and fully turbulent flow is attained over the whole 
-P. 
In effect, flow reattachment regions are the most 
unstable regions in this type of flow situation. At 
Reynolds numbers which are significantly lower than 
the values necessary to promote laminar-turbulent 

transition, initial disturbances may be amplified 
through the destabilizing mechanisms of adverse 
pressure gradient and flow concavity that characterize 
reattaching flows. Initially, the instability takes the 
form of M e r - t y p e  vortices and with increasing 
disturbance environment and destabilizing factors 
eventually leads to a very efficient transition to 
turbulence restricted in the close vicinity of 
reattachment. 

2.2.1.4 Peak heating correlation and transition 
crirerwn for shock wave boundnry layer interactions 

Having noted the success of the reference enthalpy 
method, discussed in section 2.2.1.1, in the prediction 
of heat transfer distributions over attached flow regions, 
the method has been employed at the VKI [22,23] to 
improve previous correlations for the peak heating 
downstream of shock wave boundary layer interactions 
that were based solely on the pressure interaction 
concept. Of particular importance was the 
determination of the virtual origin and effective growth 
length of the reattaching boundary layer: in the earlier 
versions of the peak heating correlation of r22.231, the 
virtual origin was taken in the close vicinity of 
reattachment; more recently, the momentum deficit 
balance approach was adopted to better formalize the 
determination of this parameter [27]. 

Without entering into the details of the proposed peak 
heating correlation, which may be found in [22,23,25- 
271, a large number of data (in excess of 200 data 
points) have been correlated covering a Mach number 
range between 5 and 19. a Reynolds number range of 
five orders of magnitude and, more recently. including 
axisymmetric configurations in the high enthalpy 
regime. The correlation, using laminar reference values 
at freestream conditions as normalizing parameters is 
shown in Fig. 2.2.1.6. The data corresponding to fully 
laminar interactions (laminar peak heating) exhibit a 
constant value of the ordinate equal to unity (within the 
+/- 20% scatter), independent of Reynolds number. On 
the contrary, turbulent peak heating data (normalized 
by laminar reference values) exhibit a well defined 
Reynolds number dependence. 
In addition to the success of the proposed correlation, 
providing peak heating estimates within 20%. the 
crossover between the laminar and the turbulent peak 
heating correlation curves, occurring at a Reynolds 
number (based on Eckert’s reference enthalpy 
conditions upstream of the interaction) of 
approximately 6OO0, gives a minimum critical 
Reynolds number criterion at which a shock wave 
boundary layer interaction may promote laminar- 
turbulent transition provided. of course, that the 
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, combination of initial disturbances and interaction 
I strength is adequate. Notably, In quiet flow conditions, 

fully laminar interactions may persist up to reference 1 Reynolds numbers of the order of 100,OOO. In general, 
however, these critical Reynolds are significantly lower 
than those necessary to promote laminar-turbulent ! transition in the absence of an interaction. 
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Fig. 2.2.1.1 : Heat transfer distribution on flap-plate compression ramps in the VKJ-H3 
Mach 6 wind tunnel. Comparison with the reference enthalpy method predictions 
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Fig. 2.2.1.4: Spanwise heat transfer distribution on flap-plate compression ramps in the 
VKT-H3 Mach 6 wind tunnel. Effect of the model leading edge disturbances 
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2.2.2 Cone-flare 
(W. DieudonnC, J.-M. Charbonnier) 

2.2.2.1 Introduction 

In order to eliminate the uncertainties associated with 
the assumption of two dimensional flows when 
investigating flat plate - ramp models, it was decided to 
use axisymmetric configurations. The cone-flare model 
has the advantage with respect to the hollowcylinder- 
flare to minimize the blockage in the wind tunnel. 
When compared to the hyperboloid-flare model, it does 
not exhibit this expansion in the region of the boundary 
layer separation and therefore it provides an 
intermediate level in the process of assessment of the 
physical modeling of shock wave - boundary layer 
interaction phenomenon. 

2.2.2.2 Assessment of the expenmental configuration 

A set of experiments were carried out in the VKI-H3 
Mach 6 wind tunnel on a 7.5" cone with a 10" flare for 
sharp and spherically blunted noses [ 191. Figure 2.2.2.1 
shows the Stanton number measured on the model with 
the sharp nose for the three standard unit Reynolds 
number of the tunnel (8, 15 and 20 lo6 /m). As 
indicated by the Stanton number levels, the re- 
attachment on the flare is laminar at low Reynolds 
number, transitional at medium and presumably 
turbulent for the high Reynolds number case. 
In a first step, in order to remove the transition 
modeling uncertainties from the comparison between 
experiments and computations, a 3.5 mm diameter 
spherically blunted nose model was tested under the 
same flow conditions (Fig. 2.2.2.2). In this case, 
although for the high Reynolds number case, the re- 
attachment remains turbulent, for the two other flow 
conditions, a fully laminar interaction is observed. 
This last geometry was kept as a standard model and 
tested in detail for the low Reynolds number flow 
condition [29]. Pressure coefficients are measured by 
means of electronic pressure scanners and heat transfer 
coefficients are obtained using the recently acquired 
new infrared scanner. The experimental study has 
shown that the flow over the model is very sensitive to 
the angle of attack. For instance, an incidence of 0.25' 
is sufficient to move significantly the separation 
location and even to trigger the boundary layer 
transition on the flare as demonstrated in figure 2.2.2.3. 
It is therefore essential to assess the axisymmetry of the 
flow over the model and the level of repeatability of the 
experiments before drawing any conclusions. 

2.2.2.3 Re-building of the experiment 

In parallel to the experimental work, a numerical study 
is carried out using the VKI-MB Navier Stokes code 
[7,30]. Attention is focused on grid convergence and it 
appears that the separation area where the experimental 
data differ from the numerical results, is not totally grid 
converged. For instance, the Cp distribution in figure 
2.2.2.4 shows that the separation location is not well 
predicted which induces differences in the re- 
attachment region. However, the grid convergence can 
not explain the differences in Stanton number observed 
on the front part of the model in figure 2.2.2.5. This 
offset is likely to be due to the input conditions (or 
boundary conditions) used in the computations which 
are not properly representing the actual flow in the free 
jet of the wind tunnel. This assumption is supported by 
the fact that the flow over the model is very sensitive to 
the angle of attack. In order to confm this 
explanation, the flow over the model is presently being 
computed using as input conditions the flow computed 
in the H3 nozzle as shown in figure 2.2.2.6 
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Fig. 2.2.2.2: Reynolds number effect on a cone-flare model 
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23.3 Hyperboloid-flare 

Deconinck, S. Paris) 
(W. Dieudonnb, J.-M. Charbonnier, H. 

23.3.1 Introduction 

In the frame work of the ESA/Manned Space 
Transportation Program the flow over an hyperboloid 
flare geometry tested in the DLR-RWG wind tunnel at 
Mach 6 was computed as contribution to the 
Workshops organized at ESA/ESTEC in 1994 [31] and 
1996 [30]. The code used is the VKI-MB which is a 
multidomain finite volume cell centered code based on 
an upwind numerical scheme and with a spatial 
discretization based on quadrilaterals [7,32]. The one 
equation Spalart- Allmaras turbulent model has been 
implemented and validated for the 2D and 
axisymmetric versions of the code [8]. 

2.2.3.2 The ESAIESTEC Workshop testcase in DLR- 
R WG conditions 

Because of the flare, a complex flow structure exists 
over the body, such as a shock wave - boundary layer 
interaction and recirculatory flow. For the last 
workshop in March 96, two configurations are 
considered the Low Reynolds Number (LRC) case (3.5 
lo6 /m) and the High Reynolds Number (HRC) case 
(14.8 lo6 /m) [30]. The former is expected to show a 
fully laminar interaction whereas for the latter 
boundary layer transition is expected to take place on 
the flare at re-attachment of the boundary layer. Figure 
2.2.3.1 shows the computed iso-Mach lines on the 
hyperboloidhlare geometry for the LRC case. 
The influence of grid refinement in the x and y 
directions was investigated separately and it is 
demonstrated that the separation point is sensitive to 
the grid refinement along the y direction normal to the 
wall whereas the capture of the re-attachment very 
much depends on the grid refinement in the x direction 
along the wall. Comparison with experimental data 
confirms that the flow is fully laminar for this case as 
indicated in figure 2.2.3.2 by the Stanton number 
distribution. 
For the HRC case, the laminar computation clearly 
shows that the boundary layer at re-attachment on the 
flare is not laminar. The effect of the location of 
transition with respect to the separation and 
reattachment point is also investigated using the 
Spalart Allmaras turbulence model [8]. In figure 
2.2.3.3, the best agreement with the experimental data 
is obtained when the boundary layer transition is fixed 
at the re-attachment point on the flare which Seems to 
indicate that transition takes place in the shear layer 
over the separated zone. 

2.2.3.3 The hyperboloid-jlare in the VKI-Longshot 
tunnel 

The standard hyperboloid/flare model is also tested and 
computed for the flow condition LSCNl of the VKI- 
Longshot wind tunnel [33]. A Schlieren photograph of 
the flow over the model in the Longshot tunnel is 
reproduced in figure 2.2.3.4 where can the location of 
the boundary layer separation with respect to the region 
of expansion due to the model wall curvature can be 
seen. 
The measurements and the associated computations for 
the re-building of the flow over the model are under 
process for the four new operating conditions of the 
Longshot with N2 and CO2 used as test gases. So far 
the first measurements carried out in the Longshot are 
aimed at qualifying the tests in terms of reproducibility 
and positioning of the model in the test section. Figures 
2.2.3.5 and 2.2.3.6 quantify the influence of 0.5 degrees 
angle of attack on the pressure and heat transfer 
distributions for the condition LSCNl. 
It is observed that both the separation point location 
and the re-attachment region are sensitive to the 
incidence. At re-attachment the model incidence 
modifies significantly the Stanton number distribution 
on the flare after re-attachment when compared to the 
tests performed without incidence. 
This study is in progress with the completion of the 
tests for the other flow conditions and the analysis of 
the results with respect to the influence of the 
rarefaction parameter and of the specific heat ratio of 
the Longshot operating conditions. 
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Fig. 2.2.3.1: Iso-Mach lines for the LRC conditions 
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Fig. 2.2.3.2: Experimental and computed Stanton number for the LRC 
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the HRC 

Fig. 2.2.3.4: Schlieren photograph of the hyperboloid/flare model in the Longshot 
for the flow condition LSCNl 
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23 Fin induced vortex boundary layer interactions 
(S. Zemsch, G. Degrez) 

23.1 Introduction 

This study addresses the vortical flow downstream of 
blunt fins under large angles of attack and its 
interference with a laminar flat plate boundary layer. 
The used geometry models the junction between the 
wing and the fuselage of a hypersonic spacecraft. Fig. 
2.3.1 shows a schematic of this flow. 
A leading edge vortex forms leeward of the wing whose 
position and extension strongly depends on the flow- 
and geometrical parameters. For a certain combination 
of these parameters, streamwise striations are observed 
downstream of a conical flow attachment line on the 
flat plate as shown on the sublimation picture of Fig 
2.3.2 that shows the top view of the flat plate/wing 
model. 
These striations are vortical structures, embedded in the 
flat plate boundary layer, that influence the surface 
mass- and heat transfer. Such striations were observed 
on the side fuselage of a space shuttle model under 
similar conditions[34]. The exact knowedge of the local 
value of the heat transfer is important for the efficient 
design of a thermal protection system. 
The objective of this joint experimental and numerical 
study is to determine the conditions for which striations 
exist, the correlation of their existence to the topology 
of the flow, the evaluation of local peak heating and the 
influence of striations on surface heating. 
A schematic of the wind tunnel model is shown in Fig. 
2.3.3. It consisted of a conical blunt wing with leading 
edge sweepback angle, h = 7 5 O ,  mounted under a = 40’ 
incidence at different distances x u  = 0 and 40 mm 
from the flat plate sharp leading edge. 
Due to experimental difficulties in accessing in detail 
the three-dimensional vortical hypersonic flow field, a 
joint numerical and experimental program was set up 
where experiments were used to validate computations. 
Initial calculations demonstrated a strong dependence 
of the numerical solution on the used mesh requiring 
very fine mesh sizes to obtain a grid-independent 
solution. Hence, computations in three dimensions were 
not feasible due to the high requirements in 
computational power and memory. Since surface flow 
visualization indicated some conical flow symmetry 
(see Fig. 2.3.2). a conical Navier-Stokes solver was 
selected for the flow analysis. The tests were conducted 
for the freestream Mach numbers 2 and 6 and Reynolds 
numbers in the range of 0.1 to 2.1 million. 

23.2 Results 

The reliability of the numerical results is demonstrated 
by a detailed validation with experiments: 
Consequently, flow field data are compared with LDV 
measurements taken on traverses through the primary 
vortex at several downstream locations at a freestream 
Mach number of 2. Further more, surface pressure- and 
heat transfer data were acquired downstream of the 
wing on the flat plate for a Mach 6 flow. All these data 
were compared to the computed values. Surface flow 
visualizations supplemented the validation. 
Initial computations of the complete geometry 
including the compression side flow demonstrated that 
there is basically no influence of the compression side 
flow on the expansion side interaction[35]. In the 
following, only the expansion side was numerically 
modeled which allowed for important savings in 
computational time and memory. 

2.31.1 Validation offow field - Mach 2 

Single component LDV measurements of the 
streamwise velocity component, vx. at different 
streamwise locations on the same conical ray were 
compared to computed flow and particle velocities. Fig. 
2.3.4 shows such data for the two streamwise positions 
A and C (see Fig. 2.3.3). General features of such a 
flow field traverse are an indication of the position of 
the bow shock. here at about of yc = 0.8, causing a 
strong deceleration of the flow and an following 
acceleration of the flow when the vortex core is 
approached. 
In the following, the different sets of data will be 
compard The close overall agreement of the inviscid 
and viscous computations show the little effect VisCoSity 
has on the flow field. Only a small region close to the 
flat plate surface (small yc values) is influenced by the 
presence of a boundary layer. However, measurements 
and computations reveal significant differences for the 
location of the bow shock and velocity values of the 
accelerated flow indicating velocity lag of the particles. 
Consequently, the dynamics of the particles was 
computed by means of solving the particle equations of 
motion for the computed flow field (for more details see 
ref.[35]). Good agreement was found between 
numerical and experimental particle velocities, at least 
for the accelerated flow part. (Large displacements 
(large y,-values) suffered from a critical uncertainty of 
the position of the probe volume due to a deformation 
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of the employed traversing bench). Test 14 and 16 (see 
Fig. 2.3.4) were acquired on the same conical ray and 
should be identical for a perfectly conical flow. 
Differences in regions of strong velocity gradients 
between these two sets of data could very well be 
reproduced by the numerical particle model identifying 
them as particle lag. 
In conclusion of the Mach 2 flow field survey it can be 
said that the LDV measurement suffer from particle lag 
in regions of strong flow gradients. Using the computed 
velocity distribution and modeling the particle behavior 
numerically this particle lag can be reproduced. This is 
a strong indication for the conicity of the flow field. 

2.33.2 Validation of swface flow data - Mach 4 

Different surface flow visualization techniques were 
used for the analysis of the surface flow pattern. Fig. 
2.3.2 and Fig. 2.3.5 present a sublimation and oil flow 
photograph, respectively, which were taken from the 
flat plate after a test. As seen for both visualization 
techniques, the expansion side surface pattern is 
dominated by a conical singular line indicating flow 
attachment. The striation pattern emanates from this 
line and convects far down stream. 
Surface pressure measurements at the streamwise 
position C are shown in Fig. 2.3.6 for three 
experimental Reynolds numbers (Relav = 0.31 million, 
Re,,& = 0.57 million, Rehigh = 0.85 million). Each 
data point presents an average value computed from 11 
individual tests. The uncertainty band therefore 
includes the measurement uncertainty as well as the 
test repeatability. Grid-resolved Euler and Navier- 
Stokes results are also included. 
For all Reynolds number cases, the wing lee side 
pressure distribution is marked by a peak in pressure 
(0.28 < xc < 0.4), which corresponds to an angle of 16" 
< arun(xc) < 22'. Refemng to the visualization pictures 
(Fig. 2.3.2 and Fig. 2.3.5). this angle correlates well 
with the location of the attachment line. Low pressure 
values close to the wing (small x,-values) indicate an 
accelerated flow situated under the primary vortex. For 
decreasing Reynolds numbers, the point of flow 
attachment moves away from the wing while the peak 
value remains little affected. 
The Navier-Stokes computation agrees well with the 
overall pressure distribution and predicted pressure 
levels. Only a shift in the exact position of the pressure 
peak indicates the problems of the conical computation 
to correctly predict the flow, which was demonstrated 
to be influenced by the Reynolds number. 

The same comparison is done for the heat transfer and 
is shown in Fig. 2.3.7 in the form of the heat transfer 
coefficient, ch, versus the conical coordinate xc. 
A very good correlation for the measured location of 
the peaks between the pressure and the heat transfer 
data is obtained which confirms the existence of the 
attaching flow. The magnitude of the peak was found to 
be only little affected by the Reynolds number. As for 
the pressure data, the effect of the Reynolds number on 
the position of the attachment line as well as the shift 
between computational and experimental results is 
observed. Outboard of the location of flow attachment 
the effect of striations on the heat transfer coefficient is 
seen as oscillation of the data around the undisturbed 
flat plate level. 
The observed discrepancy in the position of flow 
attachment between experimental and numerical data is 
by far larger than the uncertainty on the measurement. 
In fact, if we recognize the effect of the Reynolds 
number on the lee side flow field, it is not surprising 
that the conical viscous computation shows difficulties 
in precisely predicting the surface interaction. 
Numerically predicted peak locations seem to indicate a 
computational Reynolds number, which is larger than 
that of the experiment. Indeed, the conical flow 
assumption predicts a boundary layer which is 
significantly thinner than the parabolic one for the 
same flow situation. Thus, the computation was 
performed for an effective freestream Reynolds number 
which was too large. This explains the displacement of 
the computational data in the direction of larger 
Reynolds numbers. However, for a detailed 
understanding of the flow structure an absolute 
quantitative agreement is not required as long as the 
flow topology is preserved throughout the 
computations. 

2.33.3 Concluding Remarks - Validation 

LDV, pressure and heat oansfer data together with 
surface flow visualizations were compared to conical 
inviscid and viscous computations. Concerning the 
validation of the flow field, encountered problems with 
particle lag could be overcome by numerical modeling 
of the particle behavior. The position of the primary 
vortex and the streamwise velocity component were 
validated. An effect of the freestream Reynolds number 
on the lee side flow field was discussed for the 
hypersonic flow. The existence of a flow attachment 
line was evenly confirmed by visualizations, pressure 
and heat transfer data. A good agreement in the overall 
pressure and heat transfer distributions confirm the 
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conicity of the hypersonic interaction. Consequently, 
the use of conical viscous computations is justified for 
the analyses of the blunt wing-induced vortex 
boundary-layer interaction. 

23.3 Flow field structure 

In the following chapter. a description of the supersonic 
flow field will be given: After passing through the bow 
shock, the flow expands around the leading edge. 
There, it separates to form a free shear layer that 
divides an outer- f” an inner-, vortical region (see 
Fig. 2.3.8a). The expansion terminates by a cross-flow 
shock, which turns the flow towards the wing surface. 
Close to the flat plate / wing junction as well as towards 
the wing leading edge, boundary layer separation is 
observed. The vortex is seen to scrap along the flat 
plate surface leading to increased skin friction (see Fig. 
2.3.8b). The free shear layer stretches down to the flat 
plate where it interferes with the boundary layer. 
Since free shear layers are known to be susceptible to 
vortical instabilities (vortex-cell instability[36]), the 
interaction of the shear layer can introduce vortical 
structures in the flat plate boundary layer. 
Based on these observations a flow model is suggested 
and displayed in Fig. 2.3.9. It shows a perspective view 
of the attaching shear layer including the embedded 
helical substructures. For this presentation the Viscous 
region close to the wing apex is ignored. 
The striations develop in the free shear layer from the 
line of separation at the wing leading edge. High 
velocities in the outer region and smaller velocities in 
the inner region cause a co-rotation of these vortical 
substructures in the same sense as the primary vortex. 
A line of flow attachment on the flat plate is necessary 
to allow for further development in the flat plate 
boundary layer. (For a more detailed description, the 
reader is referred to refJ351.1 

23.4 Conclusions 

The supersonic/hypersonic flow about a highly swept 
conical blunt windflat plate junction under large angle 
of attack was investigated experimentally and 
numerically. The study concentrated on the lee side 
flow structure and the formation of striations. It could 
be shown that major parts of the flow field are correctly 
captured by the inviscid flow analysis. Good agreement 
with the experimental data in all cases demonstrated 
that the applied conical flow solver is an appropriate 
mol for the exact prediction of the flow field topology 
of conical wing/fuselage junctions. 
The critical flow field structure, which leads to the 
formation of striations, was identified: Wing leading 
edge separation connected to the formation of a fiee 

shear layer. This shear layer, susceptible to vortical 

plate. Under these conditions, a flow attachment line on 
the flat plate exists downstream of which periodic 
striations develop. 

structures, interferes with the bohdary layer on the flat I 

i 
i 
I 
i 
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Free 
Stream 

Primary Vortex 

Fig.2.3.1: Schematic of flow interaction. 

Fig. 2.3.2: Sublimation visualization, Blunt wing / flat plate interaction, 
M, = 6, a = 40°, h = 75' 
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' buffer plate 

Fig. 2.3.3: Schematic diagram of conical windflat plate configuration 
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Fig. 2.3.4: Streamwise velocity component on conical ray x, = 0.25. 
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Fig. 2.3.5: Flat plate surface oil flow visualization, 
M, = 6, a = 40°, h. = 75'. 
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Fig. 2.3.6: Flat plate static pressure distribution downstream of wing, pos. C, 
M, = 6, a = 40°, h = 75'. 
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Fig. 2.3.7: Flat plate heat transfer distribution downstream of wing, 
POS. C, M, = 6, a = 40°, A = 75' 
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I 

a) Mach number contours b) Conical flow streamlines 

Fig. 2.3.8: Conical flow computations (detailed view of lee side flow), 
M, = 6, Re, = 0.57 million, 

Free Stream \ 
Separation ' "// .A.. .. . . 'a\i / Line 

Attachment 

7 2 2  
Fig. 2.3.9: Suggested flow field model for Mach 6 interaction 
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3.1.2 The VKI-Longshot facility 

During the years, the VKI has been involved in wind 
tunnel testing for aerospace programs in the hypersonic 
facilities of the Institute. In the next section, the 
extension of the operating domain of the Longshot 
tunnel is discussed and typical aerothermodynamic 
studies carried out in this facilities are presented. 
Finally, the present development of a Plasmatron 
facility at the VKI is discussed. 

3.1 Extension of the operating domain of the VKI- 
Longshot free piston tunnel 

(I.-M. Charbonnier, W. Dieudonnb, S. Paris) 

3.1.1 Introduction 

Due to the very high level of stagnation temperatures, 
the chemistry taking place downstream of the bow 
shock of a hypersonic vehicle will produce atomic 
oxygen and nitrogen and eventually will ionize the 
atoms. If one considers the mixture created as a 
combination of perfect gases, it is possible to determine 
an equivalent specific heat ratio which value is lower 
than the value for air. Of course during their passage 
around the model, the chemical components may react 
together and consequently, the composition of the 
mixture will change around the body. 
In order to simulate these phenomena, the natural 
tendency is to try to reproduce in wind tunnel the flight 
conditions. This implies that the reservoir temperature 
of the wind tunnel should be very high and 
consequently, the experimentalists are facing the 
problem that the test gas will react in the reservoir and 
will not recombine to a composition equivalent to the 
stagnant air of the atmosphere when it arrives onto the 
model. It is the situation that takes place in the so- 
called high enthalpy facilities which were recently 
developed in Europe. In such a case, the analysis of the 
data collected on the model is rather difficult to achieve 
because the gas which flows on the model is not 
correctly characterized. Therefore these facilities do not 
duplicate flight conditions but rather provide an 
additional set of conditions which of course introduces 
high temperature gas effects but which has the 
disadvantage of not being well characterized. 
In order to assess the influence of high temperature gas 
effects, a simpler approach consists in using a test gas 
which has a specific heat ratio y lower than the value 
for air at ambient conditions. This simulation 
corresponds to the case of a frozen composition for the 
mixture of components created downstream of the 
shock which would pass around the body. 

The VKI-Longshot is a free piston wind tunnel which 
uses a piston to compress the test gas (fig. 3.1.1) [l]. It 
can provide very high pressure levels (up to 4000 bars) 
for moderate temperatures (up to 2500K) so that the 
vibrational mode of the test gas molecule is only 
moderately exited. The facility is classified as a cold 
hypersonic facility because the test case can still be 
considered as a perfect gas. Due to the very high 
pressure levels achieved into the reservoir, the 
Reynolds numbers simulated are very high (up to 10 
millions per meter). The Mach number of the flow in 
the test chamber can be changed from 14 to 20. This 
facility is particularly well suited for the study of 
boundary layer transition at high Mach and Reynolds 
number and provides a good duplication of spacecraft 
reentry trajectories with respect to these two non 
dimensional parameters as seen in figure 3.1.2. 
To operate with different gases (N2 and C02). the 
contoured nozzle designed for nitrogen was replaced by 
a conical nozzle with a removable throat block in order 
to accommodate the throat diameter to the desired 
nozzle exit Mach number. The nozzle wall is equipped 
with heat transfer gauges and pressure gauges starting 
at 0.3 m from the nozzle throat to the end of the nozzle 
(1.7 m) [37]. In the test chamber, the free jet created at 
the nozzle exit is characterized by a calibration rake 
equipped with 21 Pitot pressure tubes and 8 
hemispherical probes providing the heat transfer level 
at the stagnation point (fig. 3.1.3). A modeling of the 
compression phase is developed for the two testing 
gases based on the operating parameters. Then a simple 
one dimensional computation of the flow expansion in 
the nozzle associated with a correlation to account for 
the boundary layer displacement thickness provides the 
flow properties in the test section [38]. 

3.1.3 Determination and calibration of the new 
operating conditions 

The objective in the definition of four operating 
conditions is to vary the specific heat ratio y of the test 
gas while keeping constant a parameter relevant for the 
measurement of heat transfer and aerodynamic 
coefficients on a hypersonic vehicle. This parameter is 
known as the rarefaction parameter V'and is a 
combination of the Mach and Reynolds numbers. Two 
values of the rarefaction parameter relevant for 
hypersonic flight are selected providing a variation of y 

at iso-value of V' . The new operating condition 
parameters are summarized in table 3.1.1 [39]. 

- 

- 
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incoming flow non uniformities. 
Figure 3.1.4 shows an example of the Pitot pressures 
measured in the free jet in two sections downstream of 
the nozzle exit compared to the results of a laminar and 
a fully turbulent computations for the operating 

Measurements of pressure and heat transfer are made 
in the nozzle flow and in the free jet for the four 
operating conditions [33]. 
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Table 3.1.1 : New operating condition for the Longshot equipped with the conical nozzle 
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DRIVER TUBE 
I.D. 12.5 cm -- 

DRIVEN TUBE 
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I.D. 7.5 cm- 
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Fig. 3.1.1: Schematic of the VKI-Longshot wind tunnel 
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Fig. 3.1.2: The VKI-Longshot wind tunnel operating points vs Apollo reentry trajectories 
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Fig. 3.1.3: Schematic of the calibration rake 
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Fig. 3.1.4: Comparison of measured and computed Pitot pressure profiles 
in the test section at two streamwise positions for the condition LSCNl 
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Fig. 3.1.5: Comparison of measured and computed nozzle wall pressure 
for the condition LSCNl 
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Fig. 3.1.6: Comparison of measured and computed nozzle wall heat flux 
for the condition LSCNl 
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Fig. 3.1.7: Comparison of measured and computed normalized Pitot pressures 
for the condition LSCNl at 20 mm downstream of the nozzle exit 
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3.2 Aerothermodynamics of reentry vehicles 
(J.-M. Charbonnier, S. Paris) 

33.1 Introduction 

In the frame of the Hermes and Atmospheric Reentry 
Demonstrator programs, the VKI has been involved in 
the aerothermodynamic characterization of reentry 
vehicles. In the following sections, typical heat transfer 
and pressure measurements carried out in the VKI- 
Longshot wind tunnel are briefly presented. Then the 
method used to compensate the inertial forces during 
the measurement of aerodynamic coefficients are 
recalled and the present developments are discussed. 

33.2 Pressure and heat transfer measurements 

In the past years, the VKI was involved in the 
characterization of the aerothermodynamics of the 
Hermes spacecraft. In this program, various 
configurations of Hermes were tested to evaluate 
pressure and heat transfer distribution in the condition 
of the Longshot wind tunnel at Mach 14 [41,42,43]. 
Figure 3.2.2.1 shows an example of Hermes model 
equipped with thin films gauges. 
In the frame of the Atmospheric Reentry Demonstrator, 
the VKI is manufacturing an ARD capsule model 
equipped with pressure transducers and temperature 
gauges which will be tested in the Longshot with the 
new operating conditions. This model is devoted to the 
study of the boundary layer transition and has several 
inserts with roughness elements. As already mentioned 
in Sec. 2.1.2, it is not straightforward to find a good 
criterion for roughness induced transition on blunt body 
with very high pressure gradients such as in the case of 
the windward side of the AFtD capsule 

3.2.3 Measurement of aerodynamic loads 

A method for the measurement of aerodynamic forces 
and moments was developed to compensate for the 
inertial forces which are always perturbing the 
measurements in short duration facilities. The principle 
of these inertial force corrections is based on the 
experimental determination of the model accelerations 
along and around its axis using measurements of 
acceleration at selected locations in the model. Figure 
3.2.2 presents the implementation of the accelerometers 
in a Hermes model as tested in [44,45,46]. In order to 
evaluate the importance of the inertial forces, figure 
3.2.3 shows the comparison between the raw normal 
force as measured by the strain gauge balance and the 
aerodynamic force after correction on a Hermes model 

in the Longshot. It is clear that inertial compensation is 
needed in order to get usable measurements. 
The method used at the VKI is described in [47] and 
[48] and was recently compared to the so-called LRBA 
method which is based on the same principle but which 
is easier to apply since it does not require the 
knowledge of the characteristics of the oscillating body. 
Actually one of the difficulties in applying the method 
developed at VKI is that the oscillating part must be 
defined with its center of gravity and moments of 
inertia. This oscillating part is taken to be the model 
plus the front part of the strain gauge balance; however 
there is always an uncertainty associated to the fact that 
the part of the balance that has to be considered is not 
well defined. The modified method proposed at the 
LRBA Vernon 0 overcomes the problem by leaving 
the mass and inertia of the oscillating body as 
unknowns. Since the basic equations are the same, the 
way to find these new unknowns is to solve the system 
for several instants during the running time by a least 
square technique instead of solving the equations at 
each instant. The two techniques applied to a simple 
geometry such as a blunt cone give the same results 
[49]; however when the model geometry becomes more 
complicated, the modified method may be more easy to 

The drawback of both techniques is the need b place 
accelerometers in the model and therefore to make a 
special design of the model which usually ends up with 
more complicated and costly models. In order to 
overcome this problem, the University of hchen  
(RWTH) has developed a strain gauge balance on 
which accelerometers are mounted. This balance will 
be tested in the Longshot on an Apollo capsule shape 
which will also be equipped with accelerometers as 
shown in figure 3.2.4 in order to evaluate the capability 
of the method developed in Aachen compared to the 
traditional compensation technique. 

apply - 
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I Fig. 3.2.2.1 : Hermes model equipped with thin film gauges 
for heat transfer measurements in the VKI-Longshot (courtesy Dassault-Aviation) 
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Fig. 3.2.2: Schematic of the implementation 
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of the accelerometers in a Hermes model 
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Fig. 3.2.3: Raw and aerodynamic normal forces on an Hermes model in the Longshot 
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2 
Fig. 3.2.4: Schematic of the implementation of the accelerometers 

in the RWTH capsule model 
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3 3  Development of the Plasmatron facility 
(B. Bottin, M. Carbonaro, M. Decd) 

33.1 Introduction 

A Plasmatron is an induction plasma wind tunnel, 
where a jet of air, heated at extremely high 
temperatures (from around 6OOO K to loo00 K) to a 
plasma state, is directed onto a target, primarily for the 
purpose of testing the resistance of thermal protection 
systems (TPS) for space re-entry vehicles, combustion 
chambers, turbine blades or ceramic coatings exposed 
to severe heat loads. 
In 1992, facilities of this kind were found to exist in 
Russia, where they have been extensively used for the 
testing and optimization of the ceramic composites 
used as thermal protection tiles for space-re-entry 
objects, like the soviet capsules and the shuttle Buran. 
The European Space Agency, recognizing the 
advantages offered by such facilities, in terms of 
chemical purity of plasma compared to the arc-jet 
facilities traditionally used in the westem world for the 
same purpose, decided, as an aid to European space 
programs, to sponsor together with the Belgian Federal 
Ofice for Scientific, Technical and Cultural Affairs, 
the construction of a 1 MW Plasmatron at the von 
Karman Institute. The planned completion date of this 
work is October 1997. 
TPS materials samples will be tested in subsonic and 
supersonic high-enthalpy flows with stagnation 
pressures of 5 to 175 Wa and cold wall stagnation 
convective heat fluxes of 350 to 1200 kW/m2. It is 
intended in a late stage of facility realization to have an 
automated standard operation of the whole facility. 

33.2 Principle of operation 

The concept behind plasma generation by induction is 
sketched on figure 3.3.1. A coil surrounds a quartz tube 
in which cold air is injected. This coil is connected to a 
high-frequency generator and is traversed by high- 
voltage, high-frequency current (a few thousand volts 
with frequencies from 400 kHz to several MHz). Due to 
these conditions, an induced magnetic field exists in 
the center of the quartz tube, with induction lines 
parallel to the axis, as in a classical solenoid. 
The time variation of the induction creates circular, 
oscillating electric fields in planes perpendicular to the 
tube axis. Considering that air has been ionized, these 
fields can move the free electrons, creating current 
loops heating the gas by Joule effect. Once the gas heats 
up, it dissociates and ionizes into a plasma. 
Conceptually, the torch is actually a transformer, of 
which the primary is the coil and the secondaries the 
induced current loops in the gas. 

The fust free electrons can be obtained by introducing 
an electrode into the plasma arch or, preferably, by 
reducing the pressure under 0.1 mbar and applying 
voltage on the coil. Electric field gradients appearing in 
the vicinity of the coil (between turns) are strong 
enough to cause a local ionization of the gas in the 
tube. Once these first free electrons have appeared, the 
whole gas is rapidly heated by Joule effect. In order to 
facilitate the initial electric discharge, one can use 
argon, which has a much lower ionization potential 
than air. 
By these means plasma can be generated .from low to 
atmospheric pressures with temperatures of the order of 
6000KtolOOOOK. 

3.3.3 Differences between inductively-heated and 
arc-heated facilities 

Another mean of plasma generation is an electric arc. 
The principle has been widely and successfully used in 
many arcjet wind tunnels. Nevertheless, inductively- 
heated plasma sources have several advantages over 

In arcjets, the discharge is produced between 
electrodes. which constantly erode during operation. 
This results in copper pollution of the flow, which 
depends on the pressure as well as on the heater design. 
The contamination can range from 50 ppm[50] up to 
about 1% of relative copper vapor content when no 
special care is applied. While this does not seem to pose 
problems for aerodynamic studies under high 
temperatures, it can significantly influence heat flux 
studies. TPS materials tested under moderate 
stagnation temperatures will be covered by copper 
condensing on 'the surface, with the result that the 
initially non-catalytic surface will gradually become 
catalytic, increasing the convective heat transfer 
because of recombination processes[51]. The 
electrodeless heating of inductive torches suppresses all 
risks of flow contamination. This makes inductively- 
heated plasmas very attractive for materials catalycity 
and heat resistance studies, plasma diagnostic 
techniques development (especially the modem, non- 
intrusive techniques like emission spectroscopy and 
laser-induced fluorescence) and new trends in 
industrial processes, such as purification or synthesis of 
materials and spectroscopic analysis. 
In most cases, once the plasma has been ignited, the 
discharge remains very stable, confined in the torch by 
electromagnetic forces. The flow is therefore very 
stable, much more than in conventional arcjet facilities, 
where arc oscillations produce flow fluctuations. One 
needs a carefully designed arc generator (such as 
segmented arc heaters) to overcome this problem. 

arc-hwted SO-S. 
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It must be additionally mentioned that inductively- 
heated tunnels can operate in subsonic and supersonic 
modes, whereas most arcjets mainly work in the 
supersonic regime. This duality allows to have 
stagnation-point flows with or without shocks. 
Subsonic operation also features flows with a greater 
degree of equilibrium, much farther from the frozen 
state. This greater diversity is ideal for the validation of 
high-temperature CFD codes. 
It must however be mentioned that the overall 
efficiency of an inductively-heated facility is lower than 
in the case of arc-heated facilities. Furthermore, the 
operation at low pressures and low velocities, while 
seemingly attractive for code validation, has the 
important drawback of low Reynolds numbers (about 
6OOO per meter) that totally preclude any use of such 
facilities for aerodynamic testing with Reynolds 
number similarity. 
The main characteristics of some plasmatrons are 
summarized in table 3.3.1. 

I 

33.4 Description of the VKI Plasmatron 

The European Space Agency has set several technical 
requirements conceming the facility 
It has to achieve values of total pressure and catalytic 
cold wall convective stagnation heat flux indicated on 
figure 3.3.2, on material samples of 2.5 cm diameter 
mounted on a 5 cm diameter sample holder. It must be 
capable to function in subsonic and supersonic modes 
with good flow homogeneity in continuous operation 
during 25-minute periods at pressures lower than 75 
mbar and 5-minute periods at pressures higher than 75 
mbar. 
The main elements of the Plasmatron facility are 
schematically drawn on figure 3.3.3. The heart of the 
Plasmatron is the torch that creates high-enthalpy 
plasma by induction heating of the supplied working 
gas. The plasma flows into the test enclosure, where the 
TPS model is located. The rear of the enclosure 
contains a diffuser to collect the flow. It is water-cooled 
to reduce the temperature of the flow. Further cooling is 
achieved through a heat exchanger that reduces the 
flow temperature to below 5OoC, the maximal entrance 
temperature to the vacuum pumps system. This vacuum 
system is composed of three volumetric vacuum pumps 
providing the required underpressure and maintaining 
the necessary mass flow rate through the whole system. 
The gas is discharged into the exhaust stack of VKI. 
The torch must be fed with precisely controlled mass 
flow rates of various gases, both argon for start-up and 
others for testing. A specific gas supply system collects 
gas from carboys and/or air from the compressed air 
network of VKI or from the Plasmatron laboratory 
(ambient air). The facility receives 1600 kVA at 11 kV 

from the electricity network, in a transformer that 
provides 1400 kVA (204 V) to the high-frequency 
generator and 200 kVA (380 V) to the auxiliary 
systems. 
The high-frequency generator is a solid-state 
technology ("statitron") HF inverter composed of two 
cabinets: one DC unit and one HF unit. It provides the 
torch with the high-frequency (400 kHz) current 
necessary to create and maintain the discharge. The 
whole facility has to be cooled by de-ionized water. 
Each system (torch, test enclosure, model support, heat 
exchanger, vacuum pumps, HF generator) has its 
separate cooling line, the whole circuit being driven by 
a pump. The water used in the circuit is cooled in three 
dry air coolers located on the mf of the building. 
Finally, the control system is capable of conducting 
tests under constant or varying conditions while 
monitoring all alarms and warnings from the 
subsystems to insure a safe operation. In addition, the 
facility is equipped with an 80-channel data acquisition 
system and intrusive and non-intrusive test 
instrumentation, the latter requiring the use of an 
excimer laser for certain specific applications such as 
laser-induced fluorescence (LIF). 
In order to cover the whole specification matrix (figure 
3.3.2), two torches are needed. The test conditions at 
low pressures and high heat fluxes require low plasma 
powers. They will be obtained by using the low power 
range of the HF generator (15-150 kw) coupled to a 
small, 80 mm diameter torch. Points at higher 
pressures will be obtained with the high-power range 
output of the HF generator (100-lo00 kw) and a big, 
160 mm diameter, torch. Each torch is mounted in a 
separate casing, the diameter of which is compatible 
with the openings of the test enclosure (figure 3.3.4). 
The successful ignition of the plasma requires the 
inside of the torch to be at a low pressure, in order to 
reduce the ionization potential of the gas. However, the 
outside of the torch has to be kept at a higher pressure, 
otherwise there is a risk that the initial discharge will 
occur between two successive turns of the coil rather 
than in the torch. This is why the inner and outer parts 
have to be tightly separated by the quartz tube. which 
also works as the plasma container. 
For moderate to high plasma powers, a water-cooled 
segmented copper cage will be place inside the quartz 
tube to prevent melting. Water supply will be through 
the back of the casing, separate cooling lines serving 
the cold cage, the end plate (in contact with radiation 
from the enclosure as well as convective transfer at the 
outlet), the gas injectors (in contact with radiation from 
within the torch) and the coil (heated by Joule effect as 
any conductor). 
There are two separate gas injectors: the peripheral 
injection insures a protecting layer of cool gas along the 
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I 
walls of the torch, while the central injection provides 
most of the working gas. 
The semp as described is valid only for subsonic flows. 
In order to reach sonic and supersonic conditions, 
convergent and convergent-divergent nozzles matching 
the cold cage internal diameter will be fmed on the end 
plate. A set of five nozzles is presently envisaged: a 
converging nozzle for each torch diameter, for sonic 
operation and supersonic acceleration through 
underexpansion, a converging-diverging (conical) 
nozzle for each torch diameter, for supersonic flow, and 
fmally a converging-diverging contoured nozzle for one 
of the two torches, at a reference flow condition, for 
flow homogeneity purposes. Typical Mach numbers 

i 

I presently envisaged are of the order of 1.2 to 2. 

I 
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facility power frequency jet diameter 
IPG - 3 700 kW (coil) 1.76 MHz 200 mm 
IPG-4 100 kW (anode) 1.76 MHz 80 mm 
VTS 600 kW (coil) 440 kHz 300 mm core 

TsNIIMASH 
IRS 
CORIA 
VKI 

I . I  
- I_ - _ _  ~- 

Ts AGI I VAT-104 I 160 kW (coil) I 1.76 MHz I 50 mm core I 
Y- 13-PHF 1000 kW (gen.) 440 kHz 200 mm 

(?I 200 kW (gen.) 1.7 MHz 80 mm 
PTRON(?) 1200 kW (gen.) 400 kHz 160 mm 

PWK 3 150 kW (gen.) 650 kHz 100 mm 

Table 3.3.1: summary of plasmatron characteristics 

coil 

cold - 
- air in ...- ..,......... 

plasm? 

j e t  

III sample 

Figure 3.3.1: inductive plasma torch concept 
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Figure 3.3.2: ESA requirements matrix 
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Figure 3.3.3: Plasmatron facility schematic diagram 
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Figure 3.3.4: plasmatron torch and torch casing 
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1 SUMMARY 

A parallel perfect gas flow solver for axisymmetric appli- 
cations is described, which has the following characteris- 
tics: For the spatial discretization of the convective fluxes 
it uses a multi-dimensional upwind, monotonic shock cap- 
turing, matrix distribution scheme on a compact stencil 
(at  most the points used by the Galerkin finite element 
discretization) in an unstructured grid, and the Galerkin 
finite element method for the viscous part. 
For fast convergence towards steady state , a  fully par- 
allel implicit Newton algorithm has been implemented, 
where the resulting linear systems are solved by subdo- 
main block ILU(0) preconditioned GMRES. A vertex ori- 
ented domain decomposition is used, allowing an efficient 
parallel preconditioner for the GMRES. As the linear sys- 
tems themselves are solved on the complete grid, the con- 
vergence is practically independent of the way the grid is 
decomposed into subdomains. The message passing li- 
brary MPI was used for the communication to make the 
code as portable as possible. 
Applications are shown for a hypersonic cone-flare con- 
figuration at different Mach and Reynolds numbers and a 
detailed comparison is made with a structured grid stan- 
dard Finite Volume solver (the VKI-MB code). Results 
have been obtained on a four and eight processors SP2, 
demonstrating the robustness and efficiency of the new 
flow solver. 

2 INTRODUCTION 

The  majority of present CFD codes for hypersonic appli- 
cations are cell centered upwind finite volume methods 
based on the solution of one dimensional Riemann prob- 
lems in the direction of the cell faces. A typical example 
of such a code is the VKI Multiblock code (VKI-MB) ex- 
tensively tested in the past ESA workshops on hypersonic 

Although very successful, the splitting of the multi- 
dimensional problem into a set of one-dimensional sub- 
problems is not optimal in the sense that for the scalar 
advection equation the amount of cross-wind diffusion 
(dissipation) is much higher than for the optimal multi- 
dimensional scheme of Rice and Schnipke [3]. Indeed the 
accuracy of state-of-the-art solvers degrades considerably 
when jets or shear layers are not aligned with the mesh. 
This happens inevitably when the flow separates, or in 
strong shock-shock interactions. Therefore, the need for 
high quality grids is a matter of strong concern, espe- 
cially in complex three dimensional flow configurations, 

flow [l, 21. 

requiring large human efforts for the grid generation. 
One possible way to help overcome these problems is to 
use truly multi-dimensional upwinding instead of the di- 
mensionally split approach. For scalar advection these 
optimal schemes already exist for some years, both in 
two and three space dimensions, on structured quadrilat- 
eral (hexahedral) and on unstructured triangular (tetra- 
hedral) grids, see [3, 4, 51. However, the extension to 
non-commuting hyperbolic systems is far more difficult 
than in the standard dimension by dimension approach. 

Within this generalization to  non-diagoniz able systems 
two points of view can be distinguished : 

(1) transform the equations in a form which minimizes 
the coupling terms and treat them as a set of scalar con- 
vection laws with (minimized) source terms and 

(2) extend the scalar upwind schemes to matrix upwind 
schemes. 
The first approach has been studied extensively in the 
past and good results have been obtained for transonic 
problems, see [6, 7, 8, 9, 10, 111. However, for hyper- 
sonic blunt body flows the presence of the coupling terms, 
which have to be distributed with a non-positive scheme, 
causes severe non-monotonicity and consequently insta- 
bility problems. 

Therefore, approach (2) has been adopted in this work, 
as described in detail in section 3. The resulting space 
discretization is more accurate than the standard finite 
volume method, especially in capturing shear layers. Fur- 
ther, the stencil is more compact (at most the Galerkin 
stencil), which is very beneficial for implicit time integra- 
tion and parallelization. 

To accelerate the convergence to steady state, a parallel 
implicit time integrator has been developed. The  Jaco- 
bian matrix is computed numerically at the cost of only 
12 cell residual evaluations, due to  the compact stencil 
of the spatial discretization. The  domain decomposition 
strategy is the vertex oriented decomposition (VOD) with 
effectively half a layer of ghost cells, which is more eco- 
nomical than the one or two layers used in standard Finite 
Volume schemes. The parallel temporal discretization is 
given in section 4. 

The combination of the compact space discretization and 
the parallel implicit time integration leads to a robust 
and efficient solver. The test cases presented in section 5 
demonstrate that  typical hypersonic flow computations 
(proposed a t  ESA workshops in 1994 and 1996) on a mesh 
of 40 000 meshpoints can be made in 2 to 2.5 CPU hours 
on a 4-processor IBM SP2. 

Paper presented at the AGARD FDP Special Course on “Aerothermodynamics and Propulsion Integration for  
Hypersonic Vehicles”, held at the von Kdrmdn Institute for  Fluid Dynamics (VKI) in Rhode-Saint-GenLse, 

Belgium from 15-19 April 1996 and published in R-813. 
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3 THE SPATIAL DISCRETIZATION 

The  axisymmetric Navier-Stokes equations, describing 
conservation of mass, momentum and energy, in cylin- 
drical coordinates are given by: 

dU dF' dGc dFd dGd 
at dx dr dx dr 
-+ -+ - = - + - + S ' +  Sd (1) 

where x and r are the axial and radial coordinate respec- 
tively. U = (p, pu, pv, P E ) ~  is the vector of conservative 
variables, F', Fd and G', Gd are the convective and dif- 
fusive flux vectors in x and r direction and S' and Sd 
are the convective and diffusive source term vectors. The 
following expressions hold for the convective fluxes: 

while the diffusive fluxes are given by: 

and the source term vectors by: 

(4) 
In these expressions the symbols ( p ,  U ,  v ,  p, r etc.) have 
their usual meaning and 0 is the circumferential coordi- 
nate. The total enthalpy is given by H = E + p/p and 
the pressure by the perfect gas law: 

p = pRT = (y - 1) p [. - f (U' + v ' ) ]  (5) 

where y, the specific heat ratio, is assumed to be constant 
and equal to 1.4 in this work. The expressions for the 
viscous stresses are standard, with the viscosity ,u given 
by Sutherland's law: 

T+ 
,u = 1.458.  T + 110.4 ' 

The  heat flux is modeled according to Fourier's law: 

aT da' 
ax P r ( y -  117% 

m ,u da' 
dr P r ( y -  1 ) a l .  

q = = - k - = -  ' 
(7) 

q - -k- = - r -  

where k = ,us is the thermal conductivity, Pr the 
Prandtl number (taken constant and equal to 0.72), cp 
the specific heat a t  constant pressure and a the speed of 
sound. 
As discussed below, the convective part of the spatial 
operator, F', G' and S', is discretized using a compact 
multidimensional upwind discretization, while for the dif- 
fusive part, F d ,  Gd and S d ,  the standard Galerkin Finite 
Element method is applied. 

3.1 Discretization of the Convective 
Terms 

The quasilinear form of the convective part of equa- 
tion (1) is given by 

dU c - dU + A V -  dU + Bu- = S . 
at dX dr 

Here A = and B = are the Jacobian matrices 
in x and r direction respectively. As the eigenvalues of 
A cos 8+B sin 8 ,0  5 8 5 2 s ,  are real, system (8) is hyper- 
bolic and can have discontinuous solutions. To capture 
these discontinuities monotonically, a positive discretiza- 
tion technique for coupled hyperbolic systems must be 
developed. This is first explained for the scalar case and 
then for the system. 

WJ 8 U. 

3.1.1 Scalar Advection Equation 

The governing equation for the scalar schemes is the two- 
dimensional linear advection equation 

d u  -0 - + x . v u  = 0 
at (9) 

with constant advection vector x'. The  discretization 
technique uses the integral form of equation (9) which 
is 

where @ is called the cell residual, T is the triangu- 
lar control volume, r the boundary of T and n' the in- 
ward normal. In principle, equation (10) is valid for any 
control volume, but from now on attention will be re- 
stricted to triangles, because only for these control vol- 
umes system schemes have been developed. Scalar multi- 
dimensional upwind schemes for quadrilaterals are dis- 
cussed in [12, 7, 131. As the unknowns are stored in the 
vertices of the triangle, see figure 1, the contour integral 
in the RHS of equation (10) can easily be approximated 
with the trapezium rule. The result after some manipu- 

3 

2 

Fig. 1 : A generic triangle with its inner scaled normals 

lations is: 

i=  1 

where n', are the inward scaled normals of the triangle, 
see figure 1. In a residual distribution scheme, fractions 
of the cell residual @ are sent to the cell vertices, which 
after assembling contributions from all cells leads to  the 
nodal update, i.e.: 

# cells # cells 

k=l k = l  

I 



Here & , i s  the area of the median dual cell around node 
i and P; is the distribution coefficient of cell k to  node i. 
The different schemes are distinguished in the way these 
distribution coefficients are determined. Below, three im- 
portant schemes are discussed, the N-scheme, the LDA- 
scheme and the PSI-scheme. 

N-scheme : The Narrow scheme (N-scheme, Roe, 1986) 
is the most optimal first order scheme in terms of cross 
wind diffusion. I t  is based on the quadrilateral finite 
difference scheme of Rice and Schnipke [3] and is derived 
in [4]. For the scalar case two possible configurations can 
be distinguished, the one-target case and the two-target 
case. 

2 

Fig. 2 : One-target case: Of” = @ T ,  = a? = 0 

In the one-target case, see figure 2, only one of the param- 
eters k,, see equation (11), is positive and the whole cell 
residual is sent to  this particular node. In the two-target 
case, se_e figure 3, two ki’s are positive. The advection 
vector X is split into two components along the cell faces, 
see figure 3. The subresiduals sent to  the two downstream 
nodes are then computed using the component of X which 
points towards the particular node. , 

+ a; 
- 
2 

Fig. 3 : Two-target case: Of” = 0, Of = kz(u1 - u z ) ,  
= k 3 ( U 1  - us) 

Both situations can be caught in one general formula: 

N k i u i  
Oi = PNOT = k+(ui,  - U , ) ,  uin = - (13) Cki 

where 
1 -  k. - - A  . i i i ,  k: = max(0, k i ) ,  k,- = min(0, k i ) .  

‘ - 2  
(14) 

If the expression for uin is plugged into equation (13) the 

k - 
This is exactly the form which Jameson [14] uses for defin- 
ing his Local Extremum Diminishing (LED) property. He 

Q i j  
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proves that for a positive scheme the coefficients aij have 
to  be non-negative. From the definitions (14) it is obvi- 
ous that the coefficients cr i j  are non-negative, so the N- 
scheme is a positive scheme. From equation (13) and (15) 
it is clear that the N-scheme is also a linear scheme and 
therefore only first order accurate. 

LDA-scheme : The Low Diffusion A (LDA) scheme is a 
linear second order scheme and consequently not positive. 
The distribution to  the three nodes of the triangle is given 
by: 

” ’  
For problems without discontinuities this scheme can be 
used, giving very accurate results. However for the appli- 
cations in this work it is absolutely inappropriate for the 
discretization of the hyperbolic part, because of the pres- 
ence of strong shocks. I t  will be used for the discretization 
of the axisymmetric source term, see section 3.2. 

PSI- or Limited N-scheme : To combine monotonic 
discontinuity capturing and second order accuracy the 
discretization must be non-linear, even for linear prob- 
lems. One of the earlier attempts is the Positive Stream- 
wise Invariant (PSI) scheme, for which the following for- 
mula holds: 

More recently Sidilkover and Roe [15] observed that a 
non-linear positive scheme can be obtained from the N- 
scheme by ap lying a limiter function to the distribution 
coefficients Pi , i.e.: R 

p p  = Q(PN), (18) 

where 9 is a limiter function with the following properties 

9(r) + 9(1- r) = 1 

b -  Wr) 2 0 

e 9(r) 5 M ,  r + oo, M bounded 

If the minmod limiter is chosen, 9 ( r )  = 
max(O,min(r, l)), the result is exactly the same as 
the PSI-scheme (17). In case there are more than two 
targets the expression for the minmod limiter generalizes 
to 

This generalization is needed for scalar advection prob- 
lems in three space dimensions and also for the non-linear 
system schemes. 

3.1.2 Coupled Hyperbolic System 

The key to a robust discretization for hypersonic prob- 
lems developed in this project, was the extension of 
the scalar schemes to  hyperbolic systems with non- 
commuting Jacobians [16]. Consider the system of equa- 
tions in two space dimensions given by 
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where Aw and Bw are the Jacobian matrices in x- and 
y-direction respectively. The extension of the scalar pa- 
rameters k, are the matrices IC,: 

where the columns of R ,  contain the right eigenvectors, 
A, is a diagonal matrix of the eigenvalues and L, = R;' . 
As system (20) is hyperbolic, the matrices R,, A, and Li 
will be real. In analogy to  the scalar case, the matrices 
I<: and IC,- have been defined. They are given by 

It',! = R,A:L,, I<,- = R,ATL, .  (22) 

Here A: contains the positive and A i  the negative eigen- 
values, A* = hfll\l. With these definitions the linear 
scalar schemes, d-scheme and LDA-scheme, can easily 
be extended to systems. For the non-linear PSI-scheme 
there are several possibilities, but unfortunately none of 
them works satisfactory yet. 

System N-scheme : The residual vector sent to node i 
for the system N-scheme is given by 

where p: is now a matrix and the state W,, is defined 
as 

/ \ -1 

I t  can be shown [17] that  this scheme is positive and 
energy stable. 

System LDA-scheme : The distribution to the nodes 
of the system LDA-scheme is 

/ \ -1 

Again this is a linear second order scheme, so it is not 
positive. 

System PSI-scheme : The  general scalar limiting for- 
mula (19) can be extended to  matrices. The result is: 

where 0:' is the matrix with only the positive eigen- 
values of ,BY. The  problem is that  /3: is not uniquely 
defined, because for a system with n coupled equations 
equation (23) only gives n equations for n2 elements of 
PN. A first at tempt is a diagonal matrix, but it can 
be shown that this expression is not correct in the one- 
dimensional limit. Therefore the following is done. 
If it  is possible to  decouple system (20), i.e. the matrices 
Ri are all the same, the expression for the is easily 
determined from a transformation to  characteristic vari- 
ables and back. The  result is: 

where the diagonal elements d;, of D ,  are given by: 

Here l , ,  is the kth row of L,.  For a general non- 
commuting system equations (27) and (28) can be ap- 
plied as well, but the #'s do not sum up  to I any more. 
This can be overcome by introducing the following form 
for by: 

p? = Ri D ,  L, + ptForr. (29) 
The ,B:Orr must satisfy the following requirements: 

p : O r r @ ~  = 0, i = 1 , 2 , 3  

j 3 

These equations are not sufficient t o  determine p;Orr com- 
pletely, but they are used as constraints in a minimization 
problem for the L2 norm of the elements of /3IForr. Because 
of symmetry reasons the solution of this problem is very 
simple. The results is: 

I t  can be proven that if the system (20) is symmetrizable 
(as is the case for the Euler equations), the eigenvalues 
of p: are real. The form (30) obeys the one-dimensional 
limit, it  returns to  the scalar scheme if the system is 
(partially) decoupled, it gives the correct expression if a 
system is diagonalizable and it is continuous. In practice 
however, it  suffers from severe convergence problems, al- 
though the results are monotonic. Furthermore the eigen- 
values and eigenvectors of ,@ are needed to  apply the 
limiter formula (26). As this eigenvector decomposition 
cannot be done analytically, it is done numerically with 
the EISPACK routine rg. This is a very stable, but also 
expensive routine, which makes the scheme quite costly. 
The convergence problems with the limited matrix 
scheme (see section 5) show that the optimal form of 
p: has not been found yet and this is a topic of current 
research. 

3.2 Discretization of the Source Term 
In the quasi-linear form of the axisymmetric Euler equa- 
tions (8) there is the source term S" which must be dis- 
tributed. As the method described in the previous section 
uses the integral form of the equations, S' is integrated 
over a triangle with a numerical integration rule and dis- 
tributed to the nodes. To avoid the singularity at r = 0, 
see equation (4), a one point integration rule in the cen- 
troid is applied and the system LDA-scheme is used for 
the distribution. So the overall discretization becomes: 

where @convective is the discretization of A u E + B u g ,  
0~ is the area of the triangle and 9 is computed in 
the centroid using linear variation of the Roe parameter 
vector Z, see section 3.3. Although the source term is 
distributed with a non-monotonic scheme this does not 
change the monotonicity of the overall discretization, for 
S' does not contain any derivatives. 

3.3 Conservative Linearization 
The distribution schemes are based on the quasi-linear 
form of the equations. To capture the discontinuities with 
the correct jump relations the conservative form must be 
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I 

solved. The link between the two formulations is the 
conservative linearization and a detailed description can 
be found in [l8]. A more general approach, with the same 
result for triangles and tetrahedra, is given here. 
If the convective fluxes of the conservative form (1) and 
the corresponding terms of the quasi-linear form (8) are 
integrated over a control volume, with the assumption 
of constant Jacobian matrices AV and Bv per cell, and 
both expressions are required to  be equal, the following 
conservation constraint is obtained: 

Here V is an arbitrary set of independent variables, a 
cell averaged state of V ,  r the edge of the control volume 
and n' the unit inward or outward normal. The Jacobian 
matrices AV and Bv are given by: 

(33) 

The degrees of freedom are the choice of the set of vari- 
ables V and the integration rule of the fluxes in the LHS 
of equation (32). Because of the distribution schemes, 
the contour integral in the RHS of this equation must be 
integrated with the trapezium rule. This approximation 
is the same as assuming that the set of variables V varies 
linearly along the edges of the control volume. 
For the Euler equations the Roe parameter vector Z turns 
out to  be a good choice for the variables V .  For 2D and 
axisymmetric problems Z is defined as 

(34) 
\ &H / 

Because of this particular choice the fluxes FC and GC 
are quadratic expressions in Z and therefore the Jacobian 
matrices A z  and Bz are linear in the elements of Z.  It  
is this property that makes the linearization 

1 
3 (35) 2 = - (Zl + z2 + Z,) , 

where the subscripts refer to  the numbers of the vertices, 
conservative for triangles in combination with the Simp- 
son integration rule for the fluxes. It should be noted 
that for a general conservation law it might be difficult 
to  find a simple expression for the cell averaged state. 

3.4 Discretization of the Diffusive Terms 
For the discretization of the diffusive terms two ap- 
proaches can be considered [lo]: (1) a central (Galerkin) 
discretization and (2) a residual-based approach. The 
latter is more consistent with the discretization of the 
convective terms, but it requires a larger stencil than 
the former, which uses the same stencil as the convective 
part. As the narrowness of the stencil is very important 
for both the implicit and parallel algorithm, the standard 
Galerkin Finite Element discretization for second order 
diffusive terms was used in this work. 

4 THE PARALLEL IMPLICIT TEM- 
PORAL DISCRETIZATION 

In this section a parallel implicit algorithm is explained 
for the integration in time of the ordinary set of differen- 
tial equations 

- R E S  ( U ) ,  (36) 
dU 
dt 
_ -  

which results from the spatial discretization. In equa- 
tion (36) the mass matrix is lumped and therefore only 
first order accuracy in time can be achieved, even with 
higher order methods. For our purposes this is no prob- 
lem, because we are only interested in steady state prob- 
lems. If time accurate problems are considered this mass 
matrix should be taken into account, which gives rise to a 
linear system of equations even for an explicit time inte- 
grator. First the sequential algorithm will be explained, 
section 4.1, then the parallelization technique will be dis- 
cussed in section 4.2. 

4.1 The Sequential Algorithm 
As time accuracy is not important, the backward Euler 
method is used to integrate equation (36). This results 
in the non-linear system for the s ta te  on time t = tntl 

U"+' - U" 
At = R E S  (U"") ,  (37) 

where At indicates the local time step. The RHS of equa- 
tion (37) is approximated using a Newton linearization, 
which leads to the following linear system for the update 
AU = U"+' - U": 

[A - dU" ('"'1 AU = R E S  ( U " ) .  (38) 

JF 

Here J F  is the augmented Jacobian. This loop is re- 
peated in time until convergence. For a computationally 
complex residual expression, as is the case for the spa- 
tial discretization technique of section 3, computing the 
Jacobian matrix analytically becomes untractable. 
An alternative to the analytic computation is a numerical 
evaluation of the Jacobian. Truncating the Taylor expan- 
sion of RES, (U ,  + ~ ~ 1 ~ )  (the nodal residual a t  node i 
with the mth component of U a t  node j perturbed by a 
small quantity cm) to  the first order terms, one has: 

RESi(Uj  + E m l m )  - RESs(U3) [ a R y ]  N - Em 

(39) 
Because of the compact stencil of the discretization, this 
numerical computation of the Jacobian requires only 12 
additional evaluations of the cell residuals [19]. The con- 
vergence depends on the value of E,,, and the following 
expression has been used for the derivative with respect 
to the mth component of U :  

Em = E Si@l(um) maX (Iuml, lo-,) , (40) 

where sign(Um) is 1 for positive and -1 for negative U,. 
The constant E is a user specified value and is of the 
order lo-* to  lo-''. Because of these small values of the 
disturbances it is important that all computations are 
done in double precision. It was also found necessary to 
use the dimensionless form of the equations to  minimize 
errors caused by finite arithmetic. 
The linear system (38) is iteratively solved with GM- 
RES [20] with left preconditioning: 

(41) j;' J F A u  = jF1 R E S ( U " )  

where . f F  is the preconditioning matrix. All the obtained 
results have been computed using a block incomplete fac- 
torization of J F  with zero fill in (ILU(0)) as precondi- 
tioner (with block size 4 x 4). 
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4.2 The Parallel Algorithm 
The parallel implicit algorithm consists of three parts: 
(1) domain decomposition, (2) parallel preconditioners 
to solve the linear system (41), and (3) the handling of 
the communication, section 4.2.3. 

4.2.1 Domain Decomposition 
As we are dealing with unstructured grids, the grid is 
decomposed in as many subdomains as there are proces- 
sors. At the moment Chaco' [21] is used for this purpose 
(with the limitation that  the number of subdomains must 
be 2n). I t  uses a connected graph made of vertices to be 
spread over a set of separated subdomains. In the vertex 
oriented decomposition (VOD) case, see figure 4, the ver- 
tices of the graph are the vertices of the grid. As a result, 

I 

Fig. 4 : VOD, Close-up of the overlapping stripe and re- 
spective mapping onto processors, internal (solid 
circles) and external (dashed circles) nodes. 

the separation between neighbouring partitions occurs at 
the edge-level. If overlapping of neighbouring partitions 
is performed (effectively half a layer of ghost cells, for 
cell b is stored on two processors), any computational 
task can be carried out in the same way as in the sequen- 
tial code, provided that nodes on the outer boundaries of 
each domain have been properly updated. 
A closer look a t  the three cells a, b and c of figure 4 shows 
two different types of vertices in the overlapped stripe of 
cells: 
Nodes i l ,  IC1 in partition 1 and node j ,  in partition 2 
are internal nodes. Since they are surrounded, in each 
of their partition, by their complete set of triangles, the 
nodal residual as well as all entries of the Jacobian ma- 
trix are correctly computed. This means that the matrix 
vector operations, needed in the GMRES part, will be 
consistent in these nodes. 
Node jl in partition 1 and nodes i 2 ,  IC2 in partition 2 are 
external nodes. Since their set of surrounding triangles is 
incomplete (with respect to  the original grid), the nodal 
residuals and the Jacobian matrix are incorrect. There- 
fore after every iteration the state vector in these nodes 
are overwritten by the values of their corresponding coun- 
terparts on a different processor. This of course requires 
communication between the processors. 

4.2.2 Parallel Preconditioners 
Most of the operations in the spatial and temporal dis- 
cretization (residual and Jacobian evaluations, matrix 
vector operations in GMRES) require a compact compu- 
tational molecule and lend themselves for parallelization. 

with spectral partitioning (Lanczos method with selective or- 
thogonalization at left end only), no local refinement. 

Only the inversion of the ILU(0) preconditioner j p  is an 
inherently recursive and thus a sequential operation (a 
lower and an upper sweep across the vertices). However 
this preconditioner is only used in equation (41) to  speed 
up the convergence of the GMRES and it is allowed to  
use different preconditioners. One of the advantages of 
the VOD partitioning over the element oriented decom- 
position (EOD, separation between subdomains occurs a t  
the node-level) lies in the construction of a parallel pre- 
conditioner. This can be obtained by first ignoring the 
interdomain connections and then performing an ILU(0) 
factorization of each submatrix corresponding to a sub- 
domain. By neglecting the interdomain connections the 
efficiency of the preconditioner is expected to.decrease as 
the number of processors (subdomains) increases. How- 
ever the linear system (41) itself is solved over the entire 
domain and the convergence in number of Newton iter- 
ations is independent of the number of processors if this 
system is solved to machine accuracy (which takes more 
GMRES iterations for an increasing number' of subdo- 
mains). However in practice equation (41) is not solved 
to machine accuracy and the parallel convergence histo- 
ries will (only slightly) differ from the sequential one. 

4.2.3 Communications 

The message passing library MPI [22] is used to  handle 
the communications. As this library runs on most of the 
parallel machines available, the code is highly portable, 
e.g. it has been used on a Cray T3D of the University 
of Edinburgh [23], on a DEC-(Y cluster of the VKI and 
on the IBM SP2 of the University of Leuven. The un- 
derlying data  structure information consists of the arrays 
Comm-Send and Comm-Recv. The first array lists the 
(local) internal node numbers whose values have to be 
sent to  other partitions while the second one lists the 
(local) external nodes whose values must be overwrit- 
ten. For as long as the array Comm-send(P,i) in parti- 
tion Q mirrors exactly (as for the ordering (i)) the array 
Comm-Recv(Q,i) in partition P, and conversely, there is 
no need to  keep .track of mapping information from/to 
local numbering in a partition to/from global ordering in 
the original mesh. Communication is achieved through 
non-blocking send primitives MPI-Isend() and blocking 
receive primitives MPI- Recv(). 

5 NUMERICAL RESULTS 

In this section results are presented for the flow around 
a hyperboloid flare under three different free stream con- 
ditions. These testcases are the RWG condition 1 case, 
the H2K case and the LTB case, proposed on the oc- 
casion of two recent ESA workshops on hypersonic flow 
computation, see [24, 251. 
Detailed comparisons of the solutions with a reference 
standard finite volume solver on quadrilateral grids (the 
VKI Multiblock code VKI-MB) are given. The results 
with the reference solver VKI-MB were thoroughly com- 
pared with other solvers during the ESA workshops and 
turned out to  be of very high quality (1, 21. Therefore 
the new code can be considered to be well validated. 
Convergence histories and CPU times on four and eight 
processors are shown. Newton convergence is obtained 
for the first order scheme, while robustness problems ex- 
ist with the second order scheme (as with the standard 
solver), giving a reduction of the residual of about two 
orders starting from the first order solution. Speedups 
are given for the first order scheme, as it is the worst 
case for speedups: the communication is the same as for 
the second order scheme, while the computation time is 
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M- I 6.73 
m I 59.65 K 

Table 1 : Flow conditions for the RWG condition 1 test 
case 

lower. 
In all cases the grid is a 400 x 100 triangulated structured 
grid, taken from [2]. The stretching in the boundary layer 
of the H2K grid is lower than for the other two cases, 
which use the same grid. A coarsened version is shown 
in figure 5. In the decomposition of the grid into 4 and 
8 subdomains, figures 6 and 7, it is seen that CHACO 
partially cuts parallel to the solid wall in the boundary 
layer. This might cause problems if interdomain connec- 
tions are neglected, but for the solver presented in this 
work this is not the case, because these connections are 
nnlv nedected in t,he nrecnnditinn er. 
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X" 

Fig. 5 : Triangulated 100x25 grid (Real grid is 400x 100). 

r' 

Fig. 6 : Decomposition in four subdomains (400 x 100 
meshpoints). 

5.1 RWG Condition 1 Test Case 
This test case is the low Reynolds number case for the 
hyperboloid flare of the MSTP Workshop 1996 [25]. The 
flow conditions are given in table 1. A robust procedure 
for doing the computation is the following : First, an 

Fig. 7 : Decomposition in eight subdomains (400 x 100 
meshpoints). 

initial solution using grid sequencing is created : starting 
from free stream values imposed on all meshpoints on the 
200 x 50 mesh, 1500 to  2500 (depending on the testcase) 
forward Euler explicit time steps with a CFL number of 
0.7 are carried out, such that  the bow shock is in posi- 
tion, but the solution is far from converged. Then the 
implicit solver is started with an increasing CFL num- 
ber per iteration and the solution is interpolated to  the 
fine mesh (400 x 100). From the converged first order 
solution on the finest mesh (obtained with the implicit 
solver), the second order implicit solver is started, again 
with an increasing CFL strategy. The CFL strategy is 
defined as follows : 

CFL"" = max(aCFL", CFL,,,). (42) 

The values of CFL' , CFL,,, and a are parameters which 
must be selected by the user. In all cases we used: 
CFL' = 1, CFL,,, = lo6  and Q = 2 for the first or- 
der scheme and CFL' = 1, CFLmax = 1000 and a = 1.2 
for the second order scheme. Furthermore the Jacobians 
of the first order scheme are used for the second order 
scheme, because these are much better conditioned (and 
much cheaper to compute). The stopping criterion for the 
GMRES solver was either a residual drop of six orders of 
magnitude, or the maximum Krylov subspace dimension 
(set to  30 in all calculations), whichever occurred first. 
The Mach number isolines and C p  isolines of the second 
order PSI scheme can be found in the figures 8 to  9. It  
is clear that the Mach number is smooth, but the pres- 
sure solution shows some wiggles. The probable cause 
of this is the distribution of the axi-symmetric source 
terms. A comparison of the first order N- and second or- 
der PSI-scheme with the standard Finite Volume solver 
(the VKI-MB code, based on Coquel and Liou's Hybrid 
solver in combination with the Minmod limiter) on the 
quadrilateral grid is given in the figures 10 and 11, both 
for the skin friction coefficient and the Stanton number 
distribution along the body as a function of the axial co- 
ordinate. The solutions of the second order PSI scheme 
compare very well with the ones of the standard solver, 
but the first order N scheme underpredicts the separation 
region (which could be expected of course). 
The convergence history for the first order scheme on four 
and eight processors is shown in figure 12 both in terms 
of number of iterations and CPU-time. It  is clear that 
full Newton convergence is reached after an initial phase 
of 15 iterations (20 iterations in total), and that the con- 
vergence behaviour is virtually independent (at least for 
four and eight processors) of the number of subdomains. 
A speed up of about 1.95 for the computation on eight 
processors is obtained compared to the computation on 
four processors. The ideal speed up of 2 is not reached be- 
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cause of the relative increase in communication time for 
an increasing number of processors and load imbalance: 
Although the subdomains have almost the same number 
of cells, the treatment of the boundary conditions is not 
taken into account in the decomposition. As the center- 
line boundary with its layer of ghost cells is computation- 
ally more expensive than the other boundary conditions, 
the subdomain which shares the centerline has more work 
to do per iteration than the other subdomains. The per- 
centage of this extra work increases when the number of 
processors increases (size of the subdomains decrease) if 
the centerline boundary is still in one subdomain as in 
our case. The convergence history for the second order 
scheme (on four processors, with first order Jacobians 
and the first order solution as initial solution, with the 
increasing CFL strategy) is very irregular and stalls after 
two orders of magnitude, figure 13 .. Note that the num- 
ber of iterations (100) is about five times as high as for 
the first order scheme, before the plateau is reached. 
Figure 13 shows the total CPU-time on 4 processors, 
needed to  obtain the second order solution starting from 
a uniform flowfield on the 200 x 50 mesh. Tis CPU time 
is about 2.5 hours. 
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Fig. 8 : Mach number isolines for the RWG condition 1 
test case for the second order PSI-scheme. Min. 
= 0.0, Max. = 6.73, Step = 0.2 

Fig. 9 : C p  isolines for the RWG condition 1 test case for 
the second order PSI-scheme. Min. = 0.0, Max. 
= 1.79, Step = 0.05 
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Fig. 10 : Skin friction coefficients for the RWG condition 
1 test case for 3 different solutions 
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Fig. 11 : Stanton numbers for the RWG condition 1 test 
case for 3 different solutions 

Fig. 12 : L2 norm of the density residual of the first or- 
der N scheme as a function of the number of 
iterations and the CPU time on four and eight 
processors for the RWG condition 1 test case 

5.2 H2K Test Case 
The H2K test case is the low Reynolds number condition 
of the 31d test case of the 4th EHVDB workshop [24]. The 
flow conditions are given in table 2. The creation of the 
initial solution, the CFL strategy and the parameters for 
the GMRES are exactly the same as for the previous test 
case, showing the robustness of the approach. 
The results can be found in the figures 14 to  21. Due 
to the lower Reynolds number the bow shock is smeared 
over 8 cells, figure 14 and 15, and the pressure isolines for 
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Fig. 13 : L2 norm of the density residual of the second or- 
der PSI scheme as a function of the number of 
iterations on four processors for the RWG con- 
dition 1 test case 
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Table 2 : Flow conditions for the H2K test case 

the second order scheme, figure 17, are much smoother 
than in the previous case. Only in the nose region some 
wiggles can be seen. 
Comparison of the skin friction coefficient, figure 18, and 
Stanton number, figure 19, with a standard solver on 
quadrilaterals again show that the solutions of both sec- 
ond order schemes are almost identical. The solution of 
the first order N scheme is much closer to the second 
order solutions than for the other two cases. 
The speed up  of the computation on eight processors 
compared to  four is again about 1.95, figure 20a, as ex- 
plained before (the decompositions of the grids are iden- 
tical). The convergence of the second order scheme is 
seen in figure 21 and a comparison with the convergence 
histories of the second order scheme of the previous and 
next test case, figures 13 and 26, shows that this test 
case is much easier to converge than the other two: only 
60 iterations are needed to reach the plateau (compared 
to  100 in the previous testcase). The  reason for this is 
the much lower Reynolds number in the H2K conditions. 
The total CPU time for this computation is less than 2 
hours on the 4 processor SP2, figure 20b. 

5.3 LTB Test Case 
The LTB test case is the hi h Reynolds number condition 
of the 31d test case of the 4t EHVDB workshop [24]. The 
free stream conditions can be found in table 3. Again the 
initial solution was created in the same way as before and 
nothing was changed for the CFL strategy and GMRES 
parameters. 
Mach number isolines for the second order solution are 
plotted in figure 22. Skin friction coefficients, figure 23, 
and Stanton numbers, figure 24, compare well, the con- 
vergence in number of iterations is almost the same for 
four and eight processors, figure 25, the speed up is again 
about 1.95, figure 25, and the second order scheme (with 
first order Jacobians) converges 2 orders of magnitude 
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Fig. 14 : Mach number isolines for the H2K test case for 
the first order N scheme. 
Min. = 0.0, Max. = 8.70, Step = 0.2 
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Fig. 15 : Mach number isolines for the H2K test case for 
the second order PSI scheme. Min. = 0.0, Max. 
= 8.70, Step = 0.2 

from the restart of the first order solution, see figure 26. 
This time, about 200 iterations are needed to  reach the 
plateau a t  2 orders of residual reduction. The  total CPU 
time on 4 processors was about 2.5 hours, figure 25b. 

6 CONCLUSIONS AND FUTURE 
WORK 

An efficient and robust parallel flow solver for axisym- 
metric hypersonic flows has been developed, capable of 
producing accurate results for typical configurations in 
about 1 to  1.5 hours CPU time on an 8-processor IBM 
SP2, a commonly available departmental computer. 
The spatial discretization uses newly developed multidi- 
mensional monotonic matrix distribution schemes on a 
triangular grid for the inviscid part of the equations and 
the Galerkin finite element method for the viscous fluxes. 
This leads to  a non-linear set of algebraic equations which 
is iteratively solved by means of a backward Euler time 
integration method in combination with block-ILU pre- 
conditioned GMRES for the linear systems. Because of 
the complexity of the spatial discretization the neces- 
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Fig. 16 : C p  isolines for the H2K test case for the first 
order N scheme. 
Min. = 0.0, Max. = 1.83, Step = 0.05 

Fig. 17 : C p  isolines for the H2K test case for the second 
order PSI scheme. Min. = 0.0, Max. = 1.84, 
Step = 0.05 

0.08 

0.08 

0.04 
0- 

0.02 
L 

0.Wv 

0.0 0.2 0.4 0.6 0.8 1.0 1.2 

"f 

Fig. 18 : Skin friction coefficients for the H2K test case 
for 3 different solutions 
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Fig. 19 : Stanton numbers for the H2K test cwe for 3 
different solutions 

Fig. 20 : L2 norm of the density residual of the first or- 
der N scheme as a function of the number of 
iterations and the CPU time on four and eight 
processors for the H2K test case 

Fig. 21 : L2 norm of the density residual of the second 
order PSI scheme as a function of the number 
of iterations on four processors for the H2K test 
case 

sary Jacobian matrix is computed by a finite difference 
method a t  the cost of 12 cell-residual evaluations, due to  
the compactness of the spatial discretization. 
In order to achieve parallelization, the computational do- 
main is divided into a set of subdomains, mapped onto 
the processors. The problem is still solved across all par- 
titions and irrespective of the number of subdomains, the 
solution is exactly the same as the one of the sequential 
algorithm. Vertex-oriented decomposition (VOD) natu- 
rally leads to  a parallel preconditioner, where interdo- 
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r M- I 6.83 

Table 3 : Flow conditions for the LTB test case 
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Fig. 22 : Mach number isolines for the LTB test case for 
the second order PSI scheme. Min. = 0.0, Max. 
= 6.83, Step = 0.2 
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Fig. 23 : Skin friction coefficients for the LTB test case 
for 3 different solutions 

main connections are ignored. However it requires for 
computational efficiency an effective overlap of half a cell 
with neighbouring domains. As the number of subdo- 
mains increases, the preconditioner deteriorates, because 
of the neglection of the interdomain connections and it 
can be expected that the convergence degrades with in- 
creasing number of processors. However, in the results 
presented in this work this has not been observed, but 
only a maximum of eight processors have been used. 
The results of the first order scheme are better than stan- 
dard dimensionally split upwind finite volume schemes on 
quadrilaterals. The results of the second order scheme 
are comparable, although it is clear that the optimal for- 
mulation of the non-linear matrix scheme has not been 
found yet. The one used in this work suffers from robust- 
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Fig. 24 : Stanton numbers for the LTB test case for 3 
different solutions 

Fig. 25 : L2 norm of the density residual of the first or- 
der N scheme as a function of the number of 
iterations and the CPU time on four and eight 
processors for the LTB test case 

#iterations 

Fig. 26 : L2 norm of the density residual of the second 
order PSI scheme as a function of the number 
of iterations on four processors for the LTB test 
case 

ness problems and only converges two orders of magni- 
tude from a restart from the first order solution. Also 
the corresponding Jacobian matrix is ill-conditioned and 
consequently the Jacobian of the first order scheme had 
to be used in the implicit time integrator. This inconsis- 
tency does not allow Newton convergence for the second 
order scheme. Also the relatively simple CFL strategy 
used in this work is capable of improvement, e.g. one 
could think of relating it to the norm of the residuals or 
to the change in number of supersonic nodes (triggering 
the CFL number as soon as the bowshock is in position). 
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The extension of the present algorithms to  three- 
dimensional grids composed of tetrahedra is straightfor- 
ward and requires no theoretical developments. Also the 
implicit solution method can be used in 3D, although one 
could run into memory problems, because of the storage 
of the full Jacobian matrix and the GMRES solver. 
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1. SUMMARY 
This lecture introduces to the aerothermodynamics of radiation- 
cooled surfaces of high-speed flight vehicles operating in the 
earth atmosphere at speeds below approximately 8 km/s. After 
a discussion of the technical background of heat loads at 
hypersonic flight. a simple analysis shows how the radiation- 
adiabatic temperature qualitatively depends on the local 
boundary-layer properties. Computed examples illustrate the 
findings and show the implications of radiation cooling for the 
vehicle design. Scaling laws and non-convex effects are treated, 
and the influence of radiation cooling on several surface 
phenomena is considered. Finally the need of a hot experimen- 
tal technique is discussed and a possible integrated 
aerothermodynamic design approach is sketched. 

2. INTRODUCTION 
Surface radiation cooling can be considered as the basic cooling 
mode of high-speed vehicles operating in the earth atmosphere 
at speeds below approximately 8 km/s (Ref. 1). At this condi- 
tion, typical, for instance, of reentry flight from a low earth 
orbit, emission and absorption processes in the air stream can 
be neglected. If, for what5oevc.r reason, radiation cooling is not 
sufficient, other (additional) cooling means, for instance 
ablation cooling, regenerative cooling etc. must be employed. 
Usually this results in extra weight, enlarged systems complex- 
ity, or non-reusability. 

Surface radiation cooling up to now did not receive very much 
attention during the aerodynamic design of winged reentry 
vehicles, because such vehicles in general are not drag critical. 
It was more or less only a concern of the structural design. 
However, the study of airbreathing launch vehicles has shown 
important couplings between the radiation-cooled surface, the 
flow field, heat loads and the viscous drag, especially if the 
surface-near flow is turbulent. Of course, also all thermo- 
chemical processes in the wall-near flow are affected. 

Any future aero-assisted launch and/or reentry vehicle demands 
very good aerodynamic performance, and very accurate 
mechanical (pressure, skin friction) and heat loads predictions 
in order to reduce the launch costs to a substantial degree. 
Therefore it is necessary to understand, predict and verify heat 
loads, especially the radiation-adiabatic temperature, to a high 
degree of accuracy. 

The term ”heat loads” is used here in a very general way. It 
covers 

temperatures: T [K], 
heat fluxes: heat transported through an unit area per 
unit time: 
amounts of heat: 

q [J/sm2 = W/m*], 
H [J] . 

The heat transported per unit area and unit time towards a flight 
vehicle is 

with Q- and U, the free-stream density and speed, respect- 
ively, and h- the enthalpy of the free stream. The term in 
brackets is called the total enthalpy, which is composed of the 
enthalpy of the undisturbed atmosphere and the kinetic energy 
of the vehicle. At hypersonic speed the total enthalpy is more 
or less proportional to the flight velocity squared. 

A considerable part of the heat transported towards the vehicle 
is finally transported by diffusion mechanisms towards the 
vehicle surface (Stanton number as a local measure). Depending 
on the heat amount penetrating the surface and the heat 
capacity of the structure below it, the surface will be heated up. 
The surface temperature will be always that of the gas at the 
surface (apart from possible low density effects). If enough heat 
has entered the structure (function of flight time). the surface 
will reach an upper temperature limit (Finite heat capacity 
assumed), the recovery (adiabatic) temperature. The surface is 
then called an adiabatic surface. The recovery temperature is 
somewhat smaller than the total temperature. but always of the 
same order of magnitude. It serves as a conservatively esti- 
mated wall-material temperature in the initial considerations of 
the materials and structure concept. 

Another conservatively estimated wall temperature is the 
radiation-adiabatic temperature, if radiation-cooling is 
employed. This is the topic of this lecture. Depending some- 
what on the employed structures and materials concept, either 
cold primary stmcure with thermal protection system (TPS), or 
hot primary structure, the actual wall temperature during flight 
is always near (below) the radiation-adiabatic temperature. In 
Fig. 1 all these aspects of heat loads are put together schemati- 

Temperatures 

I- Heat fluxes ‘-I r Accumulated heat 7 

Fig. 1 Definition of heat loads 

Paper presented at the AGARD FDP Special Course on “Aerothermodynamics and Propulsion Integration for 
Hypersonic Vehicles”, held at the von Kdrmdn Institute for  Fluid Dynamics (VKI) in Rhode-Saint-Gentse, 

Belgium from 15-19 April 1996 and published in R-813. 
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2. SURFACE RADIATION COOLING AS PRE- 
REQUISITE FOR HYPERSONIC FLIGHT 

It was already mentioned that the total enthalpy at hypersonic 
flight is proportional to the flight velocity squared. This holds 
also for the total temperature in a certain speed regime. If 
perfect gas behaviour can be assumed (U- < 1 km/s), the total 
temperature To is a function of only the total enthalpy, which 
can be expressed as function of the flight Mach number: 

II 51m 7nn son I IM i m  ism iian I 

To = T, (I + M:) , Fig, 3 Materials and the temperature dependence of 
their specific tensile strength (with permission of 
Dornier Lufrfahrt) 

That indeed is accomplished by surface radiation coolhg. 
Surface radiation cooling is the most effective, and the most 
often employed means to reduce heat loads at high-speed flight. 
Of course it can be used only at outer surface portions, and not 
in inlets, ducts, engines, nozzles, etc. If outer surface portions 
look at each other, the cooling effect is reduced (non-convex 
effects). Radiation cooling permits fully reusable structures and 
heat-protection systems with low-orbit reentry vehicles, and 
with sustained hypersonic flight vehicles, depending on the 
structure and materials concept, up to possibly v, = 3 to 4 
km/s (M, = 10 to 12). 

The recovery temperature T, is then 

(3) 

with r (0.8 < r < 1) the recovery factor, y (= CJCJ the ratio of 
the specific heats, and M, the free-stream Mach number. At 
velocities larger than 1 km/s real-gas effects play a role. The 
temperature in thermal and chemical equilibrium becomes a 
function of two variables, for instance of the enthalpy and of 
the density. At velocities larger than 5 km/s non-equilibrium 
effects play a role, complicating very much all considerations, 
and leading even to other definitions of the temperature. For 
deeper discussions the reader is referred to Ref. 2. For applica- 
tions in the equilibrium range he finds for instance in Ref. 3 
state-surface approximations, which allow a fast estimation of 
thermodynamic and transport properties. 

The effect of radiation cooling during reentry is shown in Fig. 
4 for the HERMES vehicle. The computations were made with 
a coupled Euler/second-order boundary-layer code, Ref. 5 (note 
that for both the recovery temperature and the radiation- 
adiabatic temperature a maximum of the wall temperature exists 
at H 65 km due to the density dependence of the temperature 
mentioned in the introduction). Fig. 4 demonstrates that 
radiation cooling reduces the wall temperature by such a degree 
that present-day materials can cope with it. The U.S. Space 
Shuttle and BURAN have cold primary structures (for instance 
on an aluminium base), and fully reusable ceramic protection 
systems (tiles). This was planned also for the upper stage of 
SWGER and for HERMES. For HERMES a CFC-nose cone 
as hot primary structure (up to x = 1.4 m) was foreseen. 

data point 

Fig. 2 shows for illustration purposes the equilibrium total 
temperature as function of flight velocity and altitude, Ref. 4. 
Indicated are the nominal flight points of the lower stage of the 
reference concept SiiNGER, of the X-30 (cruise) and the 
Concorde. Also indicated is the lower flight regime of typical 
reentry vehicles. 
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Fig.  2 Total temperatures (and unit Reynolds numbers) 
as overall heat-loads measure as function of 
speed and altitude for differetu vehicle classes 
(Rd. 4)  

I 

If now material properties, in this case the specific tensile 
strength, are considered, Fig. 3, it is seen at once, that even 
with the most advanced carbon materials hypersonic flight 
would not be possible above speeds of V, = 2 km/s (M, = 
6). The vehicle designer thus has to solve the problem of heat 
loads at hypersonic flight first of all by reducing them. 

t o  i s  211 25 M_ 

Fig. 4 Efect of radiation cooling at a given point on 
the lower symmetry line of HERMES (x = 1 m, 
a = 40% laminar flow, equililbrium real-gas 
model, at different trajectory points (M-, 
altitude H), Ref 6 
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3. LOCAL ANALYSIS 
For the following analysis (Refs. 7, 8, 9) it is assumed that the 
continuum approach is valid, albeit wall slip effects may occur 
at high altitudes. Real gas effects of any kind are not particular- 
ly regarded. The boundary-layer flow is considered to be 
laminar, which is taken into account by the simplest possible 
model. A steady state is assumed throughout. 

With regard to the surface heat radiation it is strictly assumed 
that no absorption or emission of the radiation energy takes 
place in the gas flow past the surface under consideration. The 
heat is simply radiated away from the vehicle surface to 
infinity. This neglection of absorption and emission is justified 
at velocities smaller than approximately 8 kmls. that is at LEO- 
reentry missions or atmospheric flight missions, Ref. 10. In 
addition it is assumed that no opposite surface portions of the 
vehicle radiate or reflect radiation (nonconvex effects), and 
that other external heat radiation sources, like the sun, can be 
neglected. 

Another basic assumption is that locally one-dimensional 
considerations can be made. This implies neglection of changes 
of the thermal state of the gas flow and the vehicle surface in 
directions tangential to the vehicle surface at the location under 
consideration. It implies further that the heat radiation is 
directed away locally normal to the vehicle surface. 

Three basic thermal situations at a vehicle surface can be 
distinguished, Fig. 5:  

a) T, is prescribed: the wall-heat flux q, is the conse- 
quence of the balance of the flux in the gas towards 
the wall sly and the radiation flux k,, 

qw is prescribed. The wall temperature T, is the 
consequence of the flux balance, 

b) 

c) q, = 0 is prescribed: with a,, = 0, the recovery 
temperature T, = TI is defined; with fiiite a,,, the 
radiation-adiabatic wall temperature T, = T, is the 
consequence of the flux balance. 

Fig. 5 Schematic of heat fluxes at a radiation cooled 
wall, Ref: 8, z is the direction normal to the 
wall 

In design work the engineer is interested for instance in case a), 
where a material temperature constraint tells him the cooling 
requirements. On the other hand case c) gives the maximum 
(conservative) temperature to be expected locally. Without 
radiation this is the recovery temperature, with fiiite radiation 
it is the radiation-adiabatic temperature, which is considered 
here. 

For the local analysis of the latter the simplest case without 
real-gas effects etc. is considered: 

q, = q, + qma = 0 = 

(4) 

where k is the heat conductivity, E the emissivity coefficient, 
o the Stefan-Boltzmann constant (o = 5.6697 +/- 0.0029) 
lo-* W/m2K'), and z the direction normal to the surface, Fig. 5 .  

A finite difference is introduced for the derivative of T, with A 
being a characteristic length, and Tithe recovery temperature of 
the problem: 

Assuming A to be the thickness of the thermal boundary layer 
&,, and T, sufficiently small compared to T, yields that (the 
fourth power of) the radiation-adiabatic wall temperature is, to 
begin with, inversely proportional to the (thermal) boundary- 
layer thickness. 

For the thermal boundary-layer thickness the lowest-order 
ansatz (flat plate boundary layer, no dependency of 6,. (and 6) 
on T,) is made: 

where Pe,, Pr, Re, are the Peclet number, the Prandtl number 
and the Reynolds number, respectively. 

Note, that for laminar flow the influence of T, ond 6 or 6,. 
can be taken into account by assuming 

in the Reynolds number. For the adiabatic wall (T, = T,) and 
large Mach numbers, this leads to (see for instance Ref. 11): 

& M,' 
x Re: 
_ - -  

Relation (6) could be refiied in this way, however, for the 
present analysis it is kept for the sake of clarity, and introduced 
for A into eq. (5):  
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with L the body length, and Re, = p,v,L/k . 

Discussing eq. (8) in the extremes yields: 

e - 0  : T m - T r ,  
ReL - 0 :  T, - 0 ,  
R e L - w : T m - T r ,  
L - 0  : T m - T r ,  
L - 0 0  : T m - O ,  
N L - 0  : T m - T r ,  
T r - 0  : T , - 0 .  

Assuming again T, to - 3 small compare' 
changed to: 

k ReY 1 ea - - Pr"' - - 
ea (x/L)oJ L Tr 

(9) 

tion (8) is 

The qualitative result of the analysis then is that the fourth 
power of the radiation-adiabatic wall temperature with laminar 
flow 

is inversely proportional to some characteristic 
boundary-layer length (boundary-layer thickness), 

is proportional to the recovery (total) temperature T, 

is proportional to Rqo5 (note that the recovery 
temperature does not directly depend on the Reynolds 
number), 

is inversely proportional to the body length, 

falls with increasing running length of the boundary 

layer (Xn)-"', 

is proportional to the heat conductivity at the wall, 
which, however could with k - T, be regarded in the 
above relations. 

For two-dimensional flow and for not too strongly three- 
dimensional flow good correlations of the radiation-adiabatic 
temperature are possible for laminar flow (see. Chapter 6). 

In vehicle design it is of course not only of interest how the 
radiation-adiabatic temperature behaves on more or less flat 
surface portions. The behaviour at the vehicle nose and the 
leading edges is of particular interest, because on the one hand 
at a stagnation point and along attachment lines the boundary 
layer is very thin, and on the other hand nose and leading-edge 
radii and leading-edge sweep govern the wave drag of the 
configuration. 

Assuming T,' - 1/6, and that 6 is inversely proportional to the 
square root of the flow acceleration (6 - l/+LZiZ x along 
surface), and this in turn is inversely proportional to the nose 
or leading edge radius, gives the general trends shown in Table 
1. 

Table I Trends of the dependency of T,' on the nose radii 
and leading-edge sweep P 

swept stagnation line (laminar) 

Not surprisingly the fourth power of the radiation-adiabatic 
temperature is like the cold-wall heat flux, Ref. 12, inversely 
proportional to the square root of the radius and decreases at a 
leading edge with increasing sweep angle. 

A closer examination of the situation at attachment lines shows 
that there due to the diverging flow pattern the boundary layer 
is thin compared to the boundary-layers in the vicinity, Fig. 6. 
At separation lines the flow has a converging pattem and hence 
the tendency is the other way around, Fig. 7. 

o Datlern of skin friction o A-reduclion o T,,-increase 
lines in the vicinily of 
an altachment line 
(schematically) 

attachment line 

2 

\("" 1 

Fig. 6 Pattern of skin-jriction lines in the vicinity of an 
attachment line, A-reduction, T,-increase (all 
schematically) 

o pattern of skin friction o A-increase o T,,-reduction 
lines in  the vicinity of 
a separation line 
(schematically) 

X Z  X 2  

4 separation line 

Fig. 7 Pattern of skinfriction lines in the vicinity of an 
separation line, A-increase, T,-reduction (all 
schematically) 

Consequently, the characteristic boundary-layer length A is 
reduced at attachment lines, and one has to expect a rise of the 
radiation-adiabatic temperature compared to that in the vicinity. 
Indeed, as will be shown in Chapter 4, a hot-spot situation 
arises at attachment lines, whereas at separation lines the 
opposites happens, i.e. a cold-spot situation ensues. The A 
behaviour can be observed in boundary-layer calculations, Ref. 
13. The mathematical proof, however, is lengthy and is not 
given here, neither in Ref. 13. 

With turbulent flow the radiation-adiabatic temperature behaves 
qualitatively in the same way as with laminar flow. In Ref. 14 
the following general relation is proposed for flat surfaces and 
cones (compared to eq. (8) it takes the dependencies on the 
local surface and boundary-layer edge data into account): 



Here the subscript "e" stands for "boundary-layer edge", T* and 
* are functions of Eckert's reference enthalpy h* = 0.28 h + 

0.5 h,,. + 0.22 h,. The constants are n = 0.5 for laminar flow, n 
= 0.2 for turbulent flow, A = 0.332 (0.332 d3) for laminar 
planar (conical) and A = 0.0296 (0.0296 (9/4)'.') for turbulent 
planar (conical) flow. This relation and the relations for stagna- 
tion-point regimes and (infinitely) swept leading edges are 
presently in a verification process by means of numerical 
investigations. 

Finally the reader is warned that relation (8) cannot bc used to 
actually determine the radiation-adiabatic temperature. It shows 
qualitatively dependencies and trends, which is important in 
design work. It helps to explain phenomena secn in results of 
computations and in flight data, Chapter 4. It leads to scaling 
laws, Chapter 6, which sofar at least for laminar flow have 
shown to be simple and robust tools for the use in design work 
and for general considerations. 

The discussed dependencies and trends are similar to those 
which can be observed with cold-surface model tests in wind 
tunnels. A relation similar to eqs. (5) and (8) (for laminar flow) 
describes the situation there: 

Fig. 8 shows the effect at a given point on the configuration of 
a hypersonic vehicle as function of the Mach number and the 
flight altitude, Ref. 4. The emissivity coefficient of the surface 
was assumed to be E = 0.85. The data were computed with an 
approximate method Ref. 15. The radiation-adiabatic wall 
temperature T,, is found with q, = 0. At Mach numbers below 
M, = 2 the radiation-cooling effect is small, because the 
Reynolds numbers there are large and therefore the boundary 
layers thin. With rising Mach number (and altitude) i t  becomes 
larger. At M, = 5.6 the cooling effect amounts to nearly 350 
K compared to the recovery temperature. and nearly 450 K 
compared to the total temperature. If for instance at M, = 5.6 
a wall temperature of 900 K is to be maintained, it can be 
achieved by radiation cooling. Without radiation cooling, 
however, a heat flux into the surface of q, = 30 KW/m2 would 
be necessary. 

Fig.  8 
(12) 

The general behaviour is the same, however, with the important 
difference, that T, is given, whereas in eq. (8) i t  is T, = T,, , 
which is the unknown. 
For both the cold surface and the radiation cooled surface the 
state of the boundary layer - laminar or turbulent - will make 
a big difference in q, and T,,, respectively. This is due to the 
fact, that with large tempcrature gradients changes in the heat 
conductivity of the boundary layer fluid - laminar or turbulent - 
will have a large effect, even if at the wall the heat conducti- 
vity is only the laminar one. At the adiabatic wall however, the 
temperature gradient goes to zero at the wall, hence the state of 
the boundary will not affect strongly the recovery temperature, 
see Fig. 13 in Chapter 4. 

Last not least it is noted that the radiation-adiabatic tempera- 
ture cannot be determined from measured cold-surface heat 
fluxes or Stanton numbers. This is due to the highly non-linear 
coupling of it to the boundary-layer thickness, which itself 
depends on the wall temperature. see relation (1 1). 

4. COMPUTED EXAMPLES 
In the following several numerical examples are discussed and 
analysed. First the effect of radiation cooling is demonstrated. 
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t o t a l  temperature T, '"J 

Heat loads alleviation by radiation cooling 
(E = 0.85), Re6 4 ,  hypersonic aircraji (HYTEX 
2-91), lower symmetry line of the forebody ( x  = 
5 m. a = 5 3 turbulent flow, vibration exitation, 
approximative method), at different trajecrory 
points (M-, altitude). qw is the heat flux into 
the wall (see Fig .  5 )  

In Chapter 3 the qualitative behaviour of the radiation-adiabatic 
temperature in the vicinity of attachment and separation lines 
was discussed. On a dclta wing, like shown in Fig. 9, an 
additional effect occurs. The wall-near flow past surfaces with 
heat transfer into the body, or away from it by radiation, is 
non-isoenthalpic. At such attachment lines, however, flow with 
the original total enthalpy is transported from the free-stream 
towards the surface, Fig. 9. 

lertlnry sllsch- 
men1 llne (AJ 

secondary mepersilon 

secondary aItachmenl llne (A,) 
prlmsry lepsrsllon llne (S,) 

prlmary allachmsnl llne (A,) 

line (%) 

Fig.  9 Topological structure (schematically) of delta 
wing flow (A: attachment line, S :  separation 
line): dtachment flow transports original 
enthalpy towards surfme at A,, A,. A,. 
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Therefore along an attachment line, which in the limit may 
resemble that on an infinitely swept wing, due to the diverging 
flow pattern and the original total enthalpy, large radiation- 
adiabatic wall temperatures compared to that of the adjacent 
boundary layers will prevail. In the adjacent boundary layers 
this temperature falls anyway with increasing running length, 
eq. (5). This of course also affects the situation at separation 
lines, where the temperature in main flow direction becomes 
smaller, than in the adjacent boundary layers (Chaper 3). 

Fig. 10 shows results from a solution of the Navier-Stokes 
equations for laminar flow past a delta wing with leeside 
separation at M, = 7.15, Refs. 16 and 17. All the features 
discussed in Chapter 3 and above are present. Note especially 
the skin-friction line topology at the windward side, where 
between the two primary attachment lines the flow is nearly 
two-dimensional, On the leeside the secondary attachment line 
tapers off down-stream. The tertiary attachment line (schematic 
see Fig. 9) of course also is a hot-spot line. The presence of a 
fuselage, however, would change the leeside flow topology. 

ture is exceeded (which in this case is not critical). 

Fig. 11 Skin-friction lines and radiation heat fluxes on 
the HERMES canopy, M ,  = 10, a = 309 
Re,* = 1355000 m.', E = 0.85, Navier-Stokes 
Solution, laminar flow (see ReJl8 for details) 

Even at rather small flight Mach numbers the skin-friction line 
pattern on a capsule can well be matched to the radiation- 
adiabatic temperature, Fig. 12, Ref. 19. The rather complicated 
topology is not reconstructed completely. Only some major 
attachment and separation lines are indicated. Because of the 
low Reynolds number (Re, = 4.5 * Id), the radiation cooling 
is very effective. At the separation lines @ T, = 350 K, and 
at the attachment line @ T, = 450 K result, compared to the 
total temperature To 7 745 K. 

Fig. 10 Hot-spot phenomena at attchment lines of a 
delta wing with surface radiation cooling, a)  
windward side, b) leeward side, Refs. 16 and 
17, M, = 7.15, Re = 5 -16, L = 13 m, a = 
1 9 ,  E = 0.85 (right-hand sides: wall tempera- 
tures (cold areas are dark), le$-hand sides: 
radiation heat fluxes) 

On the leeward side of a spaceplane at large angle of attack the 
boundary layer is thick and therefore radiation cooling is very 
effective, leading to rather small wall temperatures. However, 
one must avoid situations like that shown from a Navier-Stokes 
study, in Fig. 11 (see Ref. 18 for details). If an attachment line 
lies on the canopy window, locally temperatures will become 
very large. Fig. 11 indicates that either configurational, or angle 
of attack changes or even active cooling efforts, would be 
necessary, if in such a situation the permissible wall tempera- 

Fig. 12a Naver-Stokes solution for the Viking shape (0, 
= 25*) with M ,  = 3, a = 253 A = 35 km, E 
= 0.85, Re$ 19, skin-friction lines (a  = attach- 
ment line, s = separation line) I 
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Fig. 12b Naver-Stokes solution for the Viking shape (0, 
= 2.5') with M, = 3, a = 2S0, A = 35 km, E 
= 0.85, Ref: 19, radiation-adiabatic temperature 
( a  = attachment line, s = separation line) 

Finally a Navier-Stokes solution for the S m G E R  forebody, 
Ref. 20, shows that radiation cooling enhances very strongly the 
influence of the boundary-layer state on the wall temperature 
and the skin friction, Fig. 13. Without radiation cooling the 
wall temperature (recovery temperature) is some thuty to forty 
degrees larger for turbulent flow than for laminar flow, Fig. 
13a. The transition location was chosen arbitrarily to lie at Xn 
= 0.1. With radiation cooling the difference is about ten times 
larger (see discussion at the end of Chapter 3) and hence the 
location of transition laminar-turbulent becomes much more 
important. Note that real-gas effects at that Mach number also 
play a role, at least in the case of no radiation cooling. Note 
further that ist is not known how reliable present-day turbulence 
models are in such cases. The figure shows well that the radi- 
ation-adiabatic temperature decreases with Xn for the laminar 
as well as for the turbulent case in contrast to the recovery 
temperature. 

Fig. 13b shows the influence of surface radiation cooling on the 
skin friction, which is low for the laminar case, but is large for 
the turbulent case. In this case, a skin-friction estimation based 
on the recovery temperature would give values about 30 per 
cent too low. This shows also that for drag minimization the 
surface should be as hot as possible. 

2500 

2000 

1500 

1000 

500 

0 i 

laminar, perled gas. 
turbulent. perled gas, 
laminar, real gas, 
turbulent. real gas, 
laminar, real gas, 
turbulent. real gas. 
H2K conditions 
-windward side 

0 - 0  
E - 0  
E - 0  
E - 0  
E - 0.85 
E -0.85 

$- 
a) o 1  o 2  o 3  o 4  o 5  o 6  o 7  O B  o 9  i o  

XlL  

Dl 0 0 1  0 2  03 0 4  0 5  0 6  0 7  0 8  0 9  1 0  

X l L  

Fig. 13 Influence of the state of the boundary layer 
(laminarhurbulent, real-gas effects, and radi- 
ation cooling on a )  wall temperature, b )  skin 
friction. Lower symmetry line of SANGER 
forebody, M, = 6.8, Re = 1.22 * I@, L = 
55 m, a = 63 Ref: 20 

In Fig. 13a also the computed radiation-adiabatic temperatures 
for the leeward side are indicated. The temperature for the 
turbulent case is approximately 270 K. and that for the laminar 
case approximately 90 K lower than on the windward side. This 
will be discussed further in Chapter 6. 

For a typical cold hypersonic wind-tunnel situation, that in the 
H2K at the DLR Koln-Po=, a computation has been performed 
for the present case, Ref. 21. With the tunnel data at M, = 6.8: 
Re = 3 IO6, T, = 61 K and T, = 300 K (Fig. 13a) the 
turbulent skin-friction shown in Fig. 13b is two times larger 
than that for the radiation-cooled flight case, with a much 
steeper slope, which partly is due to the smaller Reynolds 
number. 



3-8 

The large influence of the state of the boundary layer - laminar 
or turbulent - on the wall temperature and on the skin friction 
for the radiation-cooled wall, compared to that in the case of 
the adiabatic wall poses very large problems in vehicle design. 
The transition location is very important in view of the thermal 
loads. especially if a hot primary structure is foreseen. On the 
other hand the prediction and verification of the viscous drag 
is affected strongly, if the vehicle, typically for airbreathers, is 
drag critical. Fig. 13b demonstrates that with presentday wind- 
tunnel techniques the skin friction cannot be found with the 
needed degree of reliability and accuracy. 
That the spreading of the radiation-adiabatic temperature with 
transition laminar-turbulent in reality happens, can be seen from 
Space Shuttle data, Fig. 14, Ref. 22. 

T w [ k T b  all = 60.56 km 
M, - 15.7 

----- ---___ ,,m *.: ---- 
a = 42' 

400 0.0 

1400,- 

1 4 0 0 r  ZOI- 

-r M, - 5.22 

03 od on 
0.0 

L O  

r/L 

Fig. 14 US Space Shuttle flight STS-2. computed data. Ref. 
22, and flight data. Refs. 23, 24: a)  radiation- 
adiabatic wall temperature, b) pressure coeficieru, c )  
skin-friction coeficient, transition location fromjlight 
data, E = 0.85; M, = 15.7: ----fully catalytic wall, 
---- non-catalytic wall, -- partially catalytic wall; 
M, = 7.14 and 5.22: - - - -  fully turbulent, ---- fully 
laminar. -- with transition; all: o flight data 

In Fig. 14a. despite the scatter of the flight data for M, = 7.14, 
the same behaviour of the radiation-adiabatic wall temperature, 
measured and computed, is present as in Fig. 13a (the laminar 
M- = 15.7 data are included for comparison). Fig. 14c shows 
the spreading in the skin friction, whereas the surface pressure 
coefficient, Fig. 14b. is not affccted. Unfortunately flight data 
are not available to compare with these results. For a detailed 
discussion see Ref. 22. 

5. NON-CONVEX EFFECTS 
Up to now radiation cooling on completely convex sufaces was 
considered. On real configurations surfaces may look partly at 
each other, which reduces the cooling effect. In the extreme. in 
an inlet, a RAM combustcr etc.. no radiation cooling is possible 
at all. In the following the reduction of radiation cooling due to 
non-convex effects, which appear at wing roots, fin roots and 
the like, is treated following Ref. 25. 

Consider the situation shown in Fig. 15. 

*2.T2 

Fig. 15 Schematic of non-convex effects in radiation cooling 
at a generic fin co@guration, ajier Ref. 25 

The rate of energy Q,, radiated from A, and acting on A, is 

The surface element A, absorbs the heat flux 

9ipb = -e QzJAl * (14) 

Note that the absorption coefficicnt is equal to the emission 
coefficient. 

With the heat flux emitted from A, 

91cm = E 0 c 

I 

a balance can be made for A,: 

With this a fictitious emission coefficient E, is defined: 

(16) 

To apply it, an influence matrix for the whole discretized 
configuration surface has to be computed, taking into account 
the sight lines bctwecn the individual surface elements. Because 
the radiation-cooling effect depends (locally) on the boundary- 
layer thickness, and this in turn on the temperature of the wall 
and the wall-near flow, the fictitious emission coefficient must 
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be determined iteratively. This can easily be done in Navier- 
Stokes methods. With approximative methods or boundary-layer 
methods. special iteration approaches are necessary. The authors 
of Ref. 25 have devised a General Thermal Radiation 
(GETHRA) module, which can be incorporated into any 
computation scheme. 
A computation result from Ref. 26, typical for non-convex 
effects, is seen in Fig. 16. At the lower wing root of the 
HYTEX R-A, vehicle, which was investigated in the German 
Hypersonics Technology Programme, means of heat loads 
alleviation by introducing a fillet were studied. The introduction 
of non- 1 

I 

Fig. 16 Heat loads alleviation at the wing root of a HYI'EX 
vehicle, Ref. 26, M, = 6.8, A = 30 km, a = 5 9 p = 
5 E,, = 0.85, approximative method. turbulent 
jlow; radiation-adiabalic temperature: a )  without 
fillet. b) with fillet 

convex effects in the computation for the non-fillet case 
resulted in a temperature rise of 50 K to 100 K. The wing 
surface in the root region was less strongly affected compared 
to the propulsion unit surface there. This is due to the fact, that 
the boundary layer is thicker on the latter. Note that the 
classical viscous comer-flow effects were not prescribed with 
the employed approximative methods. The introduction of the 
fillet, which anyway would reduce the viscous comer-flow 
effects, resulted as expected. in a reduction of the radiation- 
adiabatic temperature by about 50 K twoards the end of the 
wing root. Unexpectedly the temperature rose a the leading 

edge by up to 30 K. A closer examination showed, that this 
was due to the compression of the flow, which was induced by 
the fillet. The resulting local rise of the unit Reynolds number 
then decreased the boundary-layer thickness, and the tempexa- 
ture rose, which can be understood in light of the results of the 
local analysis in Chapter 3. 

Although the non-convex effects were not large in this case, the 
results of the investigation show clearly the influence of non- 
convex effects on the radiation-adiabatic temperature. Remem- 
bering that the viscous drag is affected too. non-convex effects 
musf like local strong-interaction effects, be monitored and 
quantified if necessary, in the design of hypersonic vehicles. 

6. SCALING LAWS 
Other than the recovery temperature, the radiation-adiabatic 
temperature is Reynolds number and scale dependent, eqs. (8) 
and (11). Therefore data from different cases, even with the 
same total enthalpy, cannot directly be compared. The radi- 
ation-adiabatic wall temperature on a small body (wind-tunnel 
model) would be much larger than that on a large one (real 
configuration), if all flow parameters are the same, which 
makes a full simulation in a hypothetical ideal wind tunnel 
impossible, unless the model can be actively, and very strongly, 
cooled. This holds also for an experimental vehicle, which is a 
scald-down version of a reference concept. The relations from 
Chapter 3 allow a quick scaling of the radiation-adiabatic 
temperature for general considerations. and especially for 
design work (configuration finding process). 

At flat surface portions with laminar flow, provided the flow is 
two-dimensional or not too strongly three-dimensional, relation 
(8) can be used to scale the radiation-adiabatic wall temperature 
(note that in eq. (8) the dependency of the boundary-layer 
thickness on T, has been omitted). It is. however, mandatory 
that the flow topology remains qualitatively and quantitatively 
the same in both cases (geometrical affinity, the same angles of 
attack and yaw), and that real-gas effects are similar. If the two 
different cases 1 and 2 are considered, the following relation 
can be obtained: 

which docs not depend on x/L. 

If T,,is small compared to T, in both cases, and if Pr, = Pr,. 
eq. (18) can be reduced to 

(19) 

This relation is very intriguing, because it shows that a wide 
range of parameters can be covered in the scaling process. 
Special cases with equal lengths or unit Reynolds numbers have 
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been discussed in Ref. 7. The parameter variation range has 
sofar been tested only in some few cases. In the following two 
of them are shortly discussed. 

Fig. 17 shows comparisons of the radiation-adiabatic wall 
temperatures at the surface of the HERMES configuration for 
laminar flow, Ref. 7. Three cases were studied at the windward 
side of the HERMES vehicle. The results were found with the 
coupled Euler/2nd order boundary-layer method approach 
described in Ref. 5. Case 1 compares HERMES with the 
original lenth L, with a HERMES configuration enlarged 
linearly to the length L,, of the 
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Fig. I7 Comparison of numerical (symbols) and scaled (full 
lines) radiation-adiabatic wall temperatures for the 
HERMES configuration, Ref: 7, a )  in lower symmetry 
line, b )  at lower side cross-section Xn = 0.468 

US Space Shuttle. In case 2 for the original configuration two 
different emissivity coefficients were assumed, E, = 0.85, & 
= 1. In case 3 finally case 1 and case 2 are combined. It is seen 
that with eq. (19) a fair correlation is possible except for the 
vicinity of the windward attachment lines, where due to the 
strong divergence of the flow the temperature is higher (see 
discussion in Chapter 4), and obviously the simple (Blasius) n 
= 0.5 dependency does not hold. 

Equation (18) has been used to compare the radiation-adiabatic 
wall temperatures - found with a Navier-Stokes solver on the 
delta wing - from Fig. 10 for two different lengths L = 13 m 
(case 2) and L = 4.67 m (case 1). Refs. 16, 17. Fig. 18 shows 
in two cuts the Navier-Stokes results and the result of the 
scaling case 2 to case 1 with eq. (18) reduced to 

The data compare better, if in addition k, = & is assumed. At 
the attachment and separation lines, where larger three-dimen- 
sional effects are present, deviations up to 100 K can be 
observed. However, the hot-spot situations at the attachment 
lines are in general well scaled. 

I200 
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I K  1 
IO00 
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400 
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symmetry 
line 
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symmetry 
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Fig. 18a Comparison of numerical (x, 0 ) and scaled (+: 
relation (20); X: relation (20) with k, = k2,) radi- 
ation-adiabatic wall temperatures, Refs. 16, 17, for 
the delta wing of Fig. IO; indicated are the locations 
of attachment and separation lines (schematic see 
Fig. 9), cross-section at 14 per cent body length 
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Fig. 18b Comparison of numerical (4 0) and scaled (+: 
relation (20); 1: relation (20) with k, = 4,) radi- 
ation-adiabatic wall temperatures, Refs. Id, 17, for  
the delta wing of Fig. 10; indicated are the locations 
of attachment and separation lines (schematic see 
Fig. 9), cross section at 99 per cent body length 

For turbulent flows, scaling laws are proposed in Ref. 14. They 
base on eq. ( II ) ,  and similar relations for noses and swept 
leading edges. They include the laminar cases and the, 6- 
dependency on T,. They too are presently investigated by 
means of numerical solutions. 

In Chapter 4 it was seen, Fig. 13 (also Fig. 18 of this chapter), 
that on the leeside of hypersonic vehicles at angle of attack the 
radiation-adiabatic temperature is markedly smaller than on the 
windward side (the leeside of a winged reentry vehicle (see the 
US Space Shuttle) must not be black!). This can be explained 
with help of Fig. 19. There an infinitely thin flat plate at angle 
of attack is considered as 

Fig. 19 HypersonicfloA past a flat plate at angle of attack as 
limiting case of a hypersonic vehicle at angle of 
attack 

limiting case of a hypersonic vehicle at angle of attack. It is 
obvious, that on the windward side the stream tube is com- 
pressed by the wedge shock, whereas on the leeside it is 
expanded by the Prandtl-Meyer expansion. Consequently the 
unit Reynolds number must rise on the windward side, and drop 
on the leeside. By interpreting the Reynolds number in eq. (8) 
as a local Reynolds number (see also eq. (ll)), it becomes 
clear, that indeed the radiation-adiabatic temperature will be 
larger on the windward side than on the leeside. This is a 

qualitative explanation. The flat plate analogy must not be over- 
interpreted, especially when a blunt body at large angle of 
attack, with a large subsonic region on the windward side, is 
considered. 

Fig. 20 gives for the windward side and the leeside of the flat 
plate at angle of attack (wedge angle) a = 5" the quantitative 
behaviour of the reduced unit Reynolds number as function of 
the Mach number. It has been found with the perfect gas 
relations from Ref. 27. 

o , , , , , l , , , , l , , , , , , , , , ,  
0 5 10 15 20 

M1 

Fig. 20 The reduced unit Reynolds number Re* on the wind- 
ward side (w), and the leeside (1) of a flat plate at 
angle of attck a = 5' as function of the free-stream 
Mach number 

On the windward side the reduced unit Reynolds number 

&' I Y 
T 

at the plate (2), compared to that of the freestream (l), rises for 
all free-stream Mach numbers larger than M, = fl. On the 
leeside it falls for all Mach numbers. Accordingly the ratio of 
the unit Reynolds number at the leeside to that at the windward 
side drops. Note that in relation (21) for the viscosity (p - T") CO 

= 1 was assumed. A closer examination reveals that upper and 
lower bounds for 0 exist, for which the result in Fig. 20 holds. 
These bounds are comfortably wide for perfect gas flow. 

Fig. 21 shows for the fured free-stream Mach number M, = 
6 the change of the unit Reynolds number ratio on the wind- 
ward side with the angle of attack. Surprisingly it exhibits a 
maximum at a = 12.5" and then a steep drop towards a = 
42.5", where the wedge shock lifts off. The value for the 
isolated normal shock is indicated, too. 

In general it can be observed that the heat loads at the wind- 
ward side, for instance of a reentry vehicle, rise in level with 
increasing angle of attack (the drop from the nose to the rear is 
not affected). However, Fig. 21 
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Fig. 21 The reduced unit Reynolds number Re* on the wind- 
ward side of a j la t  plate at M, = 6 as function of 
the angle of attack 

shows, that the flat-plate analogy needs to be exploited further. 
Fig. 21 could be a hint towards the possibility that heat loads 
at a vehicle, or a control surface have a maximum for a certain 
deflection angle, and then decrease with increasing angle. 
However, the effects present in reality, real-gas and non-convex 
effects, separation and attachment, must be regarded in such 
speculations. 

In any case, the discussion reveals also, why at the ramps of an 
inlet the radiation-adiabatic temperature increases with every 
deflection, Fig. 22, Ref. 28. The Mach number is reduced over 
the (oblique) wedge shocks and accordingly the unit Reynmolds 
number rises, Fig. 22a. With that the boundary-layer thickness 
decreases, and hence the radiation-adiabatic temperature. rises 
with each ramp stepwise by almost 200 K to a higher level, 
Fig. 22b, and then always decreases slightly with the boundary- 
layer running length, as was discussed in Chapter 4. 
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Fig. 22b Generic in tab  model (3  outer ramps) at M, = 7, 
A = 35 km, E = 0.85, turbulent boundary layer, 
approximate method, Ref: 28, radiation-adiabatic 
temperatures 

7. IMPLICATIONS FOR SURFACE PHENOMENA 
The discussion sofar has shown, that radiation cooling influ- 
ences strongly heat loads, viscous drag - if the flow is turbulent 
- and that the state of the boundary layer - laminar or turbulent 
- plays a large role. It has also been shown that hot-spot 
situations at attachment lines occur, and that in general some 
characteristical boundary-layer thickness plays a role, which 
itself depends on the wall temperature. Consequently one has 
to ask whether and how transition and turbulence themselves, 
thermochemical effects (catalytic surface recombination), and 
strong viscous interaction phenomena are affected by, or 
interrelated with the thermal state of the vehicle surface, i.e. 
with the radiation-adiabatic temperature. In the following some 
considerations are given in this regard. 

The influence of the surface temperature and the surface-near 
temperature gradient on the properties of turbulent flow is not 
well known. The turbulent heat transfer, as well as the turbulent 
(diffusive) mass transfer (important also in turbulent mixing 
processes) is regarded in computations by choosing, more or 
less without any reasonable justification, a constant turbulent 
Prandtl number or Schmidt number. 

The situation is different with regard to the instability and 
transition behaviour of boundary layers. It is long known from 
inviscid stability theory (Rayleigh equation and the resulting 
point-of-inflexion criterion), that heat transfer out of the flow 
at the wall (cooling) stabilizes the flow, while heat transfer into 
the flow (heating) destabilizes it (this hold for air, generally for 
gases, only). If higher instability modes (Mack modes) are 
present, which is typical for boundary-layer edge Mach 
numbers larger M, = 3 to 4, this behaviour is reversed. 
Hypersonic boundary-layer instability and transition is affected 
accordingly (generalized point-of-inflexion criterion). Hence the 
radiation-adiabatic temperature, or with active cooling, the 
effective surface temperature, with the resulting steep tempera- 
ture gradients has a large influence, and has to be regarded in 
design work, when transition locations and patterns have to be 
determined. 

Thermochemical effects rise with the total enthalpy of the flow, 
which rises with the flight speed squared. If thermal and/or 
chemical nonequilibrium is present in the flow, especially in 
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the wall-near flow, the wall temperature and possible catalytic 
surface recombination, as well as the mass-diffusion phenomena 
in the boundary layer are coupled to a high degree. Again, the 
surface temperature to be regarded in the aerothermodynamic 
design is the radiation-adiabatic temperature, or, with active 
cooling, the effective surface temperature. 

Finally, it can be shown, see e.g. Ref. 8. that strong 
shockbounday-layer interaction phenomena are governed by 
the momentum flux of the boundary layer approaching the 
interaction region (shockhundary-layer interactions at control 
devices, leading edges, etc.). This momentum flux depends on 
the densitiy distribution across the boundary layer, which in 
turn depends on the temperature distribution: cold surfaces 
hence lead to larger momentum fluxes, and hot surfaces to 
smaller ones. The situation is somewhat different with viscous 
hypersonic interaction, the other strong viscous-interaction 
phenomenon. Here the boundary-layer thickness is the govem- 
ing item, and accordingly the interaction is stronger on hot 
surfaces than on cold ones (important for mechanical loads and 
pitching moments of slender forebodies of airbreathers). In the 
design of both airbreathers and reentry vehicles strong interac- 
tion effects must be regarded, because they can be very 
important with regard to mechanical and heat loads, and 
component efficiencies (control surfaces, inlets. etc.). 

8. NEED OF HOT EXPERIMENTAL TECHNIQUE 
The preceeding chapters have shown, that at this time quite 
some knowledge is available about the phenomena on. and the 
problems connected with radiation-cooled surfaces. There ist. 
however, a major problem. All the knowledge about radiation- 
cooling effects. which is available today, has been derived from 
computations. This concerns the mechanisms and dependencies. 
including scaling laws, which are an important tool in design 
work. Completely missing is the experimental verification and 
validation, except for some flight data, Chapter 4. Both are 
essential. especially if the configuration under consideration is 
drag critical and/or weight critical. Moreover, the uncertainties 
in transition and turbulence modelling, as well as the modelling 
of catalytic surface recombination, must be taken into account. 

The experimental problem is not only to be seen with regard to 
the general simulation (similarity) problem, but especially with 
regard to the fact that both radiation cooling and catalytic 
surface recombination depend on the absolute temperature, 
which cannot simply be scaled up or down like the wall 
temperature in classical aerodynamic wind-tunnel simulations. 

In addition they depend on the Reynolds number (boundary- 
layer thickness) and the Mach number, at high total enthalpy 
flow also on the Damkohler numbers. A full ground test 
simulation of the flight situation thus is not possible, see 
Chapter 6. and e.g. Ref. 29, and the Transfer Model approach 
discussed in Ref. 30, or building block approaches as discussed 
in Ref. 31 are necessary. if the design sensitivities demand 
large prediction accuracies. 

In experimental work the radiation-adiabatic temperature for a 
given configuration at given flight conditions, non-withstanding 
the scaling problem, has not simply to be duplicated (this 
would imply that it is known already to the needed degree of 
accuracy), but has to be determined, i.e. any theoretically found 
data has to be validated, like the understanding of the involved 
and coupled phenomena. 

In view of this discussion the most pressing problem is to build 
the experimental capabilities (model techniques, measurement 
techniques, Refs. 32, 33) in order, initially, not to aim for a 
solution of the design simulation problems. but to investigate 
the effects seen in computations, to quantify them, to study the 
influence on, and the influence by transition and turbulence 
phenomena, to study thermochemical effects, strong interaction 
effects and so on. These will then be building blocks of the 
transfer models, which are essentially numerical computation 
methods and/or scaling laws. 

A suitable hot experimental tcchnique should have the follow- 
ing characteristics (see e.g. Ref. 32): 

duplication or near-duplication of free flight Mach 
number, Reynolds number and total enthalpy, 
model surface in radiation-adiabatic equilibrium or 
near-equilibrium. 

o 

o 

The Hot Experimental technique would have four major 
constituent parts: 

o hot-surface model tcchniques. 
o suitable measurement techniques, 
o 

o effective scaling laws. 

the wind tunnel with the flow properties mentioned 
above, 

The wind tunnel must be a quiet tunnel, if transition laminar- 
turbulent is to be simulated. For very high total enthalpies the 
question of freezing of intemal degrees of freedom and of 
dissociation must be considered. In any case the tunnel walls 
itself must not radiate heat towards the wind-tunnel model 
(short measurement times, cooling of tunnel walls). 

The surface of the model must attain radiation-adiabatic 
equilibrium or near-equilibrium during the running time of the 
wind tunnel. A controlled heat flux into the surface could be 
tolerated depending on the test objective. The model surface 
must have a controlled emissivity near to the real one. For very 
high total enthalpies a hot surface model would allow in 
principle also a proper simulation of catalytic surface 
recombination, if realistic surface materials/coatings are 
employed. 
The measurement technique should encompass non-intrusive 
field measurement methods as well as force measurement 
methods, again depending on the test objectives. For the scaling 
laws see Chapter 6. 

Work on aspects of the hot eperimental techniques has been 
performed recently. Simple configurations (flat plate and 
wedge) were designed and partly also tested by Dasa. Refs. 34, 
35, and the DLR Koln-Porz. Wind-tunnel testing with insulated 
HERMES models, Refs. 33, 36, was performed, Ref. 37. Major 
problems are seen in the model philosophy: either self-heating 
models, or pre-heated models, which come close, also in short- 
time test facilities, to the radiation-adiabatic temperature, Ref. 
32. The other problem is measurement techniques: any insert 
into the surface (temperature and heat flux measurement 
gauges, pressure measurement gauges, wall shear-stress 
measurement gauges) falsifies in principle the surface properties 
(emissivity, catalycity), ikd the material-in-depth heat trans- 
mission and capacity properties. Any heat loads-related 
measurements then represent the situation in the insert, and not 
the actual situation, if the insert can bear the heat loads at all. 
Hence the above quest for non-intrusive measurement methods. 
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9. TOWARDS THE INTEGRATED AERO- 
THERMODYNAMIC DESIGN 

In the following an - idealized - integrated aerothermodynamic 
design approach, Ref. 38. is sketched, which makes use of the 
insights into the implications of surface radiation cooling, 
which were discussed in the preceeding chapters. Of course, the 
present aerodynamic configuration definition of hypersonic 
vehicles also regards heat-loads aspects. However, the definition 
and development (engineering) processes are not yet refined in 
the above sense, the tools are not yet fully ready and integrated, 
and the general experience has still to be build. 

The major elements of the integrated aerothermodynamics 
design are shown schematically in Fig. 23. They hold for any 
high-speed vehicle, however, elements of propulsion integration 
are not included. Assume that 
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waviness. etc. 

L S u t i a c e  properiies J 
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adiabatic 
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SURFACE 
C' 

I Aerodynamic perlormance I I Conligurallonal aspects -I 

Fig.  23 Elements of the integrated aerothermodynamic design 
and their interrelation with radiation-cooled surfaces 
(TPS: thermal protection system) 

an initial configuration is defined, and that the governing flight 
situation (speed, altitude, vehicle attitude) is specified. With a 
chosen nominal surface emissivity and catalycity (surface 
properties) the radiation-adiabatic temperature as conservative 

If the design is critical with regard, for example, to structural 
weight (mechanical loads and heat loads) and/or viscous drag, 
the transition location must be determined with high accuracy, 
catalytic surface recombination must be considered in detail, 
strong interaction and rarefaction effects (mechanical and heat 
loads) must be localized (especially the former) and quantified 
(flow physics modelling). This would demand in general the 
use of sophisticated numerical methods. - 

After the design is frozen and verified as far as possible in 
ground-simulation facilities (for the simulation problems and 
shortcomings see e.g. Refs. 30, 39) etc., the dimensioning loads 
cases for the structural design must be determined on the 
nominal flight trajectory, including possible emergency 
trajectories. The time-dependent heat flux into hot primary 
structures, stresses and deformations, heat penetration depths in 
outer or inner thermal protection systems, etc. are to be 
estimated with sufficient accuracy (engineering, structural 
design). which demands more and more sophisticated tools with 
exotic materials and weight-saving demands. 

Finally permissible surface roughness, waviness etc. must be 
determined, if the viscous drag and heat loads especially in 
flight regimes. where the boundary layers are turbulent, are 
critical. Surface roughness and waviness should be permitted to 
be as large as possible, i.e. just subcritical, because small 
tolerances would lead to excessive manufacturing costs for the 
airframe, or a thermal protection system. Of course, where the 
surface temperature is low compared to the materials limits 
temperature. the surface emissivity can be reduced. With 
turbulent flow. the surface temperature should be as large as 
possible, because this reduces the viscous drag (surface 
properties). 

This very schematically and with large abstractions discussed 
approach becomes nevertheless more and more desirable to be 
established. The general demands on new space transportation 
systems to reduce the transportation costs strongly (by one 
order of magnitude as often is claimed), makes highly inte- 
grated design and optimization processes necessary. This holds 
especially for possible airbreathing systems. Fig. 24 finally 
summarizes the tools necessary for such an integrated approach. 

I D M l Y  lsme donclU 01 flow-dwalcs modolsl .~ 

heat-load estimation can be computed with either approximate 
or numerical method (this gives also the data base for scalings). 
With this the materials limits (structure and materials concept) 
can be fixed for (discrete) parts of the configuration (conserva- 
tive design). The viscous drag of the configuration with its 
strong dependency on the surface temperature, i f  the flow is 
turbulent, is then determined, together with the wave drag, 
which depends on the nose radius, and on the radii and sweep 
of all leading edge. Flyability and controllability are investi- 
gated (aerodynamic performance). If the latter demand 
configurations changes, if wave drag considerations demand 
smaller radii and/or larger sweep angles, the changes are made 
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wave-drag reasons, active cooling must be considered, with its 
weight increments and possible increase of systems complexity Fig.  24 Tools of the integrated aerothermodynamic 
(configurational aspects). design and their availability in design work 
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Again, this is a very schematical look at the situation. Some of 
the tools dubbed to be not available or not yet fully available. 
do already exist in the scientific community. In order to be 
suitable for design work, they must be robust, verified and 
reliable tools, and if they are computational tools, they must be 
compatibel with the computing means (and their costs) usually 
available in design work. Of course, computing costs are 
decreasing rapidly, and the advent of parallel architectures with 
teraflops performance will change the design processes 
lastingly. 

10. CONCLUSION 
Radiation cooling of the surface of hypersonic vehicles involves 
very interesting fluid mechanical problems with strong implica- 
tions for the design of such vehicles. It was shown that the 
radiation-adiabatic temperature, like the recovery temperature 
a conservatively estimated surface temperature, depends. other 
than the recovery temperature, on the Reynolds number. on a 
length scale, etc. This was dcmonstrated with numerical 
examples, which show the very strong influence of the bound- 
ary-layer state (laminar or turbulent), and also that at attach- 
ment lines hot-spot situations exist, which was'explained in 
detail. Because of the different dependencies a scaling approach 
can be formulated, when comparing data on bodies of different 
size (e.g. wind-tunnel model/real-size configuration). Similar 
flow topologies in both cases permit a sufficiently good scaling 
of the radiation-adiabatic temperature. An experimental 
validation of the findings is not possible with the presently 
employed cold-surface wind-tunnel models. A Hot Experimen- 
tal Technique must be developed. i f  an acccurate and reliable 
prediction and validation is desired. Such a possible technique 
was discussed. Finally the structure of a possible integrated 
aerothermodynamic design approach, with the radiation-cooled 
surface in the center, was sketched. It certainly is a very 
demanding, but at the same time also necessary approach, 
which must be realized in one or the other form in the future. 
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VISCOUSIINVISCID AND REAL-GAS EFFECTS ASSOCIATED WITH 
HYPERSONIC VEHICLES 

Michael S. Holden 
Research Fellow, Physics & Chem. Sciences Dept. 

Calspan-University at Buffalo Research Center 
4455 Genesee Street, P.O. Box 400 

Buffalo, New York 14225 

1. SUMMARY 
In this segment of the lecture series, we discussed 
some of the important effects of viscoushviscid 
interaction and real gas phenomena on the design and 
performance of hypersonic vehicles. Following a 
general review of the importance of such effects on 
vehicle design and performance, we discuss the 
effects of non-equilibrium and real-gas flows with 
emphasis on their importance to the accurate 
simulation of hypervelocity flows in ground test 
facilities. Because boundary layer transition exerts a 
dominant influence on vehicle performance in a 
hypersonic flow regime, we briefly review some of 
the key phenomena which control boundary layer 
transition in regions of adverse pressure gradient, 
crossflow and along the attachment line of swept 
leading edges. For it is such phenomena, where it is 
currently believed that experimental measurements in 
hypersonic ground test facilities are of relevance. 
The key phenomena associated with 
shockwavelboundary layer interaction for both 
laminar and turbulent, two- and three-dimensional 
flows are briefly reviewed and compared with the 
most recent prediction techniques. The aerothermal 
loads and flowfield phenomena associated with 
regions of shocWshock interaction are then discussed 
with particular emphasis on the effects of boundary 
layer transition and low-density flows on the 
magnitude of the peak heating in regions of Type 111 
and IV interactions. Film and transpiration cooling 
must be employed to cool the internal components of 
high performance scramjet engines. Correlations are 
presented to show the effectiveness and relative 
effectiveness of film and transpiration cooling both 
with and in the absence of shockwavelboundary layer 
interaction. The aerothermal and aero-optical 
performance of seekerheads for hypersonic 
interceptors represents currently one of the most key 
areas in hypersonic technology. The techniques that 
are being employed to obtain measurements of the 
aerothermal and aero-optical performance in the 
LENS facility are briefly reviewed. Finally, we 
present information on the “CUBDAT” database of 
hypersonic measurements which have been 
assembled from fundamental studies of the 
phenomena discussed in this segment of the lecture 
series. 

2. INTRODUCTION 
With the development of powerful high-speed 
computers and robust efficient numerical techniques 
to solve the Navier-Stokes equations, the prediction 
of simple flows over configurations such as the Space 
Shuttle and the Hope Spacecraft have become a 
practical reality. However, even in the analysis of 
such simple configurations, we are faced with 
modeling the effect of chemical nonequilibrium, 
boundary-layer transition, surface roughness and 
laminar, transitional and turbulent leeside wakes and 
regions of shockwavelboundary layer interaction 
over the control surfaces and in the interactions 
generated by attitude control thrusters. Such 
problems are significantly multiplied when the design 
of an air-breathing vehicle designed to fly into orbit 
is considered. Here the effects of nonequilibrium 
must be combined with those associated with mixing 
and combustion, as well as techniques to cool regions 
associated with hot spots in the flow such as those 
generated in the shocWshock interaction regions on 
the inlets and the three-dimensional interactions 
which are generated on and downstream of the fuel 
injector systems. Again, chemical nonequilibrium is 
combined with reacting gas phenomena and 
boundary layer relaminarization in the nozzle section 
of the hypersonic vehicle. 

Although there are major problems associated with 
the construction of models of turbulence and 
chemical kinetics for boundary layers and free shear 
layers subjected to strong pressure gradients and 
influenced by chemical non-equilibrium and 
combustion, there are a number of key problem areas 
in which modeling must be addressed if we are to 
predict the overall vehicle performance over the 
complete flow regime. In the high-Mach-number, 
high-temperature, low-density regime, there are 
important modeling problems associated with the 
catalytic surfaceheacting gas interaction. Whereas 
research in low-density flows has continued at a 
steady pace in low-enthalpy flows, there has been 
almost no experimental research during the past two 
decades in hypervelocity (V > 10,000 fps or 3.05 
km/s) flows. One of the areas of interest for small re- 
entry vehicles such as the Japanese Hope is the 
transitional flow regime between free-molecular and 
continuum flow. Here, flow computation using 
combined Navier-Stokes and DSMC codes must 
incorporate models of real gas chemistry and 
gashrface interaction which must be validated by 
experiment. The short-duration facility, in one of its 
various modes of operation, has been used 
successfully to generate the high-purity hypervelocity 
flows necessary to study such phenomena. Flowfield 
and surface diagnostics have been developed to 
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obtain measurements in short-duration flows (-1 ms), 
typically generated in these facilities when operated 
at high-temperature conditions. Thus, there are the 
tools available for experimental studies to contribute 
significantly to an increased understanding in this 
flow regime. 

One of the most important areas for research in 
hypersonic laminar boundary-layer flows is 
associated with the understanding of chemical 
nonequilibrium and combustion effects on the size 
and characteristics of separated flows developed in 
regions of shockwave/boundary-layer interaction, 
shocWshock interaction and wakes. Whereas 
solutions to the full Navier-Stokes equations have 
been shown to successfully describe separated 
regions in non-reacting hypersonic flows, 
nonequilibrium air chemistry or combustion in the 
recirculation regions provides problems that can be 
resolved only with combined experimental and 
numerical studies. In such separated flows, free 
shear layer transition can occur at Reynolds numbers 
between lo’ and lo4 or close to the boundaries of 
continuum and non-continuum flow. The influence 
of nonequilibrium chemistry on hypersonic ramjet 
performance in laminar flows is an area for which 
experimental research is essential to provide the 
answers to critical questions. Likewise, one can have 
little confidence in numerical solutions to laminar 
combusting hypersonic flows without experimental 
verification. In the experimental study of such 
separated flows, flow duration becomes an important 
parameter, and test times of one or more milliseconds 
may be required for establishment of complex 
interaction flows. For this application, larger 
reflected shock tunnels are currently in existence that 
would be acceptable facilities to use, which are 
capable of generating test times of up to 5 ms. 

Predicting boundary-layer transition to turbulent flow 
and the characteristics of transitional flows presents 
one of the formidable and key problems in 
hypersonic flows. Whereas such flows are difficult 
to predict at any Mach number, at hypersonic speeds, 
they are so extensive and have such large effects on 
aerothermal loads that they must be adequately 
described. Since the basic mechanisms of transition 
are not understood, only a careful combination of 
measurements in ground and flight tests will provide 
the insight required to validate the modeling of these 
flows. Semi-empirical transition prediction 
techniques such as the (Re)N method and more 
sophisticated techniques such as those developed by 
Herbert require validation on both the fundamental 
and correlational level. Measurements are required 
to define the basic instability modes associated with 
transition in hypersonic flow, and the mechanism 
involved with the gross breakdown of the laminar 
flow and the transition to fully developed turbulent 
flow and to quantify the level of background 
disturbances. Extensive regions of transitional and 
low Reynolds-number turbulent flows in and 
downstream of the transition can dominate the 
aerothermal characteristics of hypersonic vehicles 

and the performance of air-breathing engines in the 
transitional flow regime. 

The structure of turbulent boundary layers in regions 
of shockwave/turbulent boundary-layer interaction, 
and shear-layer mixing regions in hypersonic flows 
are strongly influenced by compressibility effects. 
How compressibility influences shocWturbulence 
interaction, flow unsteadiness and eddy shocklets, 
and flow structure remains to be determined. 
However, it is clear that accurately predicting the size 
and structure of turbulent flows in strong pressure 
gradients will require detailed insight from 
experimental research. The shear-layer development 
in mixing regions between dissimilar gases, in 
regions of jet injection, and also film or transpiration 
cooling at hypersonic speeds require extensive 
experimental research. Clearly, adding 
nonequilibrium flow chemistry and combustion to 
the problem, as they occur in a scramjet engine, 
presents a situation well beyond the current state of 
the art in understanding and computation. 

Because of the intrinsic integrated structure of the 
airframe and engine for a hypersonic air-breathing 
vehicle, all of the problems mentioned previously are 
important in the design of the engine of an air- 
breathing vehicle. The nonequilibrium flow 
developed in the leading-edge flowfield will 
influence the flow development on the compression 
ramps and possibly into the inlet. Earlier 
experimental studies have shown that strong 
distortions to the inlet flows results from boundary 
layer transition and viscous/inviscid interaction and 
crossflow over compression ramps. Flow distortions 
can arise from the compression ramp and cowl 
shocks separating the sidewall and cowl boundary 
layer. The sidewall boundary layer will be 
intrinsically transitional in nature, and predicting the 
flows in the presence of interacting shock waves and 
flow separation will be extremely difficult. Regions 
of shocWshock interaction on the cowl lip and 
leading-edge of the sidewalls will induce large 
leading edge heating rates as well as significant flow 
disturbances inside the engine. The blunt leading 
edges of the sidewalls and cowl will induce flow 
chemistry that may exert significant effects on 
combustion chemistry and the regions of 
shockwave/boundary layer interaction inside the 
engine. Two- and three-dimensional separated flows 
may be induced on the floor, the sidewalls, and the 
cowl of the engine. The characteristics of these flows 
must be carefully simulated in experiment and/or 
predicted in numerical computations. It is in these 
flows that there are currently no successful 
turbulence models. Unquestionably, various forms 
of film and transpiration cooling must be employed 
to maintain the engine integrity. Fuel injection from 
the engine walls and possibly struts will generate 
complex interacting flowfields, which again must be 
carefully simulated numerically and experimentally. 
Here combustion and nonequilibrium turbulence and 
flow chemistry are all important. Without 
experimental verification, current models of turbulent 
mixing in these flows are seriously in question. 
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Again, flow chemistry and viscoushnviscid flow 
interaction control the flow in, and hence the 

I performance of, the nozzle. In these flows, 
relaminarization may also play an important, but 
poorly understood, role, which must be explored in 
experimental simulations. 

I 
I 
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3. 

3.1 

REAL-GAS EFFECTS ASSOCIATED WITH 
AEROTHERMODYNAMIC AND 
PROPULSION TESTING IN 
HY PERVELOCITY FACILITIES 

Real-Gas Effects Associated With Non- 
Equilibrium Flows and Scramjet 
Combustion Testing 

The stagnation enthalpies-encountered in flight at 
hypersonic speeds result in flow field temperatures 
high enough to dissociate the chemical species in air 
(see Figure 3.1). To generate high velocities in 
ground test facilities, the reservoir states must be at 
comparable enthalpies and so, in the reservoir, the 
test gas is also dissociated. During the expansion to 
hypersonic speeds in the test section, the flow can 
depart from thermal and chemical equilibrium, and 
the conditions of the gas in the freestream flow in the 
test section can differ from those of the freestream 
gas under flight conditions. The static pressures and 
temperatures may differ, and the air may contain 
oxygen atoms and nitric oxide molecules. The latter 
species is relatively easily ionized, and so electrons 
are also present. At enthalpies corresponding to 
flight velocities above Skm/sec, nitrogen would also 
dissociate, and other ionized species would appear in 
significant concentration. 

Figure 3.1 Illustrative Dissociation Fractions for 
Equilibrium Air Behind a Normal 
Shockwave 

Because the level of chemical non-equilibrium in the 
freestream is strongly linked to reservoir pressure 
conditions, extremely high reservoir pressures are 
needed to closely replicate hypervelocity flows. 
Thus, developing high reservoir pressures represents 
an important factor as total enthalpy in developing 
high-temperature flows with low levels of freestream 
dissociation. The lack of duplication of flight 
conditions due to facility limitations is coupled to any 
lack of duplication due to nonequilibrium effects, 
simply because the degree of nonequilibrium varies 
with reservoir conditions and rate of expansion of gas 
into the test section. In this section, the impact of 
nonequilibrium on the lack of full simulation is 
emphasized, but both factors are addressed. 

The velocity/altitude requirements for a number of 
vehicles of current interest are shown in Figure 3.2. 
This figure shows the requirements for duplicating 
flows over the Space Shuttle, airbreathing re-entry 
vehicles and a number of interceptor configurations 
which are currently being developed. 

0 1 2 3 4 5 6 7 
v W S )  

Figure 3.2 VelocityIAltitude Performance of 

The thermodynamic state of the atmosphere at any 
altitude and the desired flow velocity, can be used to 
define the reservoir conditions from which expansion 
would produce a test flow duplicating the selected 
flight conditions. The equilibrium reservoir 
conditions corresponding to a portion of the flight 
regime of interest are shown in Figure 3.3. There the 
temperatures and pressures are shown for a stagnated, 
equilibrium reservoir condition for each altitude and 
velocity. 

LENS Facility 

Figure 3.3 

Figure 3.3 also shows the extension of the full flow 
duplication region that is possible by using a 
nonreflected shock tunnel, i.e., by not stagnating the 
test gas. It should be noted that such operation 
entails a significant decrease in test time, which is 
already very limited at these high flow enthalpies. 
For aerothermal studies, often the flight Mach 
number and Reynolds number is duplicated in 
hypersonic flows by expanding the test gas to lower 

Reservoir Conditions for Ground Test 
Flight Duplication 
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velocity and static temperature. For densityhelocity 
duplication, the flow can be expanded from an 
equilibrium reservoir to the desired velocity and the 
density corresponding to a given altitude, but with 
the static temperature at a level higher than that 
which will be obtained for a fully duplicated 
condition. The plots for density-altitude duplication 
are also shown in Figure 3.3. 

Velocity and density-altitude duplication preserve the 
match in the total enthalpy and dynamic pressure, 
therefore, in the stagnation region of blunt body 
flows, the real-gas flowfields can be simulated to a 
good approximation. This is because the pressures 
and temperatures in the shock layer of such blunt 
body flows are relatively independent of the level of 
freestream dissociation. For slender bodies with 
thickness ratio T, the hypersonic similarity parameter 
Mr can be duplicated under some circumstances. 
While for blunted slender configurations the situation 
is more complex, it is still possible to develop 
conditions such as to match the density and velocity 
inside the shock layer. The issues of test flow 
nonequilibrium effects on simulation of the flows 
about such vehicles were addressed recently in 
Reference 3- 1. 

To - 6000OK 
Po - W O  ATM 

The departure from chemical equilibrium in 
hypersonic expansions of air results in a test gas that 
is composed not only of molecular oxygen and 
nitrogen, but also of atomic oxygen and nitrogen as 
well as nitric oxide (NO), as discussed in References 
40 through 42. N, is basically equilibrated in nozzle 
expansions, and even though the N concentration is 
negligible in the element balance, it must be included 
in the chemical model because of its role in the 
shuffle reactions, which control the NO 
concentration: 

O + N , a N O + N  (1) 

N + O ,  U NO+O (2) 

Over the same range of flow velocities, NO' is the 
dominant source of electrons in air. 

The results of a sample calculation of the quasi-one- 
dimensional expansion of air are shown in 
Figure 3.4. Figure 3.4a illustrates the static 
temperature and static pressure, whereas Figure 3.4b 
shows the species concentrations for an expansion in 
the "D" nozzle of Calspan's 96-inch shock-tunnel. 
The reservoir or reflected shock conditions for this 
example are a temperature of 6000°K and a pressure 
of 500 atm, which produce a test flow velocity at 
high expansion ratios of approximately 14,000 fps. 
From the figure, the expected lag can be seen in the 
decrease in the static temperature due to the chemical 
energy not returned to the nonequilibrium flow. The 
static pressure also falls below the value for an 
equilibrium expansion; the density is affected very 
little by the nonequilibrium effects. 

To - BOOOOK 
Po - SM) A T M  

T (OK1 

EOUlLlBRlUM --I -- NON.EOUILIBRIUM 

- -- EOUlLlBRlUM - NON~EOUILIERIUM 

0.01 i\d 
10 loo 1000 10,ow 

AIA. 

Figure 3.4a Nozzle Flow Gas Dynamic Properties 

AREA RATIO. AlA. 

Figure 3.4b Nozzle Flow Species Concentration 
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The species concentrations are shown in mass 
concentrations units (moleslg). This removes the 
density dependence from the distributions and 
highlights the freezing process, i.e., when frozen, yj = 
constant. For this case, the NO concentration is 
about 5% of the total and exceeds the "frozen" 0- 
atom concentration. The results of calculations 
similar to this example are used to examine the 
effects of test flow nonequilibrium on the 
interpretation of experiments in hypersonic facilities. 
In the remainder of this section, some generally 
useful results in correlating nonequilibrium effects 
are briefly reviewed. 

Lordi and Mates (see Reference 3-2), performed a 
number of nonequilibrium nozzle flow calculations 
for expansions of air from reservoir temperatures up 
to 15,000°K and densities up to 100 amagats 
(standard atmosphere densities, pIpo). Based on the 
sudden freezing approximations for hypersonic 
expansion of simpler gases, it was found that the 
frozen enthalpy in nonequilibrium expansions of air 
could be correlated with the reservoir entropy. When 
the frozen enthalpy determined from the above 
computations for air was plotted against reservoir 
entropy, the results collapse to a single curve, as 
shown in Figure 3.5. The correlation with reservoir 
entropy is a consequence of the small entropy 
production due to chemical nonequilibrium effects. 
The limiting cases of frozen and equilibrium flows 
are both isentropic. The entropy values in the 
correlation can then be associated with that for the 
reservoir conditions and can be obtained from an 
equilibrium computation of the reservoir entropy or a 
Mollier diagram for air. The frozen species 
concentrations in hypersonic expansions of air also 
correlate with reservoir entropy. Figure 3.6, which is 
reported in Reference 3-3, is based on the solutions 
reported in References 3-4 and 3-2. The correlation 
with reservoir entropy is valid only for a specific 
nozzle geometry. However, the behavior of the 
results for the hyperbolic nozzle are representative 
and so are usefbl in defining the expected trends in 
the results for other facilities. 

RESERVOIR ENTROPV CALIGU.oUI 

Figure 3.5 Correlation of Frozen Enthalpy Data 
for Nonequilibrium Nozzle Flow 
Solutions 

N2 - - -  Po 

UNOISSOCIATEO AIR \ 

o2 - 1.2 = 10.l HOLESIGM n N2 - 2.69 n 10.2MOLESlGM 

10.4 I I I I I \, L 
2.0 2.1 2.2 2.3 2.4 2.6 2.6 2.1 

RESERVOIR ENTROPY so, ICALICY.'IO 

Figure 3.6 Correlations of Nozzle Flow Results 
for Frozen Species Concentrations 

The nonequilibrium effect on velocity at high area 
ratios (>1000) can be related to the frozen enthalpy 
by 

U;,,,, I U,,, = (1 - H, I H O T 5  

With the preceding correlations and the facility 
performance assumed in defining the full flight 
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duplication region of Figure 3.3, it was c~ncluded'~ 
that nonequilibrium effects on flow velocity and 
concentration are negligible outside that region of 
facility performance. Whereas the simplification that 
nonequilibrium effects are confined to the velocity- 
altitude region in which full duplication of flight 
conditions would otherwise be possible is 
convenient, that situation may be optimistic because 
of the performance of advanced facilities considered 
in Reference 3-5. In some cases, special similitudes 
like binary scaling (see Reference 3-6) may be 
employed to achieve some flexibility in facility 
requirements and model scale. However, in other 
instances, it is possible to operate the test facility at 
high enough enthalpy and pressure levels to produce 
the physical phenomena being studied and to use a 
judicious combination of measurements and 
computations that contain the key physics to interpret 
the experiment." 

3.2 Test Flow Non-Equilibrium and Facility 
Limitations on the Simulation of 
Hypervelocity Flowfields 

In discussions of hypersonic facilities, 
nonequilibrium effects are often cited as limiting the 
ability to define the test flow conditions. However, 
at these reservoir density levels, intermolecular 
forces can be even more important in the initial part 
of the nozzle expansion and are seldom mentioned. 
The effect of intermolecular forces on the 
compressibility in the reservoir is about lo%, 
whereas the dissociation effects on this quantity are 
only about 1%. The properties of a chemical 
equilibrium expansion for the case To = 4000'K and 
po = 1000 atm are tabulated in Table 1. These values 
were computed using the tables of equilibrium 
properties of air presented in Reference 3-7. The 
compressibility factors in the equation of state, as 
defined in Reference 3-7, are Z and Z*, where 

RO RO P = Z  - T =  ZZ+T 
P M  MO 

where p, p, and T are the mixture pressure, density 
and temperature, respectively, MO is the 
undissociated molecular weight, and M is the 
molecular weight of the dissociated mixture. Thus, Z 
represents the contribution of the intermolecular 
force effects to the compressibility and Z* the 
contribution of dissociation effects. Before the flow 
has expanded to an area ratio of 10 in the supersonic 
section of the nozzle, both contributions to the 
compressibility have decreased to less than 1%. 
Consequently, the dominant real-gas effects present 
in the reservoir and the initial portion of the nozzle 
expansion are the intermolecular force effects on the 
equations of state for air. 
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0.0IW o.w.1 0.0111 
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For the total or reservoir temperatures in the range 
that can be obtained in current hypervelocity 
facilities, the dominant internal modes of excitation 
and chemical composition effects include: vibrational 
excitation of nitrogen molecules (N,) and the 
formation of oxygen atoms (0) and nitric oxide (NO) 
from the dissociation of N, and 0,. In hypersonic 
nozzle expansions from the reservoir conditions 
being considered here, these quantities remain very 
close to their equilibrium values into the supersonic 
portion of the nozzle flow. 

The potential effects of nozzle nonequilibrium on 
hypersonic testing have been the subject of extensive 
earlier studies and were reviewed in a recent paper 
(Reference 3-1 and 3-8). The shuffle reactions 
(Equations 1 and 2) are a key control on the 
generation of NO in expanding flows. These 
reactions have much larger rates than the net 
production of NO. Reaction (3) tends to be 
dominated by the reverse rate and Reaction (4) by the 
forward rate, so that NO is consumed by Reaction (3) 
and produced by Reaction (4), resulting in nearly a 
stationary state or constant concentration as shown 
by the equations below: 

N + NO + N ,  + 0 (3) 

N+O,  + NO+O (4) 

While nitrogen is a trace species at stagnation 
temperatures typical of flight below 5 km/sec, it is 
consumed by both reactions, thereby decreasing the 
N concentration even further. The 0 atoms are 
produced by both reactions but are consumed by the 
three-body recombination process until collisional 
freezing occurs. 

The results of the nozzle calculations for the reservoir 
conditions of 3500°K, 1000 atm indicate that the 
freestream conditions are essentially ideal-gas, 
undissociated air in the shock-tunnel test section. 
The neutral species concentration variations along the 
nozzle expansion are plotted in Figures. 3.7a and 
3.7b. There, the behavior of the neutral species 
chemistry is graphically illustrated, with the NO 
concentration reaching a nearly constant, stationary- 
state value not far below the reservoir concentration. 
The computed concentration of NO in the test section 
is small, being less than 5 mole %. As illustrated on 
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Figure 3.7b, the frozen 0-atom concentration is much 
lower than the NO concentration which, with the N- 
atom concentration (which is extremely small to 
begin with), is consumed very rapidly in the 
expansion at almost the rate corresponding to 
chemical equilibrium. At the 4000°K reservoir 
condition, the test section NO concentration is 
somewhat lower than that for the 3500°K case, being 
about 2.5%. 

ma 

.................................... / ............................................................ 
U- 
/ 

................. /. .......................................... 

Figure 3.7a Nozzle Species Concentrations 
Versus Area Ratio 
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Figure 3.7b Nozzle Species Concentrations 
Versus Area Ratio 

The N, vibrational temperature defined by the ratio 
of the first vibrational level is plotted, along with the 
translationalhotational temperature in Figure 3.8. 
The lower vibrational levels are essentially in a 
Boltzmann distribution at the frozen vibrational 
temperature of 1800°K indicated in the figure. This 
vibrational temperature value is well above the 
translational temperature, but the fraction of flow 
enthalpy tied up in this internal degree of freedom is 
only about 2% at this stage in the expansion. 

I 
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Figure 3.8 Nozzle Temperature Distribution 
Versus Area Ratio 

Unless vehicle scale and all the freestream properties 
are duplicated, then the flowfield about complex 
configurations will differ to some degree from the 
flight flowfields. The discussions here demonstrate 
that facility limitations and nonequilibrium effects 
prevent full duplication. However, meaningful 
measurements can still be made that provide 
validation data for CFD codes and that can guide the 
design and reduce the risk of flight experiments. The 
approach taken here is that, if carefully designed, 
ground-test experiments can simulate some of the 
major physical effects of nonequilibrium hypersonic 
flow fields. Such experiments require predictive 
techniques to design the experiments and specific 
flowfield measurements to verify that the design 
conditions of the experiment have been met. 
Measurements of freestream conditions, including the 
nonequilibrium vibrational temperatures and species 
concentrations, should also be part of such 
measurements. 

3-1. 

3-2. 

3-3. 

3-4. 

3-5. 
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4. KEY BOUNDARY LAYER TRANSITION 
PHENOMENA FOR HYPERSONIC 
VEHICLE DESIGN 

4.1 Introduction 
While boundary layer transition is one of the most 
important parameters in the design of hypersonic 
vehicles, there remains a considerable gap between 
"engineering" efforts to correlate the occurrence of 
transition and fundamental theoretical studies. The 
engineering studies have concentrated on correlating 
experimental measurements of transition obtained in 
flight tests, ballistic ranges, and wind tunnels against 
almost every conceivable parameter, while the 
fundamental studies have been aimed principally at 
exploring the modes of instability of the laminar 
boundary. The basic problem is that boundary layer 
transition is controlled by the detailed aerodynamic 
environment as well as the Reynolds number as 
demonstrated by Osbom Reynoldsc' in his classic 
studies. 

4.2 Observations of Turbulent Instabilities in 
Constant Pressure Laminar Hypersonic 
Boundary Layers 

Shown in Figures 4.1 and 4.2 are schlieren 
photographs of the boundary layer transition region 
over a sharp, slender cone at Mach 13 and zero angle 
of attack. The first evidence of transition is given by 
the appearance of regular instabilities in the boundary 
layer. These eventually break down into a random 
structure as transition proceeds. Transition is 
observed as a growth of the boundary layer in the 
schlieren photographs as the position of maximum 
density gradient changes. Additionally, the heat 
transfer measurements in the transition region exhibit 
an intermittent character, which first appears as 
"spikes" in the heat transfer data measured near the 
beginning of the transition region. The magnitude 
and frequency of these spikes increase with 
downstream distance until the end of the transition 
process, when the spikes coalesce to give a higher 
heating rate with less intermittence. Spatial and 
temporal correlations of these measurements suggest 
that, close to their point of origin, the disturbances 
are convected downstream at approximately half the 
freestream velocity, while, toward the end of 
transition, the convection velocity has risen to 
approximately 85% of the freestream velocity. 
Closer examination of the photographs, as well as the 
heat transfer data, suggests that the instabilities 
leading to transition in the zero-angle-of-attack case 

originate near the edge of the boundary layer and are 
three-dimensional in nature. 

Figure 4.1 Schlieren Photograph Showing 
Development of Transition of a 
Conical Boundary Layer in 
Hypersonic Flow 

Figure 4.2 Schlieren Photograph Showing 
Regular Bursting that Precedes 
Nonliner Breakdown into Turbulence 

These results, as well as the nature of the regular 
instabilities observed in the schlieren photographs, 
indicate that the dominant mode leading to transition 
in this case is not the axisymmetric second-mode 
disturbance, but a helical mode in the same frequency 
range as the axisymmetric range, and propagating at 
an oblique angle to the freestream. Recent 
computational studies (Bestek et al. cz, Chang and 
Malikc3) have found that the more relevant transition 
mechanism in high-speed boundary layers is the 
oblique-mode breakdown. Most notably, Chang and 
Maliku examined the non-linear interaction of a pair 
of oblique helical second-mode disturbances in a 
boundary layer over a sharp slender cone at Mach 8; 
they found that it is possible for the dominant 
transition mechanism to be the oblique-mode 
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breakdown when the freestream temperature 
fluctuation is greater than 1% and the freestream 
pressure fluctuation is not at the range of frequencies 
related to the second mode. As stated previously, it 
is expected that the dominant freestream disturbance 
in the Calspan shock tunnel is a temperature 
fluctuation, which presumably would cause the 
dominance of the oblique helical second-mode 
transition mechanism, which eventually breaks up 
into random motion as transition develops. 

4.3 Boundary Layer Transition in Regions of 
Adverse Pressure Gradient 

In the design of hypersonic air-breathing vehicles, 
the prediction of transition and transitional regions in 
regions of adverse pressure gradient represents a key 
factor in the design and performance of the integrated 
vehicle and propulsion system configuration. In 
order to examine the performance of contemporary 
prediction techniques, such as the GASP code where 
it is possible to obtain predictions of the distribution 
of heat transfer through regions of boundary layer 
transition, a series of experiments were performed 
with a curved compression ramp similar to that which 
might be used as an inlet for vehicles traveling up to 
Mach 12. In the series of experiments discussed 
here, freestream Mach numbers of 10, 1 1, and 12 
were selected so that the unit Reynolds number of the 
freestream could be varied at each Mach number to 
move the onset of transition from the beginning of 
the curved section of the model, at the largest 
Reynolds number, to the trailing edge of the curved 
section at the lowest Reynolds number. We 
examined both the shape of the mean distribution of 
heat transfer as well as the fluctuations in the output 
of the thin-film heat transfer gages to determine the 
beginning and end of the transition region. While 
appearance of spikes in the heat transfer record 
provided a clear indication of transition onset, the 
end of transition, as marked by a decrease in the 
intermittency, is a less-definitive quantity. The 
situation is further complicated, because the position 
of the beginning of transition fluctuates with time. 
The distributions of heating reported here are time- 
averaged measurements over a 5-ms period of the run 
time. 

To provide further insight into the laminar and 
turbulent nature of these flows and to examine the 
performance of one of the standard Navier-Stokes 
codes, we ran comparisons between the experimental 
measurements and the GASP code for a number of 
selected test conditions at each Mach number. In 

general, three comparisons were made, one with 
transition as far forward as possible, one with 
transition at the farthest downstream station, and a 
third between these cases. The computer solutions 
were obtained either for fully laminar flow or for 
turbulent flow employing either a Baldwin-Lomax or 
k-E model of turbulence. Predictions were also made 
for a hybrid case where the code was switched from 
laminar to turbulent at an axial station prescribed by 
the operator. This position was generally selected to 
coincide with the beginning of transition as 
determined from the experiment. 

Comparisons ' between the experimental 
measurements and computations employing the 
GASP code were made for the Mach 10 condition at 
three unit Reynolds number conditions covering the 
unit Reynolds number range employed in the 
experiments. In each case, the flow was assumed to 
be laminar or turbulent from the leading edge; for the 
turbulent flow, Baldwin-Lomax and k-E models were 
used in the computation. An additional set of 
calculations was made by switching from the laminar 
solution to a turbulent calculation employing the 
Baldwin-Lomax model at a prescribed axial location. 
In these latter calculations, there was no attempt to 
employ a model of the transition region. Figure 4.3 
shows comparisons between the computations and 
the heat 
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Figure 4.3 Surface Pressure and Heat Transfer 
Measurements and Predictions for 
Run 5 
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transfer and pressure measurements. The 
comparisons between measurements of pressure and 
the theoretical predictions show that the boundary 
layer model exhibits little influence on the pressure 
distribution, and that the theory is in good agreement 
with the experimental measurements. Conversely, 
errors in the selection of the condition of the 
boundary layer or the turbulent model can result in 
orders-of-magnitude errors in the prediction of the 
heating level. Assumption of a laminar boundary 
layer over the complete configuration would result in 
underestimating the heat load to the major segment 
of the compression surface by a factor of eight. 
Assuming the flow to be turbulent from the leading 
edge would result in underpredicting the heating load 
with the k-E model and over-predicting with the 
algebraic model. Clearly, the position of transition 
and the development of the boundary layer 
downstream of this point must be carefully modeled. 
If the solution is switched to laminar from turbulent 
close to the point that transition was observed 
experimentally, we obtain a closer agreement 
between theory and experiment, as shown in 
Figure4.4. One could conjecture that the theory 
could be brought into closer agreement to the 
experiment if a model of the transition region were 
incorporated into the prediction method. Figure 4.5 
shows the comparison between predictions and 
experiment for an intermediate Reynolds number 
condition. Comparisons between theory and 
experiment at the lowest Reynolds number at which 
the Mach 10 studies were conducted are shown in 
Figure 4.6. Again, the pressure is in good agreement 
with the experiment. For this condition, where 
transition occurs well downstream of the leading 
edge, theory is in good agreement with the 
measurements in the laminar flow, and, although the 
heating in the transition region is poorly predicted, 
the final heating levels on the ramp are predicted 
with reasonable accuracy by the Baldwin-Lomax 
method. Surprisingly, the k-E method gives a very 
poor prediction. Figure 4.7 shows the comparison 
between the measured heat transfer and the 
computation in which the solution is switched from 
laminar to turbulent at the 23-inch station. The 
predictions for this case are in relatively good 
agreement with the experimental data in the laminar 
zone and on the second straight compression ramp. 
Finally, at the intermediate Reynolds number 
condition shown in Figure 4.8, we see that the 
predictions of heat transfer with the assumption of 
laminar or turbulent heating from the leading edge 
are in poor agreement with the data, whereas 
assuming transition in the prediction method at 

I . ' . .  

k-e Chien -- - - -  
Bddwin-Lanu + ~ u a  .-0.8 ____- .  

approximately 12 inches results in surprisingly good 
agreement between theory and experiment, as shown 
in Figure 4.9. 
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Figure 4.4 Heat Transfer Measurements and 
Predictions with Transition for Run 5 
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Figure 4.5 Surface Pressure and Heat Transfer 
Measurements and Predictions for 
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Figure 4.9 Heat Transfer Measurements and 
Predictions with Transition for 
Run 20 

Comparisons between the GASP code predictions 
and the experimental measurements at Mach 12 were 
made for two conditions spanning the range of unit 
Reynolds numbers employed in the experiment. 
Comparisons between theory and experiment at the 
largest unit Reynolds number are shown in 
Figure 4.10. For these flows, where transition occurs 
well downstream on the curved compression surface, 
the theory is in good agreement in the laminar 
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segment of the flow, and in good agreement with the 
Baldwin-Lomax turbulence model for heat transfer 
levels over .the latter half of the second straight 
compression ramp. Again, the more complex k-E 
model does not result in good agreement in the fully 
turbulent flow over the second straight ramp section. 
Switching the solution from laminar to one with the 
Baldwin-Lomax model close to the point where 
transition is experimentally observed results in a 
prediction (see Figure 4.1 1) that is in relatively good 
agreement with the experimental measurements. At 
the lowest Reynolds number at which this segment of 
the study was conducted, there is an extensive 
laminar region over the straight initial section and 
curved compression ramp, and the laminar theory is 
in good agreement with the heat transfer 
measurements, as shown in Figure 4.12. The heat 
transfer along the second straight section is poorly 
predicted, even if the position of transition is inputted 
from experimental measurements, as shown in 
Figure 4.13. Finally, the code predictions are 
compared with the data at Mach 12 from the 
intermediate Reynolds number condition in 
Figure 4.14. Again, the laminar predictions are in 
good agreement with the .measurements, and the 
Baldwin-Lomax model provides the most accurate 
predictions in fully turbulent flow. 
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4.3 Attachment Line Transition on Swept 
Leading Edges 

4.3.1 Introduction 
The occurrence of boundary layer transition on the 
attachment line of highly swept leading edges is an 
important design consideration factor, not only 
because it influences leading-edge heating, but also 
because disturbances generated in this region of the 
flow can exert the dominant effect on transition on 
the three-dimensional afterbody. For example, 
disturbances generated on the leading edge of the 
Space Shuttle have been linked by Poll (Reference 4- 
5 )  to the occurrence of transition on the main body of 
the Shuttle's wing. Introducing a disturbance on the 
attachment line with surface discontinuities or 
roughness, or a wing-body junction, can result in 
transition Reynolds numbers that are consistently 
lower than those for the smooth configuration. In 
fact, the relatively low Reynolds numbers at which 
the stagnation-line heating becomes turbulent on 
swept wings or fins, because of disturbances 
introduced at the wing root, can become a major low- 
altitude performance limitation for finned hypersonic 
vehicles. Studies in supersonic flow by Bushnell 
and P O I T  have suggested that, for highly swept fins, 
freestream Reynolds numbers of just over lo5 based 
on leading-edge diameter are required to induce 
transition downstream of a winghody junction. For 
this configuration, Pollc7 suggests the transition 
criteria Re*=245, where 

4-6 

- 

for high Mach number flows, the boundary layer 
properties are evaluated at the reference temperature 
T* = TA + 0.10 (Tw - TA) + 0.60 (Taw - TA). The 
correlation developed earlier by Poll is shown in 
Figure 4.15. For swept leading edges without 
disturbances introduced at the wing root or surface 
discontinuities on the attachment line, measurements 
by Greet-' at M=3.5 suggest an ReD=7 x lo5 for a 
freestream Reynolds number for transition onset for 
highly swept leading edges. A survey of the 
published results of attachment line transition 
studies4'9 indicates that transition 
measurements have not been reported above Mach 8. 

Recently, Holden and K011;~~ have extended the 

t h ~  4-22 
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range of measurements from Mach 8 to 12 and the 
results of these studies are presented here. 

. 

I . . -  
Figure 4.15 The Variation o f z *  at the Onset of 

Transition with Edge Mach Number 
and Wall Temperature 

4.3.2 Correlation of Attachment-Line Heating 
There are two flow configurations of interest, (1) the 
smooth swept cylinder, where attachment line 
transition is influenced by the attachment line 
Reynolds number and disturbance in the freestream, 
and (2) the swept cylinder with attachment line 
contamination, where transition onset is controlled 
principally by the attachment line Reynolds number 
and the magnitude of the surface roughness or 
disturbance introduced at the tip. Studies in subsonic 
and supersonic flows have established that the major 
parameter controlling laminar and turbulent heating 
along the attachment line, as well as transition onset, 
is the attachment line Reynolds number, (Re), which 
is defined as 

- 

- 
Re = 

VA 
Figure 4.16) 

evaluated on attachment line (See 

where q is a characteristic dimension of this viscous 
flow and has been defined by the expression 

Introducing trips on the attachment line introduces a 
characteristic roughness ratio k/q*,which has been 
shown by Poll to control the Reynolds number for 
transition onset for less than 800. Figure 4.17 
shows Poll's correlation of transition onset obtained 
on cylinders in compressible flows. The key 
conclusion from this figure is that, for values of k/q 
> 2, the attachment line Reynolds number for 
transition onset was independent of internal or 
external disturbances. A correlation of transition 
onset on very rough long swept cylinders is shown in 
Figure 4.15 and suggests the attachment line 
transition number R* = 245. Here, the "star" denotes 
conditions evaluated at a reference temperature T*, 
defined by Poll as 

- 

T* = Te + 0.10 (Tw-Te) + 0.60 (TR-Te) (6)  

d 

5.6 

Figure 4.17 Correlation of Attachment Line 
Transition Onset with Surface 
Roughness Height 
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Poll, in a similar somewhat arbitrary manner, 
suggests that compressibility effects could be 
incorporated into the roughness-effects correlation by 
replacing by E* and q by q *. 

For incompressible laminar flow, it can be shown 
that the heating rate to the attachment line is given by 

StA = 0.571/ (Re) - (7) 

For incompressible turbulent flows, the attachment 
line heating can be expressed as 

To account for compressibility effects, employing a 
reference temperature at which the properties of the 
flow are evaluated has been used successfully for 
flat-plate and cone flows. P o l r  has suggested that, 
for the attachment line, a reference temperature 
defined by the relationship 

(9) T* = O.1Tw + 0.60Taw + 0.3Taw 

is the most appropriate for attachment line flows. 

The expressions for laminar and turbulent attachment 
line heating in compressible flow, employing the 
above expression together with the relationships from 
Figure 4.16, then become 

for laminar flows and 

for turbulent flows where 

Comparisons between the attachment line heat 
transfer measurements and predictions employing 
Poll's reference temperature are presented in 

Figure 4.18 for the measurement made in the current 
program. On the basis of analysis of the 
measurements made in an earlier study, Holden 
suggests a new reference condition defined by 

T* = 0.3Tw + 0.5Taw + 0 . 2 8 T ~  (13) 

Figure 4.18 Correlation of Attachment Line 
Heating (Poll Reference 
Temperature) 

Correlations of the attachment line heating 
measurements in terms of this parameter are shown 
in Figure 4.19. 

1 -- 
mu 

Figure 4.19 Correlation of Attachment Line 
Heating (Holden Reference 
Temperature) 

The measurements of laminar heating rates along the 
attachment line of smooth cylinder configurations are 
in good agreement with the prediction and indicate 
that flow can remain laminar for attachment line 
Reynolds numbers of up to 600 before transition is 
observed on the attachment line, and a Reynolds 
number of 800 before the flow in the attachment line 
boundary layer is fully turbulent. The measurements 
of turbulent heating rates are greater than the 
predicted levels, particularly for the boundary layers 
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tripped by the 0.030-inch roughness. Here, we 
believe that we are observing the combined effects of 
the enhanced mixing downstream of the roughness, 
coupled within the characteristic heating "overshoot" 
that is similar to that observed just downstream of 
these transitions on flat plates and cones. Again, 
effects are more pronounced and persist over greater 
downstream distances in high Mach number, low 
Reynolds number flows. Despite the use of trips with 
k/q* well above 2, we begin to observe turbulent 
heating levels only after generating attachment line 
Reynolds numbers above 300, as shown in 
Figure 4.19. 

4.3.3 Correlation of Attachment Line Transition 

Flight and ground test studies of the swept leading 
edge of delta wings found that transition on the 
attachment line occurred at attachment line Reynolds 
numbers of approximately 250. These relatively low 
values were traced to the presence of large 
disturbances introduced by boundary layer fences, 
streamwise end plates, and the wing/fuselage 
junction. Studies by Cumpsty and Head, and 
subsequently by Poll, suggested that transition onset 
on long swept leading edges can be evaluated in four 
flow regimes in terms of the parameters E and k/q, 
as discussed. For values of k/q less than 0.5, 
attachment line contamination effects are small, and 
values of greater than 600 are required for 
transition, depending on the level of disturbance in 
the freestream. For values of k/q > 0.8, transition is 
controlled by the disturbances introduced by the 
trips, and E for transition onset is strongly 
dependent on k/q. In the third region (1 < k/q < 
I S ) ,  the transition is induced close to the trip, but 
attachment line transition Reynolds number is still 
dependent on trip size. Finally, for k/q > 2.5, the 
transition Reynolds number appears to be 
independent on the trip size at a value of close to 
250. Although these observations were assembled 
from incompressible-flow data, Poll has suggested 
that a modified attachment line Reynolds number 
Re* based on a reference condition be employed to 
correlate measurements in supersonic and hypersonic 
flows. 

Onset 

- 

Further, Poll suggests that q be replaced by q * 
when computing the disturbance levels (k/?l*) in 
compressible flows. Neither assumption is strongly 
grounded. However, Poll was able to correlate 
attachment line transition measurements for strongly 

tripped conditions in supersonic flows as shown in 
Figure 4.20, resulting in the equivalent transition 
criteria E* = 250. In recent experimental 

studies(see Reference 4-23), we have varied E* 
from 200 to 600 and k/q* from 0.8 to 2.4, which 
covers the range from smooth to fully rough on Poll's 
correlation. Here, it should be noted that the E based 
on inviscid flow conditions over the attachment line 
varies from 500 to 1200, and that employing 
reference conditions for q and E has yet to be 
validated. For the smooth configuration, turbulent 
bursts were observed for Runs 18 and 20, which are 
at Re* of 550, and laminar boundary layers were 
observed at larger values. This value corresponds to 
a freestream Reynolds number based on cylinder 
diameter of 8 x lo5. The effects of the alignment of 
the nosetip may be critical in controlling transition on 
the attachment line of the smooth cylinder. For the 
fully tripped configuration employing the 0.030-inch 
trips, we found that the minimum attachment line 
Reynolds number to induce transition was 330, rather 
than the 245 found in earlier studies by Poll. For 
roughness ratios between 2 and 0.8, we observed a 
trend similar to that observed in incompressible 
flows, although, clearly, the data interpretation for 
this plot is difficult. Plotting the transition Reynolds 
number for the fully rough limit on Poll's transition 
correlation in Figure 4.20, it can be seen that we find 
that, at local Mach numbers of 8, the onset of 
transition occurs at 330, rather than at Poll's value of 
245, obtained at the lower Mach numbers. 
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Figure 4.20 Comparison of Present Study 
Transition Onset Data with Poll's 
Correlation of Attachment Line 
Transition with Surface Roughness 
Height 
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4.4 Crossflow Transition 

4.4.1 Introduction 
Recently, concerted efforts have been made to’extend 
this understanding to the three-dimensional boundary 
layer, where crossflow effects can become a 
dominant influence on transition. Three-dimensional 
flowfields exist along the swept leading edge of high- 
speed vehicles, as well as any flows having curved 
streamlinedtransverse pressure gradients. Some 
notable studies of the leading-edge and three- 
dimensional transition phenomenon include 
Cha~man~-~’,  and Balakuma?. Because transition 
is first observed on vehicles at incidence, an 
understanding of transition in a three-dimensional 
boundary layer is vital in the design of a high-speed 
vehicle, since 3-D transition may be the dominant 
transition process over most of the vehicle. 

In three-dimensional flow, the combination of 
pressure gradient and sweep deflects the inviscid 
streamlines. Since the fluid near the wall has a lower 
momentum, this deflection is larger in the boundary 
layer and causes a crossflow, as depicted in 
Figure 4.21, i.e., a velocity component within the 
boundary layer that is perpendicular to the local 
mean inviscid-flow velocity vector. To match the 
boundary conditions at the wall and in the freestream, 
the crossflow velocity profile is zero at these points 
and attains a maximum at some point in the boundary 
layer. This crossflow acts to transfer momentum; for 
example, on a cone at angle of attack, momentum is 
transferred from the windward side to the leeward 
side, resulting in a decrease of momentum thickness 
on the windward side and in an increase of it on the 
leeward side. The crossflow velocity profile has an 
inflection point, which causes it to be dynamically 
unstable. The crossflow instability produces 
crossflow vortices, approximately aligned in the local 
inviscid-flow direction. It is this crossflow instability 
that dominates the transition process at angle of 
attack. The paper by Reed and Sari:-” provide an 
excellent review of this subject. This instability is 
fundamentally different than the two-dimensional, 
axisymmetric second-mode and oblique Tollmein- 
SchlictingeZ7 (TS) instabilities that lead to transition 
in the hypersonic zero-angle-of-attack case. As angle 
of attack increases, the dominant instability changes 
from the second-D mode and/or TS instabilities to a 
combination of second-mode, TS, and crossflow 
instabilities; eventually, the crossflow instability is 
dominant. 

Figure 4.21 Three-Dimensional Profiles in a 
Crossflow Boundary Layer 
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There have been numerous experiments to 
investigate the movement of the point of transition as 
a function of angle of attack. Experiments performed 
by Stetson , Krogmann , Red;-’’, and 
DiCristin?’ have all consistently found the expected 
rearward movement of the transition region on the 
windward side, and forward movement on the 
leeward side. However, of particular importance is 
that part of the transition zone where crossflow is at a 
maximum, i.e., on the sides (90- and 270- relative to 
windward) of slender cones at angle of attack. 
Transition data in this region has been obtained by 
relatively few researchers (e.g., Stetson , Holdec 
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4.4.2 Influence of Angle of Attack and Bluntness on 

There have been several investigations to examine 
the movement of transition with angle of attack. 
Results have consistently found a rearward 
movement of transition location on the windward 
side, and forward movement on the leeward side. 
This effect is largely due to the effect of crossflow, 
which transfers momentum from the windward side 
to the leeward side, thickening the boundary layer on 
the leeward side and, therefore, affecting local Mach 
number and Reynolds number. Experimental studies 
by Red:J’, Kr~gmann~~~’,  and Stetson and Rushto(- 
za 

have all shown transition delayed on the windward 
side, and the corresponding movement forward of 
transition location on the leeward side. Stability 
studies, such as those by Stetson et al.4J4, Simon and 
Dallma:’, and Hanifi and Dahlkild4’36, have 
demonstrated the increase of growth rate of the 

Transition 
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dominant instabilities on the windward rays, and 
opposite behavior on the leeward rays. However, of 
importance in understanding crossflow transition is 
the transition location in the region of highest 
crossflow, which occurs on the sides of the cone 
relative to the freestream direction. 

Measurements of heat transfer and corresponding 
circumferential transition locus were made for 
various freestream flow conditions. Shown in 
Figure 4.22 are distributions of transition fronts on 
the sharp 6-degree cone at various angles of attack, 
together with previous measurements on similar 
cones, but at lower Mach number. As in previous 
studies, the measurements show the transition point 
moving forward with increasing angle of attack on 
the leeward side, and the transition point moving 
towards the base of the cone on the windward side. 
A unique feature of the shape of the transition front 
determined in the present study is that the positions 
of the most aft transition points occurred on the 90- 
and 270- rays, rather than on the windward rays as 
observed in the earlier studies at lower Mach 
numbers. This feature of further reduction in 
transition Reynolds number on the sides of the cone 
is evident at all angles of attack in this study, and has 
an increasing effect not only with azimuthal angle, 
but also with angle of attack, as shown in 
Figure 4.22. Recall that the sides of the cone are the 
regions of highest crossflow, and it is these regions 
where the crossflow instability first becomes the 
dominant instability as angle of attack increases. As 
shown in this plot, the stabilizing influence of 
crossflow becomes more apparent as angle of attack 
increases. 
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Figure 4.22 Transition-Front Asymmetry, Sharp 
Cone 

This stabilizing effect is clearly not evident in the 
results obtained by Red:-”, Krogmann , and 
Potte? at lower Mach numbers, which implies that 
the interaction of the crossflow instability in these 
cases exhibits a destabilizing influence. This effect is 
further evidenced by the reduction in transition 
location with increase in angle of attack in the curves 
reported by Potter, based on wind tunnel results of 
Ward4-”, DiCristinT’ and Matee?. The 
destabilizing effect of crossflow is also demonstrated 
in the calculations of Balakumar and Reed4-*’, who 
found a strong destabilizing effect of crossflow on 
the oblique first-mode and 2-D second-mode 
disturbances, which diminished as Mach number 
increased. 
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In the analysis of transition measure obtained on 
sharp flat plates and cones, we found that the 
Reynolds number based on the local momentum 
thickness (Reo) provided the best correlation of both 
wind tunnel and flight measurements in hypersonic 
flow over highly cooled walls. Thus, following 
Finson , we have plotted the measurements made in 
the present studies together with those from earlier 
work in terms of the Reynolds number local 
momentum thickness and the local Mach number for 
both sharp and blunt bodies (see Figure 4.23). It can 
be seen’ that for both sharp and blunt configurations, 

that (R%/R+,) is relatively independent of M 
angle of attack. Thus, for sharp cones, it may be 
observed that transition moves forward on the leeside 
ray, principally because of the large increase in the 
momentum thickness; on the windward ray, the 
effects of crossflow and higher unit Reynolds number 
combine to cause a decrease in the momentum 
thickness. In the situation with relatively large 
bluntness, the entropy layer is swallowed more 
rapidly on the windward ray than on the leeward, 
which acts to increase the momentum thickness on 
the windward ray. This counteracts the action of 
crossflow to bleed some momentum from the 
windward ray to the leeside, and acts to further 
destabilize the windward side relative to the zero- 
angle-of-attack case. 
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Figure 4.23 Correlation of Transition Front 
Locations on Sharp and Blunt Slender 
Cones at Angle of Attack 

4.4.3 Correlation of Transition-Front Location 
Using Compressible Crossflow Transition 
Reynolds Number 

A low-speed crossflow Reynolds number transition 
criterion was introduced by Owen and 

, that correlates well with low- given by 
Ve 

speed data. However, extending this correlation to 
the high-speed range has met with limited success. 
Chapman4-** extended this approach into the 
supersonic and low-hypersonic range; however, these 
results have been criticized by  POI^-'^, claiming that 
contamination of the attachment line affected the 
boundary layer in the crossflow region. King's 
results also found no correlation with the traditional 
crossflow Reynolds number. 

Wmax6 
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Since the traditional crossflow Reynolds number is 
used successfilly at subsonic speeds, Reed and 
Haynes developed additional factors in the definition 
of crossflow Reynolds number to compensate for the 
effects of compressibility and to compensate for heat 
transfer to the surface. Their definition is 

where 

6 , ,  = point in boundary layer above 
w -  Wmm where - - 10% 

Wmax 

L = (3.279 + 1.721 (1 + A) 
Tad + 0.664A)/(5 + 2.38549) 

(1 + 110.4Re) 
'* =c (T* + 1 10.4Re) 

Te 

C*ad = dF (1 + 110.4De) 

(a + 1 l0.4&) 
Te 

E= 0.5 + 0.5 a+ A/6 
Te Te 

T*ad= 0.5 + 0.5 (l+A) + A/6 
Te 
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'Tl is a typical similarity variable, and ~(610)  is the 

value of q at 610. The factor H compensates for 
compressibility, and the factor L compensates for 
heat transfer. Note that, since H is basically a ratio 
of two distances normal to the wall, H can be 
calculated regardless of how q is defined. For an 
incompressible, adiabatic-wall flow, &F(new) is 
reduced to the traditional crossflow Reynolds 
number. 

In their study, Reed and Haynes calculated 
&F(new) for the experimental data of Stetson at 
&=6, and K i n p  at &=3.5 in both noisy and 
quiet freestream environments. The authors 
suggested a correlation between the crossflow 
Reynolds number and the maximum crossflow 
velocity. However, separate correlations were 

Results for 
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developed for the noisy and quiet data. ~ 
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the sharp cone at &=I3 in the present study are 
shown in Figure 4.24, with the noisy and quiet 
correlations of Reed and Haynes. Most notable is 
that the present results follow the quiet correlation, 
especially as the level of crossflow (WmaxLJe) 
increases. The reduction in scatter as crossflow 
increases is expected, since, as Reed and Haynes 
point out, the lower end of the curve and data are 
somewhat suspect. At low levels of crossflow 
(Wmax/Ue a%), the crossflow instabilities interact 
with the other more dominant instabilities (T-S, 2nd 
mode, helical, etc.) generated in the windward and 
leeside regions. The additional problem arises in the 

low-crossflow situation in that defining a precise 6 10 
point in the boundary layer for RCF calculation 
becomes increasingly difficult. Nonetheless, the 
trend shown in Figure 4.25 further demonstrates the 
contentions that crossflow instabilities are not greatly 
influenced by any freestream acoustic disturbances, 
and that the dominant transition mechanisms in the 
present study are not largely influenced by freestream 
disturbances. 

4 7  

Figure 4.24 Correlation of Transition Front 
Location in Regions of Crossflow 
with “New” Crossflow Reynolds 
Number, M,=13, ReJFF3.0 x lo6 
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v / a  
Figure 4.25 Crossflow Velocity Component at 

Transition Onset, M,=13, a=3”, 
ReJFt=3 .O x 1 O6 
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5. SHOCKWAVE/BOUNDARY LAYER 
INTERACTION IN LAMINAR AND 
TURBULENT HYPERSONIC FLOWS 

5.1 Introduction 

5.2 Laminar Boundary Layer Separation in 
Planar and Axisymmetric Flows 

In high Mach number, low Reynolds number flows, 
the interaction between the growth of the laminar 
boundary layer and the outer inviscid flow over the 
nosetip or leading edge and subsequent interaction 
over control surfaces or inlets can play an important 
role in determining the aero-thermodynamic 
performance of a high flying hypersonic vehicle. 
Also because most practical vehicle designs employ 
blunt leading surfaces, the entropy layer can have a 
strong influence on the structure of the boundary 
layer upstream of the interaction and on the pressures 
and heating rates on the compression surfaces. As 
illustrated in the Schlieren photographs shown in 
Figures 5.1 and 5.2 for flow over flat plate/wedge 
and curved compression surface, at high Mach 
numbers it is difficult to distinguish between the 
separation shock and the edge of the viscous layer 
while in supersonic flow these features are distinct. 
An important feature of the structure of a hypersonic 
laminar boundary layer over a cooled wall is that 
most of the mass and momentum is contained at the 
outer edge of the boundary layer thus making it 
difficult to employ boundary layer control. 

The importance of viscous interaction and leading 
edge bluntness on the flow over a two-dimensional 
compression comer are illustrated by the 
measurements of heat transfer, skin friction and 
pressure shown in Figure 5.2. Here on the 
configuration with the sharp leading edge, the 
viscous interaction extends 20 boundary layer 
thicknesses downstream of the comer at which point 
the pressure has risen two orders of magnitude to the 
inviscid wedge value. In contrast, the flap pressure 
(and heat transfer) on the configuration with the blunt 
leading edge are dominated by entropy swallowing 
effects and rise to no more than five times the values 
just upstream of the comer interaction. In this study 
it was found that while bluntness was found to 
decrease the size of the reverse flow embedded 
within the interaction region, flow separation 
occurred at approximately the same wedge angle. In 
a subsequent 

c M D G E  W G L I  ?40 

a) Sharp Leading E+ (M = 14.1, Re/Ff - 7.2 x lo4) 
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b) 0.71" Blunt b d i n p  Edgm (Moo- 19.8. W I N  - 8.7 x lo3) 

Figure 5.1 Skin Friction, Heat Transfer, and 
Pressure Distributions on the Flat 
Plate-Wedge Models 
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Figure 5.2 Skin Friction, Heat Transfer and 
Pressure Distributions on the Flat 
Plate - 20"R Cylindrical Arc-Wedge 
Models (Ref.11) 
(M,=14.0, Re/Ft=7.2 x lo4) 

study, it was also shown that in contrast with 
turbulent flows the angle through which the flow 
could be tumed without inducing separation could 
not be changed by radiusing the comer until the 
comer radius approached at least 15 initial boundary 
thicknesses. While, as discussed below, Holdens' 
was able to obtain predictions in reasonable 
agreement with measurements made in these studies 
employing boundary layer equations modified to 
incorporate the normal pressure gradient, it is clear 
that such predictions are now best obtained with 
numerical solutions to the full Navier-Stokes 
equations. 

Laminar Two-Dimensional Viscous Interaction 
The increased stability of the laminar boundary at 
high Mach numbers, and the ease with which laminar 
boundary layers separate, coupled with interest in 
high altitude hypersonic flight, has made laminar 
flow separation in two- and three-dimensional 
interacting flows of considerable practical 
importance. Experimental studies and flight tests 
show that the very large heat transfer rates and 
gradients generated in the reattachment regions of 
laminar separated flows in high-speed flight are of 

considerable importance to the heat shield designer. 
The simple viscous interaction flow models that have 
been developed to describe laminar two-dimensional 
separated regions have their origins in the earlier 
studies of Howarths2 LighthiP and Oswatitsch and 
Wieghardt," who proposed models for the 
mechanism of upstream influence and boundary layer 
separation. It was then shown that upstream 
influence and flow separation could be described 
with good accuracy by a model in which the viscous 
layer grew by mutual interaction with the outer 
inviscid flow. At high Mach numbers, Holdens" 
showed that the normal pressure gradients must be 
included in the description of hypersonic interaction 
regions to describe such flows correctly. 

While Carte? obtained one of the first solutions to 
the Navier-Stokes equations for separated flows, the 
technique developed by Hung and MacCormack" 
represents the first relatively efficient method devised 
to predict the characteristics of laminar separated 
flows. Using the Navier-Stokes code developed by 
Hung and MacCormack, laminar solutions were 
obtained for comparison with the experimental 
measurements at Mach 16. Comparisons between the 
Navier-Stokes solutions and measurements in 
attached incipient separated flows are shown in 
Figures 5.3a and b; For attached and separated flow 
over the flat-plate wedge configuration, the 
theoretical predictions are in excellent agreement 
with the experimental data. In particular, the form of 
the heat transfer and skin friction in the region of 
minimum heat transfer is well reflected by the 
theoretical predictions. Both theory and experiment 
display a minimum skin friction downstream of the 
comer or the wedge. 

Laminar Three-Dimensional Interactions 
Most studies of three-dimensional interaction have 
been conducted to examine flow in the comer of two 
intersecting wedges with sharp leading edges aligned 
at an angle of 90 degrees with each other. 
Stainbacks'* made detailed heat transfer and 
pressure measurements in laminar flow over such a 
configuration at Mach 5 ,  and later at Mach 8, for a 
range of Reynolds numbers to identify transition. 
These experiments led Stainback to distinguish 
between two flow regions: the near comer with 
which most previous theoretical work had been 
concemed and the far comer which had been studied 
experimentally (see Figure 5.4). The near corner was 
a region of mutual interaction of two boundary layers 
and resulted in lower heating. The far comer was the 
region of mutual interaction of the two inviscid 
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e -  

a -  

4 -  

4% 
2 -  

flowfields caused by the intersection of the two flat 
plates forming the comer. In subsequent studies, 
Stainback and Weinstein"' further observed that 
interaction between the mutual boundary layers in the 
comer results in a decrease in heat transfer in the 
very near comer. Away from the comer, the vortex 
system and reattachinent of the boundary layer 
downstream of the shock induced separation (see 
Figure 5.4) results in an increase of heat transfer 
outboard of the near comer region. The basic 
structure of laminar interacting flows was defined in 
studies by Charwat and Redekeopp"" at Mach 2 to 4. 
Studies in hypersonic flow by Watson and 
WeinsteinS" demonstrated similar features. 
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Figure 5.3a Comparison Between Experimental 
and Navier Stokes Solution for a 
Mildly Separated Flow (Reference 
11) 
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Figure 5.3b Comparison Between Experimental 
Measurements and Navier Stokes 
Solution for a Well-Separated Flow 
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Figure 5.4 Schematic Representative of Model 
with Crossflow in Swept-Shock 
Laminar Boundary-Layer Interaction 
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Figure 5.5 shows the flow structure established from 
pitot pressure and flow visualization measurements. 
The shockwaves generated by each wedge are joined 
by a third shockwave, bordering Zone I and the 
freestream flow. Slip surfaces pass from the ends of 
this third shock towards the comer. Shock legs 
extend to the surface -- a curved shock between 
Zones I1 and 111 and a spread of the comer 
disturbance outside of the inner shocks. Kutler et 
al.,$’* have shown that shock capturing techniques 
describe the inviscid flow with good accuracy; 
however, viscous characteristics, particularly with 
laminar flows, where viscous interaction is important, 
are predicted with significantly less accuracy. 

I; WEDGE SURrCE 
WEDGE SHOCK 

region where the incident shock strikes the laminar 
sublayer, see Figure 5.7b. The separation point 
moves forward with increasing strength of the 
incident shock until the separation shock becomes 
visible in the inviscid flow downstream of the 
incident shock; as yet, separation is still downstream 
of the point where the incident shock passes through 
the edge of the boundary layer. For large incident 
shocks, boundary thickening occurs ahead of the 
incident shock in an analogous fashion to laminar 
flow separation. However, as in wedge-induced 
separated regions, viscous/inviscid interaction takes 
place almost entirely within the original boundary 
layer. The structure wedge and shock-induced 
turbulent interaction regions at Mach 13 are very 
similar to those at Mach 8; however, as we might 
anticipate, the viscous interaction region and the 
associated shocks are even more firmly embedded 
within the original boundary layer. 

PLATE SHOCK UPSTREAM 
INFLUENCE SHOCK 11 POINT \ 

1 

, . .--e~ -.. . .... w 

Figure 5.5 Shock-Wave Structure in Axial 
Comer Comprised of Two 
Intersecting Wedges 

5.3 

The development of two-dimensional turbulent 
separated regions, induced in a compression comer, 
and at the base of an incident shock, with increase in 
interaction strength in hypersonic flow as obtained by 
Holden?” are illustrated in Figures 5.6 and 5.7. 
Separation is first observed in the laminar sublayer 
and a well-defined separation bubble is clearly 
visible in Figure 5.6. The initial development of the 
separation region takes place by an elongation into 
the laminar sublayer, with the separation and 
reattachment shocks combining within the boundary 
layer to form a single shock. Only when the 
separation point has fed well forward of the junction 
is a well-defined plateau region formed. Then, in 
contrast to laminar interaction regions, the separation 
shock originates at the bottom of the boundary layer 
and is contained within the boundary layer until it 
coalesces with the reattachment compression process. 
In separated regions induced by an externally 
generated shock, separation first takes place in the 

Turbulent Boundary Layer Separation in 
Two- and Three-Dimensional Flows 

(01 WEDGE ANGLE - 

(dl WEWE ANGLE - 3ff 
Figure 5.6 The Development of a Wedge- 

Induced Separated Flow (M,=8.6, 
Re,=22.5 x lo6) 
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gradients in the separation and reattachment regions. 
The maximum heat transfer rates generated in the 
reattachment regions of these flows is, of course, of 
considerable importance. Holden"" found that for 
separated interaction regions the maximum pressure 
and heat transfer measurements over the Mach 
number range from 2 to 13 could be correlated in the 
form shown in Figure 5.8a. 

1.1 SHOCK GENERATOR ANGLE 12.5' 

Ibl SHOCK GENERATOR ANGLE * 16* 

(cl SHOCK GENERATOR ANGLE - 17.6' 

(dl SnOCK GENERATOR ANGLE - lSSo 
Figure 5.7 The Development of a Shock- 

Induced Separated Flow (M,=8.6, 
Re,=22.5 x 1 06) 

Surface measurements with high frequency 
instrumentation indicated that turbulent separated 
regions were highly unsteady, and typically the 
separation point would oscillate in a streamwise 
direction with an amplitude of approximately one- 
quarter to one-third of the local boundary layer 
thickness, at frequencies in the range from 1 to 
10 kHz. The unsteady character of the records from 
transducers in the recirculation region indicated it 
could be unreal istic to assume that a laminar 
sublayer model, in the conventional sense, could be 
used to describe the lower part of the recirculating 
region as is done in some of the triple deck 
calculations. The mean distribution of skin friction, 
heat transfer and pressure to the walls bounding, both 
shock- and wedge-induced interaction region were 
similar for well-separated flows with identical total 
pressure rises. Both the pressures and heat transfer 
distributions are characterized by well-defined 
plateaus in the recirculation region and large 

1 7  
too 101 102 

PMAX'P, 

Figure 5.8a Correlation of Maximum Heating 
Rate in Wedge- and Extemally- 
Generated Shock-Induced Turbulent 
Separated Flows 

The influence of Reynolds number on the size of 
two-dimensional separated regions remains 
unresolved. Most of the early studies of shockwave- 
turbulent boundary layer interaction were made in the 
turbulent boundary layer over a tunnel wall. Major 
discrepancies were found between experimental 
facilities; for example, the measurements of 
Bogdonoff and Keple?I5 differed considerably from 
those of Gadd5I6 for identical freestream Mach 
numbers and interaction strength when both 
experimenters had indicated that there was little 
effect of freestream Reynolds number on the length 
of the separated region. However, the measurements 
of Green"", Roshko and Thomke,"'" Law,"19 Settles, 
Bogdonoff and Vas,"2o and Appels,52' all made under 
adiabatic wall conditions, indicate that increasing 
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Reynolds number decreases the size of a turbulent 
separated region. In contrast, the studies of 
Chapman, Kuehn and Larson”” K ~ e h n , ~ ”  and 
Holden,”” ElfstromS2‘ and A p p e l ~ ” ~ ~  at hypersonic 
speeds, all conducted on highly cooled models 
mounted in the test section, have shown the opposite 
trend. As in the case of incipient separation, the 
answer may lie in changes in the equilibrium 
structure of a turbulent boundary layer with Reynolds 
number. This hypothesis is supported by present 
measurements of shock- and wedge-induced 
separated flows at Reynolds numbers of up to 3 x lo7 
by Holden.”14 
The plateau pressure of a turbulent separated region 
is an important characteristic, which from free 
interaction theory should not depend upon the way in 
which separation is promoted. The correlation of 
experimental measurements shown in Figure 4.8b 
suggest that this case, and the method of Reshotko 
and Tucke?-26 presents a simple way of calculating 
this quantity. 
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Figure 5.8b Correlation of Plateau Pressure 
Measurements in Wedge- and Shock- 
Induced Turbulent Separated Region 

Comparisons with Navier-Stokes Solutions 
The complexity of the flowfield in regions of 
shockwave/turbulent boundary layer interaction is 
such that it is unrealistic to expect to describe such 
regions in any detail within the framework of the 
boundary layer equations. Indeed their are some who 
would question whether the time or mass averaged 
Navier-Stokes equations capture the basic fluid 
mechanics associated with the intrinsically unsteady 
nature of separated regions. In hypersonic flows the 
effects of compressibility on the structure and 
development of turbulence must also be considered. 

While there have been strenuous efforts to obtain 
predictions of 2D and 3D turbulent interaction 
regions, it is currently recognized that successes with 
Navier-Stokes code in describing some 3D turbulent 
interactions regions is a result of the dominance of 
the pressure and inertial terms in these flows. In 
these latter comparisons (References 5-27 and 5-28) 
it was found that the modeling of turbulence could be 
changed without significantly changing the numerical 
solution. For 2D interactions it appears the modeling 
of turbulence is more critical. To obtain good 
agreement for these latter flows, some very gross 
assumptions must be made in the turbulence model. 
Shang and Hanke~,”’~ for example chose to apply an 
empirical relationship (selected by matching the 
length of the separated region) to rapidly decrease th 
e turbulent scale size through the interaction region 
as shown in Figure 5.9. Hor~tmann,~” however, 
found the best agreement with Settles”” 
measurements in wedge-induced separated regions 
using a two equation model for turbulence scale size 
and vorticity, as shown in Figure 5.10. Figure 5.10b 
shows a correlation of incipient separation conditions 
determined in the studies at hypersonic speeds 
together with the measurements on adiabatic walls at 
supersonic speeds. Working with this same 
turbulence model, however, Hor~ tmann”~~  was 
unable to predict the occurrence of separation on two 
incident shockhurbulent boundary layer 
configurations studied by Holdens3* at Mach 1 1.2. 
As shown in Figures 5.1 1 and 5.12 both these 
flowfields are clearly separated and yet the numerical 
solution fails to predict the characteristic plateaus in 
either the heat transfer or pressure distributions. The 
modeling of turbulence in separated interaction 
regions at hypersonic Mach numbers should account 
for the effects of compressibility and the generation 
of turbulence by the unsteady movement of the 
incident and induced shocks as they traverse and 
interact with a major region of the turbulent 
boundary layer. Clearly further detailed 



experimental work and insightful theoretical 
modeling are required to develop numerical 
prediction techniques which are capable of 
describing turbulent interaction regions in detail. 

Figure 5.9 Incipient Separation at Mach 6.5 and 
Re,=27 x lo6 

Figure 5.10a Wedge Angle to Induce Incipient 
Separation 
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Figure 5.10b Correlation of Incipient Separation 
Conditions for Wedge- and Shock- 
Induced Turbulent Interaction 
Regions 
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Figure 5.1 1 Comparison Between Navier-Stokes 
Solution and Experiment for a Mildly 
Separated Flow 
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Figure 5.12 Comparison Between Navier-Stokes 
Solution and Experiment for a Well- 
Separated Flow 

Three-Dimensional Shock Wave/Turbulent Boundary 
Laver Interaction 
Many of the conceptual problems associated with the 
use of the boundary layer equations to describe 
separated regions induced by shockwave/turbulent 
boundary layer interaction are circumvented by the 
direct solution of the Navier-Stokes equations. 
However, in their place we find the equally thorny 
problem of specifying a detailed model of turbulence 
for flows with exceedingly large streamwise pressure 
gradients. Despite the lack of success in developing 
credible turbulence models for two-dimensional 
interaction regions, or perhaps because of it, three- 
dimensional turbulent interaction regions have 
become the focus of attention of the Navier-Stokes 
solvers. 
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a. Comer Interaction Studies 
The axial comer flow or swept-shock interaction has 
been one of the principal configurations selected to 
investigate three-dimensional regions of shockwave 
boundary layer interaction. The swept-shock, which 
is generated by a wedge or fin mounted 
perpendicular to a flat plate, impinges normally onto 
the flat plate boundary layer. The initial studies in 
this area by StalkeF” and S t a n b r ~ o k ” ~ ~  were 
followed by the more detailed investigations of 
M ~ C a b e , ~ ~ ’  Peake and Rainbird,s36 Oskam et al.,”” 
Cousteix and Houdeville,”” Dolling and 
B~gdonoff,~’~* s-4’ Dolling and M~rphy,”~’ and 
Dolling.”” The latter extensive series of studies was 
conducted at Mach 3 under adiabatic wall conditions. 
While incipient separation is relatively easy to define 
for two-dimensional turbulent interactions, this 
concept has generated considerable controversy in 
three-dimensional flows. While M~Cabe”~’ suggests 
that separation should be defined on the basis of 
converging steamlines, S t a n b r ~ o k ~ ~ ~  and others have 
used criteria based on the inflection points in the 
pressure distribution. The occurrence of separation 
was correlated in simple terms by Korkegi,”” who 
found that in low Mach number flow, deflection 
angle OWi for incipient separation varies as the 
inverse of the upstream Mach number, i.e., Owi = 
0.3M0, while for 2 < M < 3.4 Korkegi suggests that 
pi/p is independent of Mach number. Goldberg’sS4‘ 
and hold en'^"^' measurements at Mach 6 and 11 
respectively do not agree with the Korkegi 
correlation. 

Studies with the emphasis on the heating in swept- 
shock interaction regions have been conducted by 
Neumann and Law,”47 Token,”4* and 
S~uderi”‘~ and Holden.”” Figure 5.13 shows typical 
distributions of heat transfer and pressure along a 
streamwise cut through the interaction region 
together with nomenclature which is in conventional 
use. While the heat transfer and pressure 
distributions exhibit a uniform and monotonic 
increase through attached interaction regions, when 
the flow separates, distinctive plateau regions are 
formed in the heat transfer and pressure distributions, 
as depicted in Figure 5.13. As noted above, at low 
Mach numbers (M = 2+4) and for adiabatic 
surfaces, a large body of data exists on the mean 
characteristics of swept-shock interactions. 
Strangely, this body of 3D data has been found to be 
in better overall agreement with the Hung and 
MacCormack,”” Hor~tmann,”~’ Shang and Hankey,” 
29 Settles and Horstmann”” solutions to the Navier- 
Stokes equations than the relatively less complex 

two-dimensional flow separation over a flat 
plate/wedge. These results are not as sensitive to the 
turbulence model and suggest that the gross features 
of the flows are controlled principally by invsicid ef 
fects. 
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Figure 5.13 Typical Surface Heating and Surface 
Pressure Distributions Through 
Swept Shock/Turbulent Boundary 
Layer Interaction 

In a comer flow, the swept-shock generated by the 
inclined fin impinges on the turbulent boundary layer 
in a plane perpendicular to the flat plate. The basic 
mechanism of pressure rise through the interaction is 
therefore controlled principally by the component of 
freestream Mach number normal to this shock 
(M,SinO). A highly simplified visualization of the 
viscous/inviscid interaction vith flow separation is 
sketched in Figure 5.14. Here, we consider the flow 



in the plane normal to the plane of the shock to be 
similar to that in transonic flow. When flow 
separation occurs, a three-dimensional vortex is 
formed, the pressure in which is relatively constant at 
the “two-dimensional” plateau level, as we will 
show later. The streamwise distribution of heat 
transfer in this region is also found to be relatively 
constant, and indeed we and others using skin friction 
and oil flow measurements have correlated the first 
appearance of a plateau region in the heat transfer 
with a significant change in the flow structure which 
is linked with flow separation. In fact, Token”“ has 
shown that the McCabeS3’ criteria, based on an 
examination of surface oil streaks in the 
neighborhood of flow separation, are less sensitive 
methods for detecting flow separation than 
observations based on changes in the heat transfer 
distribution with increased interaction strength. In a 
recent experimental study at Mach 11, Holdensso 
used the incipient formation of a plateau in the heat 
transfer distribution, together with a marked increase 
in the fluctuation levels in the output of the thin film 
instrumentation, as marking the onset of flow 
separation. As shown in Figure 5.15 Holden’s 
measurements indicated that in hypersonic flow over 
highly-cooled surfaces the turbulent boundary is 
more tenacious in resisting boundary layer separation 
than predicted by the methods derived by McCabe”” 
and Korkegi””. Holden’s measurements of the peak 
pressure ratio through the interaction and the plateau 
pressure rise are in better agreement with calculations 
based on an inviscid flow model in the 2D theory of 
Reshotko and Tucke?26 than the correlations of 
ScuderiU9 as shovn in Figure 5.16. Holden found 
that, as in the studies of two-dimensional separated 
interaction regions, the peak heating can be related to 
the overall pressure rise by a simple power law 
relationship as shown in Figure 5.17. Figure 5.18 
shows that the maximum pressure rise through the 
interaction region can be calculated with good 
accuracy from inviscid flow relationships. While 
there appears to be merit for the development of 
simple prediction methods in describing the flow in 
terms of the normal flow Mach number, this is 
clearly a gross oversimplification and it should be 
noted that the plateau pressure measurements 
obtained in the current study were relatively 
independent of M,SinO. 
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Figure 5.14 Schematic Representation of 
Attached and Separated Regions in 
Swept-ShocWBoundary Layer 
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Figure 5.16 Correlation of Plateau Pressure 
Measurement From Swept-Shock 
Interaction Studies 
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Figure 5.17 Correlation of Peak Heating Rates in 
Skewed- and Swept-Shock 
Interaction Regions 
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Figure 5.18 Correlation of Maximum Pressures 
Recorded in Swept-Shock Interaction 
Regions 

b. Skewed Shockh3oundat-v Laver Interaction 
Another approach to exploring flow separation in 
regions of three-dimensional shockwavehoundary 
layer interaction is to begin with a two-dimensional 
or axisymmetric interaction and sweep this 
interaction (or introduce angle of attack for the 
axisymmetric case) to progressively introduce 
crossflow into the interaction region. Experimental 
studies of this type have been conducted by Ericsson, 
Reding and Guenthe?” Settles and Perkins,”” and 
Settles and Teng.”” Settles, who studied the 
interaction region over swept and unswept flat 
plate/wedge configurations in an adiabatic Mach 3 
airflow, found that introducing crossflow increased 
the scale of the separated interaction region. 
Considerable effort was expended in this latter study 
to determine the Reynolds number scaling, and the 
length from the upstream tip of the wedge for the 
flow to become quasi-two-dimensional. However, 
the effect of changing the overall spanwise scale of 
the model on the scale of the interaction was not 
examined explicitly. The measurements of surface 
and pitot pressure through the interaction regions 
were in good agreement with solutions to the Navier- 
Stokes equations obtained by Hor~tman”’~; however, 
some key features of the flow were poorly predicted. 
It is known that agreement with pressure data is not 
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the most definitive of tests. More recently Holdens4' 
performed studies of crossflow effects on the size and 
properties of the interaction region induced by a 
swept-oblique-shock incident on a turbulent 
boundary layer over a flat plate at Mach 1 1  and Re = 
30 x lo6. Experiments were conducted for two 
strengths of incident shock, the first (esG = 12.5') to 
generate a separated condition close to incipient 
separation, and the second (esG = 15') to generate a 
well-separated flow. Distributions of heat transfer 
and pressure as well as Schlieren photographs of the 
unswept or two-dimensional flow condition and the 
30 degree swept condition are shown in Figures 5.19 
and 5.20. It is clear from the well-defined plateau 
regions in the distributions of pressure and heat 
transfer, as well as the well-defined separation shock 
in the Schlieren photograph, that a well separated 
region, extending two inches in length, is induced 
beneath the stronger incident shock. The 
measurements made of the distribuiton of heat 
transfer and pressure beneath the well separated flow 
induced by both the 12.5 degree and the 15 degree 
shock generators swept at angles of 0 and 30 (shown 
in Figures 5.19 and 5.20) indicated that the induced 
crossflow has little effect on the size and 
characteristics of the interaction regions. If there is a 
perceptible effect, it is a decrease in the length of the 
separated region with increased crossflow. The 
significant differences between Holden's and Settles" 
" measurements of the variation of interaction length 
with sweep angle and those obtained in these studies 
are shown in Figure 5.21. While Settles finds an 
almost threefold increase in separation length at 
sweep angles of 40 degrees, Holden found 10 percent 
reduction in this length. Further studies are required 
to resolve this issue. 
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Figure 5.19 Streamwise Distributions of Heat 
Transfer and Pressure Through 
Skewed-Oblique-Shock Boundary 
Layer Interaction ( 0 = 1 5 O ,  w=Oo) 
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Figure 5.20 Streamwise Distributions of Heat 
Transfer and Pressure Through 
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Layer Interaction (0=15", ~=30")  



4-36 

SYM GEMMED SOURCE 

10.7 x 108 

150 t IM - 111 50 x106 
12.5’ HOLDEN STUDY 50 xl0’ 

4c 

SETTLES ET. AL. 

150 

G 12.5’ 

0 0  & 10 20 30 40 50 

y dagrrai 

Figure 5.21 Variation of Streamwise Extent of 
Interaction Ahead of Shock 
Impingement (or Comer) with Sweep 
Angle 

REFERENCES 

5-1. 

5-2. 

5-3. 

5-4 

Holden, M.S. “Theoretical and Experimental 
Studies of the Shock Wave-Boundary Layer 
Interaction on Curved Compression Surfaces,” 
Paper presented at the ARL Symposium on 
“Viscous Interaction Phenomena in 
Supersonic and Hypersonic Flow,” WBAFB, 
OH May 7-8, 1969. 

Howarth, L., “The Propagation of Steady 
Disturbances in a Supersonic Stream Bounded 
on One Side by a Parallel Subsonic Stream,” 
Proc. Camb. Phi. Soc. 1947, p. 44, Part 3. 

Lighthill, M.J., “On Boundary-Layers and 
Upstream Influence. Part 11. Supersonic 
Flows Without Separation,” P.R.S.A., 1953, 
pp. 2 17 and 478. 

Oswatitsch, K. and Wieghardt, K., 
“Theoretical Analysis of Stationary Potential 
Flows and Boundary-Layers at High-speed, 
German Wartime Report, 194 1 ,” Translated as 
NACA TM 1189. 

5-5. 

5-6. 

5-7. 

5-8. 

5-9. 

5-10. 

5-1 1 .  

5- 12. 

5-13. 

5-14. 

5-15. 

Carter, J.E., “Numerical Solution of the 
Supersonic Laminar Flow Over a Two- 
Dimensional Compression Comer,” Lecture 
Notes in Physics, Col. 19 Springer-Verlag, 
New York, 1973, p. 69. 

Hung, C.M. and MacCormack, R. W., 
“Numerical Solutions of Supersonic and 
Hypersonic Laminar Flows Over a Two- 
Dimensional Compression Comer,” AIAA 
Paper 75-2, January 1975. 

Stainbeck, P.C., “An Experimental 
Investigation at a Mach Number of 4.95 of 
Flow in the Vicinity of a 90° Interior Comer 
Aligned with the Freestream Velocity,” Feb. 
1960, NASA TN D- 184 23 1 524. 

Stainback, P.C., “Heat Transfer Measurements 
at a Mach Number of 8 in the Vicinity of a 90’ 
Interior Comer Aligned with the Free-stream 
Velocity,” Aug. 1964, NASA TN D 241 7. 

Stainback, P.C., “Weinstein, L.M., 
“Aerodynamic Heating in the Vicinity of 
Comers at Hypersonic Speeds,” Nov. 1967, 
NASA TN D-4130. 

Charwat, A.F. and Redekeopp, L.G., 
“Supersonic Interference Flow Along the 
Comer of Intersecting Wedges,” AIAA J., 
Vol. 5, No. 3, March 1967. 

Watson, R.D. and Weinstein, L.M., “A Study 
of Hypersonic Corner Flow Interactions,” 
AIAA Paper 70-227, 1970. 

Kutler, P., Shankar, V., Anderson, D.A., and 
Sorenson, R.L., “Internal and External Axial 
Comer Flows for Integrated Ram/Scramjet 
Nacelles, Part I,” NASA SP-347, March 1975. 

Holden, M.S., “Shock Wave-Turbulent 
Boundary Layer Interaction in Hypersonic 
Flow,” AIAA 10th Aerospace Sciences 
Meeting, San Diego, California, January 17- 
19, 1972, AIAA-72-74. 

Holden, M.S., “Shock Wave-Turbulent 
Boundary Layer Interaction in Hypersonic 
Flow,” AIAA 77-45. 

Bogdonoff, S.M. and Kepler, C.E., 
“Separation of - a Supersonic Turbulent 

I 



4-37 

Boundary Layer," J. Aero. Sci., 22, pp. 441- 
424 (1955). 

5-16. Gadd, G.E., "Interactions Between Wholly 
Laminar or Wholly Turbulent Boundary 
Layers and Shock Waves Enough to Cause 
Separation," J. Aeronautical Sciences, Vol. 20, 
pp. 729-739, November 1953. 

5-17. Green, J.E., "Interactions Between Shock 
Waves and Turbulent Boundary Layers," 
Progress in Aerospace Sciences, Vol. 11, pp. 
235-340, Pergamon Press, Oxford, 1970. 

5-18. Roshko, A. and Thomke, G. J., "Flare-Induced 
Separation Lengths in Supersonic, Turbulent 
Boundary Layers," AIAA Aerospace Sciences 
Meeting, Paper No. 75-6, 1975. 

5- 19. Law, C.H., "Supersonic Turbulent Boundary 
Layer Separation Measurements at Reynolds 
Numbers of 10107 and 108", AIAA Journal, 
Vol. 12, No. 6, June 1974, pp. 794-797. 

5-20. Settles, G.S., Bogdonoff, S.M., and Vas, I.E., 
"Incipient Separation of a Supersonic 
Turbulent Boundary Layer at Moderate to 
High Reynolds Numbers," AIAA Paper 75-7, 
1975. 

5-21. Appels, C., "Incipient Separation of a 
Compressible Turbulent Boundary Layer," 
von Karman Institute Technical, Note 99, 
April 1974. 

5-22. Chapman; D.R., Kuehn, D.M., and Larson, 
H.G., "The Investigation of Separated Flows 
in Supersonic and Subsonic Streams with 
Emphasis on the Effects of Transition," NACA 
Report No. 1355, 1958. 

5-23. Kuehn, D.M., "Experimental Investigation of 
the Pressure Rise Required for the Incipient 
Separation of Turbulent Boundary Layers in 
Two-Dimensional Supersonic Flow," NASA 
Memo 1-21-59A, Feb. 1959. 

5-24. Elfstrom, G.M., Coleman, G.T., and Stollery, 
J.L., "Turbulent Boundary Layer Studies in a 
Hypersonic Gun Tunnel," 8th Annual 
International Shock Tube Symposium, 
London, England, Jul. 197 1. 

5-25. Appels, C. and Richards, B.E., "Incipient 
Separation of a Compressible Turbulent 
Boundary Layer," AGARD Conference 
Preprint No. 168 on Flow Separation. 

5-26. Reshotko, E., and Tucker, M., "Effects of a 
Discontinuity on Turbulent Boundary Layer 
Thickness Parameters With Applications to 
Shock Induced Separation,'' NACA, TN 3435, 
1955. 

5-27. Knight, D.D., "Problems in Reconciling 
Computation and Experiment," 1985 
Princeton University Workshop on the 
Structure of High-speed Turbulent Boundary 
Layers. 

5-28. Knight, D., Horstman, C.C., Shapey, B., and 
Bogdonoff, S., "The Flowfield Structure of the 
3-D Shock Wave Boundary Layer Interaction 
Generated by a 20 degree Sharp F in at Mach 
3" AIAA-86-343. 

5-29. Shang, J.S., Hankey, W.L., and Petty, J.S., 
"Three-Dimensional Supersonic Interacting 
Turbulent Flow Along a Corner," AIAA Paper 
78-1210, July 1978; also AIAA 3ournal, Vol. 
17, NO. 7, July 1979, pp. 706-713. 

5-30. Horstmann, C.C. and Hung, C.M., 
"Computations of Three-Dimensional 
Turbulent Separated Flows at Supersonic 
Speeds," AIAA Paper 79-2, January 1979. 

5-3 1. Settles, G.S. and Horstmann, C.C., " Flowfield 
Scaling of a Swept Compression Comer 
Interaction-A Comparison of Experiment and 
Computation," AIAA-84-0096, 22nd 
Aerospace Sciences Meeting, January 9- 12, 
1984. 

5-32. Holden, M.S., "Experimental Studies of 
Quasi-Two-Dimensional and Three- 
Dimensional Viscous Interaction Regions 
Induced by Skewed-Shock and Swept-Shock 
Boundary Layer Interaction" Paper presented 
at the AIAA 19th Thermophysics Conference 
Snowmass, Colorado 25-27 June 1984, AIAA 
Paper AIAA-84- 1677. 

5-33. Stalker, R.J., "The Pressure Rise at Shock- 
Induced Turbulent Boundary Layer Separation 
in Three-Dimensional Supersonic Flow," J. 



4-38 

Aeronautical Science, Vol. 24, No. 7, July 
195i, pp. 547. 

5-34. Stanbrook, A., "An Experimental Study of the 
Glancing Interaction Between a Shock Wave 
and a Turbulent Boundary Layer," ARC CP 
555,  1961. 

5-35. McCabe, A., "The Three-Dimensional 
Interaction of a Shock Wave with a Turbulent 
Boundary Layer," Aeronautical Quarterly Vol. 
XVII, August 1966, pp. 231-252. 

5-36 Peake, D.J. and Rainbird, W.J., 'The Three- 
Dimensional Separation of a Turbulent 
Boundary Layer by a Skewed Shock Wave 
and Its Control by the Use of Tangential Air 
Injection," AGARD CP- 168, May 1975. 

5-37. Oskam, B., Vas, I.E., and Bogdonoff, S.M., 
"Oblique Shock Wave/Turbulent Boundary 
Layer Interactions in Three-Dimensions at 
Mach 3, Part 1," AFFDL-TR-76-48, June 
1976. 

5-38. Cousteix, J.A. and Houdeville, R., 
"Epaissement et Separation dune Couche 
Limite Turbulente . Sournise en Interaction 
avec un Choc Oblique," La Recherche 
Aerospatiale, No. 1, Jan./Feh. 1976, pp. 1- 1 1. 

5-39. Dolling, D.S. and Bogdonoff, S.M., "An 
Experimental Investigation of the Unsteady 
Behavior of Blunt Fin-Induced Shock Wave 
Turbulent Boundary Layer Interactions," 
AIAA-81-12S7, 14th Fluid and Plasma 
Dynamics Conference, June 23-25, 198 1. 

5-40. Dolling, D.S. and Bogdonoff, S.M., "Upstream 
Influence Scaling of Sharp Fin-Induced Shock 
Wave Turbulent Boundary Layer- 
Interactions," AIAA Paper 81-0336, AIAA 
19th Aerospace Sciences Meeting, January 
1981. 

5-41. Dolling D.S. and Murphy, M., "Wall Pressure 
Fluctuations in a Supersonic Separated 
Compression Ramp Flowfieid," AIAA-82- 
0986, AIAA/ASME 3rd Joint Thermophysics, 
Fluids, Plasma and Heat Transfer Conference, 
June 7- 1 1, 1982. 

5-42. Dolling, D.S., "Effects of Mach Number in 
Sharp Fin-Induced Shock Wave Turbulent 

Boundary Layer Interaction," AIAA-84-0095, 
22nd Aerospace Sciences Meeting, Jan. 9- 12, 
1984. 

5-43. Korkegi, R.H., "A Simple Correlation for 
Incipient Turbulent Boundary-Layer 
Separation Due to a Skewed Shock Wave," 
AIAA Journal, Vol. 11, No. 11, November 
1973, pp. 1578-1579. 

5-44. Goldberg, T.J., "Three-dimensional Separation 
for Interaction of Shock Waves with Turbulent 
Boundary Layers," AIAA Journal, Vol. 11, 
No. 11, November 1973, pp. 1573-1575; 

5-45. Holden, M.S. "Experimental Studies of Quasi- 
Two-Dimensional and Three-Dimensional 
Viscous Interaction Regions Induced by 
Skewed-Shock and Swept-Shock Boundary 
Layer Interaction" Paper presented at the 
AIAA 19th Thermophysics Conference 
Snowmass, Colorado 25-27 June 1984, AIAA 
Paper AIAA-84- 1677. 

5-46. Newmann, R.D. and Burke, G., "The Influence 
of Shock Wave-Boundary Layer Effects on the 
Design of Hypersonic. Aircraft," AFFDL-TR- 
68-1 52, IJSAF Flight Dynamics Laboratory, 
196s. 

5-47. Law, H.C., "Three-Dhnensional Shock Wave 
Turbulent - Boundary Layer Interactions at 
Mach 6," ARL TR-75-0191, June 1975. 

5-48. Token, K.H., "Heat Transfer Due to Shock 
Wave Turbulent Boundary Layer Interactions 
on High-speed Weapon Systems," AFFDL- 
TR-74-77, April 1974. 

5-49. Scuderi, L.F., "Expressions for Predicting 3D 
Shock Wave-Turbulent Boundary Layer 
Interaction Pressures and Heating Rates," 
AIAA Paper 78-162, January 1978. 

5-50. Holden, M.S. "Experimental Studies of Quasi- 
Two-Dimensional and Three-Dimensional 
Viscous Interaction Regions Induced by 
Skewed-Shock and Swept-Shock Boundary 
Layer Interactions" Calspan Report No. 701 8- 
A-2 Report Covering Period 15 January 1982 - 
3 1 July 1984 July 1984. 



4-39 I 

5-51. Hung, C.M., and MacCormack, R.W., 
"Numerical Solutions of Supersonic and 
Hypersonic Laminar Flows Over a Two- 
Dimensional Compression Comer," AIAA 
Paper 75-2, January, 1975. 

5-52. Ericsson, L.E., Reding, J.P., and Guenther, 
R.A., "Effects of Shock-Induced Separation," 
Lockheed Missiles and Space Co., Sunnyvale, 
CA, L-87-69 1, July 1969. 

5-53. Settles, G.S., and Perkins, J.J., Wpsteam 
Influence Scaling of 2D & 3D 
Shock/Turbulent Boundary Layer Interactions 
at Compression Comers," AIAA- 8 1-0334, 
19th Aerospace Sciences Meeting, Janaury 12- 
15, 1981. 

5-54. Settles, G.S. and Teng, H.Y., "Flow 
Visualization of Separated 3D Shock 
WavelTurbulent Boundary Layer 
Interactions," AIAA-82-0229, 20th Aerospace 
Sciences Meeting, January 11-14, 1982. 



4-40 

6.0 

6.1 

FLOWFIELD AND AEROTHERMAL 
EFFECTS ASSOCIATED WITH 
SHOCWSHOCK INTERACTION 
PHENOMENA 

Introduction 
The heating rates generated in two and three- 
dimensional interaction regions by shock-shock 
interaction can pose serious problems for the 
designer of TPS. Heating levels up to two orders of 
magnitude larger than the stagnation point value can 
be generated at hypersonic speeds by shock-shock 
interaction over the leading edge of fins, inlets and 
structures connecting two vehicles. These regions of 
sharply peaked heating levels are accompanied by 
high pressures, and unlike the stagnation point their 
position cannot be defined with ease. Perhaps the 
most dramatic example of damage resulting from 
shock impingement heating was that recorded on the 
ventral fin supporting a ramjet model on the X-15. 
At Mach 6.7, the heating resulting from shock-shock 
interaction caused a burn-through in the fin, as shown 
in Figure 6.1, which also graphically demonstrates 
the high gradients generated in such flows.6-’ 

Figure 6.1 Damage Resulting from Shock 
Impingement on Vertical Support 

During the past two decades, a significant number of 
studies have been conducted to investigate the 
aerothermal loads generated in regions of 
shocWshock interaction. A detailed review of these 
studies, as well as an extensive set of heat transfer 
and pressure measurements in regions of shocWshock 
interaction at Mach numbers from 6 to 18, is 
presented by Holden et al. in Reference 6-2. 
Comparisons between the peak heat transfer and 
pressure measurements on cylindrical leading edges 
made in these studies with the simple prediction 
techniques devised by Edney (Reference 6-3) and 
Keyes and Hains (Reference 6-4) showed general 
agreement. However, these studies suggest that it is 

necessary to understand the role of the disturbances 
generated by shear-layer turbulence, and the 
influence of viscous effects on jet structure, to better 
predict these flows. The heating levels predicted by 
these semiempirical techniques are capable of 
bounding the levels of heating generated by laminar 
and turbulent Type 111 interactions. However, for 
flows where the viscous region occupies an extensive 
part of the shock layer, the compression and heating 
mechanisms may be significantly modified. Within 
the past several years, both Navier-Stokes equations 
and Direct-Simulation Monte Carlo (DSMC) 
methods have been used to calculate regions of 
shocklshock interaction. An adequate solution for 
these types of flows requires a careful and detailed 
gridding of the flowfield in the jet or shear-layer 
region between the shock intersection point and the 
body, Once again, an accurate solution for flows 
with shear-layer transition depends on correctly 
describing the transitional and turbulent flow 
structures of the shear layer and the radiated noise 
effects on Type IV heating, or on reattachment 
characteristics for Type 111 flows. Consequently, in 
predicting the heating loads in these flows, it is 
essential to establish a transition criterion of the type 
shown in Figure 6.2 (Reference 6-2), where the 
Reynolds number based on the shear-layer length and 
adjacent flow properties is plotted versus effective 
shear-layer Mach number. Generally, for shear-layer 
Reynolds numbers below 5 x IO4, the shear layer 
should remain laminar; for shear layer Reynolds 
numbers above 5 x IO’, a turbulent flow may be 
expected. The exact Reynolds number at which 
shear-layer transition will occur will, of course, also 
depend upon the disturbances that are radiated from 
upstream surfaces of the vehicle and those present in 
the freestream. Other experiments were conducted in 
a free piston shock tunnel to determine the effects of 
thermochemistry associated with shocWshock 
interactions at high-enthal~y.~’ 
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Figure 6.2 Variation of Transition Reynolds 
Number with Convective Mach 
Number 

6.2 ShocWShock Interaction Effects for 
Two- and Three-Dimensional 
Configurations 

In a recent study (Reference 6-6), measurements 
were made to examine the variation in the magnitude 
and the distribution of heating rate generated in 
regions of shock/shock interaction with changes in 
the Reynolds number and Mach number of the flow 
to determine the magnitude of changes that occur in 
the peak heating from turbulent to laminar 
interactions and then from laminar to non-continuum 
flows. The Reynolds number were varied by 
changing both the size of the cylinder and the unit 
Reynolds number of the freestream. Data sets were 
also obtained at freestream Mach numbers from 8 to 
18. In Figures 6.3 to 6.6, we show a set of 
measurements made on the 3-inch-diameter cylinder 
to obtain the heat transfer distributions for a low 
Reynolds number flow. In Figures 6.3 and 6.4, we 
show the data used to select the peak values in heat 
transfer and pressure shown in Figure 6.5 and 6.6. 
An equivalent set of measurements for a high 
Reynolds number turbulent flow is shown in 
Figures 6.7 through 6.10. Again, we employed the 
information contained in Figures 6.7 and 6.8 to select 
the data shown in Figures 6.9 and 6.10. In Figure 
6.1 1, we show the variation of peak heating with 
angular position at a common Mach number and 
Reynolds number condition for the three different 
cylinders. Here, we see that, with decreasing size, 
there is a decrease in the peak heating level 
independent of the angular position of the interaction. 
Again, we obtained overlapping sets of 
measurements from runs with a different mean 
position of the interaction region. It can be seen that, 

while, for the 3-inch cylinder, we obtain 
amplification factors of 15 to 20, for the 114-inch 
cylinder, the amplification factors are reduced to less 
than 5 in a shock layer dominated by viscous effects. 
The effects of the variation of unit Reynolds number 
for a given leading-edge diameter are shown for the 
3-inch nose diameter in Figure 6.12. Here, again, we 
see a similar trend, where there is a reduction in 
heating enhancement with unit Reynolds number as 
the flow changes from turbulent to laminar and from 
an inviscid to a viscous-dominated shock layer. In 
all these flows, we do not observe a strong change in 
the heating levels for interaction positions from 20 to 
35 degrees, despite potential changes from Type Ill 
to Type IV interactions. Finally, in Figures 6.13 and 
6.14, we show a composite of the measurements 
where we have plotted amplification factors as a 
function of the shear layer Reynolds number and the 
rarefaction parameter Mml=. Here, we see that 
typical values of the enhancement factor for turbulent 
interactions vary from 35 to 18, those in laminar 
flows are between 18 and 12, and, for viscous- 
dominated flows, the enhancement factors have 
dropped to levels of 5 or below. 
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Figure 6.3 Surface Heat Transfer Rates of 
Sequential Time Steps 
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Figure 6.4 Time History of Heating Rates 
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Figure 6.5 Heat Transfer Distribution 
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Figure 6.10 Pressure Distribution 

Figure 6.7 Surface Heat Transfer Rates of 
Sequential Time Steps 
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Figure 6.11 Condition 6AA, Heat Transfer Data 
All Models 
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Figure 6.12 Heat Transfer Distributions at 
Various Reynolds Numbers, 3" 
Cylinder Model 

Figure 6.13 Rarefaction Effects on Peak Heat 
Transfer Measurements 
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Figure 6.14 Shear Layer Reynolds Number 
Effects on Peak Heat Transfer 
Measurements 

6.3 Alleviation of Peak Heating Loads from 
ShocWShock Interaction with Surface 
Blowing 

6.3.1 Introduction 
An experimental program was reported by Holden, 
Rodriquez and Nowak (see Reference 6-7) to assess 
the effectiveness of transpiration cooling in reducing 
the large heat transfer loads generated in regions of 
shocWshock interaction. While a cylindrical 
configuration is more representative of the practical 
problems on the cowl lip, it proved more expedient to 
employ the existing transpiration-cooled hemisphere 
(Reference 6-8) in this initial investigation. 

6.3.2 Studies on the Transpiration Model Without 

This set of measurements was made to provide the 
base against which to evaluate the effectiveness of 
transpiration cooling. Also, by comparing these 
measurements with the equivalent set on the smooth 
model (Figures 6.15a through 6.15c), the effects of 
the intrinsic roughness of the model on interaction 
heating can be determined. Examples of the 
distribution of heating on the transpiration model 
without blowing are shown in Figures 6.16a through 
6.16~. When the interaction is placed close to the 
axis of the hemisphere (Figure 6.16a), there is 
relatively little enhancement. However, as observed 
on the smooth hemisphere (Figure 6.1 Sa), heating- 
enhancement factors of close to 20 are generated 
(Figure 6.16b) when the type IV jet is incident close 
to 20" from the axis of the model. In slight contrast, 
the rough-wall heating enhancement ratio remains 
relatively high until the impingement point drops 
below 40'. Possibly, the surface roughness has 
induced transition on the model's surface. 
Comparing the sets of measurements shown in Figure 
6.1% with those in Figure 6.16c, it is clear that the 

Blowing 
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peak heating for type IV interaction is relatively 
uninfluenced by surface roughness, while heating- 
enhancement factors for the type 111 interaction are 
increased by roughness, possibly as a result of 
transition. 

Y 

1 

0 

Figure 6.15a Heat and Pressure Distributions in 
ShocWShock-Interaction Regions 
Induced by a 10" Shock Generator 
Over a Smooth 12-Inch Diameter 
Hemisphere at Mach 12.15 for 
Run 8 

Figure 6.15b Heat and Pressure Distributions in 
ShocWShock-Interaction Regions 
Induced by a 10" Shock Generator 
Over a Smooth 12-Inch Diameter 
Hemisphere at Mach 12.13 for 
Run 9 
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Figure 6 . 1 5 ~  Variations of Peak Heating with 
Angular Position of the Interaction 
Region for Mach 12.1 and 
Re/Ft=3.8 x lo5 

e5- l  

Figure 6.16a Heat Transfer Distribution in 
ShocWShock-Interaction Regions 
Induced by a 10" Shock Generator 
Over a Transpiration-Cooled 
Hemisphere Without Blowing at 
Mach 12 for Run 39 
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measurements obtained at a fixed blowing rate for a 
range of model geometries. 

LO 

Figure 6.16b Heat Transfer Distribution in 
ShocWShock-Interaction Regions 
Induced by a 10" Shock Generator 
Over a Transpiration-Cooled 
Hemisphere Without Blowing at 
Mach 12 for Run 3 1 

I 4 

Figure 6 . 1 6 ~  Heat Transfer Distribution in 
ShocWShock-Interaction Regions 
Induced by a 10" Shock Generator 
Over a Transpiration-Cooled 
Hemisphere Without Blowing at 
Mach 12 for Run 37 

6.3.3 Studies of Surface Blowing Effects on 

The effects of surface blowing on interaction heating 
are demonstrated first by presenting sets of 
measurements for a range of blowing rates with a 
fixed shock-generator geometry. We then present the 

ShoeMShock-Interaction Heating 

Positioning the interaction at 20" below the axis of 
the model without blowing, we see in Figures 6.17a 
through 6 . 1 7 ~  that the effect of blowing is basically 
to move the interaction downward from the model 
axis-an effect that results from the displacement of 
the bow shock away from the hemisphere in response 
to an increased volume of gas in the shock layer. As 
was observed in the zero-blowing studies, the 
impingement heating does not decrease appreciably 
until the interaction drops 40" below the axis. If the 
interaction is positioned on the axis of the model 
without blowing, the effect of blowing is still to 
move the interaction downward, as illustrated in 
Figures 6.18a through 6 .18~.  Comparing the 
measurements in Figures 6.16, 6.17, and 6.18, it can 
be seen that the peak heating for the type IV 
interaction is not significantly reduced by surface 
blowing; however, there is a small reduction for the 
type I11 interaction, which is well below the 
centerline. It is noted here that, for values of the 
blowing-rate parameter (A) close to or greater than 
0.3, the shock layer is unsteady, and it is difficult to 
select a representative distribution of heating. 
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Figure 6.17a Heat Transfer Distribution in 
ShocWShock-Interaction Regions 
Induced by a 10" Shock Generator 
Over a Transpiration-Cooled 
Hemisphere With h = 0 at Mach 12 
for Run 22 
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Figure 6.17b Heat Transfer Distribution in 
ShocWShock-Interaction Regions 
Induced by a 10" Shock Generator 
Over a Transpiration-Cooled 
Hemisphere With h = 0.15 at Mach 
12 for Run 27 

Figure 6.17~ Heat Transfer Distribution in 
ShocWShock-Interaction Regions 
Induced by a 10" Shock Generator 
Over a Transpiration-Cooled 
Hemisphere With h = 0.20 at Mach 
12 for Run 28 

Figure 6.18a Heat Transfer Distribution in 
ShocWShock-Interaction Regions 
Induced by a 10" Shock Generator 
Over a Transpiration-Cooled 
Hemisphere With h = 0 at Mach 12 
for Run 40 

Figure 6.18b Heat Transfer Distribution in 
ShocWShock-Interaction Regions 
Induced by a'1O0 Shock Generator 
Over a Transpiration-Cooled 
Hemisphere With h = 0.20 at Mach 
12 for Run 41 
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U -  

Figure 6.18~ Heat Transfer Distribution in 
ShocWShock-Interaction Regions 
Induced by a 10” Shock Generator 
Over a Transpiration-Cooled 
Hemisphere With h = 0.3 1 at Mach 
12 for Run 42 

. 

These measurements are plotted together with those 
for the other blowing rates in Figure 6.19, which 
again emphasizes that neither the magnitude nor the 
shape of the locus of the heating-enhancement factor 
is significantly influenced by transpiration cooling. 
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These measurements are plotted together with those 
for the other blowing rates in Figure 6.19, which 
again emphasizes that neither the magnitude nor the 
shape of the locus of the heating-enhancement factor 
is significantly influenced by transpiration cooling. 
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Figure 6.19 Variations of Peak Heating With 
Angular Position of the Interaction 
Region for Various Blowing 
Parameters, k, at Mach 12 

6-1. 

6-2. 

6-3. 

6-4. 

6-5. 

REFERENCES 

Watts, J.D., “Flight Experience with Shock 
Impingement and Interference Heating on the 
X-15-2 Research Airplane,” NASA TM X- 
1669, 1968. 

Holden, M.S., Moselle, J.R., Lee, J., Weiting, 
A.R., and Glass, C., “Studies of Aerothermal 
Loads Generated in Regions of ShocWShock 
Interaction in Hypersonic Flow,” NAS 1- 
17721, April 1991. 

Edney, B., “Anomalous Heat Transfer and 
Pressure Distributions on Blunt Bodies at 
Hypersonic Speeds in the Presence of an 
Impinging Shock,” FFA Report 115, 
Aeronautical Research Institute of Sweden, 
1968. 

Keyes, J.W. and Hains, F.D., “Analytical and 
Experimental Studies of Shock Interference 
Heating in Hypersonic Flow,” NASA Report 
TN D-7139, May 1973. 

Sanderson, S.R., “Shock Wave Interaction in 
Hypervelocity Flow,” Graduate Aeronautical 
Laboratories Califomia Institute of 
Technology, 1995. 



4-48 

6-6. Holden, M.S. and Kolly, J.M., “Measurements 
of Heating in Regions of ShocWShock 
Interaction in Hypersonic Flow,” AIAA 95- 
0640, 33rd Aerospace Sciences Meeting, 
Reno, NV, January 9-12, 1995. 

6-7. Holden, M.S., Rodriguez, K.M., and Nowak, 
R.J., “Studies of ShocWShock Interaction on 
Smooth and Transpiration-Cooled 
Hemispherical Nosetips in Hypersonic Flow,” 
AIAA 91-1765, presented at 22nd Fluid 
Dynamics Conference, Honolulu, Hawaii, 
June 24-26, I99 1. 

6-8. Holden, M.S., “An Experimental Study of 
Massive Blowing from a Nosetip During 
Jovian Entry,” AIAA Paper 8 1 - 1070, June 
1981. 



4-49 

7. WALL-JET AND TRANSPIRATION 
COOLING FOR FLOWS WITH SHOCK 
INTERACTION AND SURFACE 
ROUGHNESS 

7.1 Introduction 
A key aspect of the design of scramjet propulsion 
systems is the development of an active wall-cooling 
system for the combustor region of the engine. 
Transpiration cooling and film cooling are two 
techniques that have been proposed to reduce the 
large heating loads on the walls of a supersonic- 
combustion (scramjet) combustor. The relative 
merits of film and transpiration cooling must be 
evaluated against complications associated with the 
fluid mechanical design of these systems, the 
sensitivity of each technique to combustion of the 
coolant, causing wall heating, and the sensitivity of 
such flows to shock impingement. Film-cooling 
techniques have also been used to reduce the 
aerothermal loads on the optical windows o f '  
hypersonic seeker heads, and to alleviate the heating 
levels in the combusting flows downstream of the 
injectors in scramjet engines. For the specific 
application to scramjet combustors, employing film 
cooling is attractive, because the injectant 
momentum contributes directly to thrust, and the 
mechanical construction is intrinsically simple. 
However, recent studies (References 7- 1 through 7-3) 
have demonstrated that relatively large levels of mass 
addition are required to maintain a cooling film over 
the length of the combustor. Also, if shocks 
generated in the inlet section and the combustion 
region of an engine impinge on the film-cooled 
surface, they can easily return the heating levels to 
uncooled values. Transpiration-cooling techniques 
have been used successfully to reduce the heating 
and skin friction levels on the nosetips and frusta of 
conical hypersonic reentry vehicles (References 7-4 
through 7-6). . Transpiration cooling is also 
advantageous in that it can significantly reduce the 
wall skin friction (which is a major component of the 
engine drag). However, the resulting low- 
momentum region adjacent to the wall can 
potentially be easily separated by a shock system 
impinging on the wall. The sensitivity to flow 
separation on a transpiration-cooled surface was 
demonstrated in studies (Reference 7-7) of 
transpiration-cooled maneuvering reentry vehicles 
(MRVs), where flap effectiveness was significantly 
reduced by the introduction of a low-momentum 
layer adjacent to the surface upstream of the flaps. 
However, recent studies (Reference 7-8) have 
indicated that transpiration-cooled surfaces are not as 

sensitive to shock interaction as one might have 
deduced from the results of wedge-induced separated 
regions. 

7.2 Film and Transpiration Cooling in the 
Absence of Surface Roughness and Shock 
Interaction 

7.2.1 Film-Cooling Studies 
In the film-cooling studies without incident shocks, 
measurements of heat transfer and pressure were 
made downstream of the 0.080- and 0.120-inch 
cooling slots for non-dimensional blowing rates h 
from 0.0 to 0.28. Figure 7.1 shows the heating 
distribution for a range of blowing rates from the 
0.080-inch slot, while Figure 7.2 shows a similar set 
of measurements with the 0.120-inch slot. For the 
cases without film cooling where a strong 
recompression shock was generated downstream of 
the step, a local peak in the heating rate was 
observed, followed by a gradual return to the flat- 
plate heating level. For the matched-pressure 
condition, there was a very weak wave at the top of 
the nozzles and the initial turbulent boundary layer 
moved smoothly from the step. In contrast, for the 
highest blowing rates where the flow was 
underexpanded, strong shocks were generated above 
and behind the nozzle exit, which may lead to 
enhanced mixing. It  is clear from Figure 7.2 that the 
greatest rate of heating reduction occurred for the 
largest cooling rates. However, beyond a certain 
coolant mass-flow rate, there was relatively little 
change in the heat transfer to the plate with increased 
coolant flow rate. Close to the matched-blowing 
condition the measurements from the two slot heights 
scale relatively well in terms of non-dimensional slot 
height. This can be seen by plotting the 
measurements in terms of cooling effectiveness (as 
shown in Figure 7.3 and 7.4). Cooling effectiveness 
(q ) is defined as 

Tawe - T T ~  
r l =  

TTC - TT- 

taking the reference value from the no-cooling run, 
we have 

for coolant flow Taw = 9 + Tw 
hr 

thus, q = (gh, + Tw - TT-)/(TTC - TT-) 
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Figure 7.1 Heat Transfer Variation with Mass 
Addition for 0.080-Inch Slot 
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Figure 7.2 Heat Transfer Variation with Mass 
Addition for 0.120-Inch Slot 
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Figure 7.3 "Effective Efficiency" of Film 
Cooling for 0.080-Inch Slot 

Figure 7.4 "Effective Efficiency" of Film 
Cooling for 0.120-Inch Slot 

These measurements made in the film-cooling studies 
correlated well when plotting q in terms of the 
scaled slot-height parameter (X/S)/h O e 8  as shown in 
Figure 7.5. Here, following accepted practice, the 
measurements are plotted for q of 1 or less. Also 
shown in Figure 7.5 are high Mach number 
measurements from Reference 7-1 for a nitrogen 
coolant, demonstrating the superior cooling 
properties of helium. The measurements made in 
these studies for a specific slot height, in fact, scale 
better in terms of h -1, as shown in Figure 7.6. To 
account for the effects of the molecular weight and 
specific heat of the coolant and the specific injection 
Mach number of the coolant, we have employed a 
modified cooling-length parameter 

in the correlation shown in Figure 7.7. Employing 
this parameter appears to correlate the existing 
measurements for the two slot heights, and those 
compiled earlier by Majeski and Weatherf~rd'-~ 
suggest a break point of close to two. 
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Figure 7.5 Correlation of Film-Cooling Effective 
Efficiency with Simple Scaling 
Parameters 
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Figure 7.6 Correlation of Film-Cooling Effective 
Efficiency with Simple Scaling 
Parameters 
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Figure 7.7 Correlations of Effective Efficiency 
of Film Cooling 

7.2.2 Transpiration-Cooling Studies 
In the transpiration-cooling studies, measurements 
were made at Mach numbers of 6 and 8 for nitrogen 
and helium coolants. At each of the freestream 
correlation and coolant, measurements of heat 
transfer and pressure were made for a series of 
coolant rates through the transpiration sections of the 
model. The effects of blowing rate on the heat 
transfer and pressure in the transpiration-cooled 
region are shown for the Mach 6 condition with 
nitrogen and helium coolants in Figure 7.8 and 
Figure 7.9, respectively. For the nitrogen coolant, a 
mass-addition level of 1.5% resulted in a 50% 
reduction in the heating rate; employing a helium 
coolant accomplished this reduction with one-third of 
the mass-flow rate. The measurements made with 
nitrogen coolants suggest that beyond a certain level 
for blowing rate (for blowing rates to achieve a 70% 
reduction in heating), to further reduce the heating 
level required significantly more coolant. For 
helium, this "knee" occurred at approximately a 90% 
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heating reduction. The effectiveness of transpiration 
cooling was not strongly influenced by Mach 
number. Correlations of the heating reduction for the 
nitrogen and helium coolants are shown in 
Figures 7.10 and 7.1 I ,  respectively. The two sets of 
measurements are plotted together in Figure 7.12, 
demonstrating the superior characteristics of helium 
as a coolant. To account for the effects of the 
molecular weight and specific heat of the coolant 
gases, we have correlated the measurements in terms 
of a modified blowing parameter 

which was deduced in earlier studies (see Reference 
7-5). As shown in Figure 7.13, the measurements for 
both the helium and nitrogen coolants as well as the 
Mach 6 and 8 data can be correlated well with these 
parameters. Also shown is the empirical relationship 

which provides an analytical expression for 
predicting heating reductions in transpiration-cooled 
flows. 
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Figure 7.8 Heat Transfer and Pressure 
Distributions Along Flat Plate- 
Transpiration Surface for Nitrogen 
Coolant at Mach 6 
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Figure 7.9 Heat Transfer and Pressure 
Distributions Along Flat Plate- 
Transpiration Surface for Helium 
Coolant at Mach 6 
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Figure 7.10 Correlation of Heat Transfer 
Measurements with Transpiration 
Cooling in Terms of Simple Blowing 
Parameter for Nitrogen Coolant at 
Mach 6 

Figure 7.1 1 Correlation of Heat Transfer 
Measurements with Transpiration 
Cooling in Terms of Simple Blowing 
Parameter for Helium Coolant at 
Mach 6 

Figure 7.12 Correlation of Heat Transfer 
Measurements for Nitrogen and 
Helium Coolants with Simple 
Blowing Parameter 
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Figure 7.13 Correlation of all Transpiration- 
Cooling Heat Transfer 
Measurements with Modified 
Blowing Parameter 



4-53 

7.2.3 Comparison and Correlation of Measurements 
With Shock Impingement 

A qualitative comparison of the film cooling versus 
the transpiration cooling is straightfonvard and is 
presented here. Quantitative comparisons or 
correlations are more difficult. In the case of film 
cooling data is strongly correlated by XIS which is 
essentially the number of slot heights downstream. 
For transpiration cooling, this parameter has no 
meaning and therein lies the difficulty of obtaining a 
correlation between the two cooling techniques. 
However, there is some common conditions between 
the two sets of data that can be compared. Presented 
here is a comparison based on mass flow rate of 
coolant over equivalent wall surface area. 
Essentially, the cooling effectiveness for a given 
mass flow rate from the slot injector is compared 
with the cooling effectiveness for the same mass flow 
from the transpiration surface for an equal amount of 
wall surface area. The cooling length was selected 
by choosing a representative ratio of cooled length to 
slot height. 

In order to compare the effectiveness of the two 
techniques with the data from these experiments, two 
sets of measurements have been selected for 
illustrating the heat transfer measurements obtained 
for cases without shock interaction. Figure 7.14 
shows the heat transfer variation for two transpiration 
cooled tests and two film cooled tests with the 0.08 
inch  lot.^-^ Figure 7.15 presents similar results for 
the 0.120 inch The freestream conditions are 
essentially the same between the film and 
transpiration-cooled experiments. Nominally, the 
freestream Mach number is 6.4 with Reynolds 
number at 8 X lo7 per foot and the length of the 
model preceding cooling is the same. In all cases, 
helium is the cooling gas. It is clear from these 
comparisons that for a given mass injection rate of 
coolant over a fixed surface area that initially the 
cooling effectiveness of the slotlfilm technique is 
superior. Although, as would be expected, the 
further downstream from the slot injector as the film 
is dispersed, the less efficient the film technique 
becomes. On the other hand, after an initial 
establishment length, the transpiration cooling 
reaches a near constant level. In the cases shown, the 
transpiration cooling effectiveness becomes slightly 
better than the film technique. It should be noted 
however, that for additional cooling downstream of 
what is depicted in the figures, additional mass 
injection would be required in the transpiration case, 
whereas a slowly degrading level of cooling is 

obtained from the current mass flow from the film 
technique. It is not known, however, how quickly 
the cooling effectiveness will degrade without 
additional transpiration-cooling mass addition. It 
would appear that for the cases selected that the film 
technique would be the better technique, because at 
nearly equivalent cooling levels between the two 
techniques, an additional benefit of thrust can be 
obtained. Two points should be noted, however. 
First, there would be a benefit from a reduction in 
skin friction from the transpiration cooling, and 
second, the cases with film cooling are for a matched 
pressure and velocity condition which tends to 
benefit the cooling effectiveness by keeping the film 
intact for longer periods. As will be shown in a later 
section, this conclusion is not made when shock 
interactions are present. Two major questions remain 
if hydrogen is used as the coolant. Would burning 
occur at the wall for film cooling as air is entrained 
into the base of the boundary layer, and would 
transpiration cooling inhibit wall burning by 
maintaining a purely hydrogen layer next to the 
surface? 

Figure 7.14 .Distance (Slot Heights) From Slot 
ExitlTranspiration Leading Edge 

Figure 7.15 Distance (Slot Heights) From Slot 
Exiflranspiration Leading Edge 
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7.3 Studies of Shockwave/Coolant-Layer 
Interaction 

7.3.1 Film-Cooling Studies 
Figure 7.16a and b illustrates the major features of 
the viscous/inviscid interaction regions in regions of 
shock-wave/film-cooling interactions. Shown 
schematically in Figure 7.16a is a shock/film-cooling 
interaction for a large blowing rate at an incident 
shock strength of 5.5". The shocks generated by the 
underexpanded nozzle flow interacting with the 
freestream are clearly visible at the injector station. 
However, both the injector shock and the film shock 
were relatively weak and did not significantly alter 
the strength of the incident shock. As the incident 
shock impinged on the boundary layerkoolant film, 
the flow at the edge of the viscous layer was turned 
toward the flat plate, as illustrated in Figure 7.16a. 
As the flow returned parallel to the flat plate, a 
recompression shock was formed and the 
boundarykoolant layer thinned dramatically through 
this recompression process. In Figure 7.16a, we have 
shown a case where the flow remains attached and 
the coolant layer was not dispersed by the interaction 
region. In Figure 7.16b, we show a flow where the 
coolant layer was separated in the interaction region. 
Again, the flow was for a large cooling rate; 
however, the shock from a 10.5" shock generator 
created a large separation region as it impinged on 
the boundary layer. The two nozzles shocks are, 
again, clearly evident; however, just upstream of the 
point that the incident shock struck the boundary 
layer, a third shock, the separation shock, was 
induced upstream of the point of shock impingement 
as the boundary layer separated. A separation region 
was formed in which the heat transfer and pressure 
were relatively constant - the plateau region. As the 
flow turned parallel to the surface, the separated 
shear layer reattached, and a recompression shock 
was formed. In these turbulent flows, the separated 
region extended from the beginning of the heat 
transfer rise to the end of the plateau region. For the 
separated region shown in Figure 7.16b, the coolant 
layer was rapidly dispersed in the separation and the 
reattachment regions, resulting in heating levels 
downstream of the incident shock that were not 
reduced by film cooling. 

Figure 7.16 Separated Shock-Wave/Cooling-Film 
Interaction 

Typical measurements showing the heat transfer and 
pressure characteristics of a shock-coolant-layer 
interaction are shown in Figures 7.17 and 7.18 for a 
slot height of 0.120 inch and a shock-generator angle 
of 8". The Schlieren photographs shown in 
Figure 7.19 indicate that the flow, which was 
attached without blowing, was fully separated for the 
two blowing conditions. As can be seen in 
Figure 7.17, the heating rate at the end of the 
recompression process was not reduced by film 
cooling. Also, a twofold increase in the blowing rate 
from the matched-flow conditions did not 
significantly increase the cooling capability 
downstream of the incident shock. A similar set of 
heat transfer and pressure measurements for the 5.5" 
shock generator is shown in Figure 7.20 and 7.21. 
Figure 7.22 shows the Schlieren photographs for this 
case. For the 8" shock generator, a large separated 
region was formed (Iscp/8~p=5) that decreased only 
slightly as the blowing rate was doubled. For the 
5.5" shock generator, the small separated region that 
was formed in the matched-blowing case was swept 
away when the blowing rate was doubled. As 
illustrated in Figure 7.20, the coolant film remained 
intact and caused a reduction in the peak heating of 
90% to 50%, depending on the position downstream 
of the cooling slot. However, in general, a film 
cooled layer can easily be dispersed by a plain 
incident shock. 
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Figure 7.17 Heat Transfer Distribution in Regions 
of Incident ShocWall-Jet 
Interaction (=8.0 Degrees, Slot 
Height=O. 120 Inch) 
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Figure 7.20 Heat Transfer Distribution in Regions 
of Incident-ShocWWalI-Jet 
Interaction (@sg=5.5 Degrees, Slot 
Height=O. 120 Inch) 

Figure 7.18 Pressure Distribution in Regions of 
Incident ShocWWall-Jet Interaction 
(@sg=8.0 Degrees, Slot Height=O. 120 
Inch) 

I 

Figure 7.21 Pressure Distribution in Regions of 
Incident-ShocWWall-Jet Interaction 
(@sg=5.5 Degrees, Slot Height=O. 120 
Inch) 

40) A 1 0 2 3 7  

Figure 7.19 Schlieren Photographs for Incident- 
ShocWWall-Jet Interactions (@sg=8.0 
Degrees, Slot Height=O. 120 Inch) 
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Figure 7.22 Schlieren Photographs for Incident- 
ShocWall-Jet Interactions (@sg=5.5 
Degrees, Slot Height=O. 120 Inch) 

7.3.2 Transpiration-Cooling Studies 
The studies conducted at Mach 6 of transpiration- 
cooling effectiveness in the presence of shock 
impingement were conducted for shock-generator 
angles of 5', 7.5', and 10' for a range of blowing 
rates with nitrogen and helium coolants. 
Figures 7.23 and 7.24 show the distribution of heat 
transfer and pressure in regions of shocwcoolant- 
layer interaction for a 5.3" shock generator and 
nitrogen and helium coolants. For the non-blowing 
case, the shock interaction caused a pressure increase 
that was fed upstream of shock impingement through 
the transpiration-cooled surface, introducing air into 
the sublayer upstream of shock impingement. The 
heat transfer rate in this region was dramatically 
reduced, even in the absence of coolant addition. 
However, it can be seen from the pressure 
distribution in Figure 7.23b that the pressure 
upstream of shock impingement was not significantly 
modified by this influx of gas into the base of the 
boundary layer. It is observed that introducing a 
nitrogen coolant rate of less than 5% or a helium 
coolant rate of one-third this value is required to 
reduce the heating level downstream of shock 
impingement to less than that upstream of the shock 
on the smooth plate. It can be seen from 
Figure 7.24b that the pressures upstream of shock 
impingement were not significantly modified by 

introduction of gas through the transpiration-cooled 
surface. The heat transfer and pressure distributions 
for the interaction strength generated by the 7.5" 
shock generator are shown in Figures 7.25 and 7.26. 
It can be seen that even with this increase in shock 
strength, there was, little upstream influence of the 
shock, both in the presence and in the absence of 
transpiration cooling. Again, we observed a decrease 
in heat transfer upstream of the incident shock 
resulting from flow under the porous surface for the 
non-blowing case. Introducing coolant induced a 
small upstream influence as a result of flow 
separation, which is clearly evident from what 
appears in the plateau in the pressure distribution (see 
Figures 7.25 and 7.26). However, as observed 
earlier, there was a significant decrease in heat 
transfer in this region. Schlieren photographs of 
these flows indicate that transpiration cooling does 
not induce strong distortions in the inviscid flow, and 
that the pressure levels and distribution downstream 
of shock impingement were basically uninfluenced 
by the introduction of coolant. The heat transfer 
downstream of the incident shock can be reduced to 
the initial flat-plate levels by the introduction of 2% 
of the freestream mass-flow rate of helium 
downstream of the incident shock. Measurements 
with heat transfer and pressure with the 10.5' shock 
generator are similar in nature to those obtained with 
the weaker shock strength. However, at the highest 
blowing rates, we began to observe flow distortions 
in the freestream downstream of the incident shock. 
In general, however, it was observed that 
transpiration cooling is an effective way of 
controlling peak heating in regions of shock- 
wavehoundary layer interaction. From these studies 
we were able to develop a simple relationship for 
predicting the cooling requirements in regions of 
shock-wavehranspiration-cooling interaction. By 
employing correlations based on the heat transfer 
coefficients and blowing parameters determined from 
the local inviscid conditions downstream of the 
reflected shock, we were able to collapse the data sets 
from the different interaction strengths and test 
conditions into a single correlation shown in 
Figure 7.27. The form of this correlation 

is similar to that for the constant-pressure flat-plate 
data. Employing this correlation together with 
simple calculations to determine the local inviscid 
flow conditions, it is possible to provide good 
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estimates for the levels of mass addition required to 
control the peak heating levels downstream of shock 
impingement. 
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Figure 7.24 Heat Transfer and Pressure 
Measurements at Mach 6 on Helium- 
Cooled Transpiration Surface with 
Shock Interaction from 5.3" Shock 
Generator 
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Figure 7.23 Heat Transfer and Pressure 
Measurements at Mach 6 on 
Nitrogen-Cooled Transpiration 
Surface with Shock Interaction from 
5.3" Shock Generator 
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Figure 7.25 Heat Transfer and Pressure 
Measurements at Mach 6 on 
Nitrogen-Cooled Transpiration 
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Surface with Shock Interaction from 
7.35" Shock Generator 

o.o+ 

Figure 7.26 Heat Transfer and Pressure 
Measurements at Mach 6 on Helium- 
Cooled Transpiration Surface with 
Shock Interaction from 7.35" Shock 
Generator 

. . . .  

Figure 7.27 Correlation of Heating Reduction 
Ratio with Modified Blowing 
Parameter m(rho,U,Ch,) (CPin/Cpf,)"' 
(M,,IMinj)O.' for Shock-Generator 
Angles of 5", 7.5", and 10" and Both 
Nitrogen and Helium Coolants 

7.3.3 Comparison Between Film and Transpiration- 

A comparison of the results for film cooling versus 
transpiration cooling are presented in a similar 
manner as the non-shock interaction results. That is, 
for a given cooling surface area, the cooling 
effectiveness is compared for the two techniques 
based on mass flow rates of the cooling injectant; in 
this case, the cooling injectant is helium and the 
freestream conditions are nominally Mach 6.4 with 
Re/fl= 8 X ( lo7) and the boundary layer upstream of 
cooling is identical. The measurements from four 
illustrative cases have been selected for comparison. 
Figures 7.28 and 7.29 show the results for the 5.5" 
incident shock generator cases for transpiration 
cooling as compared to the 0.08" and 0.120" slot 
cases. Figures 7.30 and 7.3 1 depict similar results for 
the 8" shock generator results. There is a dramatic 
difference in the cooling effectiveness of the two 
techniques downstream of the shock interaction 
region. For the 5.5" case, (Figures 7.28 and 7.29) 
increasing the mass flow rate does reduce the heating 
levels downstream of the interaction region. For the 
two cases shown, by nearly doubling the injectant 
mass flow, the heating load is approximately reduced 
by a factor of two. However, the effectiveness of the 
film cooling is continuously degrading in the 
downstream direction. In each of the two figures 
(Figures 7.28 and 7.29) downstream of the 
interaction regions are lines which represent 
approximate heating values for the equivalent mass 
addition rate as the depicted transpiration cooling 
case. These were obtained by simply interpolating 
between the two sets of measured data. There is a 
significant improvement in the cooling levels of the 
transpiration case over that of the interpolated film 
cooling result. In fact, the heating level is reduced by 
over a factor of two for both comparisons shown. 
Moreover, the transpiration cooling is more effective 
than the film cooling case with 50% more mass 
addition in (Figure 7.28) and is as effective as the 
case with twice the mass addition as shown in 
Figure 7.29. 

CooIing Techniques with Shock Interaction 
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Heat Transrc. Comparlmx, TranapiraUon Coollng 
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Figure 7.30 Distance (Slot Heights) From Slot 
Exiflranspiration Leading Edge 

H u i  Transrrr Comparlun Transpirailon Cooling 
and Film Coding rld Shock lnteracthn 

Figure 7.31 Distance (Slot Heights) From Slot 
Ex itITranspiration Leading Edge 

Figures 7.30 and 7.3 1 depict similar trends for the 8" 
shock generator cases. It is interesting to note that 
increasing the mass addition rates of the coolant in 
these cases makes little difference in the downstream 
heating levels. In Figure 7.30, the mass addition rate 
for the transpiration cooling data is somewhat higher 
(-15%) than the highest rate for the film cooling 
results. It appears, however, that extrapolating the 
film cooling result up to this mass addition level 
would not significantly alter the cooling effectiveness 
for this case. In Figure 7.31, the transpiration 
cooling mass addition rate falls between the two film 
cooling levels. Again, it appears that at these film 
coolant mass addition levels and at this shock 
strength, increasing the mass flow does not 
significantly improve the cooling effectiveness. 
Additionally, the film cooling levels at the furthest 
downstream positions shown in Figures 7.30 and 
7.3 1 indicate only a slight improvement over no film 
cooling at all (see Figures 7.32a and 7.32b). As 
indicated in the figures, there can be as much as five 
times less wall heat transfer for the transpiration 
cooling cases as compared to the film cooling cases 
at comparable coolant mass addition levels. In any 
case, the cooling ability of the transpiration technique 
is much better at reducing the downstream levels. 
Furthermore, the transpiration cooling holds the 
heating loads to approximately that of the upstream 
uncooled results. 
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Figure 7.31a Heat Transfer Measurements in 
Shock-Interaction Region, without 
Film Cooling 

Figure 7.31 b Pressure Measurements in Shock- 
Interaction Region, Without Film 
Cooling 

At these conditions, it is clear that downstream of the 
shock interaction region transpiration cooling is more 
effective in reducing the wall heat transfer. 
Although, this technique does not have the added 
benefit of increasing momentum in the main stream 
direction, it can reduce the skin friction. 
Furthermore, for a given mass flow rate, the 
transpiration cooling is much more effective at 
reducing the wall heating downstream of the shock 
interaction region without having to overcool the 
upstream region of the shock interaction zone. 

7.4. 
The accuracy of codes designed to predict the 
aerothermal characteristics of passively and actively 
cooled hypersonic vehicles at lower altitude are 
dependent on both the algorithms to describe the 
combined effects of surface roughness and blowing, 
and the way in which the semi-empirical constants 
used in the codes have been deduced from flight and 
ground test data. Although the studies of V~isinet'-'~ 
and Holden7'" have shown that the effects of surface 
roughness and blowing are not additive, in most 
codes the magnitude of rough-wall heating and 

Flow With Surface Roughness and Blowing 

surface blowing are calculated by essentially 
superimposing calculations based on models of these 
two effects considered separately. In these codes the 
assumption that surface roughness plays the primary 
role in controlling heating augmentation may be 
significantly in error when applied to highly ablating 
surfaces. If, as we deduce from the experimental 
studies, surface blowing effectively smooths the 
rough surfaces, then selection of an effective 
roughness height as the single correlating parameter 
connecting flight measurements with code 
predictions may be in error. Since most predictive 
techniques employ an effective sand-grain roughness 
as the single length scale characterizing roughness 
size, there continues to remain a key problem in 
defining the surface topography of a rough 
hypersonic vehicle. The experimental studies of 
Nikuradse'-'* and Schlichting7-", both hydraulic pipe 
flow studies, were principally responsible for the 
selection of sand-grain roughness as the standard 
against which to measure relative effects of other 
types of roughness. Although this standard has been 
frequently employed, the topographical 
characteristics of a sand-grain surface have yet to be 
defined. The Schlichting studies, conducted with 
roughness of well-defined geometric shapes, 
provided the first set of measurements which could 
be reproduced in both experimental and theoretical 
studies. The results from these studies, together with 
those from a number of subsequent investigations in 
subsonic adiabatic flows, were correlated by 
researchers to yield relationships between an 
"effective sand-grain height" and parameters which 
describe the geometric features of the surface--a step 
which further perpetuated the use of sand-grain 
roughness as a standard. The Dirling correlation, see 
(Figures 7.32 and 7.33) is one such plot, from which 
an effective sandgrain roughness height can be 
determined from knowledge of peak-to-valley 
roughness height together with the shape and spacing 
of the roughness elements. The roughness Reynolds 
number k e  k(U,K I v,)originally used by Nikuradse, 
and the non-dimensional roughness heights 
K16',KIOn, and K I O ,  (where 6*,0n,, and 0, 
are the displacement, momentum, and thermal energy 
thickness respectively), have all been used to 
correlate the aerothermal effects associated with 
boundary layers over rough re-entry vehicles. To 
date, however, no single parameter or combinations 
of parameters (e.g., Eek ,k I O )  has been used with 
any great success to describe the general similitude of 
turbulent boundary layers in supersonic and 
hypersonic flows over rough, highly cooled walls. 
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Figure 7.32 Simplified Drag Model for Rough- 
Wall Skin Friction 

Figure 7.33 “Effective” Roughness Correlations 
for Differing Roughness 
Geometries and Spacings 

The studies of Dvorak7-I4, Bettermann7-”, Lewis7-16, 
Simpson’-” and more recently Lin7-’* and F i n ~ o n ~ ‘ ’ ~  
have provided further insight into the basic effects of 
roughness shape and spacing on the characteristics of 
the rough wall boundary layer and skin friction and 
heating to a rough surface. Dvorak combined the 
effects of roughness shape and spacing into a single 
parameter A (the roughness density), defined as 
shown in Figure 7.33. He linked the downward shift 
in the velocity profile A U l U ,  to a combination of 
roughness Reynolds number i e  k(U, K I v,)and il 
through the relationship 

In incompressible flows the smooth regime, where 
the surface shear is entirely due to viscous shear is 
defined by kU, I v < 5 .  At larger 
keK,  6 < ke, < 70) the surface shear is composed 
of form drag on the roughness elements combined 

with viscous shear. For K - > 70 , the surface shear 

results principally from drag, and viscosity is no 
longer a factor in controlling the velocity profile. 

U, 
V 

Finson’s engineering model based on the early 
concepts of Liepmann and Goddard7-” and his 
(Finson’s) detailed numerical calculations provides a 
good basis for interpreting the physical phenomena 
of key importance in rough wall heating, as well as a 
relatively simple prediction technique. The shear on 
a rough wall can be expressed as the sum of the 
viscous and form drag of the rough surface: 

where B(y) is the blockage factor, and d(y) and D are 
the diameter of the roughness element and the 
spacing between elements, respectively. From his 
detailed numerical solutions, Finson showed that p 
and U were relatively constant between the base and 
top of the roughness element at values P,, UR close to 
the top of the roughness, and this equation becomes 

where A,,/A, is the ratio of projected area of the 
roughness element in the direction of the flow to total 

area of the flow on which they stand, and B 

the average value of B(y). 

For compressible flows Finson found that 

Therefore, assuming C,, is the smooth wall heating 
level, it is possible to relate the rough wall skin 
friction to the smooth wall value in the generalized 
form 
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and the relationship for heat transfer is assumed of 
the same form. 

If we assume that the product of the blockage factor 
and CD are invariant with roughness shape and 
space, then for constant local free stream condition, 
we get the Dvorak-Simpson Parameter: 

A slightly different form can he obtained by the 
subsonic blunt body approximation 

and using D/K rather than A/Ap to obtain the 
correlation in terms of the Dirling”*’ parameter, 

where the various areas are illustrated in Figure 7.32. 

In recent studies of effects of roughness, shape and 
spacing on the heat transfer and skin friction to the 
roughness, nosetips, frusta and flaps of a typical 
MRV configuration, Holden’‘” used both the 
DvoraWSimpson parameter A/Ap and the Dirling 

parameterl- [&I4 3 ,  and achieved reasonable 

success in correlations. In these studies, the effects 
of roughness shape and spacing on the heat transfer 
and skin friction both for surfaces with sand-grain 
roughness and those constructed with geometrically 
well-defined hemispherical and conical roughness 
elements were examined. Also, heat transfer, skin- 
friction, and pressure-distribution measurements 
were obtained on spherical and ablated noseshapes, 
conical frusta, and the control surfaces of MRV 
vehicles in hypersonic flow. Typical measurements 
and correlations are shown in Figures 7.34, 7.35 and 
7.36. 
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Figure 7.34 Heat Transfer Measurements on the 
Sharp Biconic Configuration 
Showing the Importance of 
Roughness Shape and Spacing 
Effects on Roughness-Induced 
Augmentation Heating (Ref. 7-10) 
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Figure 7.35 Correlation of Patterned Roughness 
Heating on Sharp Biconic Nosetips 
in Terms of Effective Windward 
Area (AdA,) 
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Figure 7.36 Correlation of Effective Roughness 
Heating Parameter For Sharp 
Biconic Nosetips in Terms of the 
Effective Windward Area Parameter 
(AdAS) 

The results of this work have demonstrated that the 
low-speed measurements of Nikuradse7-l2, 
Schlichting"", and others, and the correlations of 
Dirling7-2'/Simpson7-'7, cannot be used directly to 
predict rough-wall heating and skin friction in 
supersonic and hypersonic flows over nonadiabatic 
surfaces. Even the more solidly founded prediction 
scheme developed by Finson7-'*, which is based upon 
his detailed numerical solutions, consistently 
overpredicts the roughness-enhanced heating levels 
in high-speed flows. 

Voisinet's'-'' studies of the combined effects of 
roughness and blowing were conducted at Mach 6 
under adiabatic wall conditions. The measurements 
made in these studies have clearly demonstrated that 
the combined effects of blowing and roughness on 
skin friction cannot be described in a simple manner. 
The effects of surface roughness alone on skin 
friction were shown to be correlated in terms of the 
roughness Reynolds numbers; a result consistent with 
earlier measurements on adiabatic walls by Goddard7- 

and Reda7-". In contrast, measurements on models 
placed in the flow involving significant levels of 
heating (HA, = 0.5) have in general correlated 
better with parameters like W6, U@ or W6, which, 
as shown by the theoretical studies of Dvorak and 
Finson, should have greater relevance to roughness 
effects on re-entry vehicles. Voisinet's studies 
demonstrated that the effects of surface roughness 
and blowing on skin friction cannot he deduced from 
simple expressions derived from the measurements 
made of each of the separate effects. 

The measurements made in studies with a 
transpiration cooled model with and without blowing 
are shown in Figure 7.37 together with measurements 
of the heating rates to rough and smooth non-porous 
hemispherical models at the same condition. The 
measurements on the model with zero blowing, 
shown in Figure 7.37, clearly show that the intrinsic 
roughness of the surface causes heating enhancement 
factors of over 1.7. In fact, it can be seen by 
comparing Figures 7.37 and 7.38 that the heat 
transfer measurements on the rough hemisphere are 
in good agreement with those obtained on the non- 
blowing transpiration-cooled nosetip model such that 
they would be biased toward the larger heating. 
When a small amount of blowing (&/pc = 0.032) 
was introduced, the heating rates over a major part of 
the transpiration-cooled model dropped to levels 
close to those recorded on the smooth model, as 
shown in Figure 7.37. It could be postulated, on the 
basis of these measurements, that the initial effect of 
mass addition from a rough ablating nosetip is to 
modify the flow around the roughness elements, by 
eliminating the cavity flows, in such a way that the 
momentum defect introduced by the roughness is 
small as illustrated in Figure 7.39. Holden's studies 
of roughness shape and spacing effects on non- 
ablating configurations suggest that not only are the 
subsonic studies inapplicable to the heating of heat 
shields in hypersonic flow, but further that the basic 
modeling of the roughness drag and mechanisms of 
heating in the theoretical models is highly 
questionable. In these studies it was shown that even 
in mildly supersonic flow, shocklets are clearly 
evident (see Figure 7.40) around each roughness 
element. Thus not only is the model of drag 
incorrect, the entropy layer associated with each 
shocklet contributes to a higher temperature/lower 
momentum flow around the roughness elements than 
described in the current roughness models. 



4-64 

“r 0 

Figure 7.37 Heat Transfer Measurements on 
Scant and Smooth Hemispherical 
Nosetip Showing How Small 
Blowing Brings Down Heating 
Levels to Smooth-Wall Values 
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Figure 7.38 Schematic Diagrams of the Flow 
Structure Between and Above the 
Roughness Elements on Blowing 
and Non-Blowing Surfaces 
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Figure 7.39 Comparison Between the Turbulent 
Theories of Lin & Crowell for 
Smooth-Wall and Rough-Wall 
Measurements of Holden on 
12” Diameter Hemisphere (M=l1.2, 
&D=11 x lo6, K=12.5) 



4-65 

t 

Figure 7.40 Schlieren Photographs of the Flow 
Over the Sharp Biconic Nosetip 
Showing the Individual Shocks for 
the Roughness Elements (Ref. 7-1 1) 

Surface Roughness and ShockBoundarv Laver 
Interactions on Indented Nosetips' 
Measurements made in full-scale flight tests and 
ground test facilities with ablating nosetips have 
demonstrated that under many re-entry conditions, 
concave or indented noseshapes can be d e v e l ~ p e d ~ - ~ ~  
as nosetip ablates. The increased heating resulting 
from boundary layer transition coupled with 
increased surface roughness close to the sonic region 
is responsible for the initial development of the 
indentation. Subsequently, the large heating rates 
which are developed in the recompression region 
resulting from shock-boundary layer interaction at 
the base of the indentation can cause grossly indented 
noseshapes. While it is possible to predict the initial 
indenting using relatively simple shape change codes, 
when significant ablation occurs the computation of 
heating over the rough surface for flows with 
embedded regions of shock wave-boundary layer 
interaction are subject to considerable uncertainties. 
Although there have been a number of experimental 

to examine the distribution of 
heating to non-indenting nose-shapes and 
investigations with a major emphasis on examining 

StudieS(7-24. 7-25. 7-26) 

the gross stability of flows over highly indented 
noseshapes, little detailed information is available for 
rough indented nosetips where attached or slightly 
separated regions of shock wave-turbulent 
interactions occur. 

Typical flow fields and distributions of heat transfer 
over an axisymmetric indented nosetip configuration 
are shown in Figures 7.41 and.7.42 for smooth and 
rough surface conditions. Here it can be seen that 
surface roughness causes a significant increase in the 
size of the separated interaction region as well as in 
the heat transfer in the reattachment compression 
region. It has also been observed that introducing 
surface roughness increased the size of interaction 
region on flat plate/wedge compression surfaces as 
graphically illustrated in Figure 7.43. One might also 
speculate on the basis of these observations that 
surface blowing would have an even larger effect on 
the occurrence of flow separation and the 
characteristics of separated interaction regions. 

:c 

Figure 7.41 
the Heating Distribution (M=ll.4 ReD=12x106) 

Influence of Surface Roughness on 
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Figure 7.42 Influence of Surface Roughness on 
the Flow Field on Indented Nosetips 
(Ref. 7-1 1) 

Figure 7.43 Flow Over the Rough MRV 
Configuration With a 30' Flap 
Detection 

The Nose Tip Recovery Vehicle (NRV) nosetip is 
one of the few nosetips which has been recovered 
from flight during re-ent~y~-*~. The nosetip is of 
particular interest because it was "caught" during the 
portion of the trajectory where transition was 
spreading over the nosetip, and a non-similar shape 
change was occurring. An enlarged model of the 
nosetip, shown in Figure 7.44, displays two 
characteristics which are of interest to the nosetip 
designer. The first is that the nosetip is indented to 
the point where three-dimensional separated regions 
of significant proportions must have been formed. 
The second feature is the distinctive three- 
dimensional grooved shape of the NRV nosetip, a 
shape which could not have been predicted from 
shape change codes. It could be speculated that 
because of the intrinsically three-dimensional 
characteristics of boundary layer transition, an 
intrinsically three-dimensional nosetip similar to the 
NRV is formed on ablating nosetips whenever the 
transition moves onto the nosetip. If such nose 
shaping occurs, it will not only be difficult to predict 
but also induce nosetip forces which can change 
rapidly with small changes in nose shape or angle of 
attack. 

Figure 7.44 Installation of NRV Heat Transfer 
and Pressure Model in 96" Shock 
Tunnel 

A Schlieren photograph of the flow over the NRV 
model is shown in Figure 7.45. This photograph 
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illustrates the two classes of flow with embedded 
shocks which are typical of the flow over indented 
nose shapes. The flow over the top of the model 
separates as it expands downstream of the spherical 
cap and a small three-dimensional separated region is 
formed in the cavity formed by the grooves. The 
compression waves generated in the reattachment 
region coalesce to form a single shock -- the re- 
compression shock. The bow shock and re- 
compression shock interact with the formation of a 
single shock and a shear layer. 

Figure 7.45 Schlieren Photograph of the Flow 
Over the NRV Heat Transfer and 
Pressure Model (M=l1.3 
Re/FT= 1 Ox 1 06) 

A typical heat transfer distribution for freestream 
conditions closest to those encountered in flight is 
shown in Figure 7.46, indicating that the boundary 
layer remains laminar over the spherical cap of the 
model, with transition occurring in the free shear 
layer downstream of the shoulder expansion. While 
the heat transfer rates drop below the stagnation point 
value in the separated regions just downstream of the 
shoulder, heat transfer rates in the reattachment and 
recompression regions over the model can rise to 
close to three times the stagnation point value. 

Figure 7.46 Heat Transfer Distribution Over the 
NRV Configuration - M=ll,  Re/FT=lOxIO6, a=Oo 
(Ref. 7-25) 
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8. AEROTHERMAL AND AERO-OPTICAL 
EFFECTS ASSOCIATED WITH THE 
DESIGN OF SEEKERHEADS FOR 
HYPERVELOCITY INTERCEPTORS 

8.1 Introduction 
During the past year, the LENS facility and the 
associated instrumentation suites have been 
completed with extensive modifications including 
those to use hydrogen as a driver gas at pressures of 
up to 30,000 psi, and the assembly of the complete 
instrumentation suite of refractive and radiative 
instrumentation. In order to obtain accurate 
measurements of the aerothermal and aero-optic 
environment around film and internally-cooled 
window configurations, it is essential that the 
velocity and density fields around the seeker head be 
duplicated to obtain the correct refractive and 
radiative fields associated with coolant-mixing and 
high-temperature non-equilibrium flow chemistry. 
To obtain the correct turbulent mixing environment, 
Reynolds numbers of over 1 x lo6 must be obtained 
for shock layer temperatures where vibrational and 
dissociational as well as chemical non-equilibrium 
effects are correctly duplicated. To achieve these 
conditions at velocities from 1 to 5 M s e c ,  a ground 
test facility must operate at pressure levels of up to 
30,000 psi at stagnation temperatures of up to 
15,000 OR. At these conditions, the chemical 
structure of the shock layer must differ little from the 
environment generated in flight, therefore levels of 
freestream dissociation should be small. 

A major design feature of a facility constructed to 
make accurate aero-optic measurements is the virtual 
elimination of the vibration of the model and the 
optical bench system supporting the refractive and 
radiative measurement instrumentation. An 
additional inertial isolation system has been 
constructed to support the optical bench system. As a 
part of the completion of the LENS facility, a new 
visible/M WIR wavelength aero-optical 
instrumentation system has been developed for the 
evaluation of seeker heads in the LENS facility. In 
addition, a radiative instrumentation package 
including an IR spectrometer and radiometer has 
been added to the instrumentation which has been 
previously described in Reference 8-1. These 
systems were statically calibrated and their 
performance was then validated, prior to the 
evaluation programs for McDonnell Douglas and 
Lockheed seeker head configurations, in the testing 
described in Section 4. 

8.2. 

The principal objective of this experimental program 
was to obtain both aerothermal and aero-optical 
measurements on a triconic seeker head 
configuration. The studies were conducted at two 
basic test points. The first was at a velocity of just 
under 3 kmlsec and an altitude of 23,000 ft, a 
condition typical of boost-phase intercept operation, 
while the second condition was selected to duplicate 
a velocity of 4 kmlsec at an altitude of 45 km, as 
shown in Figure 8.1. The three-dimensional triconic 
seeker head configuration which was used in these 
studies is shown in Figure 8.2. This model has a 
flush-mounted window containing aerothermal 
instrumentation on one side and a recessed film- 
cooled optical window on the opposite side of the 
model. 

Aerothermal and Aero-Optical Studies on 
3-D Seekerhead Configuration 
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Figure 8.1 Test Conditions at 3 and 4 W s e c  
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Figure 8.3 Schlieren Photo of Flow Over Model 
Without Coolant 

Figure 8.2 CUBRC 3-D Triconic Seekerhead 
Model 

8.3 Aerothermal Measurements and 

Schlieren photographs of the flow over the seeker 
head configuration without window cooling and for a 
match pressure helium condition are shown in 
Figures 8.3 and 8.4. Here it-can be seen that cooling 
causes slight distortions in the shock layer. However, 
there is little difference between the flows with and 
without cooling. The distribution of heat transfer and 
pressure over the flush window for the 3 kmlsec test 
condition are shown in Figures 8.5a and 8.5b. From 
the heat transfer distribution it can be seen that 
transition began 2.5 inches from the stagnation point 
and the boundary is fully turbulent over the window 
section of the model. Comparisons between the 
theoretical predictions of the GASP code and the heat 
transfer measurements are shown in Figure 8.6. It 

Comparison with Predictions 

Figure 8.4 Schlieren Photo of Flow Over Model 
With Matched Pressure Helium 
Coolant 

Figure 8.5a Distribution of Heat Transfer Over 
Flush Window at 3 kmlsec Test Point 
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Figure 8.5b Distribution of Pressure Over Flush 
Window at 3 km/sec Test Point 
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Figure 8.6 Navier-Stokes Prediction Compared 
with Data Over Flush Window at 
3km/sec Test Point 

can be seen that the turbulent heating levels are in 
good agreement with the GASP code predictions if 
transition is positioned close to the stagnation region. 
However placing transition in the experimentally 
determined transition region results in a significant 
over prediction of the heating levels. The heat 
transfer and pressure measurements made at the 4 km 
condition are shown in Figures 8.7a and 8.7b. The 
heat transfer measurements indicate that the flow 
over the major part of the seeker head is laminar with 
transition beginning toward the base of the model. 
Again the pressure measurements indicate that the 
pressure is basically constant along the window 
section of the model. 

Figure 8.7a Heat Transfer Distribution Over 
Flush Window at 4km/sec Test Point 

Figure 8.7b Pressure Distribution Over Flush 
Window at 4 km/sec Test Point 

8.4 Aero-Optic Measurements 
A new, visibleA4WIR-wavelength aero-optic 
instrument has been developed for seeker-aperture 
evaluation in the LENS facility. The instrument has 
been installed and integrated with the facility. A test 
program was performed with the instrument to 
evaluate the film-cooled aperture of a 3D model. 
The facility was designed to utilize visible and 
infrared (IR) light sources, a wide-band optical bus, 
and refractive and radiative sensors. The wide-band 
optical bus, shown in Figure 8.8, was developed to 
couple visible and MWIR optical signals into the 
aero-optical experiment. The visible and MWIR 
refractive instruments include pulsed laser 
holographic interferometry, laser point-source 
imagery and line-of-sight, and point thermal-source 
imagery. The radiative instruments include a 
variable-band radiometer and a multiple-band 
spectro-radiometer. These instruments are coupled 
into the experiment through the optical bus. An aero- 
optics software analysis system provides a 
comprehensive optical evaluation of visible and IR 
data sets, as illustrated in Figure 8.9. The aero-optic 
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evaluation capability uses interferograms from the 
holography device, point spread functions from the 
visible and IR imagery, and line-of-sight signals from 
the boresight error (BSE) sensor and results in 
wavefront maps, encircled-energy functions, and 
BSE levels, respectively. These optical evaluations 
are available in wavebands defined by the user, for 
example, visible, SWIR, or MWIR. 

Figure 8.8 The Wideband Optical Bus Couples 
the Visible and Infrared Optical 
Signals into the Aero-Optical 
Experiments 

Figure 8.9 The Aero-Optic Software System 
Provides Comprehensive Optical 
Evaulation Based on Visible, Infrared 
and Holography Data 

The 6-pulse holographic interferometry system 
records at 1 00-microsecond intervals and features 
Y 1 00-waves accuracy and 200-micron spatial 
resolution. The rapidly scanned, visible-band, point- 
source imaging system features computer- 
programmable scanning of 16 images onto a single 
512 x 512 pixel FPA and long-duration exposure. 
The cooled visible CCD provides an intensity- 
measurement dynamic range of 65,000: 1. The 

boresight sensor has a noise level of 4 pradians and a 
dynamic range o f f  480 pradians. The IR imager 
features an InSb focal plane array, FPA, with 128 x 
128 pixels and 12 bit digitizing at 1 kHz. The 1.25 
meter telescope achieves an angular resolution of 40 
pradians per pixel, 50 pm pixel spacing. The IR 
imager looks through the optical bus at a sub 
resolved pinhole, which is back lit with a blackbody 
at high temperature. The specifications and optical 
configuration of the IR imager are shown in 
Figure 8.10. 

Figure 8.10 The Infrared Imager Features an InSb 
Focal Plane Array with 128 x 128 
Pixels and 12 Bit Digitizing 

8.4.1 Holography Measurements 
The holographic interferograms from the runs with 
nitrogen and helium coolants were compared through 
interferometry analysis and wavefront reconstruction, 
which results in a phase map of the optical wavefront 
as it exists in the seeker aperture. This is a 
convenient result, because it can be used to determine 
the point spread function on the focal-plane array 
(FPA) through Fourier optics. The phase map is 
resolved on all pixels within the interferogram, 
providing a continuous phase function within the 
seeker aperture. The phase maps are processed to 
remove both angular-tilt components and the mean 



4-74 

value. The standard deviation, or RMS value from a 
plane wave is determined from the wavefront in this 
form. The RMS value is a measure representative of 
wavefront distortion, which is typically quoted in 
units of waves. Distortions of one tenth waves or 
less produce only small effects on the image at the 
FPA. For larger distortions, the image is measurably 
degraded in peak intensity and sharpness. 

The holographic interferograms for the nitrogen and 
helium coolant runs depict vastly different 
distortions, as shown in Figure 8.1 1. The fringe 
distortions in the nitrogen case represent a high- 
spatial-frequency distortion appearing essentially 
uniformly throughout the aperture. The fringe 
distortions for the helium case are much weaker and 
are slightly higher than the noise level of the 
interferometer or lambdd20, waves for visible 
wavelength light, 0.69 pm. 

Figure 8.11 Interferograms for Run 6 and Run 8 
are Compared. Note Larger 
Distortion for Run 8 Which Used the 
Nitrogen Coolant 

The wavefront reconstructions, i.e., phase maps, are 
rendered by gray-scale and wire-grid plots in 
Figures 8.12 and 8.13, respectively. The gray-scale 
plots exhibit the general features observed in the 
interferograms, while the wire-grid plots reveal a 
more quantitative result. The wavefront distortions 
for the nitrogen and helium cases are 0.288 and 0.05 1 
waves, respectively. The wavelength of the 
interferometer is equal to the wavelength of the ruby 
laser, 0.69 microns. This wavelength is about a 
factor of five shorter than a typical MWIR 
wavelength of 3.5 microns. Hence, the accuracy of 
the visible wavelength interferometer is enhanced by 
a factor of five when the evaluation is performed in 
the MWIR. 

I 
I 

I 

I 

I 
I 

I 
I 

I 



Run 8 Phase Map 

i 
I Run 6 Phase Map I 

Figure 8.12 Gray Scale Plots ofthe-Computed 
Phase Maps for Runs 6 and 8 

V 
I I 

, Run8 PhaseMap. RMS=0,288waves 
I 

! i 

Run 6 Phase Map. RMS = 0.051 waves 
- -  - __. - - - 

Figure 8.13 Phase Maps for Runs 6 and 8 

8.4.2 Point-Source Imagery Measurements 
The imagery measurements were obtained for the 
nitrogen-coolant run. The tare (without-flow) and 
flow images for Run 8 (nitrogen coolant) are shown 
in Figure 8.14 for both the visible and infrared 
imagers. The visible tare image is the best-focus 
image obtained; however it is not diffraction-limited, 
(DL), image. Its actual image size is about two 
times DL. The peak intensities of the visible tare and 
flow images are 17673 and 492 counts, respectively, 
in arbitrary units, and the Strehl ratio is 0.028. The 
flow image is characterized by a large number of 
low-intensity peaks that are distributed across a large 
portion of the FPA. The infrared point source 
imagery is much higher quality with tare and flow 
peak intensities of 33538 and 27433, for a Strehl 
ratio of 0.82. 
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Figure 8.14 The Measured Point Spread 
Functions for the Visible and Infrared 
Imager Systems are Shown for the 
Tare and Flow Cases. Image 1 (of 4) 
is Displayed 

The encircled-energy (EE), function exhibits, in one 
dimension, how the image brightness is distributed 
on the FPA for both the visible and infrared imager, 
as shown in Figure 8.15. The EE of the visible tare 
image reaches the 83 percent point of the collected 
energy at an angular dimension of 84 pradian. The 
first Airy ring of a perfect image would reach this 
point at an angle of 47 pradians, given the 
characteristics of the telescope. The focal length is 
4.8 meters, the aperture is 30 mm and the wavelength 
is 0.63 microns. The EE of the visible flow image 
rises much more slowly, depicting its significant 
distortion. The blur observed in the flow image is 
about 5 times larger than the tare image at the 30- 
percent collected-energy point 
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Figure 8.15 The Tare Encircled Energy Curve is 
Compared to the Flow Encircled 
Energy Curve for the Visible and 
Infrared Imager Data from Run 8 

The encircled energy curve for the infrared imager in 
the MWIR region rises much more quickly than the 
curves for the visible imager. An ideal infrared Airy 
distribution contains 83% of the encircled energy at 
an angular diameter of 240 pradians. The infrared 
imager reaches the 83% point at 9 15 pradians. Thus, 
the blur observed in the infrared image is 
approximately 4 times diffraction limited, a factor of 
2 improvement over the visible imager. 

8.4.3 Line-of sight Sensor Measurements 
The line-of-sight (LOS) sensor measurements for 
Run 503 (without-coolant) and Run 6 (helium 
coolant) are shown in Figure 8.16. The vertical 
angular deflection is plotted for approximately 5 
msec prior to and during the established flow. The 
mean and RMS values are determined both prior to 
and during the flow. The instrument was modified 
after Run 6 to increase its sensitivity, and as a result 
the absolute noise level in angular units was reduced 
from about ten to one pradian. 
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Figure 8.16 Boresight Error Signals for Run 6 
(top) and the No Coolant Run 
(bottom) 

Run 6 shows an absolute LOS level of -488 pradian 
with a STD level prior to flow. The initiation of flow 
is depicted by a brief period of oscillation in LOS, 
which persists for about 1 millisecond. The 
following period contains the established flow and 
lasts for over 4 milliseconds. The absolute LOS is - 
523 pradian with a STD of 45 pradian during the 
period of established flow. The net LOS shift is 35 
pradian with an uncertainty of 12 pradian. The 
instrumentation modification after Run 6 resulted in a 
reduction in the LOS uncertainty to less than one 
pradian. 

The first 4 milliseconds of Run 503 illustrate the high 
level of stability of the boresight sensor in the 
absence of flow. The absolute LOS level was 70 
pradians while the STD level was less than 1 
pradian. During the flow, the absolute LOS level 
shifted to 41 pradians and the STD increased to 12 
pradians. Thus the net LOS shift produced by flow 
was 39 pradians. 

8.4.4 Results from Aero-Optic Studies 
Platform Stability 
For the uncooled Run 503, the uncertainty in the 
LOS changes from about 0.8 pradian prior to flow, 
to about 12 pradian during flow. This shows the 
absolute mechanical stability is at most 12 pradian 
and potentially as low as 0.8 pradian. This stability 
is about 10 to 20 percent of a typical FPA pixel, and 
therefore long exposure images formed during the 
established flow period will contain aberration 
indicative of those induced by flow and not be 
contaminated by mechanical vibrations. 

Validity of Pseudo Imagery versus Point-Source 
Imagery 

The wavefront phase maps obtained from the 
holographic interferometer are used to compute the 
corresponding PSF in the visible. Also, since the 
magnitude of the wavefront phase map can be scaled 
to the MWIR, the image performance can also be 
obtained for longer wavelengths. These pseudo PSFs 
are suitable for comparison to the PSFs measured 
directly with a CCD in the visible or with the InSb 
FPA in the MWIR. The comparison in the visible 
and MWIR bands is pursued to examine the validity 
of the scaling. 

Initially, a plane wavefront is propagated to obtain an 
ideal image, Figure 8.17, which provides the on-axis 
intensity for the Strehl ratio and provides an angular 
calibration of the numerical sampling of the PSF. 
The angular calibration is achieved by selecting an 
aperture, in pixels, which produces an image size at 
the FPA equal to the diffraction limit of the aperture. 
For the visible, the aperture required to match the 
image size in pixels to the diffraction limit of he 
aperture is 16 mm to achieve a IO pixel image size. 
For the infrared, the aperture is 23 mm to achieve a 7 
pixel image size. The wavefront phase map from the 
nitrogen-coolant run (Run 8) is used to obtain the 
degraded PSF, which is then scaled into absolute 
magnitudes, i.e., intensities and angular dimensions, 
by using the ideal image obtained by propagation of 
a plane wave. This pseudo image, when 
appropriately scaled, is compared to the "real" image 
obtained with the point source imager, i.e., the CCD 
in the visible and the FPA in the IR band. This 
comparison of the pseudo and real PSFs is shown in 
Figure 8.18. Qualitatively, the visible PSFs exhibit 
similar features--that is, dramatically reduced peak 
intensitieS from ideal and a significant reduction in 
image sharpness. Quantitatively, the pseudo and real 
visible PSFs have Strehl ratios of 0.104 and 0.028, 
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respectively. The pseudo image is representative of a 
very-short-exposure image, since the wavefront is 
assumed frozen. For that reason the pseudo image 
should be brighter and sharper than the real image, 
with its comparatively longer exposure, 3 0 0 ~ s .  The 
Run 8 infrared images exhibit a much lower level of 
distortion with Strehl ratios of 0.819 for the pseudo 
PSF and 0.896 for the PSF measured directly with the 
FPA. 

holographic analysis results in a brighter PSF 
compared to the visible-image analysis. For the 
pseudo-PSF, approximately 24% of the total 
encircled energy is recovered at the fourth ring of the 
ideal Airy distribution, compared to 95% for the ideal 
case. The encircled energy curve from the visible 
imager recovered only 10% of the total encircled 
energy at the same diameter. This powerful pseudo 
imagery analysis will allow for the longer exposure 
imagery by incorporating multiple wavefronts into 
the analysis and averaging the PSF's on the FPA. 
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Figure 8.17 Plane Wave Propagation Yields an 
Ideal Point Spread Function as 
Shown 

Run 8 pseudo PSF 
(visible holography) (IR holography) 

Run 8 pseudo PSF 

Run 8 visible imager PSF Run 8 Infrared Imager PSF 

Figure 8.18 Run 8 Comparison of the Pseudo 
PSFs from Holography and the 
Measured PSFs from the Visible and 
Infrared Imager Systems 

The encircled-energy functions of both pseudo and 
real images are shown in Figure 8.19. The 
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Figure 8.19 The Encircled Energy Curves for the 
Run 8 Flow Case for the Visible and 
Infrared Imager Systems are 
Compared to the Holography 
Analysis 

Aero-Optical Evaluation of Nitrogen and Helium 
Coolants 
The wavefront phase maps for the nitrogen and 
helium coolant cases are used to obtain the 
corresponding PSFs in the visible (0.69 micron) and 
in the MWIR (3.5 micron) regions. The visible 
images are shown in Figure 8.20. The image with 
nitrogen coolant is significantly more degraded, as 
the on-axis intensity is lower and the sharpness is 
reduced, when compared to the image with helium 
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coolant. The Strehl ratios for the nitrogen and 
helium coolant images are 0.104 and 0.923, 
respectively. Hence, the helium image exhibits 
approximately 10 times the brightness of the nitrogen 
image. 

Strehl ratio = 0.104 

Run 8 pseudo PSF image: Visible 

I Strehl ratio = 0.923 

Helium 
coolant 

Run 6 pseudo PSF image: Visible 

Figure 8.20 Pseudo PSFs at Visible Wavelength 
from the Holography Analysis are 
Compared with Runs 6 and 8 

A similar analysis has been obtained for MWIR 
wavelengths. The PSFs are shown in Figure 8.21. 
The nitrogen-coolant image in the MWIR is still 
degraded, with a Strehl ratio of 0.896, compared to 
the value of 0.997 for the image obtained with the 
helium coolant. The nitrogen coolant run exhibits 
some intensity outside of the main peak. The helium 
image in the MWIR is essentially at the diffraction 
limit of the aperture with a Strehl ratio of one. 

Strehl ratio = 0.896 A 
1 Nitrogen 

coolant 

Run 8 pseudo PSF image: Infrared 

m Strehl ratio = 0.997 

Helium 
coolant 

Run 6 pseudo PSFimage: Infrared 

Figure 8.21 Pseudo PSFs at Infrared Wavelength 
from the Holography Analysis are 
Compared for Runs 6 and 8 
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9. CUBDAT DATABASE OF 
MEASUREMENTS IN HYPERSONIC 
FLOW 

9.1 Introduction 
The experimental studies entered in this database 
were selected from studies conducted in hypersonic 
flows in Calspan's 48-inch, 96-inch, 6-foot shock 
tunnels and the LENS facility, during the past 30 
years. The measurements selected for this database 
were assembled from a far larger data set by 
choosing only the measurements in laminar, 
transitional, and turbulent flows, which we believe 
are of the greatest value for code validation. A 
special computer program, "CUBDAT," was 
constructed to provide easy access to the 
measurements in the database as well as the means to 
plot the measurements and compare them with 
imported data. The database contains tabulations of 
model configurations; freestream conditions; and 
measurements of heat transfer, pressure, and skin 
friction for each of the studies selected for inclusion. 
The measurements tabulated in this database are 
divided into seven main areas. The first segment 
contains measurements in laminar flow emphasizing 
shockwave-boundary layer interaction. In the second 
segment, we present measurements in transitional 
flows over flat plates and cones. The third segment 
comprises measurements in regions of 
shockwave/turbulent boundary layer interactions. 
Studies of the effects of surface roughness of nosetips 
and conical afterbodies are presented in the fourth 
segment of the database. Detailed measurements in 
regions of shocWshock boundary layer interaction are 
contained in the fifth segment. Measurements in 
regions of wall jet and transpiration cooling are 
presented in the final two segments. Finally, we 
include measurements for the recently conducted 
studies with the Planetary Probe configuration taken 
in the LENS facility. 

To adequately specify the boundary conditions, in 
addition to accurate specification of model 
configuration and freestream properties, we must 
include measurements to define the length and 
characteristics of the laminar, transitional, and 
turbulent flow on the body. Because of the small 
thickness (typically .05 inches) and intrinsically full 
structure of the turbulent boundary layers developed 
on the models, it is virtually impossible to make 
flowfield surveys of a definitive nature. We believe 
that it is more useful to present data which will 
enable the code validator to make "tip to tail" 
calculations starting in laminar flows and preceeding 

through transition through a turbulent boundary 
structure. Therefore, in the database we have 
presented heat transfer and pressure measurements 
which span the laminar to turbulent regions to enable 
the analyst to validate the modeling of the transitional 
process. A summary of the studies presented in the 
database are listed in Table I. 

9.2 Review of Database 
CUBDAT is a program that provides access to 
reduced data from a number of experimental studies 
conducted in Calspan's shock tunnels from 1964 to 
present. Data from each study are stored in ASCII 
files that are compatible for use with LOTUS 1-2-3. 
The sequence number, n, of each run performed is 
part of its associated filename, which is of the form 
"RUNn.LTS." The use of appropriately named 
subdirectories provides the ability to discriminate 
data from different experimental series. A file named 
"CONFIGUR" must also be present in each 
subdirectory. It defines the single character 
abbreviations used in place of lengthy descriptions 
for model parameters related to the experiments. For 
instance, the phrase "Distance from the Leading 
Edge" might be represented by the letter "A" in the 
data files. 

Although CUBDAT provides the user with a number 
of options for the plotting and tabulation of the 
information within the ASCII files, the ability to use 
the data in other contexts is essential. Toward this 
end, added information if provided in the form of: 

1. 
2. Sample RUNn.LTS file; 
3. SampleCONFIGURfile; 
4. 

Brief description of file organization; 

Plots derived from data in Item 2. 

CUBDAT is available to qualified users, and details 
of its distribution are provided in the Appendix. It 
can only be used on PCs or compatibles, and there 
are no plans to convert it to other operating 
environments. Primary user interaction with 
CUBDAT is through the Main Menu, whose content 
is presented below. 

Choices (Active Values in Parentheses) 
Place program usage overview on the screen 
Set default drive and directory (d: & directory) 
Select a different run for processing (0) 
Display test conditdons 
Draw plots (Grid is Off) 
Present data in tabular form 
Display model parameters 
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7 
8 Change Qo(F-R) parameters (Nd=.25 ft, 

Enter # of choice or G to toggle Grid (Q to Quit)--> 

List information in the summary file 

Shape=Cylin., Twall=530.00 degR) 

The user responds by entering hisher choice to 
produce a result or another level of queries. For 
example, if item 7 were chosen, a second menu 
would appear offering the choice of any of the 30 
studies for which data are available. Once a study 
has been selected, information pertinent to the study 
is displayed. If test matrix data are present, a yesho 
query is offered to the user for a response. Figure 9.1 
combines information from the displays produced 
when study 14 DSHK-SHK] and its corresponding 
test matrix data were opted. 
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Figure 9.1 Format of Source Capsule and Test 
Matrix for ShocWShock Interaction 
Database Available in CUBDAT 

The most useful feature available in CUBDAT is the 
ability to produce graphic information. Option 4 
provides this capability only if there is an active run 
number (i.e., nonzero) in the parentheses for option 
2. An error message will be flashed if zero is 
indicated. This is also true for options 3, 5, and 6. 
Figure 9.2 provides a representative plot of combined 
pressure and heat transfer data once option 4 has 
been selected. 
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Figure 9.2 Typical Plots of the Heat Transfer 
and Pressure Distribution in Regions 
of ShocWShock Interaction Which 
Can Be Obtained Directly from the 
CUBDAT Database 
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Hypersonic Laminar-Turbulent Transition 
and its Implications for Winged Configurations 

D.I.A.Pol1 
College of Aeronautics 
Cranfield University 

Cranfield, Bedford MK43 OAL, U.K. 

1. Summary 
The problem of laminar-turbulent transition on swept 
back wings travelling at hypersonic speeds is one of 
great practical significance. Swept back wings 
support three-dimensional boundary layer flows and, 
in consequence, two mechanisms for transition are 
admitted which do not occur in two-dimensional 
situations. These are attachment-line contamination 
and cross-flow instability. Both these are known to 
be very important in the generation of turbulent flow 
in low-speed flows. It is argued that these 
phenomena are also important in high speed 
conditions. Available evidence is reviewed and, 
when possible, estimates are made of the conditions 
necessary for transition onset. 

2. Introduction 
Vehicles, or devices, which are required to travel at 
hypersonic speeds often incorporate surfaces for the 
generation of lift, stabilizing or control forces. The 
requirement for good aerodynamic efficiency 
invariably leads to the use of thin aerofoil sections 
and planforms with highly swept leading edges. 
However, since there will also be a considerable heat 
loading at the high Mach number phases of flight, it 
will be necessary to introduce blunting in order to 
reduce the very large surface heating rates which 
occur at the leading edge. The degree of blunting 
will have to be chosen very carefully since, whilst 
alleviating the very serious heating problem, it 
introduces two undesirable effects. Firstly, the 
aerodynamic efficiency is reduced because blunting 
increases the pressure drag of the wing. Secondly, 
and possibly more importantly, the combination of 
blunting and leading edge sweep may cause 
transition to turbulence in the boundary layer close to 
the leading edge. This will cause both increased 
drag, through increased surface shear, and increased 
heating rates close to, or even at, the leading edge. It 
is this boundary layer transition which is our primary 
concern and, for the transition in the leading edge 
region, the following parameters are of primary 
importance. 

1. leading edge sweep angle 
2. leading edge blunting - i.e. nose shape 
3. aerofoil thickness 
4. aerofoil incidence. 

A generic aerofoil section is sketched in figure 1 
which gives an indication of the main features. 

For typical wings the sweep angles are unlikely to 
exceed 80" and so, for free stream Mach numbers in 
excess of 6 (i.e. hypersonic flow), the component of 
the free stream Mach number in a plane drawn 
normal to the leading edge will be in excess of unity. 
This being the case the general characteristics of the 
flow will be as indicated in figure 2. i.e. there will be 
a strong detached shock wave wrapped around the 
leading edge. Moreover, away from the apex of the 
wing the leading edge region will be unaware of the 
delta wing plan form i.e. the flow will be locally 
"infinite swept". 

By referring to figure 3 it may be shown that for the 
general delta wing with leading edge sweep angle, A, 
at an angle of incidence, a to a free stream with a 
Mach number, M,, the components of the free stream 
Mach number parallel to, and normal to, the leading 
edge are 

M, = M_ sinAcosa (1) 

and M,_ = MJ1 - sin2hcos2a)H (2) 

respectively. From which it follows that the 
effective sweep angle A' is given by 

(3) 
s i n h o s a  A' = tan-' 

Moreover, the incidence of the flow in a plane drawn 
normal to the leading edge is given by 

(4) 

It is important to note that the flow close to the 
leading edge depends upon a,, and that, for a highly 

Paper presented at the AGARD FDP Special Course on "Aerothermodynamics and Propulsion Integration for 
Hypersonic Vehicles", held at the von Kdrmdn Institute for Fluid Dynamics (VKI) in Rhode-Saint-Gentse, 

Belgium from 15-19 April I994 and published in R-813. 
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swept wing, small values of planform incidence, a, 
can lead to large values of a, e.g. if A is 80" and a is 
2" then a, is 1 1.4". Therefore, care must be taken 
when small angle approximations are being made. It' 
follows that, provided the "infinite swept" 
assumption is valid, the flow in the immediate 
vicinity of the leading edge is completely specified 
by the following parameters. 

1. the spanwise component of the free 
stream Mach number MTm (equation 1) 

2. the normal to leading edge component of 
the free stream Mach number M,_ 
(equation 2) 

3. the incidence in the plane normal to the 
leading edge a, (equation 4) 

4. the leading edge thickness t (figure 2) 
5 .  the leading edge geometry (figure 2) 
6. the "wedge" angle p (figure 2) 

free stream total temperature Tw/To_ 
and 7. the ratio of the wall temperature to the 

3. Pressure Distribution 
When considering the pressure field generated by the 
wing leading edge it is convenient, in the first 
instance, to consider two extreme cases. The first 
occurs when the leading edge is blunt and the free 
stream unit Reynolds number is high. In this case the 
pressure field is determined purely by the leading 
edge geometry. The local surface pressure is highest 
at the point of flow attachment and drops to a local 
minimum value at the point where the blunt nose 
meets the flat surface (this location is sometimes 

I referred to as the "shoulder"). Downstream of the 
shoulder the pressure rises to reach a local maximum 
(the value here being much less than at the point of 
attachment). Thereafter the pressure relaxes slowly 
towards an asymptotic value which is determined by 
the local wedge angle p. A typical example of this 
behaviour is given in figure 4. In this case, the wing 
is a cylindrically blunted slab (p = 0) at zero angle of 
attack. The three regions i.e. 

I 

a) cylindrical (attachment to shoulder) 
b) blending 

and c) relaxation 

are clearly visible. From the point of view of the 
analyses which follow, it is useful to note that 
regions (a) and (c) exhibit a special kind of 
"similarity" which can be useful in the analysis of 
complex situations. Since the normal to leading edge 
Mach number is supersonic, the pressure distribution 
over the cylindrical portion is independent of the 

shape of the wing downstream of the shoulder. 
Consequently, the pressure distribution in region (a) 
depends only upon MNy. and the nose geometry. To 
a first approximation the pressure distribution is 
given by the modified Newtonian form i.e. 

c p  = c p o  y )  
In the relaxation region (c) there is a similarity which 
results from the analogy between the two- 
dimensional pressure field developing downstream 
of the shoulder and the one-dimensional unsteady 
flow resulting from an explosion (rapid energy ' 
release along a line). This is the so called "blast- 
wave" analogy which is described in most textbooks 
on hypersonic aerodynamics - see for example 
Anderson'. By making use of the analogy, it can. be 
argued that the pressure variation in the relaxation 
region is such that 

where C, is the drag coefficient of the nose and K is 
a constant. Analysis of experimental data reveals 
that to a good approximation the pressure 
distribution is given by 

I) 

1 = 0.121 M N m 2 [ 2 /  + 0.56 
P, 

This form guarantees that the correct pressure level is 
reached for downstream of the nose. However, 
when the normal to leading edge Mach number is 
high, the pressure field close to the nose is given by 

I) - 0.12 MN:[>/ 
P, 

Unfortunately, there appears to be no simple form for 
the pressure distribution in the blending region (b). 
The second limiting case occurs when the leading 
edge is sharp and the free stream unit Reynolds 
number is low. In this case, the streamwise growth 
of the boundary layer is sufficiently large to modify 
the position and strength of the shock wave with 
consequential changes to the pressure distribution 
over the surface. If we consider the special case of 
the perfectly sharp leading edge and a plate at zero 
angle of attack, then, if the boundary layer is thin, 
there will be no shock wave at the leading edge and 
no variation of surface pressure along the plate. 
However, when the free stream unit Reynolds 
number is low, a thick boundary layer will be formed 
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which will displace the streamlines of the inviscid 
flow away from the surface. This produces a shock 
wave at the leading edge, giving an initial surface 
pressure which is much higher than the static 
pressure in the undisturbed free stream ahead of the 
plate. Away from the leading edge, the surface 
pressure decreases monotonically - approaching the 
undisturbed free stream value asymptotically - see 
figure 5 .  In this case the important parameter is R, 

where 4 = MNmK M: - [ a;;J (7) 

These results clearly show that, whilst sweep back 
reduces the pressure perturbations due to both 
effects, the relative importance of viscous-inviscid 
interaction increases rapidly as the sweep angle is 
increased. If the pressure distribution produced by 
the viscous-inviscid interaction is to be negligibly 
small compared to the bluntness induced pressure 
(say > 1110th) then 

and a, is the speed of sound in the undisturbed free 
stream. This parameter depends upon both normal to 
leading edge conditions and undisturbed free stream 
conditions. Near the leading edge the induced 
pressure field is given (approximately) by 

Conversely, the viscous induced pressure disturbance 
will be much greater than the bluntness induced 
pressure distribution (say 10 times) when 

- -  pe - -,,-l,[-r 3 I, 
1 M,2 

Rt, < - - P, 4 

where I, is a coefficient of order unity and very 
weakly dependent upon the sweep angle. Therefore, 
close to the leading edge - 

10 C O S ~ A  

Therefore when 

R t,co s’h 
0.10 < 1000 

M,2 

both viscous induced and bluntness induced pressure 

pe 

P, 
_ -  

Downstream the induced pressure distribution tends perturbations are significant close to the leading 
to edge. 

For the far downstream pressure distribution, if the 
viscous induced perturbation is to be less than I/lOth 
of the bluntness induced value then P, 

and, for air, this is 

In both cases the pressure perturbations are 
proportional to cos%. 

These simple expressions also allow a comparison of 
the effects of viscous-inviscid interaction and leading 
edge bluntness. Close to the leading edge, where x/t 
is of order unity, the ratio of the two effects is 

K 

C O S ~ . ’ ~  

whilst for downstream 

R, > 1000 - - 
cos3h t 

and, if the effect of viscosity is to be 10 times that of 
bluntness, 

R <--(:) 1 M,2 in 

‘- 10 cos3h 

Therefore for 

both viscous interaction and bluntness are 
significant. 
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4. Attachment-line transition 
For the infinite swept wing, the attachment line is the 
projection onto the wing surface of the limiting 
streamline of the external (inviscid) flow which 
separates the upper surface flow from that over the 
lower surface - see figure 6. When the leading edge 
is at zero sweep the attachment line becomes the 
locus of the two-dimensional stagnation points i.e. 
the local velocity there is zero. However, when the 
leading edge is swept, there is a velocity along the 
attachment line which, for an infinite swept wing, is 
equal to the spanwise component of the free stream 
velocity. In this case, a boundary layer forms along 
the attachment line and this may be laminar, 
transitional or turbulent depending upon conditions. 
If the attachment-line flow is turbulent, then, unless 
there is relaminarisation in regions of strong 
favourable pressure gradient, the flow over both the 
upper and lower surfaces will be turbulent. It should 
be noted that, as yet, off attachment-line 
relaminarisation has not been observed 
experimentally under hypersonic conditions and, 
consequently, attachment line transition must be 
considered to be a very important issue for wing 
design. 

The properties of the flow at the attachment line are 
governed by the following local parameters - a 
characteristic Reynolds number E where 

the Mach number at the edge of the boundary layer, 
Me, and the ratio of the wall to flow total 
temperature, TJ, - see reference 2. When 
transition is being considered, a roughness height, k, 
and the spanwise distance, s, (measured along the 
attachment line) between the trip location and the 
transition location also need to be specified. The 
complete transition picture is then given in terms of 

- 
R, Me, TwTTo, k/q and s/q 

where q is a characteristic length of the boundary 
layer 

For two-dimensional and three-dimensional trips in 
an incompressible attachment line flow the transition 
picture is completely mapped out - see references 3 
and 4 but, when the flow is compressible, our current 
knowledge of the critical conditions for transition is 

incomplete. However, in the limiting case of "large" 
roughness elements and "large" values of the 
spanwise separation s, it has been demonstrated that 
the conditions necessary for the onset of transition 
correspond to 

where 

- -  T, - 1 + O . l O (  $ - 1) + 0.60 [E - 1) 
Te 

- see references 2,5,6 and 7. In the case of "smooth 
wall" transition, it may be expected that stability 
theory could be used to predict the conditions 
necessary for transition since, in the limit of very 
small forcing disturbances, a linear instability of the 
flow should be precursor to transition. Once again, 
for incompressible flow, this has been shown to be 
the case - reference 8. Stability theory predicts that 
the flow is unstable to small disturbance when 
exceeds 583 and this is bourne out by experiments. 
However, when the flow is compressible, the 
situation is not so clear, since experiment and theory 
are not in agreement - see reference 5 .  At present, it 
is not possible to identify the reason for the 
discrepancy. However, we note that from the 
experimental data available the conditions for 
smooth surface transition are correlated 
(approximately) by a relation similar to that given in 
equation 9, i.e. 

- 
R. = 600 (10) 

Whilst this is in good agreement with the predictions 
of stability theory for incompressible flow, it 
suggests that transition behaviour is not modified by 
compressibility and surface heat transfer in the way 
predicted by linear stability theory. 

To summarise the current position we may make the 
following statements. Firstly, a clearly defined lower 
boundary exists for the generation of turbulent flow 
by large sources of disturbance (6 .  = 245). This 
limit has been verified by a large number of wind 
tunnel tests. Transition occurs at Reynolds numbers 
which are much lower than the theoretically 
determined minimum critical Reynolds numbers for 
the existence of amplified linear disturbances. 
Consequently this bound cannot be predicted with 
linear stability theory and it is appropriately 
described as a "bypass" mechanism (bypassing 
classical stability theory). Secondly, Using 
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- -- - 
d 245 7.20 - 2*o { r tad 

observations made in both conventional supersonic 
wind tunnels and the NASA Langley Mach 3.5 
"Quiet Tunnel", an experimentally determined upper 
bound for smooth surface, attachment line transition 
occurs when E. - 600. This does not correspond to 
any known limit based upon stability theory - except 
under incompressible conditions. 

n 
M _ ~ C O S ~ A  

1 +( y) M:Cos2~ 

In view of the apparent success the "reference 
temperature" based modification to the 
incompressible result, it is tempting to ask whether 
the hypothesis is capable of producing a complete 
picture of the transition process for flows with 
compressibility and heat transfer. The success of this 
approach may be judged by examination of figure 7 
which comes from reference 5 .  It is clear that there 
is some merit in the idea and it is probably accurate 
enough for the estimation of the critical roughness 
heights. In view of this, we may identify two 
particular conditions for the roughness height 

a) Effective roughness height - this is defined as the 
smallest height which first affects the attachment 
line transition. From the figure, i ,  for 
transition is less than 600 for values of k z q, 
i.e. the critical height occurs when 

k/q* = 1.0 

and 

b) Fully effective roughness height - this is defined 
as the smallest height of roughness which will 
cause transition at the lowest possible Reynolds 
number i.e. E. = 245. This occurs when 
k/q. z 2.0. Hence the critical value is 

k/q.  = 2.0 

In order to appreciate the consequences of the 
various criteria, it is appropriate to express them in 
terms of free-stream parameters and sweep angle. 
For an attachment line which is 

a) infinite swept 
b) M _  cosh z 2 

andc) Tw/To < 0.3 

d x I x = ,  1 Y 1 d . 

from which it follows that - 

lx M:cos2h(0.90 +0.54tan2A) 

1 +( v) M:Cos2~ 

X 

where Q is the atmospheric constant which equals 
7.273 x lo'* kg/m2. 

Sample results are given in the following table where 
a typical transmospheric ascent trajectory has been 
assumed and the leading edge sweep of the wing is 
taken to be 70" - 
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Altitude Machnumber E, = 245 

i ,  = 600 

(km) (M-1 d(m) U") 
k") 
24.6 6 0.020 0.299 0.122 0.372 
28.0 8 0.026 0.445 0.158 0.551 
31.4 10 0.037 0.685 0.223 0.844 
33.8 12 0.049 0.952 0.292 1.159 

It is immediately apparent that, the larger the leading 
edge radius, the higher the altitude at which the 
attachment line flow reverts to the laminar state - 
whether there is roughness on the surface or not. 
Moreover, it is clear that the roughness heights being 
considered are directly proportional to the leading 
edge diameter and that the values required to 
promote transition are ~ Q Y  small. This result clearly 
indicates the importance of roughness on the leading 
edge and the value of the leading edge diameter. 

Finally, it is interesting to note the values of the free 
stream Reynolds number, Q-dv,, at which the two 
critical conditions are reached. These are given in 
the following table, for the same trajectory. 

i .  = 245 E, = 600 

M, Q d v ,  Q d v ,  
6 1 . 0 4 ~  IO5 6.35 x lo5 
8 1.01 x lo5 6 . 1 5 ~  lo5 
10 1.13 x 10' 6.78 x 10' 
12 1.21 x 105 7 .wX 105 

The two Reynolds numbers are approximately 
constant over a very wide range of Mach number and 
altitude. Similarly, the critical roughness heights 
exhibit the following behaviour 

E, = 245 c, = 600 

M, k/d(%) Wd(%) 
6 1.5 0.30 
8 1.7 0.35 
10 1.9 0.38 
12 1.9 0.40 

These results also have only a weak variation with 
Mach number and altitude. However, it should be 
noted that there is an effect of sweep angle. 

5. Cross-flow transition 
In general, a three-dimensional boundary-layer flow 
is characterised by curvature of the streamlines in 
planes drawn parallel to the surface. Referring to 
figure 6, it is clear that, for x greater than zero, the 
streamlines at the edge of the boundary layer are 
highly curved, If the velocity variation within the 
viscous layer is resolved in the direction parallel to 
the external streamline the resulting profile is similar 
to the conventional two-dimensional form - see 
figure 8. However, unlike the two-dimensional 
situation, there is also a profile obtained when the 
resolution is carried out in a direction normal to the 
external streamline. This "cross-flow" profile exists 
since, in accordance with the boundary layer 
approximations, the static pressure is invariant with 
the normal to surface coordinate, z. Consequently, 
whereas at the edge of the layer the pressure gradient 
and the centrifugal acceleration are in balance, as the 
wall is approached the pressure gradient remains the 
same but the velocity is reduced. In order to 
maintain the local force balance, the curvature of the 
streamlines must change and this leads to the 
appearance of the cross-flow component of velocity. 
All cross-flow velocity profiles have zero velocity at 
the wall and zero velocity at the viscous layer edge. 
Within the layer, the profiles may take a variety of 
shapes depending upon the variation of the surface 
pressure - see figure 9. However, in the vicinity of a 
swept leading-edge the cross-flow profile has the "C" 
form with a single maximum - as indicated in figure 
8. 

In general, it is rather difficult to formulate a 
characteristic Reynolds number and over the years 
authors have suggested a variety of forms - none of 
which is entirely satisfactory. If the maximum value 
of the cross-flow velocity is denoted by C,, then the 
cross-flow Reynolds number x may be defined as 

Cm.x%.I c,, 
X I  = (Pfenninger reference 10) 

v c  

Cm.x~o .01  c,, or x2 = (Poll reference 11)  
v c  

Alternatively, an integral form may be used e.g. 



i.e X =  
0 

dz 

This latter form can be described as a Reynolds 
number based upon the cross-flow "displacement" 
thickness. However, it should be noted that, in this 
context the "displacement" is not related to the actual 
displacement of the inviscid flow, nor does the 
definition uniquely characterise the velocity profile. 
Nevertheless, this integral definition will be used in 
the context of the present work. 

It is clear from the above that for a swept-back wing 
cross-flow profiles will develop wherever there is a 
pressure gradient. Therefore, referring to figure 4, a 
strong cross-flow will be generated initially in region 
(a). This will be moderated in region (b) and, finally, 
reinforced in region (c). It follows that cross-flow 
instability is likely to be particularly important in 
regions (a) and (c). Furthermore, from figure 5 ,  it is 
also apparent that cross-flow instability may play a 
role when the pressure field is induced by viscous- 
inviscid interaction. 

For incompressible flow on the windward face of a 
swept cylinder, transition due to cross-flow 
instability takes place when x is of order 100. 
However, as shown in reference 1 1, a single value of 
x is insufficient to adequately describe the conditions 
necessary for transition. In fact, for transition very 
close to the leading edge of an infinite swept wing in 
incompressible flow two independent parameters are 
needed. Figure 10 shows that, in this case, x and the 
streamwise flow shape factor H I ,  are a suitable 
combination. 

In the general area of compressible flow with heat 
transfer, an extensive literature search has revealed 
that only a small number of experimental 
investigations have been carried out into the problem 
of transition via cross-flow instability when the free 
stream Mach number is supersonic. Most 
significantly, no example has been found in which 
cross-flow induced transition has occurred on the 
windward face of a swept circular cylinder. 
Although in several cases, e.g. Creel, Beckwith and 
ChenI2, there is clear evidence of the presence of 
streamwise vortices in the laminar layer. These 
vortices are characteristic of cross-flow instability. 
However in reference 13, Stainback presents heat 
transfer data taken on a slab delta wing with 
cylindrically blunted leading edges. The leading 
edge swept back is 60°, the free stream Mach number 

is 4.95 and the wall-to-total temperature ratio is 0.60. 
Figure 11  shows results for Stainback's plain delta 
model at zero angle of attack. It i s  apparent that the 
attachment line is laminar as is the entire cylindrical 
portion of the leading edge. However, at the highest 
free stream unit Reynolds number (1 2.24 x 1 O W ) ,  
transition occurs on the flat part of the wing very 
close to the shoulder. Under these conditions, the 
value of E, on the attachment-line is 530 and, since 
the delta wing has a smooth surface with no obvious 
source of attachment-line contamination, the 
observation of laminar flow is consistent with our 
current expectations (see the previous section). 

Figure 12 shows the development of the cross-flow 
Reynolds number x (integral definition) as a function 
of the surface distance measured from the attachment 
line. The variation exhibits all the characteristic 
features for flow close to a swept leading edge. At 
the attachment line (x = 0), x is zero. Over the 
cylindrical leading edge, x increases very rapidly 
reaching a maximum at the "shoulder" (x = 1.571 R). 
Beyond the shoulder there is a modest reduction of x 
leading to a local minimum when x/R is 
approximately 4.5. Thereafter, as the local surface 
pressure reduces with increasing distance from the 
leading edge (following the "blast wave" trend), x 
increases slowly, but monotonically. The point of 
transition onset is marked on the figure showing that, 
in this case, transition is occurring when x is 400. 
However, it is immediately apparent that there are 
several problems 

1. The variation of x with x is multivalued. There 
are three values of x at which x is equal to 400! 

2. The value of 400 for transition onset is three 
times the value for transition onset in 
incompressible flow 

and 
3. Further increases in free-stream Reynolds 

number could well produce transition on the 
attachment line since E. is close to 600 i.e. it 
may be impossible to bring transition onto the 
cylindrical leading edge through the mechanism 
of cross flow instability. 

A second important experimental study of transition 
on swept wings is that conducted by Jillie and 
HopkinsI4. In this case, a flat plate with varying 
degrees of small, leading-edge blunting was tested at 
different sweep angles for free-stream Mach 
numbers ranging from 2.5 to 4.0. A typical 
configuration is shown in figure 13 which illustrates 
the type of results obtained with their surface 
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sublimation technique (naphthalene and petroleum 
ether). The transition front is clearly indicated - as is 
the streak pattern in the laminar region, which is 
characteristic of the presence of cross-flow 
instability. When the plate leading edge was swept, 
the streamwise Reynolds number for transition was 
reduced relative to the unswept value and a typical 
example of the behaviour is given in figure 14. As 
sweep angle was increased the transition Reynolds 
number ratio decreased monotonically. Moreover, as 
is also clear from the figure, increasing the leading 
edge bluntness also reduced the transition Reynolds 
number ratio. 

There is an important difference between the Jillie 
and Hopkins experiment and that of Stainback. In 
the latter case transition occurred very close to the 
leading edge whilst in the former transition is 
occurring some distance back along the chord e.g. in 
figure 13 transition is at x/d of 16. The consequence 
of transition being a large distance from the leading 
edge is that the pressure field is of the blast wave 
type and entropy swallowing may become an issue. 
If it is assumed that the flow at the edge of the 
boundary layer has been processed by the plane part 
of the leading-edge, bow shock, then, as the sweep is 
increased at fixed free-stream conditions, the local 
value of the Reynolds number is increased. Provided 
the local value of the Reynolds number at transition 
remained constant, the effect of sweep would be to 
move the transition front forward. The dashed line 
drawn on figure 14 indicates how the free-stream 
streamwise transition Reynolds number would vary 
in response to sweep changes If the local streamwise 
transition Reynolds number was constant. It is clear 
that, whilst the general shape of the curves is rather 
similar to the dashed line, the results do not support 
the concept of a fixed transition Reynolds number. 
This means that the sweep U be modifLing the 
value of the local transition Reynolds number i.e. 
this is evidence of the existence of cross-flow 
instability. It is also clear that increasing the leading 
edge bluntness reduces the transition Reynolds 
number and it is conjectured that this is due to the 
consequential change in the pressure distribution. 

A sample computation of the cross-flow Reynolds 
number, x, has been carried out for the case in which 
the leading edge radius was 0.5 mm (% = 0.5 x lo'). 
The distribution of x is given in figure 15 for a range 
of sweep angles. The calculations show that the 
cross-flow Reynolds number reaches a maximum at 
sweep angles between 60 and 70". This corresponds 
to the conditions which give the minimum values of 

the transition Reynolds number. Moreover, the 
experimentally observed transition locations for 60" 
and 68" of sweep correspond to a constant value of x. 
The critical value of x is approximately 140. This 
value is very different from that found in Stainback 
experiment but it is typical of the values found in 
incompressible flow. 

The work of Jillie and Hopkins has been 
complemented by a similar study performed by Pate 
and Groth''. In this case a swept, slightly blunt plate 
was tested over a range of free-stream unit Reynolds 
numbers. The results for a single value of leading 
edge bluntness (t = 0.15 mm) are given in figure 16. 
These show that increasing the sweep reduces the 
free stream transition Reynolds number substantially. 
Moreover, there is a variation with the free stream 
unit Reynolds number. However, the data clearly 
show that, as sweep angle is increased, the influence 
of unit Reynolds number is substantially reduced. 
This is demonstrated in figure 17 where a coefficient 
N has been determined from the relation 

Re, = A(Unit RJN 

N is found to decrease in proportion to cos' A. The 
reduced dependence of transition Reynolds number 
upon free stream Reynolds number has also been 
observed by King'6 who studied transition on a 
circular cone at incidence in the Mach 3.5 Quiet 
Tunnel at NASA Langley. It is tempting to conclude 
from this that useful work on transition for three- 
dimensional shapes may be performed in 
conventional wind tunnels. In order to reinforce this 
point, it is possible to compare the data of Jillie and 
Hopkins and Pate and Groth for a free stream Mach 
number of 3, with similar leading edge bluntness but 
with a factor of three difference in the free stream 
unit Reynolds numbers. These results are presented 
in figure 18, where it can be seen that the agreement 
is quite good. Of particular interest is the way in 
which the role of leading edge bluntness changes 
with sweep angle. At the lower sweep angles, 
increasing the leading edge bluntness increases the 
free-stream transition Reynolds number i.e. at a fixed 
free-stream unit Reynolds number the transition 
location moves back along the chord. However, at a 
sweep angle of about 25", this effect is reversed i.e. 
increasing the bluntness causes transition to move 
forward. The clear implication is that sweep angle 
variations are producing a fundamental change in the 
underlying instability mechanism which is causing 
the transition. Finally figure 19 shows good 
agreement between the two data sets when the ratio 
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of the swept to unswept transition Reynolds numbers 
is plotted against sweep angle. Once again there is 
no indication of a strong unit Reynolds number 
effect. 

Under high Mach number conditions it is well 
known that there is an interaction between the 
viscous, near surface, flow and the inviscid outer 
flow. The consequence of this is that, even for a 
sharp edged flat plate at zero angle of attack, a shock 
wave will be formed at the leading edge and a 
surface pressure field will be established - see figure 
5 .  If the plate is yawed the strength of the leading 
edge shock wave will be reduced and a cross flow 
will be established in the viscous layer. This may 
affect the location of transition. Strong evidence that 
the swept interaction can cause major changes to the 
location of transition is provided by East and 
Baxter”. Using the thermochromic liquid crystal 
technique, they were able to show that the effect of 
sweeping the wing was to bring boundary layer 
transition forward to a position close to, and parallel 
to, the leading edge. By quantitative analysis of the 
colour changes in the crystals, East and Baxter were 
also able to demonstrate that, when transition takes 
place, the local heating rate rises very rapidly as 
,indicated in figure 20. This demonstrates the 
importance of understanding the transition when 
designing a vehicle which will travel at hypersonic 
speed. 

As previously noted, the parameter which 
characterises the flow modifications due to the 
interaction is R, where 

In the interacting flow, a pressure distribution is 
established and, when the leading edge is swept, a 
cross-flow develops in the viscous layer. For an 
infinite-swept, leading edge, the cross-flow Reynolds 
number x is such that 

By way of an illustrative example, the development 
of x has been computed for flow with a Mach 
number of 9 over a plate with a range of leading 
edge sweep back angles. The resulting variation of x 
with chordwise position, x, is shown in figure 21. 
There are a number of features which should be 
noted. 

a) Initially, x rises rapidly with x. However, as x 

increases the rate of rise reduces. 
b) At large values of x, x has an asymptotic value 

i.e. once the cross-flow Reynolds number has 
been established it remains in the flow 

and 
c) The maximum cross-flow Reynolds number 

increases rapidly with increasing sweep angle - 
up to angles of at least 80”. 

An initial analysis of this problem has been carried 
out by P011’~. This has  revealed that the maximum 
value of x occurs close to the leading edge (as in 
figure 21) and that 

x,,, ~1 M i t a d  

where the constant of proportionality is a weak 
function of sweep, Mach number and wall-to-total 
temperature ratio. Particularly noteworthy is the fact 
that the magnitude of x depends upon M? and not 
upon the value of the free-stream unit Reynolds 
number! As the flight Mach number increases 
towards the levels necessary for orbital insertion, 
very large cross-flow Reynolds numbers may be 
generated. This could constitute a transition 
mechanism which can operate at very high altitudes 
and very low Reynolds numbers! 

6. Conclusions 
Based upon a preliminary assessment of current 
knowledge of transition near the leading edge of a 
swept back wing, the following conclusions may be 
drawn. 

a) Attachment-line transition is very important at 
hypersonic speeds. It is also the best understood 
of the three-dimensional mechanisms. However, 
this understanding rests upon firmly established 
empirical correlations. At present, there are no 
theoretical verifications for 

b) In the absence of attachment-line contamination, 
transition can be brought close to the leading 
edge by the combined effects of nose bluntness 
and sweep. At zero sweep, increasing the nose 
radius can delay transition onset up to a 
maximum value of x. This is due, to some 
extent, to the fact that the generation of a strong 
bow-shock produces a consequential reduction in 
the local unit Reynolds number in the region 
close to the leading edge. Sweeping the leading 
edge weakens the bow shock. This causes the 
local unit Reynolds number at the edge of the 
viscous layer to rise and, for fixed free-stream 
conditions, the transition should move forward. 

of the criteria. 
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This effect is clearly limited in its extent. 
However, the available experimental data 
indicate that, for sweep angles greater than 30", 
the forward movement of transition with 
increasing leading edge radius continues without 
limit. It  is postulated that this is the result of 
cross flow instability within the viscous layer. 

and 
c) When the leading edge is perfectly sharp, 

viscous-inviscid interaction leads to the 
generation of a shock wave which modifies the 
local conditions at the edge of the viscous layer. 
The induced shock wave is strongest at zero 
sweep. Consequently, the application of sweep 
back, at fixed free-stream conditions, should 
cause transition to move forward. This is bourne 
out by experimental observation. However, the 
sweeping of the leading edge also introduces 
cross flow. The maximum, cross-flow Reynolds 
number occurs in the region of "weak" 
interaction. It increases as M 2  and does not 
depend upon the free-stream unit Reynolds 
number. 
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Figure 1 Typical plan form and normal to leading edge section details 
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FLOW IN THIS REGION 
/ IS UNAWARE OF THE WING APEX 

i.e. INFINITE SWEPT CONDITIONS APPLY A 

Figure 2 General characteristics of the inviscid flow for 
a delta wing at high Mach number 
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Figure 3 Relationship between streamwise flow 
components and those normal to the wing 
leading edge 
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Figure 4 Typical pressure distribution near the leading 
edge of a blunt swept wing 

I Vt - 
Figure 5 Form of the pressure distribution induced by 

viscous-inviscid interaction 
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Figure 6 Standard attachment line picture 
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Figure 7 The variation of critical Reynolds Number with 
roughness height for the onset of attachment line 



5-16 

velocity profile 
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Figure 8 Typical boundary layer velocity distribution 
near the leading edge of a yawed cylinder 
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Figure 9 Various possible forms of the cross flow 
velocity profile 
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Figure 10 The variation of cross-flow Reynolds number with 
streamwise shape factor for transition on a yawed 
cylinder in low-speed flow 
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Figure 11 Chordwise distribution of heat transfer for a 
60" swept cylindrically blunted slab wing at 
Mach number 4.95 and 0" angle of att9-L 
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Figure 12 Chordwise variation of crossflow Reynolds 
number for Stainback's delta wing 

Figure 13 

\ 

An e :xal m 
a wing swept at 45" with a leading edge radius 
of .02" in a Mach 4 flow (after Jillie and 
Hopkins reference I&) 
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Figure 14 Variation of streamwise transition Reynolds number with sweep and 
bluntness at Mach 4 (after Jillie and Hopkins reference 1kj 
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Figure 15 Variation of cross-flow Reynolds number with 
surface position and sweep angle for the Jillie 
and I-iopkins experiment 
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Figure 16 Variation of streamwise transition Reynolds 
number with freestream unit Reynolds 
number and sweep angle for a flat plate at 
Mach 3 (after Pate and Groth reference 15) 

Figure 17 Dependence of the unit Reynolds number 
exponent upon sweep angle for the Pate and 
Groth data 
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Figure 18 Effect of leading edge bluntness and sweep 
angle upon the streamwise transition Reynolds 
number for a flat plate (after Pate and 
Groth ’) 

t 

Figure 19 Normalised transition Reynolds number as a 
function of sweep angle for fixed nose 
bluntness and varying free stream unit 
Reynolds number 
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Figure 21 Variation of cross-flow Reynolds number with chordwise 
position for a swept flat plate with a sharp leading edge. 
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Configurational aerothermodynamics of RAM and SCRAM propelled vehicles, 

P. Perrier and J.C. Courty 
Dassault Aviation 

78, Quai Marcel Dassault 
922 14 Saint-Cloud 

France 

0. INTRODUCTION 

A lot of coniplesity is added to any flying vehicle by the 
propulsion integration. I-Ioivever it is clear that in subsonic 
the presence of inlets and esits have a vanishing elTect lvitli 
distalice, so that the integration of propulsion is a local 
problem cscept Ibr veri' liigli dellection of flow as i n  tlie 
V.T.O.L. vehicles. I n  transonic and supersonic regime tlie 
integration is more coniples as induced by the esteiit of 
interactions donnstream along the characteristics or in 
throat areas in transonic. The development of supersonic 
lighters and of Concorde has promoted the understanding of 
shock-tvaves interactions in a near 2-D or asisymetric flow 
on the 3-D edges of supersonic inlets and exits, and of 
shock wave-boundary layer interaction in the boundary 
layer diverters, or in local iiiipigement of normal shocks in 
ducts. Some major interactive effects were appearing on the 
longitudinal and lateral stability at the unstart of intake and 
esit, but generally the integration was not requiring 
complete redesigii of coiiventional wing-fuselage layout. 
Some designs were keeping nacelle or pod engine 
installation (B.58 hustler, Concorde, B. I ,SST projects, 
Russian projects.. ) and all others relying on filsclage engine 
installation with lateral air intakes (Mirage, US fighters, 
Russian Binder, ...) taking opportunity of jet exits in the 
base for a streamlined design with long internal ducts. 

olie major characteristic of hypersonic propulsion is the 
reduced amount of thrust by unit area of air intake or esit 
no7;r.le. Such eNect comes from high level of contraction 
needed for comparatively low Mach number in combustion 
chamber coiiipared to high Mach number in estemal tlow 
and in . nozzle flow ; additive elkct coiiies from tlie 
reduction of net drag for a given gross thrust : the velocity 
at the esit of nozzle is limited by niasiiiiuiii enthalpy ol' 
Iloiv aller combustion of hydrocarbon fuel and hydrogen. So 
that the variation of momentum of one square meter of 
incoming air captured by air intake and heated in 
combustion process . is decreasing rapidly nitti Mach 
N u m k r  leading to larger air intake, versus combustion 
sliaiiihcr, as iiiasiiiiiiiii Mach Number of flight is 
increasing; a similar trend occurs in 11072k area. At very 
liigli Modi Number or iicar the limit in  speed of combustion 
products. the tlinist miiius drag may bc so low that only 
\en' thin vcliiclcs can accelerate or sustain flight aiid 
iiiipossihlc mistr;iiiits on Iic:i[ Iluscs oii  thin lips or Icadiiig 
cdgcs :ire :ipIx:iriiig. Llorcovcr this iinplics tlie cstciision 10 

tlic coiiiplclc vcliiclc 01' pnrts ol' design dcvototl to 
uitcrxtioii twt\\ccii propulsion and clciwnts coiitrilwtiiig to 
tliglit 1wfoiiii;iiicc and coiitrol . i t  iiiises all the design 
constr;iiiits of ;I tl!,iiig vehicle nitli tlic design constraints ol' 
;I propulsion engine. tlic problems of control ol' the 
trajcston and of the intenial or estemal tlo\vs \villi 
soiiihustion (1:ig. 0- I ). 

One major constraint in hypersonic is the heat fluxes 
generated in boundary layers of the air intake as pressure 
increascs. If tlic friction temperature is almost the same on 
all tlie surface in contact with free air without combustion, 
tlie fluses are very high where high pressure are generated. 
Siiiiilarly the flwes are very high in the highest pressure 
and temperature near the combustion chamber. It can be 
deduced that long ducts of compressed air are to be avoided 
at the intake and even more for the exit. It induced the 
elimination of all the typical design retained in supersonic 
with nacelle under wing because they will be larger than 
fuselage itself, and long fuselage with long ducts at the 
entrance and exit of combustion chamber (air intake ducts 
and allerbumer pipes), taking into account the suppression 
of any compressor-turbine groups in the duct as natural 
compression of hypersonic flow is sufficiently high by itself 
in hypersonics. 

hi conclusion it is clear that integrated management of heat 
and pressure is the major focus in design of hypersonic 
vehicles with RAM and SCRAM jet. 

However it  is possible to summarise the 
aerothermodynamics of the RAM jet propelled vehicles by 
consideration of the loss in entropy and the gain in total 
temperature. The systems of shock waves are producing 
losses in entropy so that the integral of the losses w i l l  give 
the drag and local overheating gives h s t .  Due to high 
s\veep angle of the shock waves the deflection of flow by 
shocks allow the rebuilding of lift. So the analysis of the 
wake (Fig. 0-2) let the designer optimize the configuration 
as a \thole, whereas the detailed geometry of the flow field 
near tlie body is the key of local problems analysis and the 
data needed for any measure of the quality of global 
optiniisation with heat iluxes constraints appearing on the 
body (as induced e.g. by interaction of boundary layer with 
shear layer identified in the flowfield). We w i l l  cover in 
this paper the anal)-tical and global (functional) approaches. 

I .  AEROTHERMAL ANALYTICAL PROBLEMS 
DUE TO COMPLEXITY OF CONFIGURATION 

1.0 We will cover lirst tlie general configuration of 
vchiclc as gcnerating interaction of bow shock \ \we \Lith 
air intake, tlicn tlie interaction of fuselage wing flow lield 
ivitli illlerhod! rcquiraiient and coupling of front and rear 
p x t  o i  tlie vehicle. 

Paper presented at the AGARD FDP Special Course on "Aerothermodynamics and Propulsion Integration for 
Hypersonic Vehicles", held at the von Ka'rma'n Institute for Fluid Dynamics (VKI) in Rhode-Saint-Gen&e, 

Belgium from 15-19 April 1996 and published in R-813. 
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Forebody Configuration Me 
yrolate ellipsoid elliptical F j  4.6 
orolate soheroid circular F4 4.4 

1.1 

Ilasicnlly any veliicle nil1 give birth, tvliile travelling 
Ii!.l)crsoiiic~ill!. i n  ;in incoming tlou,, to a bow shock nave of 
high intensity. 
'l.ailoriiig tlic forchody shape must solve the followviiig 
problems: 
- the forchody shape niiist lead to allo\\able lieat Iluses at 
tlic nose and to siitlicicnt ninduard slope for ;I correct 
coinpression , must rillo\v to nianage the bow shock shape 
for ;iii etlicicnt shielding of the air intake, iiiiist lead to ;I 

correct entropy hoinogcncity and sutlicient tlow captation 
abilit!. in  front of the ' l i r  intake and to a spaii\\.isc 
Iiomogencous Inminar stable 1 1 0 ~  ;IS much iis psslble  (this 
last point being addressed in  $ 2.2. I )  ; inoreover all these 
rcqtiirctiicnts intist Ix conipatible uitli a iiiiniiiiuni 
I'orchod!, drag 
- the air  intake contipiration niust lead to a sutlicicnt mass 
f lon  rate , with minimum ellicienc!, loss (no boundaq, 
la!w separation) , to non critical overheating in case of bow 
shock interaction, and to stable flow (no buffeting induced 
by sliock-wave boundan layer interaction or at least 
d;inipcd biitTeting by specific control) 

1. I .  I Forclwdy shape configuration 

One major coiistraint \iiH come from heat this at nose 
\\here Ite!iiolds number is low. Ilius the sharp cone cannot 
bc a realistic configuration and rounded nosc is mandatory; 
it  gives an entropy layer near the \\.all which iiiay be 
included in  tlie boundary layers alter some meters of 
fuselage length. Besides entropy swallowing effect so 
generated by rounded nose, major interest in reduction of 
heat tluses is identified as coming from the concept of 
(( shielding shock II (see Fig. 1.1-1).  It is clear that 
sucli requireinetit of non-intersection of bow shock witti air 
intake put a coupling process between nose of vehicle and 
a i r  intake, coupling increasing \\it11 Mach Nuniber as air 
intakc increases in size. There are t\vo estreine designs to 
solve the problem of front fuselage, one \\it11 pointed quasi 
asis!nietric nose leading to highly curved conves air intake, 
or one uith conc;ive nose leading to embedded round air 
intake - Middle design is with flat lower surface of front 
body (Fig. 1.1-8 and 1.1-9) 

Coming back to the forebody shape influence , let us 
consider t\vo forebody gconietries - one \\.it11 a circular 
section and another one \vitli an elliptical section 
(Fig. I ,  1-2)- atid l ive dilTcrent noses - spatula (b): blunt 
spheroid i c  ),bliint. ellipsoid (d),blunt prolate splicroid ( e )  
a i i d  hluiit prolate cllipsoid ( t i -  (Fig. I .I-.? j.B!, coiiitming 
t11csc clcniciits iw coiisidcr live t'orcbody contiguratioiis: a 
sp;itiil;i clliptical 1 - 1  ,a blunt splicroid circular 1.2, ;I blunt 
cllipsoid elliptic:tl 1 3  , a blunt prolate splicroid circular 1-4 
;ind ii hliinr prolate ellipsoid elliptical F5 coiifipiiratioii 
(Fig. I .  1-1).  

Interaction of bow shock forebody and air  intake 

spatu la el I i p t ical FI 
blunt spheroid circular F2 
blunt ellipsoid elliptical F3 

The nose drag represents an important part of the forebody 
drag (85% of the drag for a blinit spheroid mounted on 
circiilar cross scctioiinal forcbody.).Anioiig the five 
configurations the best one in term of drag is F5 ( blunt 
prolate cllipsoid nose mounted 011 :in elliptical cross 
scctionnal forebody) and tlie \\'orst is F2 (blunt spheroid 
nose niorintsd on a circular cross section" forebody). 

3.9 
3.8 
3.6 

1.1.1.2 Influence on forbody compression 

One of the forebody missions is to compress the flow in 
order to slow doni1 i t  for a good working of the inlet.Tliis 
coniprcssion must be sought with the other important 
objective to obtain tlic more homogeneous flow as 
possible. 
For a given frecstrcam Mach number of 8 ,the minimum 
\vall Mach nuiiibcrs Me computed at a given section 
(X= I !hi for instance) are summarized in the following 
table: 

Forebody configurations 

prolate ellipsoid elliptical F5 
spatula elliptical FI 
blunt spheroid circular F2 

bliint cllipsoid elliptical F3 
Distance H (meter) 

2.06 
I .03 
I .03 
0.82 

As foreseen , blunt noses lead to lower Mach number tlian 
prolate ones; moreover ,the influence of the section type, 
circular or elliptical, has not so much importance. 
Conceming the Mach number homogeneity (see Fig 1.1 -6), 
the clliptical cross sectionnal forebodies (FI ,F3,F5) are 
characterized by a small region of low niach number on the 
windward side near the center line; this region is lower for 
prolate noses than for blunt ones. The same trend is 
observed on circular cross section forebody when 
considering the width of the is0 Mach number crowtii. 
The spatula elliptical forebody is located in the mean value. 
On Fig. I ,  1-7 arc shonn the is0 Mach number maps in the 
s)nunctry plane. 

1.1.1.3 Influence on shielding 

In addition to a correct flow in front of the air intake , the 
forebody design miist allow to make easy the air intake 
integration. In this respect the forebody shape must induce a 
bow shock \vliich is sufficiently far from the windward side, 
and which do not intersect the air intake. 
The distances H between the wall and the shock for the 
dilt'erent forebody shapes are presented in the following 
table: 

I prolate spheroid circular F4 1 0.62 I 
~~ 

In order to obtain it sliock far from the wall , i t  appears that 
i t  is preferable to colisider an elliptical cross section 
forcbod!. nit11 ;I blunt iiosc. 
Onsc ;igain the sp:itula elliptical forebody is located in the 
lllc:lll, 
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1.1.1.4 U Optimal <( forebody 

Froiii tlic above studies tve can suiiiii;irize tlic main trends: 

It can he seen that it  is hard to find ;I forebocly \vhich meets 
all the rcquircments . Consequently the best trade off 
seems to be a kind of spatula nose on an elliptical forebod!.. 
Nevertliclcss oiie evident solution for getting a span\\isc 
Mach iiuntbcr Iiomogencit!~ is to have a tlat \vind\vard side. 
Taking into accoiiiit all these varioiis but not al\\.a!.s 
coinpatihie constraints, a forehod!. shape can be proposed 
its [lie one slio\\n on Fig, 1.1-8 and I ,  1-3. The chosen 
niiidumi slope is here of 4". 

If \\.e exaniiiie the llo\\, lield i n  sucli Ilot coiiliguratioii, i t  is 
obvious that the best reduced heiplit of entropy s\vallo\\ing 
(leidilig to distorsion of recovery pressure) is obtained by 
elliptic nose. \Ye hio\v that th i  iiiasiiiiiiiii heat flus is 
prolxxtional to the sipare rootof tlie curvature at the nose 
or to the square root of a nieaii value evaluated from the 
two curvatures CI and C2 for 3D nose. Reduction;of 
entropy layer thickness and siniultaneo!isly of nose heat 
fluses Icd to flat nose position. If v e  examine the flow lieid 
oil a derived mixed 3D - 2 D  shape \villi flat \\ind\vard 
fuselage (Fig. 1.1-10) at Mach 6 a=Oo, in a' plane just 
upstream the air intake, we notice that a convergence effect 
of streamlines (Fig. I .  1-1  8) gives birth to an accumulatioii 
of high entropy streamlines, low Mach number, on the 
plane of syiuiiety vey detrimental to any efficient air 
intake. At an angle of attack a=5" (Fig. I .  1-1 I )  this buldge 
of entropy is alnays present but has decreased in size.The 
same trends esist for B higher mach numhcr M= I2 aiid the 
Sanic angles ofattack (Fig. 1.1-12 and 1.1-13). 

Camber effect 

A sliglitl!. modificd shapc,\vith a \\ind\vard slope evolving 
in streaiii\\.ise direction from 2.5" to 3.5" (Fig. I .  1 -14) lead 
to the same flow characteristics. Nevertheless if \\.e 
consider iiieiin quantities in  the captation surface,like inacli 
nunibcr,cfliciency and mass Ilo\v rate ,respectively on Fig. 
I . I - I  5, I , 1-16 and I .  1-17, ne can see that the \viiid\\.ard 
forehod!. \\it11 aii evolving riiiiip ,coinp~iretl nith the 
rcl;.rciicc onc.kccps the iiincli iiiuiihcr i n  frolit of tlic air 
iiit;ikc relativcl!. ideiiticnl but 1c;ids to ;I sipilicaiit iiicrcase 
111 cllicieiic!, and ahove all to ;in iiicrease in  the inlet tlow 
rate ( 12% increase) 

\:isCOus effects 

61 (ni 
0.2 I 
0.18 0.04 
0.30 0.09 
0.25 0.07 

Mach 

I2 
12 5 

llie relative iiiiportaiit height of the viscous layer as 
compared to the captation height (1.35 iii in the presciit 
case) implies that ~ ISCOIIS  effects must be taken into 
account at Ihe very beginning of the design , since the air 
intake eflicieiicy aiid flow mass rate w i l l  be strongly 
dependant on them. 
A comparison bet\veeii Euler and Euler+Boundary Layer 
computations on a similar forebody at Mach number 6.4 for 
tluee angles of attack 0". 5" and IO" allo\vs to analyze the 
eITects on tlie tiiass llo\v rate (Q) captured by the air intake 
and on the total pressure efliciency (q) . l i e  results are 
presented in  the follo\ving table: 

We can see that viscous effects on local Mach number are 
more important at lower incidence. The total pressure 
eflicieiicy exhibits a maximum value between 0" and IO": 
at low incidence the buldge of entropy and the boundary 
layers lead to more important losses, when at higher 
'incidence tlie bow shock strengthens and lead to increasing 
losses. The efficiency is maximum when these two 
tendancies compensate. 
The mass flow rate and the drag are rapidly increasing 
with angle of attack; an optimal angle of attack concerning 
the trade off between drag and mass flow rate must be 
sought , and this angle is not neccessary the same as the one 
leading to the best efliciency. 
Another iniportanf viscous effect on performances already 
mentionned is the transition position.We present hereafter 
some computations on a 40 meter length forebody 
concerning the drag SCX, the captured mass flow rate Q and 
the total presstire cfliciency q, for inviscid,laminar and 
turbulent flow hypotlieses. 

I I SCS 111~ 1 O 111~ I n I 
I 1 . I I 

EuIer I 1 8  I 38 I 0.89 I 

We can see that tlic losses due to turbulent boundar?; layers 
arc (\vice the oiics for lainiiiar boundary layers . 
Transition prediction is therefore very iniportant and needs 
sopliisticatcd tools as addressed in § 2.2. I .  

Flow three dimcnsionnolity effects 

'Ilic three diiiieiisioiiiiality of the Ilow on the \vinJivard side 
of the forebody is clixactcrized by streamlines coiivergeiice 
in  the centerline regioii and by streamlines divergence i n  
the outer spainvise region (Fig. I .  1-18). 
l'his divergence of tlic floiv can lead to higher heat transfer 
rates if the nail curvature is important, and to a lhimiing of 
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tlic hottiidan. I;t!.er \vicli is f:tvorahlc for ;I good ivorking 0 1  
the uir int:ikc. 
'flie streamlines divergence \vi11 also lead to  ohlique sliock 
\\aves oti tlic lateral part of tlic air intake \\hose induced 
recoinpression nil1 increase the houtitlary layer thickness in 
tlic conicrs , \\hicli in tuni is not favorable for a p o d  
ctlicictic!. oftl~e itir intake. 
Atiotlicr inilwrtatit util'nvorahlc ellkt  is a loss of Ilo\v mass 
rate in  tlic inlet nhicli is yen' pktializitig eslxcially i n  the 
SCIUM inode I'or nhicli rlic mass 11ow rate captation is the 
tiiost ttiiluetitial parameter oti the propulsive system 
perfonnaticc. 
Such important three dimcnsionnal cKects must also be 
taken itito accoiitit vcn. soon i n  the design process for ;I 
correct forebody pc.rfonn~itice ;issesstncnt. 

1.1.1.5 Conclusions on forcbody configurations 

We have sccti that tlie forebody conception must be 
performed taking into account several aerodynamics 
paranieters. the tiiost important for a SCRAMjet vehicle 
bcing thc completion of an objective of the flow mass rate 
\vhicli can bc captured by the air intake. The others criteria 
to be fitlltillcd are a prescribed compression ratio , the drag 
for this comprcssioti ratio ,the incan total pressure of the 
tlow to be captured,its Iiomogencity,thc wall heat transfer 
rates, others criteria are linked to the integration in  the 
vehicle ( l i l l ,  ...). 
l h c  main aerodliiamic phenomenon is the bow shock which 
inlluences at the same time , the captation of mass flow 
rate( its distance from the forebody conditionning the 
niasiniitiii air intake height),the total pressure losses and 
the compression rate. 
Even if they have a less important effect than for the 
internal [lo\\., the thick boundary layers which develop 
along the forebody have a significant influence on the 
perfonnances. Particularly thcy modify thc total pressure 
ctlicicnc!. and grcatl!, contrihitte to tlw llo\v hcterogeneity, 
they can also itilliietice the tnass tlmv rate captation. 
'llie forebody friction drag is an important contibutor to the 
thnist minus drag budget of the vehicle, and is strongl!, 
von.itig nitli the tratisition onset (laiiiinar/titrbulctit) 
positioti.'l'he tlo\v quality entering the air intake is also 
strongl!. dependant on the transition position. 

One specific design will be required for thinning such 
buldgc of high entropy near the wall, with increased 
divergence of streamlines generated by locally conical 
cotivcs slirtpc; atiotlicr \Yay is, on the contrary to generatc 
conical coiic;ive shape on the cstenial port. I n  both cases i t  

is t i c i c s s ; ~ ~  to have hctter ktto\\-lcdgc on iiiieractioti 01' 
slioik \\.avc ;tiid sitcli liiglil!. tlircc dittictisiotial thick 
Iwutid:ir?- I;t!.cr : siicli ktiouMgc rctnaitis to tw idcnti tied 
I)! h'avicr Stokcs conipitt;ttion and mainly hy cspcrimcnts. 

I .  1.2 Air int:ikr configur:ition 

tlic entrance of inlcts. Morc comples 3D inlets can reduce 
the criticity ofsttch peak of overheating. (Fig. 1.1-19). 

On the sides of air intake, non integrated shalxs nil1 give 
birth to conier Ilo\vs uith a lot of complcs behaviour due to 
accumulation of low energy air in the corner and interaction 
nith boundary layer thickening (Fig. 1.1-20). 

hiside the air iiihkc, the same problems are present but are 
generators of more detrimental effect on the flow in the 
duct at the position where high shock-waves are present 
(nomial shock-waves in subsonic combustion FUMjet and 
oblique shock-waves for SCRAM). Best niedecine is by 
siiccion of low pressure sublayers. Present knoivledge of 
Ii!personic turhulcnce neither allo\vs precise'knowledge of 
siiccion level, nor better the shape of holes for sitccioti with 
regard to the local overheating induced in  the perforated 
\vall. Probably any blowing will be better if it mixes cooling 
clTect and rcenergization of boundary layers. Only Large 
Eddy Simulation seems able to help eXperimentally 
developed apparatus for stabilisation andor  suppression of 
separated areas of the wall flow. 

Neverthelcss we remind hereafter some general features for 
the definition and optimization of an air intake, and then 
we will present an example of a generic concept . 

1.1.2.1 Criteria for definition and optimization 

A strong integration of propulsion with the aircraft is 
mandatory for an hypersonic airplane because of the 
important contributions of the forebody and afterbody to 
the thrust. At hypersonic speeds the mass flow rate 
required by the engine is so important that a pre- 
compression of the flow by the forebody is mandatory.It's 
the reason why it is difficult to consider separately the 
respective effects of the different components and 
particularly the forebody and the air intake.Nevertheless,in 
the present case,the air intake will  be defined between the 
plane 0 at forcbody end and plane 2 corresponding to the 
engine inlet (sec Fig. 1.1-2 I ). 
Given the air intake size relatively to tlie other parts, the 
different intcractiotis will be iinportant ,like viscous 
interactiotis,intemal flow distorsion or corner 
flows.Specially, as discussed in 5 1.1.1.4, the relative 
boundary layer thickness generated by the forebody is an 
unfavorable feature which must be considered in the air 
intake design 
We \\ill  define a simplified air intake geometry ,taking into 
accoiuit the forebody and the inlet engine conditions, in 
order to allow the cvaliiations of it's working in the 6 to 12 
Mac11 number range. b i t  we must keep in mind that we 
need to know the allerbody configuration if we ivant to 
kno\\. the amount of thrust and drag losses. 

The engine inlet conditions which must be insured by tlic 
air intake are the pressure level, the Mach number and 
some geometrical slxcitications like contraction rate for a 
good mising bet\\wn air and hydrogen. 

'llie pcrfonnancc pxameters to be fulltilled are tlie optiiiial 
comprcssion ctlicicncy,tlie flow mass rate and drag 
characteristics and the start-iinstart characteristics 
llic air intake design intist itisurc a trade-off bct\vcen, a 
sullicictit captation for the Mach tiiinibcr range in  order to 
obtain ;I good level of tlinist and specific impulse. and 
tiiitiimutn drag. 



1.1.2.2 Geometrical definition of a generic hypersonic 
a i r  intake 

Sidewall angle 
Sweep angle 

The choice of ii SCRAMjet air intake coiicept \vi11 be 
IinkcJ. a t  least coiiccniing tlic capt:ition section sliapc , to 
the in tcp t ion  oil the forehod!. and tlic vcliiclc.l-or instance. 
given the \\.iiid\vard forcbod!. shape of the generic vcliicle 
detined i n  tlic previoiis paragrapha and the cliiiiiibc'r 
geonietn.: [lie choice can be inadc for ;I rc'ctatigular air 
intake \\.it11 compressions perfonncrl hy planes. llicse 
recoinpressions c;in be iiiade hy t\vo f:ices (bidiiiiensioiiiial 
conccpt) or by tlic four faces (thrcc dimensioiwal concept). 

hi order to detine such an air intake many geometrical 
paraincters are to be considered: 

- the detlectioii angles of the different compression 
pluiis. I-roni thew angles are de~xiidant the air intake 
geometr\.(lengtli , heiglit).its elliciency and its 
beliaviour nit11 houndan layers. llic compression 
angles can be estenial(gcnerated by ramps at the 
forebody end, or intemal (generated by lateral plans 
and/or in  continuity with the estenial ramps).The struts 
for , hydrogen injection in the chamber can also 
contribute to the compression. 
Tlie choice of the angles and of the number of 
compression plans \till result from a trade-off between 
important deflections leading to stagnation pressure 
losses and increasing tlie probability of separation, and 
small deflections leading to long air intakes.Lateral 
walls will contribute to compression iit a different way 
than the ramps ( because of boundary layers) 

- the internal contraction ratc which depends upon the 
internal conipression,and \vhicli is cotiditionniiig the air 
intake characteristics at start-unstart and at the engine 
inlet. An air intake with high intenial compression 
presents a high contraction rate and a sniall drag; but in 
counterpart adjustment problems are increased 
(boundary layer separation and start-unstart limit) 

- the struts position relatively to the air intake lips' 
\vhich influences the start-unstart limit and the 
compression 

- a variable geoiiietry for correct etliciency and engine 
inlet conditions on the \vhdle Mach number range . The 
studies already Ixrfonned have not demonstrated this 
necessity, a tised geometry k i n g  a good trade-ol'f 
bet\veai lxrfoniiances and complexity reduction 

- the captation section geometry for stnictural and start- 
illistart limits 

AI 1 AI2 AI3 AI4 
X X X X 

X X 

1.1.2.3 Esamples of a i r  intake generic concepts 

swvep angle for the lateral wall; the tliird one AI3 is AI1 
plus a ramp angle for tlie upper wall; the fourth one N4 
combines the three kinds of compression by sideewal1,ramp 
angle and s\veep angle. 

Ilieir cliaracteristics can be sununarized in the following 
table: 

lliese Configurations are respectively shown in figures 
1.1-22 to I ,  1-25. \vitli is0 -Mach number countours. 
Given the Mach nuiiibcr 5.8 at the air inlet ,the results 
conceniing mean values for the Mach number M,the 
pressure P (in bars) and the eficiency q in the engine 
inlet plan are summarized in the following table: 

It can be seen that for a same contraction rate, the nican 
values for Mach number,pressure and efficiency are not 
greatly influenced by the recompression type.But 
conceniing the difference between min and mas value , it 
can be seen that important inhomogeneities of the flow are 
espected according to the different configurations. 
A more realistic configuration is presented on figure 
I ,1-26 from [ 161 with tlie presence of injection stnits 
which contribute to tlie contraction rate.An example of a 
Dassaiilt Aviation Navier-Stokes computation on a 2D air 
intake with stnits is shown in figures 1.1-27 (unstnictiired 
mesh) and 1.1-28 , in order to highlight the automatic mesh 
relineinent in regions of strong gradient. 

1.2. Interaction with afterbody 

We will divide following remarks between the two main 
concepts of internal and estenial combustion. 

' llie main probleiii with esternal combustion arises from the 
geiirration of large oblique shock-waves for overheating at 
the level of teniperatiire needed for sustained combustion of 
prolxllaiit ivitli heated incoming air. The calculation of 
coinpression ert'ect built by source terni in  combustion need 
to have precise kinetics of the always coiiiples chemist? 
iescept hydrogen Ixolxllaiit) and of the ignition time 
related to eqtiilibriiiiii chemistry. Major problem of heating 
of the \\all are related to the process of diffiision of the 
propellant iti.iected upstream by wake of injectors as by 
boundan l a y .  The propulsive effect is generated on tlie 
ailerbody and, rscept for an as i spe t r ic  vehicle, is highly 
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diss)iiictric. Present hiowledge of hydrocarbon combustion 
is not sullicicnt for benefiting of optimisation that could be 
done by CFD. lnteractioii of boundary Iayx, ivakc atid 
sliock-\vave \ \ i t I i  combustioii process put such concept in 
the grade (( pcwr 8 )  . being dillicult to ascertain i n  the iicst 
!cars. but i t  reinnins basically easier to integrate, 
particularl!. I'or acrotlicnnal prohlcins : the radiative cooline 
ol' the skin iie;ir coinhiistion ;irc;is is possible iiiid ctl'cctivc 
i t '  insulation is sullicictit utiller tlic skin. 

\Vlieti diere is (( coritaitied )) combustion, i n  a coiiibustioii 
cliomhcr, oiil!. estenial skin can elnit radiation, and spccilic 
cooliiig is needed in the ititenial side of combustion 
chanihcr i n  interface \\it11 the core stntcturc of tlic vehicle. 
High tcniperature insulation is done by multilayer rellectivc 
insulation; it  is inatidatory due to the dilliculty to have large 
aniount of cooled airtlow for aerod!namic cooling. 

hhjor losses of thrust- minus-drag of an cstcnial espansioii 
011 tlie rear 01' a f~iselage are coming from the poor 
etticicnc!. of nozzle. Aerodynamic problem underlined b!. 
such losses of etticiency are present with asis>iiietric nozzle 
and come from difliculty to convert enthalpy in kinetic 
energy due to freezing of intenial degrees of freedom of the 
tnolecules of air resulting in nozzle frozen conditions just 
after the throat of the nozzle. Similarly the decrease in 
pressure GW~ lead to over expansion of jet at tiioderate 
altitude and to internal separation alter a nomial shock 
ivave of compatibility with external higher pressure. Such 
phenomena are dificiilt to simulate at small scale due to 
laminarimtion of tlie boundary layers in the nozzle and the 
corresponding large separated areas induced by laiiiinar 
shock wave interaction. Another soiirce of losses is 
generated by the open nozzle generally put on flight 
vehicles because of the constraint of room for a large rate of 
expansion complete nozzle. Such, source of losses is 
particularly large on 2 D  open-nozzle if the lateral deflection 
is induced by cspansion of flow at the end of splitter plate 
(Fig. I .2- I ). 

n i e  use of variable llaps for reducing the losses in variable 
pressure ratio behaviour needs a careful estitnation of thin 
layer effect for avoiding estralosses in shock waves or 
separated areas (Fig. 1.2-2). Again the shock wave 
interaction with boundary layer is a prominent factor 
particularly wit11 overespansion of the 110~. The prediction 
ol' heat lluses at the throat of the novlc  is an essential 
clement of design of high tcinp"mire parts of any vehicle. 
Good prediction will bc possible only if the inconiing 
hoitiidary layer is knonii nit11 sutlicient accuracy. For 
practical conditions, some relaminarization effect can also 
hc present ivhich is dillicult to predict 111th a poor 
kno\vledge of the e l k t  of estenial turbulence, as present in  
;in\ coiiihustioii Imccss. 

1.2.1 hlethodnlogy fnr afterbody concepts analysis 

integration in  the vehicle (as compared to a complete 
nozzle), atid to a lower drag for tlie RAM jet regime . 
A s!stemotic study of the main dimensioming parameters 
inlluence on the allerbody performances is also presented 
hereallcr. 

Tlie attcrboct!; is ii key clement of the vehicle ,not only 
because of its iiitliicncc on the perfoniianccs but also 
bccausc of its important size (about 113 of the vehicle 
length) which niakcs i t  difficult to integrate in  tlie 
veli iclc. A Iterbody coiicept ion cannot be made i tide pendant1 y 
from the conception of the other parts of the vehicle. 
A generic conliguration of the vehicle (Fig. 1.2-3 and I .2- 
3 )  has been chosen as a reference and afterbody variants are 
modifications of tlie rear part of the reference vehicle.These 
variants must take into account the layout constraints of the 
generic vehicle. 

The afterbody niust give tlm~st,lift and a pitch up moment 
in order to trim the vehicle. The objectives and rate of 
exchange between these features can be obtained only for a 
complete study of the whole vehicle.Neverthe1ess some 
tendancies can be drawn by considering a first quality 
criterion for the afterbody: Fx + 0.23 Fz , Fs being the 
afterbody thnist and Fz its lift. 
Tliis criterion is only indicative ,but it is used liere to take 
into account the l i f t  and not only the thrust when comparing 
different concepts.Tliis lift is mandatory to trim tlie vehicle 
at high Mach nuniber, and niust not be neglected in the 
afterbody optimization process. 

In order to compare different concepts the same 
computation tool has to be used, an Euler code for instance 
for sake of less CPU time requirements, at least for 
preliminary analysis.Nevertheless the whole vehicule with 
various afterbodies is computed in order to have a more 
realistic simulation of flow confluence than for an isolated 
afterbody. 

The perforniances arc computed for two flight conditions 
(Mach=6 and Mach= I O  , a= 4") and compared relatively 
to the thnist and lift  of the whole vehicle,of the afterbody 
alone(pressure integration on the rear part of the 
vehicle,X>45m, cf Fig. 1 . 2 4 ) ,  of the nozzle alone(pressure 
integration on the expansion ramp and the internal part of 
the nap), and of for the esternal part of the afterbody 
( pressure integration downstream the nozzle sidewvalls,for 
X>jSni, cf Fig. 1.2-4) ; this allows to decompose the 
inlluences and to translate them in terms of global 
perfoniianccs of the vehicle. 

1.2.2 Analysis of  a generic configuration 

A Gjni long configuration is shown on Fig. 1.2.-3 and 
1 . 2 4 .  
This aircraft is a generic airbreathing SSTO launcher. 
Per fomiiatices are sceked for the airbreathing part of the 
trajectory in  this phase the aircraft is propelled 
successively by ; in  ejector rocket, B RAMjct and a 
SCI1AMjet,\vliich are all fitted in a single propulsive 
st ream. 
lliis ;iircrall shape is by no Iiieaiis optimized,and should not 
he tiikcii ;is a cniididate design; however it is used as a test, 
ciisc Ibr the design tools :tiid analysis . 
l'lic net thrust (D-T =drag -tlmist),li tl Cz and pitching 
iiionicnt Cm (pitch t ip  for Cni>O) tor the two tlight 
colillitions arc listed hclo\v in  the following tables and 
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D-7' 
CZ 
Cm 

I- I 

. .  
tlap)' (X>jjt i i )  .- - I .  -1.2, - 1 . 5  -0.5 -2 .5  

4.: 2,s 1.5  I . 3  0. 
0.09 -0.29 - 0 . 2  I 4 . 2 4  0 .  

ioiiip;ired to the correspontling values of an ideal no;.3.lc: 
Iadapted and \\itliout any losscs).TIicse vducs arc' 
inultiplicd by 100. 

hlach=6 a d o  
Whole Alterbody Nozzle Estcmal Ideal 
vehicle (D45m) (ramp + afterbody nozzle 

These values of etTorts must be considered as esaniplcs; 
they vary nit11 [lie tlight Mach nwiiher$ie angle of 
attack,the combustor outlet conditions, .... Nevertlieless their 
order of inagnitude are characteristic aiid allow a certain 
i imbcr  of remarks. 

- The afterbody efficiency on tllnist is neak at high rnach 
nuinber (60% elficiency when compared to the ideal 
noule).At Mach 6 the etficiency is better but of only 
7j%.The major part of this loss is due to the under 
espansion of the engine jet. 

- There is a sensible difference in Afterbody and Nozzle 
perfonnances(about 15% of D-T at Mach=lO); this 
dilTerence is partly due to the cowl drag and partly due to 
the jet bursting and thus to the induced increase of pressure 
on the fuselage; 

- The afterbody influence on the trim is very important and 
beneficial, but not enough to trim the generic veliicule 
configuration 

- The esternal afterbody contribution to the thnist , if weak 
as compared to the afterbody contribution ,can represent 
30% of the vehicule D-T .Moreover its contribution to 
[lie l i f t  aiid nionient coefficient is a major one. 

The losses in perfoniiances (\\-lien compared to the ideal 
nozzle) have several origins: 

- Losses due to the under expansion of the Single 
Espaiision Raiiip Nozzle; but it  intist be stressed that an 
ideal nozzle \\.auld be about 5 times longer,therefore 
inducing a niass penalty and a huge friction drag . 

- Losses due to a tlo\v spillage induced by the lateral 
expansion do\\iistre;iin the side\valls; possible reinedies 
are greater side\valls andor  a transverse concave ramp in 
order to better contain the spillage (as anal\zed in the next 
p;iragrapli;i) 

- Losses due to, friction on the raiiip,tlie flap and the 
side\vaIls 

- Losses due to shockwave bounday layer interactions 

- Losses due 11011 coiiiplctc recombination of combustion 
p rduc t s  :it the combustor outlet leading to a decrease of' 
stitic pressures and tIius a decrease in thrust. 
- Losscs due to iiilioiiiogcneous llow at the outlet combustor 

1.2.3 Analysis of variations around thc generic 
configuration 

Tlic variants arc presented below and the corresponding 
shapes are shonn on Figures 1.2-5 to 1.2-10 

- (( concave ramp )):in order to fight against the lateral 
spillage a C O I I C ~ V ~  shape is given to the espansion ramp in 
a plane normal to the longitudinal asis 

- ((short sidewalls 1): in order to quantify the sidewalls 
e t k t  011 the spillage , a variant leading to more spillage is 
proposed bv shortening the sidewalls 

- (( long flap )): i n  order to reduce the losses due to the 
single espansion ramp nozz1e.a longer flap is proposed. 
A double positive effect is expected : an increase of the flap 
tluust and a reduction of the spillage.As a conterpart an 
increase in  friction drag and a decrease in lift are expected 

- ((deflected flap )):in order to help in the trim of the 
vehicle, a variant with a 5' deflection angle is assessed 

- engine asis +5' n: the nozzle and the combustion 
chamber are together tilted up with an angle of 5' 

i 
! I ! " \  

A \ 

- (( nozzle axis +so D: the nozzle alone is tilted up with an 
angle of 5' 
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-cs 

9 9  
% 
-7 
?A" 
8 7  
% 
-8 
Yo 

-41 
Yo 
-52 
Yo 

These variants have been computed for M a c h 4  and 10 
for (x=-lo.  llie ctTect of each variants on the allerbody 
pcrfoniianccs is presented in  the follouing tables, \\here 
results iirc given in percentage relatively to the generic 
coiitipration ,csccpt t'or the (( long tlnp 11 \arialit \\.liere tlic 
referclice is tlic ( (  short sidewills 1) coiitiguratioii 

cz 

Yo 
-6 
Yo 

Y" 
-7 
Yo 

130 
Yo 
I O 5  
v o  

1Mach= I O  c(=-lo 
I Afterbod! Noulc 

Afterbod y 

q 
asis +5=  

Nozzle 

3 X z  

Variant 

Convex 

31 -14 - I  1 -30 

-cs cz F*+ CP -cx cz 
0.6 7 1.8 1.4 0.6 I I 1 

.?3Fz 
-cs 
I4 
Yo 
-12 
Yo 
20 
Yo 
-30 
Yo 

-34 
Yo 
-21 
Yo 

Where CP is tile center of pressure and its movement is 
positive in the do\\iistreani direction given in YO of the total 
length ( 6 h  111 die present case) 

cz 
13 
% 
-12 
%I 

18 
Yo 
-30 
Yo 

93 
Yo 
106 
%I 

% 
-7 
%I 

-18 
Yo 
22 
% 

-25 
Yo 
-29 
Yo 

% % % Yo 
-3 -1.2 -2.3 -15 
Yo Yo Yo '%I 

5 . 3  -2 16 -63 
%l % Y" Yo 
-0.5 0.6 -1.6 16 
Yo Yo % % 

-0.3 1.4 -10 
Yo Yo Yo 
-2.6 4.7 -0.3 -18 
% Yo Yo Yo 

i" 
Dellea -7.2 

Engine 
asis +5= yo 
SozAe 5.4 

- diet-t sidr.\\~alls U: coilsidering the ett;.ct of increasing tlic 
siJc\\alls (short sidewalls contigurotion towards tlic 
reference contiguratioa . ilic gaios on Fs+0.23Fz and on tlic 

center of pressure is similar to those of the convex ramp 
configuration. These two variants can be combined with 
bene fit. 

- dong !lap )): the gain in  thnist is very important but so 
iiiucli iniportant is the loss i n  lift.Nevcrtheless the gain in 
Fs+O.Z3Fz is sipiiiticant, representing 7% of the vehicle 
tlinut-iiiiiiiis-drna ;it Mach I0.The effect on the center of 
presslire is uiif:ivorahle. 

- ctdcllected tlap U: there is a loss in Uutist and a gain in lift 
leading to a slight increase of Fx+0.23Fz at Mach I O  and a 
slight decrease at Mach 6. The flap efficiency in tenn of 
center of pressure is strongly variable with Mach number 
(3% at M=IO and 0.6% at M=6).In fact at Mach 6 the flap 
dellection induces a strong decrease in pressure level on the 
extcnial aftcrbody(due to the expansion impact generated 
by the flap trailing edge), which leads to a pitch up moment 
in opposition with the pitch dowi moment generated by the 
delected flap. 

- ((engine axis +So D: this configuration leads to an 
iiiiportant gain in thnist and an important decrease in lift, 
wvhh a Fs+0.23Fz decrease. 

- (( no7lzle asis +so n: this configuration is slightly favorable 
for the tlmist (mainly due to a cowl drag reduction), but 
here again there is an important loss of lift with a decrcse 
for Fx+0.23Fz.Nevertlieless we notice a very favorable 
movement of the center of pressure(8%) .Therefore ,this 
configuration could be used with a less tilt angle to solve 
trimming problems. 

In conclusion ,the above variants had the objectives of 
limiting the losses due to the single expansion ramp nozzle 
concept as well as the losses due to the spillage of flow.For 
the first kind of losses ,as expected, the longer flap solution 
can answer favorably even if partially. For the second kind 
of losses ,the concave ramp allows to reduce the losses by a 
factor of two and can be used as  alternate or 
complementary with the sidewalls. 

It is clear that an analysis focused on the afterbody can 
afford informations of interest . on the aerodynamic 
viewpoint, but generally does not allow to conclude on the 
best atterbody concept; an integrated study of the global 
configuration is mandatory for this purpose ,as discussed in 
$ 1.3. 
Moreover,the above analysis has been performed \kith an 
inviscid Euler code for sake of rapidity and low cost, but 
the viscous and cliemical effects must be assessed 

1.2.4 Viscous cffccts 

Even if the cn'orts due to pressure are the most important, 
thus justifying an inviscid analysis for preliminary studies 
of the design loop, the friction drag is not negligible and tlie 
viscous interactions can lend to significant niodilications of 
the presstire tield.Mureover the prediction of tlie wall heat 
transkr rates \vliicli cnti be high in the nozzle,nrcd viscous 
computations 
lliesc viscous computations can be performed at lower cost 
hy use o i  boundary layer codes for obtaining boundary 
layer tliicknesscs (see Fig. 1.2-11, and 1.2-12) and \\.all 
lieat Iluscs (sec Fig. I .2-13). The turbulent boundary layer 
tliickncsses are relatively siiiall as compared to the nozzle 
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generic 

size:the displaceniciit thickness represents 2% of tlie inlet 
iioule Iwiplit ond -I?& o f  the oulet hciplit. l'licrefore,no 
tiiiijor pressure tield iiioditicatioti is espccted (\\hicl1 is not 
h e  case i n  the air intake) .Concerning ticat Iluscs, it 

tiiasitiiiiiii value ot'ahont I M\Y/ni' is ohtaiticd at tlie iiwzle 
itilet atid tlieti decreases rapidl!. 011 tlic ramp due to the 
stroiip cspniisioii: oil the tlap they arc relatively higher. 
It must bc stressed that these tigures may bc loiver if 
possible relaininariuttion occurs on the ramp. 

Wlieii important viscous interactions take place the best 
\\ay of doing is to use NavierrStokcs code (Fig. I .2-l4 and 
I .2- 15) ,particularly \vlicii , recirculating zones are 
present(see Fig. 12-16 for sepiration on the \sitidnard side 
of the tlap trailing edge). 

0.5 I -1.68 

1.2.5 Chemistry kinetics effects 

I n  the combustor outlet the coiiibustioii products arc at 
such ii high temlxrature that tlie HZ0 molecules are partly 
dissociated and the internal energy contained by the 
vibration modes is important.During the espansion in the 
nozzle the dissociation and vibration rates decrease and the 
majority of the intenial energy is contained i n  the 
translation and rotation iiiodes , thus contribtttiiig to die 
pressure. 
This recombination process has a finite reaction speed and 
if the espansion is too fast it can be uncomplete (frozen 
state).Iherefore a certain amount of allo\vable energy is 
locked under dissociatioil/vibratioii energy and does not 
contribute to tlie pressure, Icadiiig to a loss of thrust. 
Some Euler computations uitli a kinetic model for seven 
species (H,H2,0,02,OH,H20,N2) for two hypotheses, 
theniiocheiiiical equilibrium and frozen state, have sho\\n 
that an unacceptable degradation of about 30% of D-T 
could be induced by a frozen state, state which seenis 
unlikely but need to be confirmed. by fiirther investigations. 

1.2.6 Performances at low expansion ratio 

During the initial phase of the launch trajectory,the nozzle, 
designed in order to insure a required tlmist level at high 
Mach number, is overexpanded. For Mach nunibers less 
than about 3 ,a low pressure region on the espansion ramp 
and even on the intenial nozzle, is observed.. 
This low pressure region is followed by a system of oblique 
shock \\ares issued from the flap and sidewvalls trailing 
edges,leadind to higher pressures. These shocks can induce 
boundary layer separatioti,\\icli is favorable since it  reduces 
the ION, pressure extent and thus tlie drag. 
'lliis drag increase is mainly dependant on the afterbody 
conligurations and oil their ability to adapt themselves( flap 
deflection,sccondar?. tlow injection). 

due to this overespansion 
scinie Euler coiiiputations have heen iiiode for the 
pcrfonnaiiccs of a few allerbody variants studied iti $ 
1 2 . 3 .  for t\\'o tlight conditions: Macli=l . 5  corresponding to 
the ejector rocket iiicxle and hlacli=2.5 corresimiiding to a 
I<AMjet oiodc. The resitlts of IOO*Cs (4 for thntst) atid 
I OO*Cz for the S>45m alterhi!. .:ire suniniarized in the 
tollo\t.ing tables: 

I n  order to assess the losses 

Allerbody sliapc 
geiieric 

coticave ranip 
short side\volls 

long tlap 

1OO*CS 1 OO*CZ 
I .78 -5.42 
I .8G -6.28 
I .67 -5,g-I 
2.12 -1.86 

~ 

coticave ramp I 0.55 I -1.84 
short sideualts I 0.49 -1.67 

~ 

I lone flan I 0 67 1 - 1  5 i  

We notice that the afterbody contribution to tlie thrust is 
negative for all the variants, and much more prononced at 
Mach=l.5.If at Mach 1.5 tlie propulsive system (rocket) is 
not too niuch penalized by this drag esccss, at Mach 2.5 
the drag excess represents 70% of the W j e t  tluust. 
The perfoniiances of the ditTerent concepts arc of the same 
order of magnitude but with a classification inverse to that 
at high Mach nuinhers. 

In conclusion we observe an important aflerbody drag 
whicli seems hard to reduce in a significant way, unless if 
we use a variable geometry or a secondary flow injection in 
the nozzle.During the design phase of an airbreathing 
vehicle with a SCRAMjet propulsion, it will be mandatory 
to find the best tradeoff. between this kind of disposals 
(with a weight pcnalty) and the use of complementary 
engines w i t h  suficient thnut. 

1.2.7 Conclusion 

The afterbody design is well understood and masterized 
when working with the inviscid approximation; by 
comparison to an ideal nozzle it is possible to analyze the 
causes of performance losses and the three dimensionnal 
effects, and to propose solutions in order to minimize them. 

Ncverthelrss for a iiiore precise evaluation of perfoniiances 
a viscous approach is needed which can modify also the 
aflerbody design. 

The studies which are focused on the aflerbody , i f  they 
alTord very useful informations on tlie aerod)iiaiiiic 
viewpoint, does iiot allow to conclude on the design of even 
a part of the vehicle; an integrated study of the global 
configuration is iiiandatory for that purpose. 

1.3 

Some scientists or engineers have tried to have a general 
evaluation of the perfoniiance of a veliicle built around an 
Ii!persoiiic IWM or SClUM jet by using a thermodyiamic 
global approach. Such an approach is to be related to the 
analogous ell'ort in  the field of engine design ; i t  can help to 
deliiieate the sigiiilicant parameters to be put as \.iiriabkS in  
a preliminary study or a global study \villi tlie aim of 
iinproving the globti1 perfoniiancc. Such studies recoiiuiiend 
selection 'of cold soiirces and use of high pressure cycle or 
high teiiqxrature reversible heat exchange ; all 
recoinniendations that are competing with thermal and 
acrod\namics possibilities. So we consider that it is more 
prolitable to have a much more complex simulation tool, 
ahle to rcbiiitd the 3D tlo\v in details or, at least, to give 
realistic value, in  conjunction with elementary csperiments, 

Aerothermodynamics of the global configuration 
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for tlic glohal uncertainties and the local origin of the 
unccrtointics. 

In addition to plohal Ixrfoniiancc evaluation, the aim of 
sui11 nitkicli5;ition is to funiish niiijor Jcrivntives that help 
tlie dcsipncr to focus rcsearcli on the iiiore sensitive 
px~inictcrs or coiistraiiits, : i i d  on the proldcins of pli!.sics 
t1i;it arc present behind. and arc not \\.cl1 understood or 
Inodcllcd. 

The entrap!' distribution conceniing Ilo\v and \\.akc surveys 
related to cold air detlccted by body and hot air gciicratcd 
by combustion of incoining llo\v i n  air intzke, gives the 
visible indicator of the problems, their dificulties and their 
localisation, hio\ving that coinputation has to be validated 
areas by areas \villi tlie identical phcnomena rebuilt i n  
Iahoratorl\. espximents. 

1.3.1 Methodolog?. 

Ihe methodology proposed by Dassault Aviation can be 
found in  [2] and [3] and is briefly recalled hereafter. It 
relies on the fact that the design of an hypersonic aircraft 
propelled by an airbreathing engine is a very integrated 
proccss,for many reasons.One is the geometrical 
imbrication of all the components: the forebody is a part of 
the air iiitake,the allerbody is a part of the nozzle, the 
tiiselage is a combustion chamber wall, so that the aircrafl 
clin he described as a (( llying engine )),or alternatively as a 
( (  prolxlling airfraine n. 
Anotlier reason is the ditliculty of this design process: 
dilticulty bccanse siiccess is by no means assured; the 
feasability is not proven and performances are espectcd to 
be at best marginal, so that no provision can be made tor 
improper interfaces between components; difliculty also 
because of the accuracy needed in tlie analvsis: the 
aerod!iiamic forces sustained by the different elements can 
he an order of magnitude larger than the resulting effort on 
thc aircraf't, so that the fonner inust be accounted for with 
minimal errors if the latter is to be hio\cii with any 
;iccuracy. 

The contribution of all the aircralt components to each of 
the aircraft's aerod!iianiic properties is yet another reasoii 
for integrated design: the nozzle contributes not only to 
tlinist, hut also to lilt and to pitch, the combustion chamber 
contributes to pitch, to longitudinal and lateral stability, 
etc ..., so that optimization of one of these properties can 
onl!. he inade on the complete aircraft. 

For a11 these reasons, the design of im hyersonic 
:iirbreather can only hr: inadc globally; this is especially tnic 
in  the preliininan stages, during \vhicli the aircrafl shape 
c;in be changed drastically. Conception is usually niadc 
itcr:itivcl!,: one or niorc shapes arc proposed, their 
perfoniianccs, io tcniis of acrotlicnnod!iiaiiiics and of iiiiiss 
;ire ~>rcdicted. and conilxired hot11 to tliosc of prcviniis 
proposals a i d  t t r  Ilic nl\icitivcs: ; i n  ;iiial!.sis is niadc of thc 
rcinaiiiiiig dcl'ccts and possible soliitions arc invcstigatcil, 
lwhrc ne\\ sliapc zandidatcs c;in be derived. 

I n  order to pcrfonii tliis design lion1 an acrotlicniioil!ii~riiiic 
point ol' vic\v,tlic. clinscn nietliociolog! is hascd on pIoh:il 
C1-11 siiiiulations of [lie Ilo\\?icld around and throogli the 
\.chicle considered.using a niultidomain method. 

Such numerical tools inust be capable of nose lo tail 
predictions, so that computational cost is a major difliculty; 
however they must also be sufficiently accurate to give 
reliahle infonnations to the designer. The solution chosen 
by Ikissault Aviation rclics on a multizone / iiiultiniodel 
strategy, \vhicli allo\vs [lie user to specify in  each zone the 
dcgrcc of coniplcsit!, lie wants to take into account, based 
on required acciiracy and available funding. The multizone 
code incorporates clcmcntary methods of widely varying 
complesity, ranging froni eiiipirical "behaviour laws" (e.g. 
correlated niising distances, induction times, etc ...) to three 
dinieiisibnal nonequilibrium turbulent Navier Stokes 
solvers. 

nie elementary nuinerica1 tools composing the global 
numerical tool niiist be well validated for reliable analysis 
of the llow in  each of the components of tlie aircraft ,such 
as done in $ 1 . 1  and 1.2.  A detailed description of these 
elementary solvers can be found in [2] to [GI and validation 
efforts in [7] to [ I O ] .  

The interfaces between the zones must be carefrilly 
specified, more so when different computational methods 
are used in different regions. This is especially true if the 
simulation of the different zones is undertaken by different 
teams; it is iiccessary to specify not only the nominal 
physical quantities at the interface, but also uncertainties on 
these quantities. 

Interfaces can have a varying degree of complexity, 
depending on the configurations. The easiest case is the 
parabolic one, where there is no upstream influence. The 
interface is then passive, in the sense that the interfacing 
method lias minor influence on the results, and introduces 
no new uncertainty. The more difficult situation occurs 
when the interface lias an active influence on both the 
upstream and the downstream component, this is for 
esaniple the case when simulating a scramjet with injection 
and combustion at Mach numbers only slightly greater than 
one: the interface between the inlet and the combustor plays 
a very active role in the prediction of the stability of the 
whole system, and tlie global simulation must be very 
integrated, with pennanent data eschange between tlie 
zones. 

1.3.2 Example o f  results 

An esaniple of application of tlie principles and methods 
mentionned above is described here. More details can be 
found in [2] .The aircrafl studied is the generic airbreathing 
SSTO laiinchcr already presented in figures 1.2-3 and 
1.24. Perfoniionces are secked for the airbreathing part of 
tlie trajectorv; in this phase the aircrafl is propelled 
successively by an ejector rocket, a ramjet and a scramjet, 
\\hich are all littcd in  a singlc propiilsivc stream. Ilie 
crirrent nircral'l shape is by no nieans optimized, and should 
not be taken as a candidate design; however it is used as a 
test case for tlic tlcsipn tools nhich are beeing developped. 

'1.0 conipiitc tlic pcrfonnances of tlic aircraft, a 
deconiposition is made betivcen the 110~  tluough the 
conibiistor and the rest of the flowtield. l l i e  latter is 
computed in the Eulcr and boundary layer approximation, 
using a single unstnictured mesh (figure 1.3-1). A model of 
the llow through the combustor is provided by engine 
manufacturers; it  outputs average flow quantities at the 
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combustor csit as a function of tlie averape flow quantities 
at  tlie entraiice. 

l':s~iiitples ot' the results of tlte flo\v sitiiulatiotis arc given it i  

tigitres I ..%Z to I .3-7. .Around tu.ctit!~ cotiipittatiotis Iiavc 
hew pcrl'omied to cover tlic trajectory corridor, tti tcniis ol' 
Mach nuinher ;tiid :ingle of attack. Each of tliose takes three 
to live hours of c p i  time on an II3M 11s GOO0 \\.orkstation, 
so that the conipletc set can bc obtained overnight on a 
seven nodes cluster, or in  a coitple of hours on a 
niultiprocsssor su~xrconip~tter. 

The unstructured mesh is adapted to represent a variable 
geometry aircrafl. I n  the present sitiiulations, i t  has bemi 
niodilied aroittid tlic inlet to account for the movinp lip. 
Such a nidification is straiglitfonvard \vith wistnictitred, 
tetrahcdric meshes, and can easil!. tw autoniatcd. 

The nerod!iiamic coellicietits (Lili,  pitch, "drag niinus 
thrust", elTect ot' sideslip on yaw and roll niotiietits, control 
surface ellicieticies, ....) are a direct result of the 
siniulatiotis. The!. are stored i n  a computerized database, to 
be used by trajectory simulators. Vie evolution of the 
coellicients \vitli Mach nuniber and angle of attack is 
usually represented graphically as "carpet plots", figure 
I .3-8, which aIlo\v interpolation of the results to any 
trajectory point. 

Figure I .3-9 sho\vs tlie integration of drag along tlie 
aircrafl, from nose to tail, for different Mach numbers in  
scramjet mode, at a given angle of attack. It is seen that the 
largest effect of Mach number is in the combustion 
chamber, doe to the higher losses in high speed combustion. 

Figure 1.3-10 show the effect of angle of attack on the drag. 
This representation emphasises how integrated this effect 
is: the increase of the angle of attack increases the air 
capture and decreases the Mach number at tlie combustor 
entrance, both of which increase the thntst, however not all 
this thrust is recovered because higher pressures lead to 
lower nozzle efliciencies. The increase of angle of attack 
also increases tlie induced drag of tlie front part of tlie 
aircraft; altogether tlie drag is decreased \\.lien angle of 
attack is increased uithin the range studied. However tlie 
rate of this evolution is ve? dependant on the trajecton 
point (tigure 1.3-9). 

The effect of angle of attack and of Mach nuniber on the lifl  
and pitch are slio\\n on figures 1.3-1 I to 1.3-13. It is seen 
again that the global eKects are the sum of large and 
oplmitig local ones, so that only a11 integrated simulation 
catt predict tlicni correctly. For esatnple the inlet causes a 
large loss of lifl, \vliicli increases ivitli angle of attack; in 
parallel tlie lit1 of tlie forebod!. increases, and that of tlie 
reorbody also hecausc the engine pressure increases. 
,\ltopcther tlic l i f t  increases ivitli the angle ol' attack, bttt 
onl!. ;I glohal sitii~tlation can predict the rate of this 
evolutiott. 

'llic smic is tnic of tlie etTect on pitch: only a simulation 
accoittiting for all elements of the aircrafl, incliidiiig 
propiilsioii, cat1 predict correctly longituditial stability. It is 
seen on tigure 1.3-1 2 that the generic configuration studied 
is severel!. uiist;iblc. 

1.3.3 Inflluence of the modelisation hypothesis 

'nit results presented i n  tlie previous paragrapha have been 
ohtaiiicd \vith a fully three dimensional method, escept for 
the combustion clinniber. I t  is felt that no results useful for 
design, i.e. no quotititativc results, can be obtained with one 
or two dinicnsiona1 methods, even for so called "2D 
shapes". Also, and perhaps more critical, planar simulations 
tend to restrict tlie designer to these 2 D  shapes, which are 
very probably not tlie optimal ones ([2]), and so should be 
avoided if at all possible. 

However a nuniber of approximations have been made in 
these siniulations, based on cost limitation considerations. 
Vie major ones are the following: 

1. The flow field everywhere but in the conibustion 
chamber has been calculated using tlie Euler plus boundary 
layer approximation, neglecting viscous / inviscid 
interactions. 

2. The llo\v computation has been coupled with the 
engine model in an ad-hoc, zero dimensional manner. Also 
tlie eight side by side scramjet modules have been treated 
as one "average" entity, neglecting the effect of distorsion. 

3. The combustion products in the nozzle and rear 
body have been treated as a fixed composition gas, with no 
accounting of kinetic effects (freezing of recombinations). 

4. The location of transition to turbulent flow on the 
forebody has been fixed arbitrarily, introducing an 
uncertainty in the prediction of friction drag. 

The objective of the study for which preliminary results 
are presented here is to quantify the effect of these 
approximations, in order to support future decisions on the 
level of modelization necessary for actual design cycles, 
based on a cost versus accuracy t r a d e 4  

In the two following paragraphs we present the first 
sensitivity studies \vliicli have been performed, all of them 
coiiceniing the scramjet mode of propulsion. The effect of 
the Iirst two approsimations nientionned above is analysed. 
hi part 1.3.3.1 ive investigate the effect of some of the 
approximations in the coupling between the combustion 
chamber model and the flow field computation, in scranijet 
mode. In part 1.3.3.2 we present a first estimation of the 
effect of losses due to viscous interactions on global 
performances. 

1.3.3.1 Degree of intcgration of the combustor 
simulation in the overall calculation 

The conception of an hjpersonic, ram / scranijct propelled 
vehicle is necessarily a collaborative effort bctiveen an 
aircraft and an engine manufacturer. The former hoivever 
needs to be able to predict tlie global performances of the 
vehicle, and so nil1 use a modelization of tlie flow in the 
combustor, provided by tlie engine designers. 

This niodeli7ation, for the case of a supersonic ranijet, is 
necessarily a transfer operator: it provides flow properties at 
tlie rear end of tlie combustor as a function of those it  
reccives at the front one. Upstream coupling can be 
necessary in a number of situations ([2], [3], [12]), for 
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Mach 

itistiitice \\lien conihiistion generated shock triiitis propagate 
in tlie air intake, Iio\vcver i t  has not ken  considered here. 

Stag. pres. Mass flow I 
area 

This transfer operator can be based on ditTcrent principles: 
i t  can he ;I C H I  solver, either o w ,  tivo or tlircc 
dinicnsional, \vith ditTcrcnt possible levels of nitdelization. 
'fhe tlmi. at the do\\iistrcitni etid of the air intake is then 
uset1 iis hoi in i la~ .  conditions for this solver, \vliich in tiini 
gi\cs tlic tlitid siatc at ilic tiouiistrcam end of tlic 
conihustor. l'his is probabl!, the best soluiion; ho\vevcr i t  
rcqitircs the integriition ol' a reliable anti cllicicnt 
coinhitstton solver in the globol siniulation sothare, \\hicli 
\vi11 require fiirther elTom and has not been accomplished 
\.et. 

engines 
Altcniativcl!~ tlic transfer operator c m  he a model based on 
tlic transposition of esisting perfoniiance data for the 
coinhiistor, coming either from C H I  siniulations or froin 
nitid tiinnel cspcrinients. Because these simulations or 
cxpcrinicnts have been perl'oniicd in conditions different 
from those actuall!, cncoitntercd, a transposition is 
neccssan. 

I I 

In the PIU3'IIA proprani only limited performance data for 
scranijet conihustors in  flight conditions is available; i t  has 
hcen generated using siniple zero or one dimensional 
simulations, \\itli  cntr;ince conditions in tlie combustor 
obtained using assumed pcrfoniiances of the forebody and 
inlet. 

Rcconip. / 
Transp. 
Mach=6 
Mach=lO 

Aircraft Combustor Lift C.1'. loc. 
T-D tluust 

+!I% + 4 %  - 0.5% - 0.3 YO 
- 2  YO - 2 Yo - 3 Y -0.9% 

'I'lic ctTcct ohtailled on glohal pcrtbnnanccs ciin be 
considered as acceptnhle for early studies, so that the 
transposition ol' prcdctcniiincd pcrl'onnanccs can bo used il' 
neccss;tn.. Sucli ;I translwsition can be particularly tIseiltI it' 
the conihustor pcrlhnnances are detemiined csperiincntally. 

Another upprositnation ol'lcn introduced in  the coupling 
hct\\.ccn cotiihiistor mdcl  and 1 1 0 ~ .  coinpitattotis, in niitlti 
ctigiiic ;iircratis, is the ;iccoiniting I h r  onl!, one "avcr:igc" 
cnpinc. For c~aiiiplc the generic "21)" design considered 
IicIc 1i;is eight side h!. s i l k  ideiitical engines: Iio\\cvcr i n  the 
coiiipu (;I t iotis dcsc r i hecl i t i  pa rngm pli 2 I t i  tlon midi  t io tis 
aver@ over the eight engines have hccn fed to tlic 
transfer olxrator, and unil'onn properties don1isirc;ttii 01' ilic 

combustor are used as boundary conditions in the global 
coinputation. 

'Ihis approxiinat ion has been removed partially by treating 
separately the ttvo cstrcnie lateral engines. The difference 
in  intlmv conditions is the following, for a Mach=lO flight 
poi I 1 t : 

Average 13.7 11100 I575 
Ccnlral 13.8 11150 1550 I 

I engines I 

l'oble 2: Drfleretrce itr iirjlow cotrtiitions between tire lateral 
at rti cer irra I etrgir res. 

The etTect on the global pcrfonnances of the aircraft is the 
follo\vlng 

tllrust 

-7 % (central) - 
+ 0.2 % 

Table 3: EJJect of tire accounting of the actual inflow 
properties of the tlrflerent engines. on aircraji tlrrrist miniis 
drag. 18 orid center of pressure location, and on 
conrbrrsror "cotr~~entional" tlrnrst. 

Because the lateral engines receive a larger air flow, they 
Iiave liiglier tlinist. The overall effect of the distorsion is 
negative ho\vever, but not very much so. 

From this simple estimation, it appears that tlie effect of 
distorsions is significant on individual engines, but that the 
overall effect on aircraft performance is smaller than the 
sum of these elementaq influences, because they induce 
flow changes in other parts of the aircraft, and in particular 
in the noulc. 

The dispcrsioti on global performances induced by the inlet 
distorsion is predicted here by tlie comparison of global 
simulations \ \ it11 and lvithout taking them into account, and 
so includes all correlations between the dispersions in 
individiial eleniaits. Consequently an estimation of the 
uncertainties hased on their analysis would intrinsinquely 
account for all correlations and so be minimal. 

1.3.3.2 Representation of viscous losses 

I n  all the computations mentionned above, the flow in the 
air intake is calculated with an Euler and boundary layer 
al'l'rositiiation: \vliich docs not accoiint for tlie viscous 
interactions. 'l'his introduces a large uncertainty especially 
oi i  total pressure losscs; lio\\wer a scranijet is primarily 
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seiisitive to air tlo\v capture. so that h e  uiicertaiiity on 
g l o l ~ l  pcrlbniiaiices is prohribl!. 1101 so large. 

'1'0 ohtaiii ;III order of magnitude of this elYect, ;I siihdomain 
N:IS iiitrcxliiced. in  tlie glohnl coiiiputatioiis to represent the 
inlet. \\.liere the Navier Stokes equations are solved (figure 
1.3-11). A s  a lirst step, an assumption of t\vo dimensional 
tlo~v lias hcen made, so that onl!. an order of magnitude of 
tlic viscous elTect is obtained here. I n  parlicular, the 
prohahly very iiiqmrtant corner clYects are iicglected. 
Nevertlielcss froiii tlie coinparison. of viscous and inviscid 
t\vo diiiiensioiial inlet simulations we derived an 
approsiiniite "viscoiis correction" to the coinhiistor intlo\\, 
coiiditioiis. and to the inlet drag. 

Computations \\ere pcrfoniicd for Iliglit Mach nuntkrs of 6 
aiid I O .  'llie results are slionii i n  tigiires I ..;-I5 to 1.3-1 9 
l'he inviscid siinulation o i  the inlet Ilon. at Mach=6 (figure 
I . 3 -  15) illustrates the manner in \i.hicli the inlet \vas 
conceived, i n  order lo obtain "shock on lip" at this Mach 
iiunihcr. I-louever the viscous calculation (figure 1.3-1 6) 
slio\\.s that the shock / boundaty layer interaction leads to 
inlet iinstart for this generic design at this Mach nuniber. 

Ilie resiilts for Mach= 10 arc presented in  ligures 1.3-  I7 to 
I .3- l9 ,  Ilie shock boiin&iry layer interaction caiises ;I large 
increase in static pressure (ligure I .-;-19), Iio\vevcr not 
siilticient to C ~ I I S C  boundan. layer separation. 

Iri terms of global performances the iiifliience of viscous 
interactions is the folloning: 

I Aircn. I Combor. I Inlet Drag I Lift 1C.P. loc. 1 

Table 4: Eflect of iiscorrs interactions oil nircroji tlrnrst 
ntiirirs drag. I$ oird ceirter of pressrrre loccrrioir. oil iirlet 
tlrcrg. oird 011 conrbrtstor "coiri~eiitioirril" t l r i i tsr .  /or (I 

.\ hclr = IOjliglrt poiirr. 

The etTect is largely negative on inlet and combustor 
Iwfonuruices; Iio\\.cvcr tlic higlicr (static) pressure levels 
lead to higher nozzle tluust, so that altogether the global 
perfoniianws are degraded far less tlian would be guessed 
from the effect on inlet.only. 

Again tlie effect of viscous interactions is estimated through 
the coinparison of tivo global simulation results, so h a t  all 
correlations arc accounted for aiid the dispersion is 
minimal. I t  appears. that the qlTect is sigiiilicaiit hut not 
major oil aircraft tlinist minus drag: i t  is lionever crucial ~ I I  

the prediction of the stahility ol' the Ilo\\lield, and so either 
oti the Mach raiige \\.liere scrariijet opc";itioii is Ix)ssibhlc for 
a given design, or on the sizing of tlie inlet i f  scrmijet 
olxration is reqiiired at hlach=6. such sizing is ;I geiieral 
design issue, and the results sho\\ii liere illustratr: the 
neccssity to take into iiccoiiiit tlie thick boiiiidan. layers and 
their stability in the glohd coiiceptioii ot'the aircraft 

1.3.4 Conclusion 

for this design nictliod is a global, 3D CFD code, 
incorporating a doniain decomposition method \vliicii allows 
the clioice of the iiiost adapted method locally, based on a 
tr;ide-olT bct\veen cost and accuracy. The doniain 
decoinposition a1lou.s coopcratioti bct\vecn industrial teaiiis 
specializing 011 diflhcnt elements of tlie aircraft without 
compromizing the globality of the simulation. 

An application to a generic design has been presented; the 
results confinn tlic Occurence of large tluee diniensional 
etkcts e\-en on such "2D" shapes, they also l~igl~light the 
close integration of all the aircralt elements: each of them 
intluences niost of tlie aerodynamic properties of the 
aircralt, often in  large and opposite ways, so that only a 
global simulation, nliich guarantees that the contribution of 
the dilt'erent elements is evaluated taking into account the 
effect of otliers, can give an accurate prediction of the 
ovcrall properties 

The cost of the siniulations is of the order of t h e e  to five 
hours on a workstation, or less than fifteen minutes on a 
supercomputer. Such cpii consumption and turnover times 
are clearly acceptable for design utilisation. 

2. FUNCTIONAL APPROACH 

2.0 Another way of surveying the aerothemodynaniic 
problems of RAM and SCRAM vehicles is to consider the 
functions and their relation to the problems. We can 
separate the function of sustentation, of propulsion, of 
control, of structural resistance under the constraint of 
reusability or structural integrity. However it is no gain to 
do such separation except to consider other functions than 
has been surveyed in the previous part where connexion 
between lilt thrust and drag was clearly large. We wi l l  tum 
better to the problem of control and of compatibility with 
low-speed requirements. However the structural resistance 
is a major fimctional need that cover mainly the resistance 
to high pressure in  air intake and combustion chamber and 
resistance to thennal stresses in transient and stabilized 
regime of Iliglit. llie increase of pressure in air intake is the 
tnie limitation to masimum indicated airspeed of 
hypersonic vehicle, and so to the capabilities of acceleration 
coining from proportionality of tluust minus drag to 
dynamic pressure. Figures 1.3-10 and 1.3-1 1 gives typical 
distribution of integral forces from tlie nose to x position 
with and without intenial flows. Integrating these forces 
will give drag with and without internal flow. 

2.1 Prohlcms o f  stability and control o f  hypersonic 
vehicle 

The destabilizing ctrect of the air intake is proportional to 
its size, that \ve have identifv as increasing with Mach 
Number. Roughly it can be said that destabilizing effect is 
proportional to the inoiiientuni of captured air in air intake 
and to D, D being the sideslip angle. So it precludes any 
I'onviird air intake and favour air intakes in reanvard 
position relative to center of gravity. For pitch movement 
tlic tliiiigs are much niore comples due to non-linear 
v;iriotion of pressure with angle of attack not only on 
forehotly hut on the alterbody nith nonlinear coupling 
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tliroupli the coiiilwstioii I)roc"ss. So !lie longitiidinal 

coiii~~titatioii with cspcriiiiciits : the crpcriiiieiits arc 
covering 111c derivative pitcliiiig iiioiiiciit uith ;iiigIe of 
:ittack i l l  the c;ise of llo\\.-tIiroyli gcoiiictn., o r  \vitli real 
gases cspiiisiioii hii t  iiot gciicr:ill!~ ni th  both plicnonicna. 
'l'lic ccxnpiitation litis its onii uncertainties hut is uloiie able 
to give a 1111 breakdo\\ii 1) ciirve..:is sccii i i i  9 I . 3 . 2  ligurc 
I ..;-I I ) For csaniplc in the ligurc 2.1-1 ,siicIi ctirvcs arc 
given lix tn'o angles ol' attiick versus loiigitudiiial 
coordinate, dIo\\.iiig to  aiinl!.sc the coiitributioii ol'all iiiajor 
clcinciits of the vehicle to the lilt and coiisequeiitly to the 
pitchilip iiioineiit. Optimisation of tlie design can only be 
realistic nith coiist;iiit l i t \  and pitching nioiiieiit, SO the 
derivatives nit11 rcsixct to angle of attack are to balance 
\\it11 other derivatives and the deflection of controls. 
Siniilarly i t  is ~iiaiidatory in  design balaiice to have the color 
iiiiagc of heai tltiscs or better of integrated heat 
coiidiictioii/radiation (at least by local integration of heat 
transfer equation) for keeping also the constraint of 
tciii1xratiit-c boundaries in the loop. 

Not of least iinportance are tlic derivatives for aiigular 
vclocit!. ol' pitcli that help to reduce the complesity of 
control systciiis by avoiding too large tinstable behaviour 
leading to large control surliices and rate ol' dcllcction. Such 
derivatives are also directly connected to lilt variation along 
s coordinate. 

Sl; lbl l i l \  has 10 be C O I T C ~ I L ! ~  \\Ill1 c O l l l ~ ) l l ~ ~ t ~ ~ l l  alld 

For lateral control the saiiie analysis ciin be done in ya\\* 
and roll uith curves of contribution along s coordinate and 
y coordinate of the diltereiit parts of the vehicle 
(Fig. 2.1-2). But i t  is of relevant importance to carefiilly 
analyse the yaw stability w i t h  combustion because there is a 
balance of nose destabilizing eflect and of rcanvard 
stabilizing erect due to derivative of jet induced pressure in 
sideslip on the edge of nozzle, i f  it is, as usually, not 
completely asis)inetric and with separation due to under or 
over espansion. The quality of modelling such derivatives 
of separated or \vash-out iireiis in 3D is actually poor and 
request special intcrest by ad-hoc esperiments and 
numerical \vorkshops. 

2.2. Problems of stability and control of the flow field 

signilicantly to niaintaiii low Stanton number and help to 
reduce critical tciiipcratiire at least i n  nominal flight . 

Contrary to the problciii of the transition prediction for 
reentry vehicles ,\vliere transition onset is mainly due to 
\\.all roughness induced by ablative erosion andor 
discontinuities bet\vecn the dilterent pieces or tiles of the 
Ilicniial Protection Systeiii, the problem of transition 
prediction during the launch phase for RAM and SCRAM 
prolxlled vchiclcs is mainly posed by natural transition if 
\ve consider a relatively smooth forebody. 

Besides the interest i n  lower heat loads ,when transition to 
turbulent state is dcla!cd , a major advantage is a thinner 
boundary layer thickness in front of the inlet , leading to a 
better etlicicncy of this latter.For instance , for a nominal 
Ilight condition, the turbulent boundary layer thickness at 
the end of the very long forebody can be about 1/3 to 1/4 of 
the inlet height , and it can be lowered by a factor of 4 to 5 
if the boundary layer remains laminar. 

Moreover the control of the spanwise homogeneity of the 
boundary layer thickness is directly related to the transition 
onset homogeneity ivliich can be controlled by a suited 
shape design of the forebody. And this design activity is 
\'er\. dependant on tlic accuracy of the boundary layer 
stability tools ,sincc the tluec dimension" flow can give 
rise to a rather comples map of transition. Such situation is 
illustrated by Fig. 2.2-1 to 2.2-4 from ONERADERAT 
computations. These figures show the intemiittency factor 
y aiid the boundary layer thickness for a generic forebody 
shape and two flight conditions: 
Mach=6 a=Oo and Mach=12 a=S0 
The transition onset has been obtained with the linear 
stability analysis code CASTET from ONERA/DERAT, 
\vhich gives the most unstable waves and their 
direction,giving insight in the type of instability Tollmien- 
Schlichting or Cross Flow),coupled with the 4 envelop 
method and a given value of N at transition of IO. 
Such a code is very useful i n  the design process since it 
allows to understand where the shape must be modified and 
tailored in order to postpone transition 

2.2.2 Control of separated flows. 

Of same importance is the control of separated flows. 
Generally i t  comes from interaction of shock waves and 
boundary layer but of greater importance is the wake-shock 
interaction at the rear of the configuration. The shock-B.L. 
interaction is geiierall!, nith high sweep due to high Mach 
iiuinbcr so tlie separated areas are well organized in  stable 
pattenis of conical vortical ilows ; exception is for low 
Mach Nuiiibcr o r  noniial shock-uave before subsonic 
combustion \\here the classical control are well knonn (but 
iiot so cas? to iiiipleiiicnt). The major conceni is on tlie 
upstreaiii Iaiiibda shock-wave boundan layer-wake 
interaction because it  appears at the rear of the 
conliguratioii aiid is sciisitive to the pressure ratio of no7zk, 
to the iiiising process and to the teiiqxrature of the wall by 
the tliickricss ol' the siihsoiiic sublaycr. Stabiliziiig process 
by passive iiic;iiis or by active control tvould bc: of 
considerable interest. 
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2.3 

A lot of subsonic problems arc generated by the ~inusu;rl 
aerodynainic shalx iinposed by h>pmonic requirements. 
Generally very slender coiiliguratioiis need to have good 
Iiaiidliiig i n  liipli aiiglc ol' attack because of the iicccssit!, ol' 
sucli hi$ angle due to vcp. lo\\. lilt generated at lo\\. 
iiicidciiccs. Mi-ior prohleins are coining from vortcs 
bursting location near tlie control surfaces at the rear and so 
to noli-liiicar behaviour in lateral clinractcristics of such 
vehicles. I l '  i t  is ;I long iteration process to carelidly design 
the shape of leading edges and their camber compatible 
nitti aerotlicniial rcquirenicnts of high speed, it  is of higli 
value to avoid solving tlic problcins by large (for high angle 
ol' attack) tails or tins :that gives birth to dilticult tlieniial 
problcnis i n  Ii! personic outside of iten. large leading edge 
radius for the Ion. s\veep angle giving eiliciciic!, i n  lo\\.- 
slxcd lateral kliaviour. 

Problcms of compatibility with low-speed 

3. DEMONSTRATION - QUALIFICATION OF RAM 
-SCRAM VEHICLES 

3.0. 'I'lie iwijor prohlein \vitli such veliiclcs conies from the 
cost ol' tliglit i f  the!. iieed boosters or aircralt to deliver in 
tlic point of the self sustained flight envelope \\here 
acceleration can take place. One good solution, if possible, 
is to drop such vehicles in supersonic Mach number \\hen 
supersonic inlet can bc: started in , siipc:rcritical regime - 
roughly M 2 I .8. Moreover the instrumentation to be put on 
such veliicle can be costly due to local high temperature, 
and generally ,rebuilding of performance of combustion and 
local losses are done indirectly outside of limited number of 
pressure and temperature measurement. So it is of utmost 
importance to have comprehensive ground tests for helping 
to haw espcriniental data for supporting analysis and 
research of iinproved design - or problem - free design. So 
there is a \\.ell balanced strategy of ground cslxrimcnts - 
computations - flight espcriments to build with rationale 
methodology. 

Moreover the iiiaiii problcni \vi11 be, afler solviiig problem 
pliasis, to recover tlie uncertainties to be transfonncd in  
margins not too large, othentise there is no attractive 
product, and not too small othenvise there is no end to the 
refiiieinents in design. 

problems encountered in  solving coniples chemistry and 
turbulence modcling equations encourage to have alternate 
approach \vith dilkrent codes: giving alteniatc aiwver and 
so error chasing process it supports an uncertainty 
assessineiit process as in the h!pcrsonic Heniies program. 

3.2 Integration Validation Object Methodology 

For being sulliciently confident in CFD, it is needed to have 
reference tests used in comparative self-substantiation 
between cspcriiiients and computation. For that the best 
methodology is the I.V.O. methodology as developed in the 
French I'REI'HA program by Dassault Aviation. Such 
methodology asks for a comprehensive demonstration of 
codes capabilities that led to improvement of complete code 
at the Icwl j u s t  needed for optiinizatioii work i n  the design 
phase and then to flight - simulation self substantiation of 
perfonnance. 
I.V.O. for Integration Validation Object is a vehicle design 
not to be flyable but to contain all the basic fluid dpamic  
phenomena, all the difliculty of the flow solver and of the 
geometry of real vehicle but favoring the quality of 
nieasuremei)t in experiments. For example, the thickness of 
the lip will be larger to help to measure easily and 
accurately its erect on stanton number and distortion of 
flow, the divergence or convergence of flow w i l l  be larger 
than necessary to examplify the convergence - divergence 
effect on flow field, etc ... Roughly it is a not so slender but 
realistic design, easier to be instrumented in tests. Such 
(( object 1) is not at the level of a workshop because it is at 
the level of complexity of real vehicle and clearly announce 
that the U true )) design being evolutive in the design phasis, 
it w i l l  remain as a reference not far but not exactly real : 
between real industrial and analytic test it has the 
characteristic of being a a virtual object )) for the designer 
and a good tool for experimentalist. 

One main objective of such Integration Validation Object is 
to test that the quality of codes is sufficient for really 
designing aiL integrated vehicle and not only reference 
objects use in research centers with the true weighting of 
problems of elcinentary accuracy leading to global 
uncertainties. For example, the inodels of turbulence and 
combustion to be used really in the design has to be at the 
good level for a tluust minus drag data without too large 
scatter compared to alternate code ; such verification can be 
done globally on I.V.0 and elementary by comparison to 
more detailed esperinients and computations with more 
coinplex modeling of thmnochemistry. 
Comparison bctu.ceii csperiniental and numerical data on 
this I.V.O. contigumtion will highlight possible defects in 
the integrated simulation method , and reveal the (( hard 
points )) iii the correct predictions of overall pcrlbniiance 
data. 

The lirst definition of such an I.V.O. ,based on an 
espcriment perfonncd by ITAM (Russian Academy of 
Sciences), and a preliminary analysis of its adequation to 
the objective of integration validation ,can be found in [ I ] .  
Ilesults of rclatcd results of esperimental investigations 
m y  hc fokmd in [ 1-11 and [ 151. 
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3.3 

For c1Tcctivc design ol' RAM and SCRhhl jet propelled 
vehicles \\.it11 intcnial or estmial coinbustion \\e need to 
add to the stcndy esperimcnts and coinpiitation, unsteady 
iirohlcnis solving 1"xh -c .  First is tlic start-unstart of air 
intake Ilmv. a i d  start-iinstart ol' combristioii process. A lot 
ol'\vork rcniaiiis to k. done txl'orc ellicient design tools can 
take into accoiiiit socii transiciit plienoinena that \ \ i l l  give 
coiilidciicc t i l  an!' l'ulurc dcsign. 1301 the increase in  p"cr 
ot'coiiipiiter (tcrallops cliallcnge to he practically liillillcd at 
the end ol' thc cciiturl\') and of solvers (niultiscnle - 
inultiphysics solvers) let u s  hope a i m r  fiiture lirst level 
cap;ibilit\. in  that licld. 
Second is the unstable Iloi\, tield oscillations to bc damped 
by passive design or active control. Such active control w4l 
he niaiidaton' for increasing stability of flow with 
conihustion and \ \ i l l  appcar i n  the loop of transient flow 
coniptitalion and cslxrirnents in  the future. We have to be 
read!- I'or siicli clTort. 

Problcms of stability of flow ond control 

4. CONCLUSIONS 

Numerical and esperiniental (IV0,tests) tools ;ire available 
for en'ective design of realistic RAM and SCRAM 
propelled vchicles. 

However flight conditions are not really duplicated in 
wind tunnel for high enthalpy flow. 

So the design to be checked by experiments is to be \vel1 
iiiniiaged at the level of predicted performances by 
compiitat ion. 

Basic knowkdge is available, codes are enicients so that a 
design freezing is possible if an eflicient midtidisciplinary 
approach is done in a major industrial design ofice able to 
take into account all the constraints coniing from 
aerothennal and aerod)iiainic critical design points. 

Ilic work prcsc~i~ed licrc could not Iiavc heen ~x'rl'onncd 
\\ ithout the Iielp ol' a nuinher of IIassault Aviation stall' 
nieinhers: \\e are in  p;irticuI~ir gratefill to 1'. 1lostandJ.M. 
I-laslioldcr.hl.1'. I.cclcrcq,hl. Ilav;icliol:hl. Mallet,F. Clialot 
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Figure 0 . 1 :  Schematics of the strong integration of air intakc in a vehicle 

Figure 0 - 2 :  Wakc sunvy  analysis in cntropg,cnthalpg and momcntum 
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Fieurc 1.1-1: Shicltling shock 

Figure 1.1-2: Different forcbotly shill)cs without 
nose 
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Fipirc 1.1-3: Different nnscs consitlcretl 

Fi 

fc 

i 
I b! 

I 

! i 
I 

I I 
I I 

F i m r e  1 . 1 4 :  Different forebody 
configirations 

Fieure 1.1-5: Drag  coefficients for the 
different configurations 

I .. 
L 

. -  

Figure 1 . 1 4 :  Iso-Mach maps for the 
different configurations (X=19m ) 
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Fieurc 1.1-7: Iso-hliich niiips in the symmetry 
plim for the tliffcrcnt configurations 

Fimirc 1.1-8: Modified generic forcbotly 

Ficiirc 1.1-9: 3lcsh of the Ecncric forchody 

\., 10 

5 0 5 

Figure 1.1-10: Generic forebody; M=6 a=Oo 
Iso-Mach linc in  front of the air  intake 

5 0 
Figure 1.1-1 1: Gcncric forebody; M=6 a=jO 
Iso-MiIch line in front of thc air  intake 

0 

Fieurc 1.1-12: Gcncric forebody; hl=12 tr=Oo 
1so-M;ich linc ill front of thc iiir intiike 
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0 1 ,  

5 0 5 

Firt i re 1.1-13: Generic l'orchotly; RI=I2 a=So 
Iso-Milch line in front of the a i r  intiikc 

0 I I P IU I, 
M r h  - 

Fivurc I . l -16:Mcan cfficicncy in  the ciil)tiition 
section: generic--->cvolutivc forehotly 

Fietire 1.1-14: Mesh ol'the cwlut ivc generic 
Iorchotl?' 

FiLwrc 1.1-17: Mci in  mius flow riitc in  the 
captation scction:gcneric--->cvolutivc forehotly 

Fir t i re  1.1-18: Evolutivc fnrchot l~;M=lZ tx=SO: 
\vi111 strciinilincs 
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Figure 1.1-19: O\.crhci\ting tluc to shock-shock interaction 

Figure 1.1-20: Shock hountliI1-y layer interaction in a corner 
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Fipurc 1.1-21: Rcfcrcncc positions 011 it generic confipriition 
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Fiytre 1.1-22: Generic air intitkc A l l  Figure 1.1-24: Generic air intake A13 

---- --. -. -. . .. . 

Fiytre 1.1-25: Generic air intitkc AI4 

Y ---- _. .... 

Fiytre 1.1-25: Generic air intitkc AI4 
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VEHICLE SKIN  7 
FUEL INJECTION STRUT 

UPSTREAM END OF NOZZLE 

INLET COMEU T R 
F i y r e  1.1-26: h l o ~  i.eitlistic ;iii id;i?ie configuration 
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I I l i  

Fieurc l.l-2?9? Unstructurcd2#csh of a 2D a$%takc with stru?s 
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Erpansion Fans 
From the Lateral 
Flow Expansion 
a1 the Sdepla:r 

Shock Surface 
Crealed by the 
C o q r a r t i v e  
Tuming of the 
Enema1 flow 
a1 the Sideplate 
Endpoints 

Sideplate J/ 
Endpoint Slip Surfam 

Sepamtinp 
Infernal and 

Eaemal flows 

F ib i re  1.2-1: Scheniatics of the flow on a SERN nozzle. Three tlimcnsional effects occur due to the 
pressure ~ a v c s  initiated i1t the loner SurfiIce tritiling edge and on the sides. From 1131. 

I 

Figiirr 1.2-2: Shrniittics of viiriiiblc Iliq) concept 

I 
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Fietire 1.2-3: Rcfcrcncc 
generic \'e h iclc. Rei1 I' \ k \ v  
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Figure 1 . 2 4 :  Rcfercnce 
generic vehicle 

Fivurc 1.2-5: (< cnnc;ivc 
r;imi) )) v;iri;int of the gcncric 
con fi gu rii t ion 
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con t i  pi rii t ion 
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FiEurc 1.2-10: (( nozzlc i is is  +5' )) ixriant of tlic generic configuration 
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FiPure 1.2-15: ISo-MiIch mill) 
showing the viscous regions. 
M,=10 
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Fieure 1 .34:  Pressure coefficient on thc hotly 
su il'iice,M= I O  tx=lo,scrilm,iet mode. 

Fieu1-e 1.3-2: Sui-f;icic mesh. Fimre 1.3-5: Skin mesh,view f;om the 
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Figure 1.3-8: (( Carpet plot )) of the evolution of 
thrust minus drag and vehicle specific impulse with 
Mach number and ;ingle of attack. 

Fieurc 1.3-9: Integrated c\olulion of tlriig along 
the ix!hiclc,for hl=S,scr;~mjcl mode 
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Fiyrc  1.3-1 1: Intcgri1tctl 
evolution of lift iIloIig thc 
vchicle.Effcct of ;Ingle of 
;It t iIck (sc riinijct motlc). 

. .  

Figure 1.3-12: Intcgratetl 
cvolution of pitch i h n g  the 
whiclc.Effect of angle of 
iIt tilt k (scram jct motlc). 

Firwrc 1.3-13: Intcgrittcd 
eidution of pitch irlong the 
\.chiclc.Effcct of Milch nuniber 
(scI-ilniJct niotlc). 
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iireiis where thc Niivier-Stokes equations arc 
solved iintl iireas where the Eulcr  and Boundary 
layer equations are solved. 

[-I 

Ficure 1.3-1S:Inviscid calculation of the flow in 
the a i r  intake,for Mach=b.Note the shock on lil) 
i i t l  ii 1) t ii t inn. 
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FiLwre 1.3-17: Inviscid calculation of the flow in 
the a i r  intake, for  Miich=lO 
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F i m r e  1.3-18:Viscous calculation of the flow in 
the a i r  intake for Mach=lO 
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Firure 1.3-16:Viscous c;ilculiition of the flow i n  
the iiir inti ikc for  Rliich=6.Thc shork/hountliir\- 
h y c r  Iciitls to inlct unstart. 

Ficurc 1.3- l~:Com~~; i r ison of wall pressures for 
in\.iscicl i ind viscous ci1lculiitions,for Mitch=lO 
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Figure 2.1-1: Schematics of the intcgriltion of the lift along X asis for two incidences 
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F i m r e  2.2-2: Generic forebody windward side, 
M=6 a=OO.Bountln ry layer t hic kness.(ONERA 
computation) 

F i w r c  2.2-1 :/Generic forebody wintlwiirtl side, 
hl=6 tr=Oo.Intcrniittenc!. function.Liiniiniir iIntl 
turhulcnt zoncs.(ONEKA computiltion) 
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Fimire 2.2-4: Gcneric forebody windwiirtl side, 
hl=12 tx=5i0.Boundary I i I Y C r  thickness.(ONERA F iy i rc  2.2-3: Generic forcbotly wintlwiirtl sitlc, 

\ I =  1 2  tr=Zo. Intcrniittenc> funrtion.Liiniinar computation) 
iintl tiirl~iilcnt zoncs.(ONERA conil)utiition) 
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Summary 
The design of intakes and afterbodies for hypersonic 
vehicles with RAM air breathing propulsion systems is 
described. The aerodynamic aspects of the integration 
of the forebody with the intake and the afterbody with 
the nozzle are outlined. The potentials and deficits of 
todays available tools are demonstrated and a strategy 
for the design of the propulsion system for a hypersonic 
vehicle is proposed. 

1. Introduction 
Integration of a propulsion system into a flight vehicle 
has always been a task of the intake and afterbody 
specialists. E.g. in fighters the intake and the nozzle 
were integrated such that an optimum on performance 
for a gven engine could be achieved. Of special 
importance was the adaptation of the intake geometry to 
the on-set flow produced by the forebody and the 
shaping of the afterbody such that separations, shocks 
and unsteady flow phenomena could be avoided. 
Besides the major problem of findmg the "proper 
aerodynamics" it has always been necessary to also 
consider boundary conditions like weight, complexity, 
fuel consumption etc. of the found solutions. 

In order to reduce the size, i.e. improve the overall 
performance, of a hypersonic flight vehicle parts of the 
aerodynamic tasks of the intake and nozzle are 
transferred to the forebody and afterbody. The forebody 
is supposed to produce part of the compression of the 
intake air, the afterbody is used as a part of the 
expansion surface of the nozzle. This way the 
aerodynamic vehicle performance and the propulsion 
performance become closely coupled via the integration 
of the intake with the forebody and the afterbody with 
the nozzle. Both have to be optimized together in order 
to achieve the mission requirements with a minimum of 
vehicle size and costs and a maximum payload 
(fig. 1- 1). 

The strategy of component integration can only work if 
it can be assured that it does not lead to major 
aerodynamic problems with unwanted drag increases or 
thrust reductions. In the contrary it is hoped that it 
might produce drag reductions or thrust increases, 
hopefully both. 

Aerodynamics/Aerothermodynamics is a major design 
driver for a hypersonic vehicle. However other 
important boundary con&tions cannot be disregarded: 
type of propulsion, structures and weight, systems and 
control necessary, complexity and reliability, 

development and life cycle costs are some of the more 
important ones (fig. 1-2). 

This presentation will concentrate on the 
aerodynamic/aerothermodynamic aspects of the 
integration of a flight vehicle with its propulsion. These 
can best be comprehended by looking into the 
aerodynamc design and its problems of both 
forebodyhntake and nozzle/afterbody (fig. 1-3). The 
state of the art of the development and verification tools 
is discussed. One possible strategy for the development 
of a hypersonic vehicle is presented. 

2. Intake Design 

2.1 The RAM Compression Process 
The thermodynamic cycle for a RAMjet propulsion is 
shown in Figure 2.1-1 Nearly all of the kinetic energy 
of the free-stream flow is converted by the intake into 
pressure energy (points 2t, 3t). The combustion takes 
place at nearly constant pressure and the combustion 
products are accelerated by the nozzle from station 7 
and expand to the external static pressure PO at station 
9. The compression talung place in the intake is called 
a RAM compression in which the flow is decelerated to 
low subsonic Mach numbers. The process inside the 
intake is the same regardless in which way the energy is 
added behind it. This could be inside a combustion 
chamber as in the case for a RAMjet or inside a Turbo- 
engme. This RAM compression takes even place inside 
the intake of a LACE engine (liquid air collection). 
There the air is cooled and compressed before being 
used in a rocket chamber. 

The Mach number range for both the Turbojet and 
RAMjet are indlcated in Figure 2.1-2. As can be seen in 
Figure 2.1-3 at higher Mach numbers the total 
temperatures exceed 2000K and dissociation begins to 
degrade the performance of the RAMjet engine 
drastically. The maximum Mach number for a RAMjet 
Propulsion is between Ma = 6.0 and 7.0. 

2.2 The Task of the Intake 
The intake is the most critical part of a 
supersonic/hypersonic airbreathing propulsion system. 
It must deliver air to the engme or combustion chamber 
for all flight Mach numbers at a desired rate (mass 
flow) and flow conditions (pressure recovery and 
distortion). This delivery must be accomplished by as 
little losses and drag as possible. The intake weight and 
complexity should not be excessive. Many non- 
aerodynamic factors are influencing the selection and 

Paper presented at the AGARD FDP Special Course on "Aerothermodynamics and Propulsion Integration for  
Hypersonic Vehicles", held at the von Kdrma'n Institute for  Fluid Dynamics (VKI) in Rhode-Saint-Gentse, 

Belgium from 15-19 April 1996 and published in R-813. 
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design of an intake. Examples are vehicle configuration 
and its overall performance. 

Aerodynamically the intake is converting the kinetic 
energy of the flow into pressure energy (fig.2.2-1). This 
compression can take place either in front of the intake 
(e.g. precompression due to a forebody) or inside the 
intake. At Mach numbers larger than one the 
compression with minimum losses would be an 
isentropic compression. However, the geometry of an 
intake with such a property can only be a point design 
for one specific Mach number. Instead, the supersonic 
compression is being accomplished by a succession of 
shocks. The higher the number of shocks the closer will 
be the compression process to the isentropic one. The 
supersonic compression is ended by a nearly normal 
shock after which the flow is completely subsonic. 
There is further compression inside the subsonic 
diffusor by area variation. 

2.3 Intake Types 
Intakes are characterized by the way and where the 
supersonic and subsonic compression takes place. The 
pitot intake (fig.2.3-1) can be optimized for subsonic 
flight vehicles. At supersonic Mach numbers a normal 
shock forms ahead of the intake. The external ramps 
(i.e. external of the intake duct) of the external 
compression intake are responsible for the supersonic 
compression. The final shock stays ahead of the intake 
lip. The duct flow is purely subsonic. The compression 
shocks of the internal compression intake are located 
inside the intake duct. This type of an intake with 
purely internal compression is used very seldom. The 
more common form is the mixed compression intake 
which is a combination of an external and an internal 
compression intake. 

The flight Mach numbers of these intake types can be 
quite different. Figure 2.3-2 depicts the attempt to 
identify their Mach number range and the maximum 
flight Mach numbers achievable. 

This figure indicates that the pitot intake is of no 
interest for hypersonic vehicles although aircraft like 
the F16 can reach Mach numbers close to Ma=2 with 
such an intake. 

The external compression intake is typical of aircraft 
like the Tornado or F14 and F15. Ma=3.0+ is probably 
the highest Mach number reacheable with such an 
intake. 

The mixed compression intake has been proposed for 
the supersonic commercial transport aircraft of the 
1970's. Their design Mach number has been Ma=3+. 
Recent proposals like the Beta I1 airplane (Ref.2.12) 
claim to be able to reach Ma=6.5 with this intake 
design although integration of the propulsion system 
with the aircraft is not very close. Mach numbers of 
Ma=3.5 have been flown by the SR7 1. 

For the intake of the Sanger first stage the fuselage 
precompression will help to down-size the mixed com- 
pression intake. The highest flight Mach number 
envisioned is Ma=6.8. 

The fact that for the highly integrated mixed 
compression intake there is no upper Mach number 
limit gwen does not mean that no limit will be reached. 
There is just no information on operational intakes 
above Ma-8 available in the open literature. In addition 
these will be purely SCRAM intakes not to be covered 
here. 

All this intake types can be realized by an 
axisymmetric, two-dimensional or even three- 
dimensional design. 

The axisymmetric intake consist of a translating conical 
centerbody inside a circular cowl (Fig.2.3-3). This 
design is not very flexible in the variation of the throat 
area. Today research is still going on to design and 
manufacture a variable-dameter centerbody without 
structure and leakage problems (Fig.2.3-4). 

The two-dimensional intake accomplishes the 
compression by a succession of plane shocks created at 
flat ramps and inside a rectangular intake duct 
(Fig.2.3-5). It is superior to the axisymmetric intake 
with respect to its good adaptation to the required mass 
flow variation inside the flight envelope. 

Three-dimensional intakes are very difficult (and 
probably expensive) to design and develop that so far 
only few projects have become known. In Ref. 2.7 a 
very interesting study is presented for a 3D fixed 
geometry mixed compression SCRAM intake 
(Fig.2.3-6). 

2.4 Basic Intake Parameters 
This section can just give a very short overview. More 
details can be found in the excellent Reference 2.1. 

2.4.1 Efficiency 
The efficiency of the compression process inside and 
ahead of the intake for todays aircraft is described by 
the ratio of the mean total pressure pt2 at the engme 
face to the free stream total pressure pto (fig.2.4.1-1). 
The total pressure at the engine face plane is measured 
in model tests by pitot rakes. The indvidual pitot 
pressures are area weighted to form the mean value. 
Another way to define the efficiency of the compression 
is by the kinetic energy efficiency qkn. In contrast to 
the total pressure recovery this parameter cannot be 
measured directly with a windtunnel model. For ideal 
gas flows both the pressure recovery and the kinetic 
energy efficiency are connected by the equation in 
Figure 2.4.1-1. As can be seen for high Mach numbers 
qhn is very close to one and can be very misleadng. 
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In case that there is heat removal, e.g. due to cooling of 
the forebody wall, the exergy efficiency might be a good 
way to characterize the compression process (Ref.2.8). 

At higher Mach numbers the temperatures in the intake 
flow become so high that the ideal gas model no longer 
applies. The measurement and derivation of the 
efficiency parameters is then no longer straightforward. 

Figure 2.4.1-2 gives the calculated values the oblique 
shocks, the boundary layers, the normal shock and the 
subsonic dlfisor contribute to the overall losses of 
fixed and variable intake models. At the design Mach 
number Ma = 8.0 the fixed intake shows a lower 
pressure recovery than the variable intake. This could 
be due to the higher internal compression of the fixed 
intake. This illustrates the fact that good efficiency is 
also connected with the "correct" ratio of external to 
internal compression. The kinetic energy efficiency of 
all the models is of the order of q = 0.92. 
Calculations of the specific Impulse o k  RAMjet 
indcate that an qkin of 0.90 to 0.92 should be 
sufficient for nearly optimum performance (fig.2.4.1-3). 

2.4.2 Distortion and Swirl 
For the Turbo engine the flow at the entry must be as 
uniform as possible because flow distortion and swirl 
can degrade performance and reduce the surge margin 
of the compressor drastically. The combustion chamber 
of a RAMjet seems not to be so sensitive because it is 
possible to stage the injection of fuel such that it fits to 
the flow coming from the intake. What happens if the 
location of the low pressure area(s) and of the center of 
the swirl varies with mass flow, i.e. power setting, is 
still an open question. Figure 2.4.2-1 gives the example 
of the distortion and swirl produced by an S-shaped 
diffusor and the definition of a &stortion parameter 
defined by a turbo engme manufacturer. 

2.4.3 Intake Airflow Characteristics 
The mass-flow characteristic of an intake is expressed 
in terms of its capture area-ratio (Fig.2.4.3-1 
and 2.4.3-2). Both total pressure recovery and intake 
drag are a function of this mass flow ratio. At 
supersonic flight the mass flow entering the intake 
depends largely on the geometry of the compression 
surfaces ahead of the intake and the shocks created by 
these surfaces. The mixed compression intake shows 
the best performance when the terminal shock is 
located just downstream of the throat and when the 
throat Mach number is nearly one. Increasing the 
downstream pressure (e.g. by fuel injection or closing of 
the nozzle) pushes the terminal shock out of the intake. 
This event is called "unstart" (of the internal 
compression) which produces very large and unsteady 
structural loads. Ideal would be the highest pressure 
recovery q in connection with an A d A c  = 1.0. In 
reality there will always be a compromise between 
pressure recovery and mass flow. 

Best performance would be reached when intake and 
engine mass flows would match at all flight conditions. 
However, an intake sized for the mass flow of the 
engine at the highest supersonic Mach number delivers 
too much air at transonic flight (Fig.2.4.3-3). If no by- 
pass for excess air is available spillage around the 
intake lip (and sidewalls) of external compression 
intakes takes place. In mixed compression intakes 
dump doors andor the variable geometry must provide I 

the spillage necessary. In any case increased total I 

pressure losses and additional drag are the 
consequences. A variable capture area of the intake 
could also relieve the situation to some extent. 
However, the price for the possibly reduced drag is a 
higher complexity. 

I 
~ 

2.4.4 Intake Drag 
Intake drag is defined as the drag difference between 
the flow with W A C  = 1.0 and AdAC < 1.0. 
Considered are the components in flight direction of the 
forces on the free surfaces of the streamtube entering 
the intake (F1 and F2 in Figure 2.4.4-1). Because the 
pressure on the intake cowl depends also on the intake 
mass flow, i.e. spillage, its change of its drag 
component is usually added. Depending on the 
configuration additional drag components can derive 
from a bypasshleed system and a diverter. 

2.5 Design Considerations 

2.5.1 Intake Selection 
The selection of the intake depends on several factors 
between which it is not easy to find a good compromise. 

From Figure 2.5.1-1 it is clear that at hypersonic Mach 
numbers only the mixed compression intake will deliver 
the pressure recovery necessary. A good compromise 
would be to design a variable intake that operates with 
external compression in the lower Mach number regime 
and with mixed compression at the highest Mach 
numbers. For the Mach regme 3.5<Ma<6.0 a typical 
sensitivity of net thrust on intake pressure recovery is 
given. Compared to the nozzle gross thrust sensitivity 
this is not very large. The net thrust is much more 
sensitive to changes in intake mass flow (Ref.2.14). 

Next the ratio between external and internal 
compression of the intake must be determined. 
Figure 2.5.1-2 gives some Pros and Cons for an 
increase of the internal compression. Depending on the 
actual vehicle configuration some of the arguments can 
be more or less important. A good and large data base 
on intake flows is needed to find a reasonable decision. 
It does not matter whether this data base was generated 
by windtunnel testing or by CFD. 

Compared with a two-dimensional intake one can 
expect higher pressure recoveries for the axisymmetric 
mixed compression intake (fig.2.5.1-3). The reason lies 
in the reduced viscous losses inside the intake and the 
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lower shock losses of cone shocks. In addtion the 
inevitable leakage rates of the axisymmetric intake will 
be smaller than the ones of the two-dimensional intake. 

Figure 2.5.1-4 gives the qualitative results of the 
selection process for dfierent intake types for a 
hypersonic vehicle like Sager .  As cati be seen there are 
various aspects that can influence the selection of an 
intake for a specific vehicle and its mission. 

2.5.2 Forebodies 
For the intake engmeer everything in front of the first 
intake ramp is forebody. Its shape must be such that the 
intake is downstream of the forebody shock(s) for all 
Mach numbers and angles of attack (fig.2.5.2-1). The 
geometry of the forebody defines the conditions with 
which the air, enters the intake. Nose bluntness and 
angle of the lower forebody surface influence the shock 
strength and losses. Boundary layer transition, real gas 
effects and radiation are other factors responsible for 
the energy losses of the intake on-set flow. 

The shape of the forebody also influences the flow 
angularity and uniformity at the intake station. Figure 
2.5.2-2 demonstrates the ability of different forebody 
shapes to compress the air and therefore deliver 
different amounts of air. 

The geometry of the fuselage bottom and side walls 
have a strong influence on the boundary layer 
development of the forebody. (Other important factors 
are Mach number and angle of attack.) Figure 2.5.2-3 
clearly shows that the boundary layer thickness on the 
centerline is more than twice as thick than at the 
position of the intake sidewalls. Similar effects have 
been found in other references, e.g. Ref.2.19. The 
knowledge of the boundary layer thickness is needed 
for the determination of the dverter height. 

How much the Mach number in front of the intake can 
be reduced and therefore the mass flow be increased for 
a specific forebody configuration is depicted in 
Figure2.5.2-4. Because of the reduced Mach number 
the compression of the intake and shock strengths can 
be reduced. Losses due to shockhundary layer 
interactions decrease. The increased mass flow ratio 
makes a reduction in intake size or a thrust increase 
possible. 

2.5.3 Definition of the Intake Geometry 
After the specification of the mission and the general 
configurational layout of the vehicle (including the 
location of the intake(s)) the design of the intake can 
start. The flow conditions at the begin of the intake 
must be determined. This may be done by three- 
dimensional CFD calculations covering the whole of 
the flight envelope. Design points along the flight 
corridor must be spectfied. Usually the highest Mach 
number defines the capture area of the intake. However, 
requirements at lower Mach numbers can force the 

intake engmeer to look for difficult compromises in the 
intake design. For example, the demand for high total 
pressure recovery during the turbo propulsion mode can 
make the use of boundary layer bleed mandatory which 
during the RAM mode (at higher Ma) is not necessary 
or even unwanted because of the mass flow sensitivity 
mentioned above. 

In the following chapters the topics intake capture area, 
the external compression, the supersonic d&sor, the 
internal cowl lip angle, the throat area and the subsonic 
d f i s o r  of a two-bmensional mixed compression 
intake will be looked at (fig. 2.5.3-1). 

2.5.3.1 Intake Capture Area 
The intake capture area is defined by the mass flow 
demand of the engine at the highest flight Mach 
number. At this condition the intake is run at full flow, 
i.e. and with the external compression shocks 
coalescening at or close to the lip of the cowl. Spillage 
is minimum, its magnitude depends mainly on the 
geometry of the intake sidewalls. 

2.5.3.2 External Compression Ramps 
The length of the external ramps are defined by the 
shock on lip condition at the highest flight Mach 
number and the specified capture area Ac. The number 
of ramps depends on the external compression that is to 
be achieved. Small total pressure losses and simplicity 
of the design are main goals in the selection process. 
Ideally, the ramp angles are selected such that the 
shocks are of equal strength thus producing optimum 
pressure recovery (Ref. 2.21). At the same time the lip 
area Alip must be large enough for the mass flow 
demand of the engine. If the intake is to be used in the 
lower Mach number range as an external compression 
intake together with a turbo propulsion unit the number 
of oblique shocks and their ramp angles must be large 
enough to reduce the flow Mach number ahead of the 
normal shock at the intake lip to about Ma - 1.2 . 
Otherwise the normal shock losses may become too 
large andor a large amount of bleed is necessary to 
stabilize the normal shock. It is obvious that only a 
variable intake can have a flow that comes close to the 
wanted one. To find the optimum control laws for the 
external ramps is a very difficult task and requires 
several iteration cycles until the intake performance 
achieved gives optimum propulsion and vehicle 
performance. 

Aerodynamically there are two limits for the ramp 
angles that can be selected. If the ramp angles become 
too large the shocks detach producing large losses. 
They can even become unstable. Before the limiting 
ramp angle for shock detachment is reached the 
pressure jump across a shock can become so large that 
it produces a separation. Bleed or blowing is the means 
to remedy such a situation if the shock strengths cannot 
be reduced by reducing the ramp angles. Reduced ramp 
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angles mean less compression and more entering mass 
flow. 

With the three-dimensional effects of viscous 
shocWboundary layer interactions unknown experience 
shows that it is a good approximation to use inviscid 
shock tables (Ref. 2.22) for the location and the 
determination of the flow changes across the external 
shocks. The effects of varying ratio of specific heats can 
be included if necessary. The boundary layers on the 
ramps will make the shocks steeper, i.e. they move 
upstream, away from the lip. This small effect usually is 
considered as a safety margm for the shock on lip 
design point. So the shocks are not directly focused on 
the lip but just in front of it. This way excessive heating 
of the cowl can be prevented. 

2.5.3.3 Throat Area 
In the external compression mode (e.g. turbo 
propulsion) the throat is located close to the lip plane. 
The Mach number in the throat is subsonic and of the 
order of about Ma - 0.6 + 0.8. The external ramps must 
be positioned such that the correct throat area is 
formed. At the same time the shocks of the external 
ramps should have the same strength for optimum 
pressure recovery and they should pass the lip as close 
as possible for minimum spillage. 

In the mixed compression mode the throat is inside the 
intake (internal compression). The Mach number at the 
throat should be close to Ma = 1.0. For safety reasons 
(e.g. for small variations in the flight conditions) the 
throat Mach number is fixed at Ma = 1.2. This defines 
a minimum area ratio Athroat/Alip. The actual value of 
this ratio depends on the Mach number at the lip and 
the losses in the flow between the lip and the throat. For 
an isentropic supersonic compression an analytical 
expression for this area ratio can be derived (Ref. 2.1). 
This expression is plotted in Figure 2.5.3.3-1. It is 
called "unstart limit" there. If the area ratio is smaller 
than defined by this' curve the internal compression 
breaks down. Its final shock pops out of the intake to 
start an external compression mode with high losses 
and possible instabilities. This graph also shows the 
"starting limit" of an isentropic supersonic 
compression. In order to start the internal compression 
again the area ratio Athoat/Ali has to exceed the 
values defined by this limit. &er the start of the 
internal compression the area ratio can be reduced 
again for higher total pressure recovery until it reaches 
values in the shaded area called "operational intakes", 
see Figure 2.5.3.3-1. 

In an actual intake design the determination of the 
throat area is very critical and difficult. Many factors 
can influence its value that cannot be specified at the 
beginning of the design process. For example the 
thickness of the boundary layers, the amount of bleed 
mass flow and the number of shock reflections of the 
internal compression play an important role. The 
estimation of the throat area can be based on available 

data either from model tests or CFD calculations. As a 
first estimate the kmetic energy efficiency and thus the 
total pressure recovery for similar intakes can be taken 
from the literature (fig. 2.5.3.3-2). Subtracting the total 
pressure recovery across the external shocks gives the 
total pressure recovery for the supersonic diffusor. With 
the known total pressure ratio inside the supersonic 
diffusor a simple mass balance consideration does 
produce the wanted area ratio Alip/Athroat where MA* 
is a function of Mach number only (fig. 2.5.3.3-2). 

2.5.3.4 Lip Angle 
Aerodynamically the geometric lip angle 61ip is of no 
interest. What is important is the flow turning angle at 
the lip ( 6 ~ ~ ~  - 6 ~ i ~ )  . The turning angle defines how 
much internay compression can follow after a given 
external compression or how much external 
compression can precede a given internal compression. , 

There are several important aspects for the selection of 
6 ~ i ~  (fig. 2.5.3.4-1): 

In general 6 ~ i ~  should be small in order to keep the 
frontal area and the external axial forces (e.g. on 
the cowl) of the intake small. 
During the external compression mode the subsonic 
diffusor should start as close as possible to the lip. 
Therefore, 6 ~ i  should be equal or bigger than 6 

Its v a i e  depends on the highest Mach 
Fi:&r reached with external compression. For 
this compression mode 6 b m p  is largest at the 
highest Mach number. 
During the mixed compression mode the lip flow 
turning angle must be selected such that a lip shock 
of sufficient strength is created. For a turbo 
propulsion that requires high total pressure 
recoveries the lip shock and its reflections should 
have the same strength (according to Oswatitsch, 
Ref.2.21) as the external compression shocks. This 
requirement usually is somewhat relaxed at the 
highest flight Mach number. Here RAM propulsion 
is used and total pressure recovery is less important 
than mass flow. 6 ~ ~ , ~ ~  assumes its maximum 
value. This can result in an appreciable magnitude 
for GLip. 

As with the external compression shocks the flow 
turning angle at the lip should not exceed its 
detachment limit. The lip shock should also not 
separate the boundary layer. This danger is relatively 
small at the lip. However, at the shock reflection point 
on the ramp side the pressure jump can be large enough 
to separate the boundary layer. This danger of 
separation is even higher if on the ramp side a thick 
fuselage boundary layer is swallowed by the intake. 
There is a conflicting requirement for a lip shock 
strength high enough to give good total pressure 
recovery and low enough to not separate the intake 
boundary layers which could unstart the intake. If bleed 
can be utilized (up to Mach numbers of Ma - 4.5) this 
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problem can be solved although it involves additional 
drag. For Mach numbers above Ma - 4.5 without bleed 
quite a lot of development work will be needed 
including flight test vehicle investigations. 

2.5.3.5 Supersonic Diffusor 
With the internal lip angle and the lip and throat area 
determined the next step is to find the geometry of the 
supersonic diffusor. Its task is not only to compress the 
air and to reduce its Mach number but also to reverse 
the flow turning of the external compression surfaces. 
This requires local curvature of the walls. Therefore, 
the flow and its shocks can no longer be treated with 
simple methods like inviscid shock tables. Here Euler 
and Navier-Stokes methods are of great help to the 
intake designer. At least for two-dimensional intakes 
the 2D flow can be calculated for quite a large number 
of different and alternative geometries within a 
reasonable time. The Euler results need some empirical 
information about shockhoundary layer interactions as 
a function of say pressure gradients or jumps. The 
Navier-Stokes calculations will clearly reveal all 
separations and even unstart problems. 

In 197211973 Boeing and NASA (Refs.2.24,2.25,2.26) 
developed simpler methods which were based on the 
patching of the solutions of the calculation of rotational 
inviscid flow and boundary layers. A special treatment 
for the shock/boundary layer interaction was needed 
(fig. 2.5.3.5- 1). Even extensions to three dimensions 
have been developed (Ref. 2.27). The efforts to produce 
fast and robust methods to find the global flow 
conditions during the intake design process have been 
continued until today (Refs. 2.28 and 2.29). Figure 
2.5.3.5-2 shows the the difference between the 
geometric and the effective (inviscid) intake contour 
from the lip station to the throat. It can clearly be seen 
that the boundary layer on the ramp side is relatively 
thick compared to the cowl boundary layer. The ramp 
boundary layer thinnens at X -  45 in.. This is the 
position where the lip shock is reflected on the ramp. 

2.5.3.6 Throat Length and Subsonic Diffusor 
The shape of the terminal shock of the internal 
compression can be quite different. Dependrng on the 
Mach number in front of this shock and the boundary 
layer thickness on the throat walls it can consist of a 
single shock (Ma-1.0) or a succession of shocks (called 
shock train) for higher Mach numbers, see sketch in 
Figure 2.5.3.6-1. Within this shock system a turbulent 
mixing process takes place that must be completed 
within a constant area section otherwise losses in total 
pressure will result. The shock train length is given in 
Figure 2.5.3.6-1 as a function of boundary layer 
thickness and upstream Mach number. In addition total 
pressure losses due to insufficient constant area section 
length are also specified. As can be seen the total 
pressure losses are much larger in case the throat 
section is too short. A throat section of 6 to 10 times the 
duct height can contribute considerably to the length 

and weight of the intake. Because a lowering the total 
pressure reduces the static pressure loads of the intake 
here again a compromise between performance and 
weight has to be found. 

The task of the subsonic diffusor is the maintenance or 
establishment of uniform flow. A well behaved diffisor 
depicts only small total pressure losses (3 to 6 %). 
However, in case the throat section is not long enough, 
separation at the entrance of the subsonic diffusor can 
occur that can become unstable. In Ref. 2.30 the length 
of this separation reached about 6 times the throat 
height (fig. 2.5.3.6-2) at the highest shock Mach 
number connected with a highly curved shock. At 
intermediated Mach numbers the flow transitioned 
intermittently between a fully attached and a fully 
separated flow situation (fig. 2.5.3.6-3). The steep 
increase in unsteady top wall static pressures indicates 
the unsteadiness of the separated subsonic diffusor flow. 
The shock motion is predominantly of a low frequency ( 
< lOOHz for full-scale intakes, Ref. 2.32). The 
mechanisms of these separated flow oscillations are not 
yet fully understood. Attempts to calculate the dynamic 
effects were not satisfactory (Ref. 2.31). So there 
remains an uncertainty for the intake designer whether 
or not for his specific design and its entrance flow 
conditions unsteady behaviour and unexpected losses 
might occur. 

2.5.3.7 Bleed 
Control of the boundary layer growth and separations 
inside the intake can be accomplished by bleeding. Also 
by removing low momentum portions of the boundary 
layer shocks can be stabilized. Because this removal is 
connected with losses (mass flow deficit and 
momentum) bleed should be applied as little as 
possible. The bleed ducts necessary also add to the 
intake weight. Partial recovery of the bleed air moment 
is not an easy task. 

The mass flow that can be removed by a bleed hole of a 
given diameter depends on the inclination of the hole, 
the pressure ratio between intake and bleed plenum and 
the local Mach number (Fig. 2.5.3.7-1). Inclination of 
the hole gwes minimum losses. For the stabilization of 
the terminal (normal) shock of the internal compression 
bleed holes normal to the intake wall must be applied. 
The total amount of bleed mass flow is a function of the 
effective area of all bleed holes on an intake surface. 
However, there is not always the area available that 
would be needed. Also a large number of bleed holes 
can lead to structural problems and weight increases. 

Figure 2.5.3.7-2 lists some of the aspects connected 
with bleed for the Sanger project. 

2.5.3.8 Intake Control 
Intake control is highly configuration-specific. 
Therefore only general ideas (for a twedimensional 
intake like that for Sager)  can be presented here. 
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Control of the external compression mode requires that 
the external ramps are positioned such that the shock 
losses and the spillage are not larger than anticipated 
and the lip area is large enough to swallow the mass 
flow demanded by the engine. The internal ramps have 
to be positioned such that the intake throat is at the 
intake lip and the intake duct forms a subsonic diffusor 
with small losses. Control systems for t h s  mode are 
well known from the development of fighter aircraft. 

In the mixed compression mode not only the correct 
ramp positions and lip area have to be arranged but also 
the throat height that optimizes the internal 
compression without unstart (fig. 2.5.3.8-1). In addition 
the position of the terminal shock has to be controlled 
to assure pressure recovery and prevent unstart. The 
position of the terminal shock (for a gwen intake 
geometry) is defined by the back-pressure of the intake 
diffusor. This pressure can be varied by the amount of 
fuel injection and/or the size of the nozzle throat area. 
Therefore the control of the intake is highly connected 
to the control of the rest of the propulsion system. In 
addition the intake control has to establish the internal 
compression system and to initiate the restarting 
procedure in case of an unstart. 

Several systems have been proposed in the open 
literature (Refs.2.32, 2.33). They all must fulfill the 
requirements of simplicity, reliability and accuracy 
under very severe working con&tions of high 
temperatures, high pressures and high levels of noise 
and vibrations. Static wall pressures and/or total 
pressures in the flow are in general used as control 
variables. Final calibration of such a system can 
probably not be done in a windtunnel. So preliminary 
scale-model data will have to be validated during flight 
testing. 

2.5.3.9 Sidewalls 
Sidewalls are usually selected based on experience. 
Reducing sidewalls decreases friction drag, boundary 
layer build-up, boundary layedshock interactions and 
weight. However, due to the pressure difference 
between the external ramp shocks and the freestream 
side-spillage will be increased. Again a compromise 
between performance, mass flow and weight has to be 
found. A sidewall from the hinge-point of the second 
ramp to the leading edge of the cowl from the 
aerodynamic stand-point seems to be close to an 
optimum solution. 

2.6 Some Selected Topics 

2.6.1 Aerodynamic Phenomena Affecting Intake 

Forebody flow: Figure 2.6.1-1 gives some of the 
aerothermodynamic phenomena one is confronted with 
during the hypersonic intake design. Starting on the top 
left the aerothermodynamics of the forebody has already 

Performance 

be touched in chapter 2.5.2. The effects of energy losses 
due to radiation and cooling on the intake flow can only 
be estimated in the mean. The usual assumption of 
constant total temperature in the intake flow becomes 
more and more unrealistic with increasing Mach 
number. 

Shock/boundaw laver interactions: Ramp shock and 
reflected shock/boundary layer interactions are the next 
phenomena bothering the intake designer. There exist 
several criteria for incipient shock induced boundary 
layer separations. The more simpler ones are functions 
of local Mach number and turning angle only. They are 
supported by test data up to Ma z 4.0. More 
sophisticated ones include the flow conditions of the 
boundary layers. However, especially during the design 
phase the state of the boundary layers are never known. 
So the engmeer has to rely on the simpler and not so 
accurate ones. It is interesting to note that for incipient 
separation the pressure rise across a ramp shock and 
across a shock reflection are equivalent (Ref. 2.34). 
Thus, the shock reflection is more prone to separation 
due to its larger pressure jump which is twice the 
pressure jump of the single shock. 

Cooling of the wall delays separation because of the 
larger momentum fluxes in the boundary layer 
(Ref. 2.35). According to Ref. 2.36 shock separated 
flows can be classified as pure laminar, transitional or 
turbulent. Pure laminar separations are steady in a 
supersonic stream and depict only a small Reynolds 
number dependency (these become more likely with 
increasing Mach numbers). Transitional separations are 
generally unsteady and exhibit a marked Reynolds 
number dependency. Turbulent separations are 
relatively steady compared with transitional separations 
and depend only weakly on Reynolds number. If 
separations cannot be prevented transitional separations 
conceal the biggest uncertainties for a successful intake 
design because they can hardly be modelled neither in 
the windtunnel nor in CFD. 

The question whether or not "just a little" separation is 
permissible for the optimization of the intake (i.e. 
optimization of the vehicle) cannot be answered 
because there is no way in quantifying the losses due to 
shock boundary layer interactions and separations. So it 
is most likely that an intake design is too conservative 
or that it is not conservative enough and does not work. 
Final proof of concept is only possible during flight 
testing of the vehicle. 

Corner flows/dancing, shock: Corners are predominant 
in two-dimensional intakes. However, even in 
axisymmetric intakes corners can be found at the struts 
that hold the center-body. These strut-corners are 
usually located in the subsonic flow behind the terminal 
shock of the internal shock system. So with sufficient 
rounding of the strut leading edges and the corners 
losses can be kept small. 
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The corner flows in twedimensional intakes are 
supersonic and are usually modelled as flows around 
fins on a flat plate or a ramp (e.g. Refs. 2.37 to 2.39). 
They are closely connected to the glancing shock 
problem. 3D separations both on the ramp and on the 
sidewall lead to the formation of vortices which 
transport boundary layer and high energy core air into 
the corner. This flow produces peak heating values 
simiIar to shock reflection flows. 

In an intake this type of a flow occurs either between 
the first ramp and the intake sidewalls or between the 
cowl and the sidewalls. On the first ramp the sidewall 
boundary layer is either very thin due to its short 
length, or, if e.g. fuselage boundary layer is swallowed 
by the intake the ramp (fin) boundary layer is much 
thicker than that on the sidewall. The corner flow on all 
following ramps will differ from this model due to 
additional shocks and pressure jumps. Only the 
calculation of the complete duct flow could gtve a 
complete description of the flow physics inside the 
intake. 

For the cowl side the boundary layers of these 
modelling tests are closer to reality. However, the cowl 
is not a plane but a curved surface. Therefore, there will 
be pressure gradients in flow direction. Also the flow 
along the cowl is not an external flow. It takes place 
inside an intake duct, i.e. it is a confined flow. The 
pressure gradient along the cowl is influenced by the 
flow on the opposing ramp side. Sofw no investigations 
concerning blowing at the corner came to the attention 
of the author. With such an investigation one could 
model intentional leakage flow between the ramps and 
the sidewalls. Using cold gases for this leakage flow 
could ease the heating problem of the ramp seals. 

2.6.2 Confined Flows 
In intakes shock boundary layer interactions cannot be 
considered as two-dimensional flow effects. They 
depend on the confinement parameter 6/w, i.e. the ratio 
of the boundary layer thickness to the duct width 
(Ref. 2.40). For large values, i.e. for thick boundary 
layers, the separation on the bottom of the duct becomes 
highly three-dimensional (fig. 2.6.2- 1) whereas for 
smaller values at least part of the separation is nearly 
twcdmensional. The separation is accompanied by 
longitudinal vortices. The introduction of an additional 
important parameter makes the prediction of the danger 
of separations and the quantification of their losses even 
more complicated. 

2.6.3 Optimization 
Always loolung for new topics to work on the CFD 
community started to impliment optimization methods. 
The first step in this direction are still somewhat 
limited (fig. 2.6.3-1). However, there is a potential that 
should be used if it offers the possibility to reduce the 
efforts of designing the optimum intake for a 
hypersonic vehicle. 

The optimization is done by minimizing an objective 
function. The flow codes used in references 2.41 and 
2.42 have been an Euler and a laminar PNS code. 
Performing a three-dimensional viscous optimization 
(today) seems to be an extremly costly adventure but 
even the optimization of detail aspects of a hypersonic 
intake (e.g. the ratio of the (inviscid) external to 
internal compression) could help the designer 
considerably. 

2.6.4 Structural Aspects 
To demonstrate the magnitude of temperature and 
pressure loads inside the intake values are given in' 
Figure 2.6.4-1 for HYTEX. Temperatures as high as 
1800 OC and pressures of = 6 bars can be present in the 
subsonic diffusor. A structure that can withstand such 
high loads without too much deformations and with 
minimum weight must carefully be selected. For the 
pressure relief of the ramps the ramp cavity must be 
pressurized. The pressure dfference on the cowl tip can 
become large. Because at the higher flight Mach 
numbers the external ramp shocks are very close to or 
at the cowl the cowl tip is very critical concerning 
deformations. Ramp actuators available today must be 
cooled or insulated. 

Other aspects applicable for Shger  are collected in 
Figure 2.6.4-2. Although no strong temporal 
temperature gradients are to be expected the local 
temperature gradients can be quite high. Deformations 
of the flat surfaces can alter the intake flow and 
critically influence the capture and throat area. Gaps 
and steps in the intake skin are dangerous because of 
confined flow effects (shock reflections). The effect of 
forebody deformation on pre-compression must be 
known and included in the intake control laws. In 
addition to have a clearly defined intake on-set flow the 
intake should be rigidly attached to the forebody. 

A light-weight flight structure will not be able to 
sustain intake unstart loads. So the control system must 
be designed such that no unstart will occur. How 
atmospheric disturbances that could lead to intake 
unstart will be discovered and quantified is a still open 
problem. 

3. Afterbody design 
The "ideal" afterbody would be just a thrust producing 
nozzle. The process of expansion in such a nozzle is 
shown in figure 2.1-1. Because the combustion takes 
place at nearly constant pressure the maximum nozzle 
pressure ratio (from station 7t to 9) is determined by the 
pressure ratio realized by the intake. 

The flow at station 7 is subsonic for a propulsion 
system with an intake of the RAM type. It can be 
produced by the combustion chamber of a RAMjet or a 
turbojet with or without an afterburner. The task of the 
nozzle is to expand this flow (i.e. accelerate it) as 
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efficiently as possible to the conditions given at 
station 9. 

The flow conditions at station 9 are defined by the 
actual nozzle and afterbody flow, i.e. they can deviate 
from the free stream flow conditions (station 0). 
Therefore, for the understanding of the integration 
problems of the afterbodyhozzle configuration of a 
hypersonic vehicle it is necessary to look into the nozzle 
design problem which has the afterbody flow as 
boundary conditions. 

3.1 Nozzles for supersonic Mach numbers 
The Laval nozzle in Figure 3.1-1 accelerates the flow to 
supersonic Mach numbers if the exit pressure is low 
enough. Between the flow conditions d and f indicated 
in the left half of the figure there are flow conditions 
with separations inside the nozzle connected with 
oblique shocks (shown on the right of the figure). These 
separations could be beneficial (compared with the non- 
separated flow the oblique shocks exhibit increased 
pressures) if the mixing losses do not become too large 
(Ref. 1.5) However, the stability of the shocWboundary 
layerheparation interactions cannot be guaranteed. 

Nozzles of this type with a convergent/divergent area 
distribution are in use in many aircraft flying 
supersonically. Figure 3.1-2 gwes several axi- 
symmetric examples of which three vary the nozzle 
area by moving parts of the nozzle surface whereas in 
one example the area variation is accomplished by 
moving a plug in axial direction. 

3.2 Basic Nozzle Parameters and Nozzle 
Performance 

The thrust coefficient CFG is a measure of the nozzle 
efficiency (Fig. 3.2-1). It is the ratio of the thrust 
achieved to the thrust that could be produced by an 
isentropic expansion from the same flow conditions at 
station 7 to pm , This coefficient includes all losses 
because of friction, angularity, expansion and mass 
flow leakage. When such a nozzle is installed into a 
flight vehicle the drag on the external nozzle walls 
depends on the nozzle expansion ratio A9/A8 This 
drag is usually included into the engine performance. 
Traditionally the engine manufacturer quotes the 
difference between this installed thrust and the Ram 
drag (implications due to book-keeping are disregarded 
here for simplicity). 

The internal nozzle performance for a convergent/- 
divergent axisymmetric nozzle is recapitulated in 
Figure 3.2-2. For a gven expansion ratio A9/A8 nozzle 
thrust coefficient CFG has a maximum at that nozzle 
pressure ratio p ~ 7 / p o  for which p9 = PO ( C F G ~ ~ ~ ) .  At 
this condition the losses are mainly angularity and 
friction losses and depend on the nozzle geometry only. 
For pressure ratios less or larger than this optimum one 
overexpansion or underexpansion losses occur 
respectively. The pressure ratio pt7/po for the peak 

coefficient CFG increases whereas the magnitude of 
peak CFG decreases with increasing A9IA8. For a 
given operating condition the optimum nozzle 
performance occurs at an area ratio that is smaller than 
that one for the peak thrust coefficient. Factors that 
influence the nozzle efficiency are summarized in 
Figure 3.2-3. 

Subtracting external boattail drag produces another 
nozzle area ratio for maximum installed performance 
(Fig. 3.2-4). The external drag is increasing with 
decreasing nozzle area ratio because for a fixed A8 the 
boattail angle p is increasing. So, in general nozzles are 
operating slightly underexpanded. 

According to Ref. 1.4 (and as shown in Figure 3.1-1) it 
is possible that during overexpanded operation the 
nozzle flow adjusts itself to the ambient pressure by 
compression that can lead to oblique shocks and 
separations. This results in an increased static pressure 
compared to the unseparated nozzle flow. Depending 
on the actual nozzle design this can raise the nozzle 
thrust coefficient (Fig. 3.2-5). Usually nozzles are not 
designed for conditions like this. Therefore there is 
little or no experience that would help answering the 
questions about the stability and the predictability of 
such flows. Engneers coping with nozzle flows try to 
avoid separations and shocks. 

3.3 Nozzles for high Mach numbers 
The nozzles shown sofar have been designed for 
subsonic and supersonic flight Mach numbers. If the 
flight Mach number is extended over todays range the 
nozzle pressure ratio and therefore the desired nozzle 
area ratio increase drastically (fig. 3.3-1). Because of 
the additional low Mach number requirements this 
means large, heavy, complicated variable nozzles. In 
Figure 3.3-1 the area variation for both the exit and the 
throat of a hypersonic nozzle is gwen. In this typical 
example the exit area of a fully expanding nozzle must 
be variable between half and six times the intake 
capture area. Compared with current nozzle designs 
both the pressure and temperature loads are increased. 
Two conclusions can be drawn from the data presented 
in the figure. Axisymmetric nozzles can no longer be 
realized for Mach numbers beyond Ma = 4.0. For 
weight and size (drag) reasons fully expandmg nozzles 
are not practical at high Mach numbers. 

3.4 SERN Nozzles 
In order to save weight and frontal area parts of the 
"ideal" axisymmetric (or in twedimensions symmetric) 
nozzle are cut-off. Resulting losses are taken into 
account. The resulting nozzles are called S E W  (single 
expansion ramp nozzle). Two candidates are depicted 
in Figure 3.4-1. One is a twedimensional solution 
utilizing flat ramps to vary the throat and expansion 
area. The other uses an axi-symmetric plug nozzle that 
is also followed by a twedimensional expansion ramp. 
In the following only the twedimensional SERN 
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nozzle is considered which is the baseline nozzle of 
Sanger. 

3.5 Design of Minimum Length SERN 
Because flow losses are minimum in an isentropic flow 
it is obvious to design a nozzle such that its flow is as 
close to this ideal situation as possible. Also, the 
method of characteristics (MOC) can be utilized during 
the design of the SERN nozzle (Refs. 3.3, 3.26, 3.27). 
The method to find the minimum length and the 
geometry for such a nozzle can best be explained with 
the help of the upper sketch in Figure 3.5-1. For a given 
sonic on-set flow under arbitrary flow angle and sharp 
corners at points a and d the shape of the nozzle has to 
be found such that the outflow of the nozzle is 
horizontal and at points f and c the pressure in the jet is 
equal to the free-stream pressure at that stations. The 
upper sketch in Figure 3.5-1 shows the characteristics 
of the general case. The shortest nozzle is found when 
the geometry of the upper and lower nozzle walls are 
such that point e and f collapse and the jet pressure is 
equal to the free-stream pressure. Then the geometry 
would reach from point a to c and from point d to e/f. 

This design procedure has to be run through for many 
operating conditions along the flight path of the 
hypersonic vehicle. Then a decision has to be made 
which design point will determine the actual nozzle 
geometry and how the variability of the nozzle has to be 
accomplished such that at other operating points the 
nozzle performance is still near optimum. This 
selection procedure for the nozzle ramps is similar to 
the one for the geometry of the supersonic diffusor for 
the intake (see chapter 2.5.3.5) except that for the 
intake shocks are created by purpose whereas in the 
nozzle shocks are tried to be prevented as good as 
possible. 

Because in an actual SERN design the nozzle length 
(weight) or the nozzle height can still be too large it 
would be of interest to further shorten this minimum 
length nozzle. That this is possible can be recognized in 
Figure 3.5-2. There it is shown that this specific nozzle 
can be shortened to a quarter of its length without 
sacrificing too much axial gross thrust. However, the 
net installed thrust is very sensitive to thrust coefficient 
changes. Fig. 3.5-3 makes it clear that at Ma U 7.0 a 1 
% change in thrust coefficient can result in about 4% 
net installed thrust. This is somewhat larger than the 
change in net installed thrust due to a change of intake 
mass flow by 1% (e.g. by bleed). 

The inviscid design of the SERN has to be corrected for 
all losses not considered, e.g. also friction and leakage 
losses. Theses losses are difficult to estimate and are 
usually found by experiment. Sofar only generic type 
SERN nozzle tests are reported on in the open literature 
(e.g. Ref. 3.31) 

3.6 Operation Problems Connected with SERN 

In Figure 3.6-1 the thrust coefficient and the thrust 
vector angle is given as a function of Mach number. 
Whereas at high Mach numbers the performance is 
quite good and the thrust vector angle is relatively 
small at Ma U 1.2 there is a sharp decrease in thrust 
connected with large negative thrust vector angles that 
produce nose-up moments for the vehicle. 

To understand this effect it is best to look into some 
CFD results. In Figure 3.6-2 the Mach number 
distribution calculated with a 2D Euler method for 
Ma= 5.6 is represented in colours. The pressure 
distribution along the nozzle walls (ramp and cowl 
side) is plotted in Figure 3.6-3. As can be seen the 
pressures inside the nozzle are not too much different 
on both sides. The pressure coefficient on the expansion 
ramp is nearly zero and positive. Considering for the 
determination of the thrust vector and its direction a 
control volume at the throat and from there along the 
expansion ramp and the cowl flap one has to assume 
that the direction of the thrust force is defined solely by 
the flow direction in the throat. Even adding the 
pressures on the external cowl (installed thrust by book- 
keeping definition) changes the magnitude and 
direction of the thrust vector only slightly (fig. 3.6-4). 
Both vectors pass the vehicle's center of gravity by a 
small distance thus producing a very small nose-down 
moment that has to be balanced by the external 
aerodynamics. 

At Ma = 1.2 the nozzle geometry is chosen such that it 
operates in an overexpanded mode (fig. 3.6-5). There is 
a shock starting at the trailing edge of the cowl flap. 
This shock does not touch the expansion ramp. At the 
expansion ramp the nozzle flow is continually 
accelerated with pressures reducing. At the end of the 
expansion ramp two shocks, one in the jet and one in 
the free-stream, are formed because both flows have to 
turn into the free-stream flow dlrection. The pressure 
distribution along the nozzle walls are plotted in 
Figure 3.6-6. Shortly downstream of the throat both the 
pressure coefficients of the ramp and cowl side become 
negative. The pressure forces on the lower and upper 
nozzle contours again nearly cancel each other. But, on 
the expansion ramp there are pressures acting which 
produce nose-up moments. The thrust vectors (installed 
and uninstalled) and their relative position to the 
vehicle's center of gravity are depicted in Figure 3.6-7. 
The large nose-up moments can clearly be visualized. 

The nozzle could have been operated in an 
underexpanded mode too. In order to obtain this mode 
the expansion ratio has to be reduced by turning the 
cowl flap towards the expansion ramp. As a by-product 
one ends up with a nearly blunt external cowl 
(fig. 3.6-8). The expansion in the jet flow at the trailing 
edge of the cowl flap can clearly be seen in the Euler 
result. This expansion reduces the pressure on the 
expansion ramp. The negative pressure coefficient 
values towards the end of the expansion ramp (fig 
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3.6-9) are not as large in magnitude than those of 
Figure 3.6-6. The thrust vector angle of this 
nozzle/afterbody configuration (fig. 3.6- 10) is only by 
about 1.5 degrees more positive than that one of figure 
3.6-7. The angle of the installed thrust vector is even 
more negative. The main dfference between these two 
solutions is the turning of the flow in the throat of the 
underexpanded case whch the overexpanded case does 
not have. In addition to the turning of the throat flow 
which counter balances the increased pressures on the 
expansion ramp (compared to the overexpanded case) 
the negative pressure coefficients on the blunt external 
cowl flap reduce the thrust and push the thrust vector to 
larger negative values. From this it follows that the 
transonic pitch problem of the SERN cannot be solved 
by geometry variation alone. 

3.7 Proposals for the Solution of the Transonic 
Pitch Problem 

There are ways around the problem of the SERN nozzle 
at transonic Mach numbers. However all methods 
available in the open literatur are more or less still in 
the research stage. Final proof of reliable application 
and the production of a necessary data base have not 
been accomplished. 

The method that suggests itself would be the use of 
reversed bleed. In Ref. 3.10 such a method has been 
proposed. By the use of active and/or passive bleed a 
separation is induced at the rear end of the expansion 
ramp (fig. 3.7-1). In some cases the separation leads to 
vortices which reduce the favorable pressure on the 
expansion ramp agam. Depending on the shape of the 
sidewalls a strong influence of the external flow seems 
to exist. A short and a scarfed sidewall have been 
investigated although the test condtions have not been 
representative. The flow on the expansion ramp is very 
similar to the flow with separations in overexpanded 
axi-symmetric nozzles (see chapter 3.2 and Figure 3.2- 
5). A bleeding system including compressors for the 
necessary bleed air has been designed. 

The second method comprises the injection of air 
through a slot downstream of the nozzle throat. The air 
to be used is intake bleed and fuselage boundary layer 
air from the intake diverter. As can be seen in 
Figure 3.7-2 this air is injected with subsonic Mach 
numbers and is accelerated by the jet flow to just 
supersonic Mach number at the rear of the expansion 
ramp. The change in thrust vector angle of the 
afterbody of Figure 3.6-8 due to this method can be 
derived by comparing the data with and without 
injection. There is an improvement at Ma = 1.2 but for 
Ma 7 2.0 the thrust vector angle is increasing to +10 
degrees. Both results do not seem to be satisfactory. 

Different results have been produced for the 
overexpanded nozzle of Figure 3.6-5. In the upper half 
of Figure 3.7-3 the secondary air is injected with 
subsonic Mach number and a pressure higher than the 
jet pressure. The jet is deflected due to this high 

pressure injection and an oblique shock is formed in the 
jet. The subsonic injection flow is further decelerated 
due to the increasing area between expansion ramp and 
jet which results in even higher pressures along the 
expansion ramp. This way the total thrust vector angle 
is reduced from nearly -24 (fig. 3.6-7) to about zero 
degrees. 

In the lower half of Figure3.7-3 the secondary air is 
injected supersonically at a pressure that is lower than 
the jet pressure at the injection station. The jet expands 
locally thus reducing the area of the injection stream 
which is decelerated until it goes subsonic through a 
normal shock. Again the pressures on the expansion 
ramp are higher with than without injection. The total 
thrust vector angle reduces to -7.5 degrees. The position 
of the normal shock in the injection stream is highly 
depending on the pressure at the upper end of the 
boattail. This pressure is a function of the external flow 
turning imposed by the jet. Thus it varies with angle of 
attack (fig. 3.7-4). For a large angle of attack this 
pressure is high and the position of the normal shock is 
close to the injection location. For smaller angles of 
attack the pressure is lower and the position of the 
normal shock is somewhat more downstream. The 
resulting thrust vectors are also shown in Figure 3.7-4. 

A third method tries to remove the influence of the 
blunt external cowl flap (fig. 3.6-8) on the thrust vector 
and its angle. Due to the expansion of the external flow 
the pressures on this external surface are very low. 
They depend on the Mach number and the turning 
angle. Because of separation they are limited in 
magnitude. The plot in Figure 3.7-5 reveals that the 
pressures are lowest for Ma = 1.2/1.5. 

It has been proposed to increase these low pressures so 
much that their negative contributions to the thrust 
vector and angle are diminished. Because the pressure 
on the external cowl flap determines the operating 
mode of the nozzle an additional optimization is 
necessary. If the pressure becomes too high the nozzle 
flow is overexpanded with oblique shocks in the jet. For 
an underexpanded operation the jet pressure has to be 
larger than the pressure on the external ramp. So with 
increasing external cowl pressures the expansion ratio 
of the nozzle has to be decreased with further losses. In 
the case of underexpanded flow the Mach line from the 
trailing edge of the cowl determines whether external 
combustion will influence parts of the expansion ramp 
or the external cowl surface only (fig. 3.7-6). 

Figure 3.7-7 shows the calculated particle traces and 
center-line pressure dstributions for an external 
hydrogen burning experiment Particle traces on the 
surface and Mach contours in the exit cross-section 
demonstrate the flow redistribution due to the hydrogen 
combustion (fig. 3.7-8). 

Figure 3.7-9 presents the results of a rough estimation 
of the effect of external hydrogen combustion on the 
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Sanger afterbody. No optimization has been 
accomplished yet. 

3.8 The Plug SERN 
This type of afterbody configuration has been looked 
into during work for the experimental vehicle HYTEX. 
This a two engne vehicle therefore larger three- 
dimensional flow effects were to be expected. One 
possible geometry of this afterbody is drawn in 
Figure 3.8-1. With some imagination one can see that 
due to the circular exit of the closed part of the plug 
nozzle additional base areas are formed (connected with 
drag and heat loads) that have to be faired into the 
shape of the expansion ramp. This makes the definition 
of an expansion ramp shape without inflection points 
andor corners a rather difficult task. The expansion 
ramp has been cut-off on the sides in order to save 
weight. 

Two-dimensional and three-dimensional Euler 
calculations have been performed the results of which 
are plotted in Figures 3.8-2 and 3.8-3. As can be seen 
there are shocks on the plug occuring in the 
underexpanded example at Ma = 1.2 and in the 
overexpanded example at Ma = 3.5 (fig. 3.8-2). The 
three-dimensional underexpanded calculation at Ma = 
5.6 reveals the shock which is due to the interaction of 
the ai-symmetric flows of the two engines (fig. 3.8-3). 

Compared to the two-dimensional configuration the 
plug nozzle should offer the advantage of reduced 
weight and probably less leakage. However, only 
extensive structural and experimentalhumerical flow 
investigations could make the trades e.g. between 
weight and performance reliable enough for the 
selection of one of these configurations. 

3.9 Three-dimensional Afterbody Effects 
The propulsion system integrated into the Siinger 
fuselage is shown in Figure 3.9-1. The overall width of 
the 5 expansion ramps is about 12 meters. This gives an 
impression of the size of the vehicle. 

Clearly it cannot be expected that there is a constant 
pressure at the trailing edges of the lower cowl flap, the 
expansion ramp and the sidewalls. The downwash of 
the wing, the flow due to wing flap settings and even to 
the stabilizer will change the flow boundary conditions 
for the jet flow. On the sidewalls and on the top surface 
of the fuselage there will be a thick turbulent boundary 
layer whereas on the bottom the boundary layer will not 
be as thick due to its shorter length. However, on the 
bottom a separation on the blunt external cowl flap 
occurs. 

On the top of the fuselage the second stage is sitting. 
The base area of this stage will need a cover (which is 
not shown here) until stage separation in order to 
reduce drag. An optimum boattail angle for the stage 
would be about 3 degrees. The pressure drag of the 

cover is not very sensitive to the length of it (fig. 3.9-2). 
Therefore the length can be selected by weight 
considerations. There will be an interaction between the 
wake flow of the remaining base and the thick fuselage 
boundary layer. This will make the flow at the end of 
the expansion ramp highly non-uniform. 

Between the 5 engnes 4 partition walls will be needed. 
These walls will have a finite thickness and therefore 
expansions and shocks will occur at the trailing edges 
of these walls. These shocks will interact with the 
expansion ramp boundary layer and could lead to 
separations. The measured lines of constant pitot 
pressures from a model test simulating 4 engmes in 
Figure 3.9-3 clearly depict these crossing shocks ("B"). 

The effect of sidewalls can best be appreciated by 
visualizing the differences between an afterbody 
without and with sidewalls. In Figure 3.9-4 a three- 
dimensional sketch of the afterbody flow features and a 
cross-section through the jet plume are reproduced. The 
nozzle flow is underexpanded. As can be seen in the 3D 
figure there is an area where the jet flow is completely 
two-dimensional up to the first Mach line of the 
expansion fan originating at the endpoints of the 
sidewalls of the closed nozzle. The location of this 
Mach line is a function of Mach number only. The 
expansion fan starts a strong outward curving of the 
flow (fig. 3.9-5). The flow is no longer 2D but 3- 
dimensional. A shock is created ("Internal shock") 
when the jet flow is turned back by the free-stream 
flow. There is another shock in the free-stream flow 
("Jet shock") created by the turning of the free-stream 
due to the underexpanded jet. Between the two shocks 
the shear layer between jet and free-stream is located. 
The internal shock which is "sitting" on the expansion 
ramp is producing a cross-flow separation there 
whereas the jet shock separates the external (fuselage) 
model boundary layer. This afterbody flow is 
accompanied by at least two vortices on each side (like 
in fig. 3.9-6).. From these flow features it is clear that 
thrust and thrust vector angles can only approximately 
be estimated with two-dimensional methods. 

Adding sidewalls like on Sanger the situation changes 
the underexpanded flow somewhat. The limiting Mach 
line which bounds the two-dimensional flow area on the 
expansion ramp now starts at the trailing edge of the 
cowl flap, runs along the sidewall and then along the 
expansion ramp (fig. 3.9-7). Compared with the case 
without sidewalls the two-dimensional flow area is 
enlarged its higher pressures delivering more thrust 
(and nose-down moments). The three-dmensional flow 
can become rather complex depending on the nozzle 
pressure ratio and the external flow condtions. Cross- 
flow shocks at the rear ends of the sidewalls and 
expansion ramp can start separations and vortical 
flows. It cannot be predicted without experiment or 
CFD whether the thrust or thrust angle will be 
increased or decreased by these flows. In the 
unseparated flow situation the internal shock is no 
longer resting on the expansion ramp surface but starts 
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just downstream of the trailing edge of the sidewalls. 
The jet shock most likely does separate the fuselage 
boundary layer on all sides. 

4. Integration Aspects 
Figure 4-1 gives an example what consequences the 
close integration of the intake with the forebody does 
have. Here an intake has been designed for the short 
blunt forebody shown. Because a higher propulsion 
preformance was wanted it was decided to increase the 
precompression of the forebody by turning it by about 5 
degrees. For drag reasons the forebody was made more 
slender too. Now, if one would just turn the existing 
intake by also 5 degrees the bottom of the intake lip 
would move down so much that the maximum cross- 
section of the vehicle would increase by about a quarter 
of its original value. Most likely this would not improve 
the performance of the vehicle. However, an intake 
especially designed for the decreased Mach number of 
the new forebody would not only swallow more mass 
flow through the same capture area during the shock- 
on-lip operation but would also swallow more mass 
flow during the off-design operation due to the reduced 
turning of the external ramps. The consequence out of 
this is that for every change of a component of the 
vehicle design changes for other components can ensue. 
This makes the design of highly integrated vehicles so 
tedious (and expensive). 

One of the most important things before the design of a 
propulsion system should start is the definition of a 
book-keeping system. This is necessary to make sure 
that all forces acting on the vehicle are accounted for 
only once. Also, with a book-keeping system the 
responsibilities for the design and performance 
estimations of the components are fixed. In Figure 4-2 
one possible candidate for a book-keeping system is 
defined. (Others can be found in the literature, e.g. 
Refs.3.29 and 3.30). Here all the forces acting on the 
hatched and cross-hatched stream-tube including the 
forces on the intake cowl and afterbody flap are 
accounted for in the propulsion deck. All the other 
forces acting on the vehicle are accounted for in the 
aerodynamic deck. This book-keeping method has the 
advantage that all forces which are thrust depending are 
separated from the aerodynamic forces which do not 
depend on thrust. One important aspect that makes 
some &fficulties at hypersonic Mach numbers is the 
fact that the book-keeping must also be defined such 
that all forces can be measured separately in different 
models, i.e. five component aerodynamic model, intake 
model, afterbody model. E.g., one difficulty with the 
aerodynamic model is the correct representation of the 
intake flow and its measurement because of the 
generally small size of the model which is due to the 
windtunnels available. 

Considering the complete propulsion performance 
Figure 4-3 gives an impression of the relative 
magnitude of different propulsion components. As can 
be seen the drag of a blunt external cowl flap (called 

nozzle/&erbody in the figure) is not negligible. Also, 
the Ram drag, that is the free-stream momentum of the 
intake air stream tube, is growing considerably with 
increasing Mach number. So the installed net thrust 
becomes a small difference between two large numbers, 
i.e. the ideal nozzle gross thrust and the ram drag. At 
the high flight Mach numbers small estimation errors 
in these two variables can make large differences in the 
installed net thrust. 

In chapter 2 moments due to the intake have not been 
considered whereas in chapter 3 moments have been an 
important aspect of the SERN nozzle operation. 
Figure 4-4 gives the explanation for this. In this figure 
the forces according to the book-keeping are given for 
the intake and the afterbody at possible flight conditions 
at Ma = 1.2 and Ma = 5.6. (The center fuselage has 
been omitted in the figure.) As can be seen the intake 
force has nearly no moment with respect to the center 
of gravity for Ma = 1.2 whereas the afterbody force does 
have a large moment. At Ma = 5.6 the moments of the 
intake and afterbody nearly cancel each other. The 
combined moments of the propulsion system are plotted 
in Figure 4-5 together with the moments of the 
airframe. The moments of the vehicle indicate large 
nose-down moments at around Ma = 1 .O that have to be 
balanced by trimming. 

5. Development and Verification 
For the development and the design verification of an 
air-breathing propulsion there are three tools that are 
indispensible: the windtunnel, numerical fluid 
dynamics (CFD) and flight testing of experimental 
vehicles. The strategy for the development and 
verification of a hypersonic vehicle will be covered in a 
separate paper. Here only some aspects will be touched. 

5.1 Windtunnel testing 
In Germany we did intake and afterbody model testing 
in the TMK at the DLR in Cologne. Its test range is 
given in Figure 5.1-1. The tunnel can run without 
heating the air up to Ma = 4.5. With heating we did 
testing up to Ma = 5.2. Because of the limited test 
section size testing of small-scale models is possible 
only. However, the small scale and the cold windtunnel 
air flow allow to test at nearly exact Reynolds numbers. 
This is especially important where turbulent flows have 
to be modeled. 

The generic afterbody model of Figure 5.1-2 has been 
tested in this windtunnel up to Mach numbers of 
Ma=4.5. The tests have been conducted for various 
combinations of primary and secondary nozzle pressure 
ratios and angles of attack. Figure 5.1-3 shows a 
comparison for this generic afterbody model between a 
2D Euler result and the Schlieren photo of the test in 
the TMK. The Mach number has been Ma = 3.5 for this 
testpoint. The wall pressure distributions of both the 
tests and the calculations agreed quite well. In the 
figure it can be seen that the calculation captures all 
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important flow features that can be recognized in the 
Schlieren picture. 

The intake model ETM3M in Figure 5.1-4 has been 
tested not only in the TMK but also in the SVS2 
windtunnel at TsAGI, Moscow. This is a small-scale 
model of the intake for a hydrogen RAMjet propulsion 
unit that has been designed within the German 
Hypersonic Technology Programm. The design for this 
intake was based on the development work for 
hypersonic intakes accomplished at Dasa and at the 
DLR in Cologne. For the definition of the intake 
geometry extensive 2D Navier-Stokes calculations have 
been conducted to investigate the separation behaviour 
of different supersonic diffusor geometries. These 
calculations also verified that the internal compression 
of the intake would start with the final design geometry 
and at the actual windtunnel flow conditions. The 
testing of the isolated intake model was very successful. 
The performance predicted was exceeded. The highest 
test Mach number at the DLR has been Ma = 5.2 and 
Ma = 6.0 at TsAGI. 

For the testing of larger intakes or even of complete 
propulsion units combustion-heated windtunnels are 
available, e.g. the M U  facility of the AEDC in 
Tullahoma in Tennessee, USA (fig. 5.1-5). In these 
windtunnels high enthalpy flows are produced by the 
combustion of butane, methane or hydrogen. The 
burned oxygen has to be added after the combustion. 
These facilities allow free-jet testing inside evacuated 
test cabins. This way the low static pressures at high 
altitudes can be simulated. The size of the models that 
can be tested depends on the size of the Mach rhombus 
of the windtunnel nozzle. The maximum Mach number 
generally is Ma S 8.0. In the APTU the maximum total 
temperature is Tt = 1100K. Because of the combustion 
products the test conditions may be limited by the 
formation of water or ice. 

An intake of a capture area 48x48 cm has been 
designed by Dasa for testing inside the APTU. These 
tests were to model the flow conditions of an 
experimental hypersonic vehicle as close as possible. 
The highest Mach number would have been Ma = 5.8. 
Figure 5.1-6 shows a three-dlmensional view of the 
intake inside the test section of the M U .  On the left 
one can see the windtunnel nozzle and on the right the 
diffusor which produces the high altitude conditions. In 
the side view of Figure 5.1-7 the complete RAMjet 
propulsion unit consisting of intake combustion 
chamber and SERN nozzle can be recognized. The 
hydrogen combustion chamber together with the SERN 
nozzle have been tested successfully in the connected 
pipe test facility at Dasa-RI in Ottbrunn. The design of 
the full-scale intake is nearly completed. Its 
performance has been verified by the model tests 
described above. It would be very easy and only of low 
risc to continue the original plans and conduct the 
planned hydrogen RAMjet testing. 

Larger propulsion units cannot be tested at hypersonic 
Mach numbers today. Also testing of forebodyhntake or 
complete afterbody models is limited to extremly small 
models if it is possible at all. The problems and 
limitations of windtunnel testing both for Sanger and 
an experimental vehicle are roughly sketched in 
Figure 5.1-8. Windtunnel testing for Sanger will be 
restricted to small scale-testing of components. These 
tests must be supplemented by CFD and flight testing of 
experimental vehicles as necessary. 

5.2 Computational Fluid Dynamics 
CFD results have been extensively used in this paper to 
visualize the flows. Very often inviscid methods have to 
be applied due to the high costs of Navier-Stokes 
methods. This can only be done in situations when 
viscosity is not dominant in the flow. The example of 
an afterbody with secondary injection at a Mach 
number of Ma = 1.2 in Figure 5.2-1 demonstrates the 
influence viscosity can have. In this figure an Euler and 
a Navier-Stokes solution are presented for the same 
geometry and flow conditions. The Euler solution 
produces all flow features like expansion fans, shear 
layers and shocks as does the Navier-Stokes solution. 
The main difference is in the interaction effects 
between the shocks and the boundary layers. E.g., both 
the shocks on the trailing edges of the expansion ramp 
and the external cowl flap respectively move upstream 
due to this interaction in the Navier-Stokes solution. 
Because the boundary layers are very thin inside the 
nozzle the flow there is not so much different in the two 
CFD solutions. 

In intake calculations it is still not possible to receive 
absolute performance data from CFD calculations. The 
state-of-the-art has been demonstrated in AGARTI 
working group 13 (Ref. 2.43). From that work one 
result is presented in Figure 5.2-2. It shows the pitot 
pressure distribution in a cross-section of the P8 intake 
which is a two-dimensional NASA intake that has been 
tested at Ma = 7.4. The results clearly demonstrate 
quite a difference between the many CFD methods. 
Especially the shock of the internal compression is not 
as sharp as it should be. It seems that besides the 
numerical problems small differences in modeling 
geometry details can make large differences in the 
results. This test case revealed another problem of the 
validation procedure for numerical methods. The CFD 
pitot pressures are consistently larger than the 
measured data. This is due to inaccuracies of the test 
conditions. 

Figure 5.2-3 gwes a summary of what calculations have 
been conducted at Dasa in the German Hypersonic 
Technology Programm. For the determination of the 
precompression of forebodies Euler, Euler plus 
boundary layer and Navier-Stokes methods have been 
applied. Intake flows have been calculated by two- and 
three-dimensional Euler methods (Refs. 2.44, 2.45, 
2.46). The afterbody flows were modeled by a two- 
dimensional Euler method only. The next necessary 
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step would have been to perform and verlfy three- 
dlmensional Euler and Navier-Stokes calculations of 
forebodyhntake and complete afterbody flows. 

The potentials and deficits of CFD as presented in 
Figure 5.2-4 do not need to be explained here. In 
summary it can be said that CFD is -applied 
reasonably - the best analysis and dlagnostic tool 
available. It is very much needed in the hands of the 
designer and should not be restricted to application 
within research institutions only. 

6. Concluding Remarks 
Because of the hgh integration a hypersonic vehicle 
has to be optimized in a close cooporation of propulsion 
and aircraft engmeers (fig. 6-1). The integration 
problems to be solved during this optimization are not 
new. They are different and more complex because of 
the large Mach number range of a hypersonic vehicle. 

Aerothermodynamics is one of the important design 
drivers for a hypersonic vehicle. Because the 
aerodynamic tools available, e.g. windtunnel testing, 
have limitations a strategy that combines windtunnel 
testing, CFD and flight testing of experimental vehicles 
promises success in the design of hypersonic aircraft 
like Siinger. 
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Intake Draa; drag due to flow spillage around the 
intake whenever AdA, 1 .O (Spillage) 

BvDassiBleed Draq; drag due to momentum losses in 
the flow 

momentum losses, boundary layer 
separations and shocks 

Diverter Draq; 

Diverter Fuselaoe 

itical 

Intake Drag 

Fig. 2.4.4-I 

1. Less outward deflection of the flow - smaller cowl wave drag - less turning back of the flow 
-. less normal forces on external compression 

surfaces (pressure loads, pitching moments) - smaller frontal area 

2. Longer supersonic compression section 
-. increased intake weight - increased reflected shockl 

boundary layer interactions 
-. more complex bleed system 
-. sophisticated control system to prevent unstart - effects pitching moments of vehicle 

(shift of engine) - larger cooling surfaces (no radiation) 

Effects of Increased Internal Compression 
in Mixed Compression Intake 
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1 2 3 4 5 6 7  1 2 3 4 5 6 7  

Fiight Mach Number Flight Mach Number 

I o AOA.30 & AOA.6" -0- AOA.9' I 

Effect of Forebody Precompression on 
Mass Flow Ratio and Local Mach Number 

Ret. 2.20 Fip. 2.5.1-4 

A!hroat 

0 

TARTING LIMIT 

.5 

0 
1 2 3 4 5 8  

M 

Throat Area Limits for Internal Compression 

Fis. 2.5.3.3-1 
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Extemal 

- Small frontal area and small external axial forces 
require small Slip 

- Important is flow turning angle at lip: arm, - Slip 

- External compression mode: Slip 2 Sramp 

- Mixed compression mode 
a) Turbo: high q I equal shock strength 
b) RAM: max SmP 2 large 61ip 

- Attached lip shock 

- No boundary layer separation at shock reflection 

0 Slip large -. no boundary layer separation 
0 Slip small - high pressure recovery 

External and lMixed Compression Modes 
of a Variable Hypersonic Intake 

Inviscid flow: Method of characteristics 

Viscous flow: 

ShocWBoundary layer 
Interaction: Control volume approach 

- Aim: 

AoDroach: 

(shocks, bleed model) 

Boundary layer finite difference code 
(bleed) 

(Conservation of momentum and mass) 

Calculate boundary layer development 

- Calculate inviscid flow for Aen, 
determine 6' and Agmm 

- Calculate inviscid flow for Ageom, 
determine 6' and Aeft, 
recalculate inviscid flow for Aeft 

Shortcominqs - Subsonic flow stops MOC calculation 

- Man power and skill for smoothing 
and patching of solutions 

Simplified Calculation Approach of Flow 
in Supersonic Diffusor 

Fig. 2.5.3.4-1 Fig. 2.5.3.5-1 

SEVERELT 
OISTORTEO 
FLOW PROFILE 

" I  

FLOY 
SUPEISONIC 1 SUESONIC DIFFUSER 

OIFFUSER 

_ -  - - - I I1 REFEREKE I (  - _ -  
I ;  i ;  = -  

( : I  1.1 ., ; i  ! d  I 6  I 1  1: i s  2.1 1.1 1.2 1.4 

l V L l l G E  R U M  NUMER I T  UPSIREIN 
EYO OF SHOCK . m i  

maintenance or establishment of 
uniform flow 

. .  

total pressure losses small (3% to 6%) 
if separation can be avoided 

: 
Throat Length and Subsonic Diffusor 

! Ref. 2.2 Fig. 2.5.3.6-1 
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I l l  
I I '  I -  , *  

- 4  
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0 P 

Pplenum 
\ 

oblique shock normal shock / 
Bleed Bleed 

a small 
minimum bleed drag 

a = 90" 
stability 

Important: Area available and structural strength (weightl) 

'E ,:I 
od 5 io U ,  x 1m 1, 

:k 1 
Unsteady top wall 
static pressures 
(RMS values) 

am 

am 

1.1, I ?a In I %a : 11 

% 

Unsteady shock motion 
amplitude 

0 low frequency shock 
motion 

0 independent of channel 
length 

0 highest value depends 
on flow situation (e.g. 
Aexit/Athmatr 
layers, core speed) 

Bleed 

Fig. 2.5.3.7-1 

(Mechanisms of separated flow oscillations not understood) 

Flow in Rectangular Supercritical Diffusors 
Ref. 2.30 Fig. 2.5.3.6-3 



0 Control moveable ramp positions and throat height, 

0 Control position of terminal shock, 

0 Control start - unstart condition of intake, 

i.e. mass flow entering intake lip plane 

i.e. pressure recovery and prevention of unstart 

i.e. initiate siarting procedure in case of unstart 

Reauirements; 

- simolicity 
- reliability 
- accuracy 
- WOrKing conditions: high temperatures 

high pressures 
high noise levels and vibrations 

NecesSiUY; 

o Calibration of system (Windtunnel?. Flight Test) 

o Accurate measurement of flight Mach number and 
venicle attitude (a, p): AMa - -0.05; Aa - +OS' 
for prevention of t.:nstart (fixed intake geometry) 

Intake Control 
Fig. 2.5.3.5-1 
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I Hypersonic Vehicles require a joint optimization 
of vehlcle and propulsion 

Integration aspects are not new boundary 
condltlons for the design of Intakes and 
afterbodles/nozzles - they are different 

I Aerothermodynamics is one of the important 
deslgn drivers 

I Aerodynamic tools available have limlted 
appllcablllty 

I Development and verificatlon of hypersonic 
vehicle (Stlnger) can be accomplished by the 
use of wlnd tunnels, CFD and flight testlng of 
experlmental vehlcle(s). 

Concluding Reniarks 
1:ie. 6- I 
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PULSION IN-ON OF 
SCRAM PROPELL ED VEHICLES 

by 
Dr. Louis A. Povinelli* 

NASA Lewis Research Center 
Cleveland, Ohio USA 

SUMMARY 

The material to be presented in these two lectures begins with cycle 
considerations of the turbojet engine combined with a ramjet engine 
to provide thrust over the range of Mach 0 to 5 .  We will then 
examine in some detail the aerodynamic behavior that occurs in the 
inlet operating near the peak speed. Following that, we shall view a 
numerical simulation through a baseline scramjet engine, starting at 
the entrance to the inlet, proceeding into the combustor and through 
the nozzle. In the next segment, we examhe a combined rocket and 
ramjet propulsion system. Analysis and test results will be examined 
with a view toward evaluation of the concept as a practical device. 
Two other inlets will then be reviewed; a Mach 1 2  inlet and a Mach 
18 configuration. Finally, we close our lectures with a discussion of 
the Detonation Wave engine, and inspect the physical and chemical 
behavior obtained from numerical simulation. A few final remarks 
will be made regarding the application of CFD for hypersonic 
propulsion components. 

*Acting Chief, Internal Fluid Mechanics Division 

Paper presented at the AGARD FDP Special Course on “Aerothermodynamics and Propulsion Integration for  
Hypersonic Vehicles”, held at the von Kdrmdn Institute for Fluid Dynamics (VKI) in Rhode-Saint-Gendse, 

Belgium from 15-19 April 1996 and published in R-813. 
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LECTURE 1 

Conceptual Aircraft 
Turbojet/Ramjet Combined Cycle 

The lecture begins with the idea of an advanced aircraft capable of 
operating over a flight range from takeoff to Mach 5.  The proposed 
propulsion device is an over-under turbojetlramjet. At takeoff and 
up to approximately Mach 3, the power would be provided by the 
turbojet. Transition to ramjet power and close-off of the turbojet 
duct would provide propulsion up to somewhere in the Mach 6 
range. Such a concept was proposed by Watts et al (ref 1) and briefly 
discussed by Weir et al (ref 2). Figs 1 and 2, from ref 2, illustrate the 
concept. Some time later, Trefny and Benson (ref 3)  have performed 
a rudimentary cycle analysis which showed that the integration of a 
turbojet with a single throat ramjet is feasible. We begin by viewing 
the proposed installation scheme of Trefny and Benson, shown in 
their fig 1. As envisioned in ref 1, a turbojet or a row of turbojets is 
installed in a bay above the ramjet passage. Aerodynamic isolation of 
the turbojet exhaust stream from the ramjet stream occurs through 
an ejector action. Operation at low speed relies only on the turbojet, 
mid-range speed relies on the ramjet with subsonic combustion, and 
high speed would utilize a scramjet mode. During the ramjet mode, 
hydrogen is burned and a thermal throat is formed. Control of the 
thermal choke location is required. In the scramjet mode, the 
spraybar is removed and wall injection of the fuel is used. Trefhy 
and Benson chose to bias the design of the integrated system towards 
high efficiency so as to maximize range. The 10 to 1 contraction on 
the inlet is sized for approximately Mach 8. Various assumptions 
made in their analysis will be discussed. The fmal outcome of their 
work is shown in fig 10; where the thrust per unit mass is plotted 
versus free stream Mach number.The minimum thrust appears at 
Mach 1.3 where the spill drag is at a maximum. Only a small change 
is observ<d at Mach 3 where the turbojet inlet and nozzle flaps are 
closed, the inlet starts and the conversion to a hydrogen ramjet is 
complete. An alternate concept which attempts to eliminate the 
ejector total pressure losses at low speed was also investigated. Fig 
11 shows the position of the ejector flap, and figs 12 through 15 
show the results. It was concluded that the benefits associated with a 
futed geometry would outweigh the loss in specific impulse. Control 
of the thermal throat turns out be a critical factor in the operation of 
this combined cycle. The net specific thrust of the system is 
maximized when the ejector operates at its critical point. This would 
necessitate a prescribed variation in thermal throat location with 
flight Mach number. Finally, some comments on supersonic 
combustion requirements and turbojet weight restrictions round out 
this portion of the lecture. 
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Inlet Testing/Analysis for Mach 5 

We now proceed to a discussion of the inlet needed for this type of 
combined propulsion system. Our primary focus is on the 
aerodynamic performance at the cruise condition. A long term multi- 
year effort was carried out in this study, involving many 
participants. The effort was recently summarized in a presentation 
by Weir (ref 4) and the figures used herein are from that 
presentation. Further information related to this work can be found 
in references 5 through 16. One of the first three dimensional viscous 
computations were carried out by Benson (ref 5 ) .  His computations 
showed that the ramp shock waves generated on an inlet surface will 
interact with the sidewall boundary layers to create a region of lower 
pressure. The aerodynamics leading to the pressure loss were found 
to be caused by the movement of fluid within the boundaxy layer 
which generate intense secondary flows in the region near the cowl 
inlet surface. Figure 20 shows the resulting loss in total pressure 
near the cowl surface, as well as a separation point. Subsequent 
testing was carried out in a supersonic wind tunnel with a wedge 
generated shock. Flow tracing showed the strong three dimensional 
flows that can occur. The corresponding computation for the tunnel 
flow reveals transverse components of velocity that can cause 
substantial losses due to shock wave-boundary layer interactions. 
Anderson (ref 11) then performed a series of calculations for a 
candidate Mach 5 inlet designed with the method of characteristics. 
His computations confirmed the previous studies in that significant 
regions of low pressure were found at the cowl entrance corners. 
This result led to additional tunnel testing with a small model of a 
proposed Mach 5 inlet. The model was a duplicate of that to be tested 
at full scale. Experimental results identified regions of flow migration 
in the boundary layer toward the sidewall on the surface of the final 
ramp and up the sidewalls in the vicinity of the cowl lip as predicted 
by the computational analysis. A full scale Mach 5 mixed 
compression inlet was then fabricated to be tested over the range 
from Mach 2.7 to 5.0. The inlet had a series of ramps generated 
oblique shock waves external to the cowl. An oblique shock from the 
cowl leading edge reflects from the ramp surface and terminates in a 
normal shock downstream of the inlet throat. Operation in the wind 
tunnel was such that a Mach number of 4.1 occurred on the first 
ramp. The inlet incorporated variable geometry with a collapsible 
ramp and had variable bleed on the cowl, sidewalls and ramp. A 
bleed of 0.5 percent was removed on the ramp upstream of the 
shoulder. Additional bleed from the cowl and sidewalls was 
approximately 8.8 percent of the capture mass flow. Pressure probes 
and rakes were mounted throughout the inlet. A 0.5 inch (1.27 cm) 
strip of grit  was applied near the leading edge to ensure that the 
boundary layer ingested by the inlet was turbulent. Viscous flow 
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calculations were carried out using the PARC3D code. The 
computations show that the same low Mach regions occurred and 
were swept into the inlet. Particles released into the computation 
grid also revealed strong secondary flow regions as well as a roll-up 
of the flow on the sidewalls. Comer probe experimental data were 
compared to computed results from the SCRAM3D, PARC and PEPS1 
codes. Comparisons of the data and analysis were subject to question 
since probe orientation relative to the local flow direction was not 
not completely known. Laser sheet experiments were then carried 
out and the regions of secondary flow were verified in the large scale 
inlet. In an  attempt to eliminate the secondary from entering the 
inlet, the cowl surface was cut or notched. It was found that this 
change eliminated the secondary flow from the inlet. Various laser 
sheet orientations will be shown. An alternative concept was tried 
utilizing a scoop at both ends of the cowl lip. As a result of t h i s  Mach 
5 study, an extensive data base has been generated and calibration 
of CFD codes has taken place. Although bleed was not effective in 
relieving the secondary flows, cut backs on the cowl lip were found 
to be effective. The results lead to some practical ways to avoid the 
regions of high pressure loss. 

Numerical Simulation of a Baseline Engine 

Now, we shall turn OUT attention to an analysis of a baseline or 
generic scramjet engine system. What we are interested in 
performing is a complete Reynold's average Navier-Stokes solution 
through the entire engine. To illustrate this solution, we shall view a 
14 minute video. The initial computations are for the Mach 5 inlet 
discussed in the last section. We then examine the combustor which 
has 4 normal hydrogen injection ports. The nature of the reacting 
flow field is described using both normal injection, followed by 
vorticity enhancing injectors; a concept introduced bat Lewis (ref 
12).  Finally, we examined the nozzle flow field and its three 
dimensional behavior as expansion takes place. The video then 
moves to a complete engine simulation at a flight Mach number of 
3.44. The flow is followed through the entire engine flow path from 
the inlet to the nozzle exhaust. This video completes our first lecture. 

i 
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Figure 1 .-Turbine-based combined-cycle (TBCC) propulsion system (sidewall removed). 
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ARRANGEMENT FOR HYPERSONIC INLETS 
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LECTURE 2 

RocketIRamjet Analysis and Test 

In this portion of the lecture we shall consider a different approach 
to achieving hypersonic flight; namely by use of a combined rocket 
and ramjet cycle. This particular concept avoids the penalty 
associated with the turbojet/ramjet cycle wherein the turbojet is 
carried to orbit in a non-functioning manner. The rocket based 
combined cycle has the advantage of a high thrust to weight of a 
rocket combined with the high specLfic impulse of the ramjet. This 
system is capable of going from sea static to hypersonic speeds. 
Recently, Escher (ref 13) discussed the rocket based combined cycle 
and its benefit relative to gross vehicle mass fraction. Clearly, this 
integrated system outperforms an all rocket powered single stage to 
orbit vehicle, as displayed in the accompanying figure. A similar 
concept of a strut type scramjet has been explored at Lewis by 
Povinelli (ref 14). In that work, the drag of a number of struts 
arranged within a combustion module was measured at chamber 
Mach numbers of 2, 2.5 and 3. The effect of leading edge radius, 
position of maximum thicknes, thickness ratio, sweep angle, and strut 
length was determined. Forward sweep was also studied. Fuel 
injection was simulated using helium and concentration 
measurements were made at the combustor exit. Spacing between 
struts was shown to optimized at 10 jet diameters (ref 14). More 
recently,the smtjet  engine has been explored at NASA Lewis 
Research Center by Fernandez et al (ref 15 ). As shown in the figure, 
the engine tested at Lewis uses small rocket chambers embedded 
within the struts of the ramjet. Again, as we discussed in our first 
lecture, ramjet operation starts at about Mach 3. Prior to that, the 
system uses the fuel rich rocket exhaust to pump air through the 
engine. Additional fuel is added as required. And, again, transition to 
a supersonic combustion ramjet begins at Mach 6. Construction of 
such an engine is underway and will be tested at Mach 6 and 7. 
Proper conditions for simulating flight conditions and enthalpy levels 
will be produced in a large hypersonic tunnel facility. The same 
facility was used in the late 60's and early 70's to test the Hypersonic 
Ramjet Engine at Mach 5,6 and 7. In the current LeRC model the 
rockets use MMH and RFNA, and JP-10 is used as the ramjet fuel (ref 
15). Some of the engine features will be discussed from the 
viewpoint of inlet behavior and engine start. The system was 
backpressured with a moveable plug. Preliminary testing has been 
performed in a small tunnel facility. No combustion was present for 
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this phase of the testing. The primary purpose was to establish the 
starting characteristics as a function of Mach number for three 
Merent  strut configurations. A self starting fued geometry inlet 
with reasonable performance was desired. Measurements of the pitot 
pressure were made at the base of the struts. Mach numbers, total 
pressures and mass flow were determined at various Reynold 
numbers. In the initial phase, concern existed regarding inlet 
performance and operability. The subscale inlet model was run to 
determine optimum strut geometry, boundary layer diversion and to 
establish the cross-sectional area distribution at the base of the 
struts. The inlet was also simulated numerically using a full Navier- 
Stokes analysis code, NPARC (ref 16). The computations were used to 
to obtain a complete flow field analysis as well as the integrated inlet 
performance. The calculations were made for Mach 5 and 6 flight 
speed for both super-critical and near critical operating conditions. 
The analyses were also used to establish pretest performance and 
operability predictions for subsequent testing in a major hypersonic 
facility. 
The uncooled model is shown in the photograph and described in the 
subsequent figures. The inlet was run with the leading edge of the 
top surface flush with a precompression plate or, alternatively, below 
the surface in order to divert the boundary layer. Three different 
struts designs were used, and configuration was found to have the 
most desirable features. The captured mass flow was found to be 
level at M4.8 to 6. Typical static pressure and Mach contour plots for 
M5 will be discussed for a variety of backpressure conditions.The 
overall performance was also determined. It was found in the Mach 
5 case, the inlet unstarted before the local Mach number behind the 
strut became sonic. In the Mach 6 case, the inlet unstarted after the 
strut Mach number became sonic. 
Comparison of the pitot pressure contours at the strut base obtained 
experimentally compared reasonably with the Navier Stokes 
calculations. Further comparikons will be presented and discussed. 

Analysis of Mach 1 2  and Mach 18 Inlets 

The lecture reference material for these two inlets are found in the 
attached reprint of an AGARD presentation by this author (ref 17)? 
See attached reprint entitled Computational Modeling and Validation 
for Hypersonic Inlets. In the interest of time, we shall refer to the 
Mach 18 results as indicative of shock structure associated with strut 
type inlets, and in the case of the Mach 12, we see further evidence 
of the strong secondary flow physics described in the first lecture. 
The results for both of these inlets are compared to Navier- Stokes 
solutions in order to establish the level of fidelity in current 
simulation methodology. 

* see Appendix A 
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Detonation Wave Engine 

The idea of a detonation wave engine has been described in 
numerous articles. Menees et al (ref 18), for example, described the 
operation of an oblique detonation wave engine wherein oblique 
shock waves are used to mix, burn and combust the air-fuel mixture 
in thin zones. Evaluation of the concept and a demonstration has not 
been uneqivocally carried out. In a similar vein, Hertberg and his co- 
workers (ref 19) have investigated the idea of a ram accelerator. 
Their experiments, which have been modeled by Yungster (ref 20) 
have been carried out using projectiles in an expansion tube. In one 
such approach, an expansion tube is used for investigating ram- 
accelerator type phenomena. Many issues such as boundary layer 
growth, startup transients and operating pressures prevent the tube 
from duplicating the conditions in a ram accelerator. Also the short 
test time may be insufficient to fully establish the reacting flow field. 
We will discuss the results obtained by Yungster (ref 20) using a 
time accurate code who studied two situations. In the first one, an 
axisymmetric projectile, composed of two 30 degree half angle cones 
and a straight section is computed at a flight Mach number of 4.8 in a 
mixture of hydrogen with small amounts of oxygen and argon. The 
time accurate solution shows that the dynamic behavior of the shock 
front and boundary layer behavior leading up to ignition and the 
resulting dynamics of the combustion process. A short video will be 
used to illustrate this behavior. In the second case, the experiments 
of Hertzberg et al are closely simulated. The resulting analysis will 
show the rapid changes involved in the ram acceleration process and 
the chemistry-flow interactions occurring. These results described 
above will be summarized in the context of their applicability to a 
detonation wave engine. A long standing personal bias regarding the 
practicality of such an engine, which requires some premixing of 
fuel and air (thereby assuming away the major problem in scramjet 
feasability) will be examined in light of available evidence. 
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Closing Remarks on Numerical Simulations 

The role of computation fluid dynamics in the development of 
hypersonic vehicles has been accepted as a viable approach in a new 
flight regime for which little useable information exists. Articles 
highlighting the application of various computational methods 
abound. This lecturer, along with his colleagues from Langley and 
from Ames have published two general readership articles in 
Aerospace America (ref 21, 22).  More specifically, this author has 
focused on the use of CFD tools for hypersonic propulsion (ref 23) .  In 
this process of applying computational methods, it is important to 
realize the limitations involved in the extrapolations, as well as the 
deficiencies that exist in numerical methods at the present time. We 
shall discuss current features of CFD codes that are applied to 
propulsion system components and identLfy shortcomings in the 
simulations with a strong emphasis on modeling. The relevant 
material for this portion of the lecture is found in the attached 
preprint entitled Advanced Computational Techniques for Hypersonic 
Propulsion (ref 23)? 
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Figure 2. - Rocket chambers and injector wedges on the base region of the two struts 
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Figure 3 .  - 40 70 RBCC inlet mndcl mounted on tunnel  sidewall 
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COMPUTATIONAL MODELING AND VALIDATION FOR HYPERSONIC INLETS 

Louis A. Povinelli 
National Aeronautics and Space Administration 

Lewis Research Center 
21000 Brookpark Road 

Cleveland, Ohio 44135 U.S.A. 

SUMMARY 

Hypersonic inlet research activity at NASA is reviewed. The basis for the paper 
is the experimental tests performed with three inlets: the NASA Lewis Research Center 
Mach 5, the McDonnell Douglas Mach 12, and the NASA Langley Mach 18. Both three- 
dimensional PNS and NS codes have been used to compute the flow within the three inlets. 
Modeling assumptions in the codes involve the turbulence model, the nature of the 
boundary layer, shock wave-boundary layer interaction, and the flow spilled to the out- 
side of the inlet. Use of the codes in conjunction with the experimental data are help- 
ing to develop a clearer understanding of the inlet flow physics and to focus on the 
modeling improvements required in order to arrive at validated codes. 

INTRODUCTION 

This paper presents a review of the hypersonic inlet activities at NASA. Generally, 
the NASA work has covered the range from Mach 5 to 18. The research has been of a compu- 
tational and experimental nature with a two-fold objective: (I) to develop an improved 
understanding of the physics and chemistry of inlet flow fields and (2) to validate the 
numerical codes used for high-speed inlets. The objectives result from the basic philos- 
ophy developed for the National Aerospace Plane project; namely, that numerical codes can 
be validated using ground test data and extrapolated to higher velocities. Since the 
ground experimental data base is limited to Mach 8 and lower, extrapolation of the compu- 
tational methods must be made from Mach 8 to the Mach number, approximately 16, where 
airbreathing propulsion terminates. 

ment and modifications have taken place over the last several years and the emphasis 
today is on the application to various inlets that have been tested. Those inlets 
include the Mach 5 inlet at NASA Lewis Research Center, a General Dynamics Mach 12 con- 
figuration and a Mach 18 NASA Langley inlet. Only a limited amount of data is available 
for each configuration. 

and CFL3D. Generally, the codes employ a Baldwin-Lomax turbulence model. Assumptions 
are made regarding the state of the boundary layer and spillage has generally not been 
computed. Thick upstream boundary layers are computed in some cases having a forward 
extension surface. In this paper a compkison of the experimental and computational 
results will be reviewed. 

A number of codes have been used to date within NASA for inlet flows. Code develop- 

The numerical methods used have included a PNS code, the PARC NS code, the SCRAM3D 

RESULTS 

Mach 12 Generic Inlet 

The simple rectangular inlet configuration shown in Fig. 1 was tested at Mach 12.26. 
A flat plate of 30-in. length preceded the entrance to the inlet in order to simulate 
the boundary layer growth on the forebody of a hypersonic aircraft. Compression wedges 
form the top and bottom walls of the inlet and the contraction ratio was equal to 5 .  
Swept sidewalls which connect the upper and lower walls prevent compressed flow from 
spilling over the inlet sides. 

with grids of 80 by 60 by 750 on a Cray X-MP. This solver includes real gas effects 
(Ref. 2) as well as dissociation and ionization modeling (Ref. 3). For this experiment. 
however, the inlet air was only heated sufficiently to avoid condensation, and the real 
gas modeling was not required. The issues that are of importance in this computation 
are the assumptions regarding the state of the boundary layer, the turbulence model, 
spillage of flow around the sideplates and shock boundary layer interaction. For the 
PNS computation it was assumed that the boundary layer was turbulent starting on the 
leading edge of the flat plate, the cowl leading edge and the sidewall leading edges. 
The turbulence model used was a Baldwin-Lomax model and spillage was not considered. 
Modeling of the shock boundary layer interaction involved the use of a flare approxima- 
tion in order to allow the PNS to march through the region of flow separation. The 
results of the PNS solution are shown in Fig. 2. Contour plots of constant Mach number 
within the inlet are shown. The concentration of lines near the walls indicate the 
boundary layers, while concentrated contours in the freestream indicate shock wave loca- 
tions. The flow features seen are boundary layer buildup on the flat plate followed by 
thickening on the sidewalls and ramp surface. Shocks generated by the compression wedges 
are seen as horizontal lines, and the sidewall shocks are vertical lines. 

Computations were made with a three-dimensional PNS LBI implicit scheme (Ref. 1) 

Paper presented at the AGARD FDP Special Course on “Aerothemodynamics and Propulsion Integration for 
Hypersonic Vehicles”, held at the von Kdmdn Institute for Fluid Dynamics (VKI) in Rhode-Saint-GenPse, 

Belgium from 15-19 April 1996 and published in R-813. 
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Basically, the important physics occurring are that the low energy flow in the side- 
wall boundary layer has been swept up the sidewall by the ramp shock, and then down the 
sidewall by the cowl shock. Further downstream, the shock waves cross and are distorted 
by interaction with the sidewall boundary layers and the expansion fan on the ramp sur- 
face. Additional complex interactions then occur as the flow moves downstream. The PNS 
solution fails when the ramp shock wave reflects from the cowl and strikes the ramp sur- 
face, resulting in large corner separation of the low energy flow. 

An alternate view of the three-dimensional flow is obtained with sidewall particle 
tracing (Fig. 4 ) .  Interaction of the ramp and cowl shocks with the sidewall boundary 
layer causes the particles to converge near the shock interaction point. The particles 
are then displaced due to the vortex motion. Flow migration details are evident in this 
computational simulation. As a sidenote, since the vortex persists downstream, it has 
been proposed that enhanced fuel mixing could occur with judicious injector locations 
downstream (Ref. 4 ) .  

Navier-Stokes computations have also been carried out for the generic inlet at NASA 
Langley with CFL3D (Ref. 5). In this case, the boundary layers were assumed turbulent 
on a l l  surfaces from the leading edges. The turbulence model used was a Baldwin-Lomax 
model and spillage over the sideplates was not considered. In the vicinity of the shock 
boundary no special modeling was employed. Figure 5(a) shows the pressure distributions 
for the ramp and centerline cowl surfaces. Figure 5(b) shows the side plane distribu- 
tions. Comparison of the CFL3D results and the experimental data show good agreement, 
particularly along the centerline where shock locations appear to be well resolved by 
the code. The viscous interactions occurring along the side plane are not accurately 
resolved. There is a significant underprediction of the pressure on the ramp side 
(Fig. 5(b)). In addition, CFL3D was used to compute the heat transfer on the ramp and 
cowl surfaces (Figs. 6(a) and (b)). The experimental peak heat fluxes are underpre- 
dicted for the ramp centerline but well predicted for the cowl surface. 

For the ramp and cowl side planes (Fig. 6(b)), the peak prediction is lower on the 
ramp whereas the cowl side prediction is not qualitatively correct. Again, strong vis- 
cous effects are predominating along the side walls of the inlet in agreement with the 
complex behavior shown in Figs. 2 to 4 .  Further analysis of the Mach 12 inlet is under- 
way at the NASA Centers and industry. 

Mach 5 Inlet 

A rectangular mixed compression inlet designed for Mach 5 operation and tested at 
NASA Lewis is shown in Figs. 7(a) and (b) (Ref. 6). A series of ramps generate oblique 
shock waves external to the cowl. An oblique shock from the cowl leading edge reflects 
from the ramp surface and terminates in a normal shock downstream of the inlet throat. 
Operation in the wind tunnel was such that a Mach number of 4.1 occurred on the first 
ramp. The inlet incorporates variable geometry with collapsible ramp and variable bleed 
exits on the cowl, sidewalls and ramps. Bleed of 0.5 percent was removed on the ramp 
upstream of the shoulder. Additional bleed from the cowl and sidewalls was approximately 
8.8 percent of the capture mass flow. Figure 8 shows the location of pressure rakes and 
probes in the model. A 0.5-in. strip of grit was applied near the leading edges of the 
ramp and sidewall to ensure that a fully turbulent boundary layer was ingested by the 
inlet. 

Navier-Stokes computations were carried out using the PARC3D solver (Ref. 7) on the 
NAS Cray 2. Grid sizes of 151 by 81 by 41 were used with hyperbolic packing so that the 
first point was at a y+ of 2. Bleed was simulated by imposing a constant mass flux 
through the porous bleed surfaces based on the experimental data. The boundary layer was 
assumed to be turbulent throughout, and the turbulence model was that of Baldwin-Lomax. 
Flow spillage over the sideplates was also not computed in this case. 

The agreement of the computations with the data is very good throughout the computed 
length of the inlet. Figure 10 shows the comparison for the cowl pressure distribution. 
The dlsagreement of the results at an x/h of 4.2 is believed to be due to the fact 
that one of the translating probe assemblies is located in the same region where the 
four static pressure taps are located. Because the retracting probe does not completely 
retract into the wall, additional shocks are generated which biased the data. Pitot 
pressure profiles were compared with data at various locations along the inlet. Fig- 
ure 11 shows the pressure profile from rake 3 which was located on the centerline and in 
the region of the second ramp (Fig. 8). The agreement of data and computation is very 
good. Along the sidewall, however, the agreement is much poorer, as shown in Fig. 12 
for rake 7. The corner effects are not being adequately simulated. A n  improved turbu- 
lence model may improve the comparison in these corner regions. Figure 13 shows the 
pitot pressure comparison for rake 10 mounted at 45O from the corner of the cowl and 
sidewall at station 59.6 from the start of the inlet. This region of the flow is domi- 
nated by low energy vortical flow as seen in Fig. 14. Large variations in the pitot 
pressure are seen as one moves from the corner into the stream. Measurements in these 
regions are also very difficult. 

(Ref. 8). A Baldwin-Lomax turbulence was used, assuming turbulent boundary layers. 
These results also reveal strong glancing shock wave-boundary layer interaction leading 
to large regions of low momentum flow on the sidewalls. Rose carried out a number of 
numerical experiments to control the vortex phenomena in the corner regions. Figure 16 

The computed ramp pressure results are compared with experimental data in Fig. 9. 

The Mach 5 inlet was also analyzed using the SCRAM3D Navier-Stokes code by Rose 
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shows the baseline or no control case, followed by cowl cutback, cowl bleed and removal 
of a part of the sidewall. These modifications were made near the inlet ramp shoulder. 
It may be seen that these modifications were ineffective in eliminating the vortex 
region. Even with the cutback sidewall, the low momentum fluid exists along the entire 
sidewall. Some attenuation is seen along the cowl surface for that case. It is evident, 
however, that the shock-boundary layer physics within a rectangular shaped inlet will 
lead to pressure losses in the corner regions. However, if these regions can be utilized 
in an "integrated design approach" (Ref. 4 ) ,  then combustor/nozzle design may benefit 
substantially. Further computations of the Mach 5 inlet with improved simulation of the 
bleed zones is underway, as well as further analysis of the test data. 

Mach 18 Sidewall Compression Inlet 

Trexler. As seen in Fig. 17, the compression occurs on the sideplates. The experiments 
were run at an entrance Mach number of 18 to 22 with and without a flat plate upstream to 
simulate fuselage boundary layer buildup. The entering boundary layer was approximately 
one-third the cowl height. Computations were made by Rose (Ref. 9) using the SCRAMBD 
code. Laminar boundary layers were assumed on cowl and sidewalls, and a Baldwin-Lomax 
turbulence model was used. 

A sidewall compression inlet has been designed and tested at NASA Langley by 

Figure 18 shows the Mach number contours along the vertical centerplane for an 
entrance Mach number of 18.3. The contraction ratio was 4 and the.cow1 leading edge is 
located at the entrance to the constant area section. All of the convergence occurs 
along the sidewalls, which generate a pair of shock waves that intersect on the vertical 
centerplane. A large pressure rise is felt on the ramp surface. Further downstream, the 
shocks interact with the sidewall boundary layers and reflect and intersect again on the 
centerplane at the indicated position. A further rise in pressure causes ramp boundary 
layer separation. 

The Mach number contours on the horizontal centerplane are shown in Fig. 19. The 
intersecting sidewall shocks and the intersecting reflected shocks are visible. Since 
the sidewall shocks strike the sidewall well upstream of the shoulder, shock cancella- 
tion is clearly not achieved. The ref.lected shock waves, however, are seen to cancel at 
the shoulder. The strong viscous interaction effects are very evident at these flow 
conditions. 

Calculated Mach number contours are shown in Fig. 2 0  for both the horizontal and the 
vertical center planes with an entrance boundary layer. The entrance plate reduces the 
Mach number from the entrance value to about Mach 12. Separation of the boundary layer 
on the ramp, caused by the sidewall shock waves, causes a large upstream influence. As 
the ramp boundary layer thickens, an oblique shock occurs reducing the inlet flow to 
Mach 8. Sidewall shocks and their intersection are seen in the horizontal centerplane. 
The sidewall shock wave angle is substantially increased due to the reduced Mach number 
entering the inlet. The ramp shock falls outside the cowl leading edge. Figure 21 shows 
a comparison of the experimental and computed surface pressure distributions on the ramp 
centerline, for the case where the cowl is moved forward. In this particular comparison, 
the numerical code yields results which are higher than the measured data and also rises 
faster than measured. Further data analysis and comparisons are underway at the present 
time, which will lead to a more complete understanding of the flow in this class of 
inlets. 

CONCLUSIONS 

Through the use of a variety of numerical simulations and experiments, the basic 
flow features within rectangular hypersonic inlets are becoming better understood. Fast 
running PNS solvers in combination with much longer running but more sophisticated 
Navier-Stokes codes are providing a clearer picture of shock structure and boundary 
layer behavior in inlets. Clearly, the flow fields are highly three-dimensional, vis- 
cously dominated and contain significant flow separations. Shock wave-boundary layer 
interactions persist down to the throat and beyond. As the propulsion community moves 
towards the validation of these codes, a number of issues still remain which will impede 
the application of the methods for the design of hypersonic inlets. Perhaps the first 
concern is that regarding the nature of the boundary layer within the inlet. Although 
attempts are made to ensure the presence of turbulent layers, for example, questions 
still remain regarding the existence of transitional layers. Installation of hot film 
gauges on the walls would provide the numerical analyst with the proper information to 
use within his computer code; be it laminar, transitional or turbulent. A n  additional 
issue is concerned with turbulence modeling and the ability of the Baldwin-Lomax model 
in regions of glancing shock wave-boundary layer interaction. Current turbulence models 
appear to yield good qualitative flow characteristics, but may be inadequate for quanti- 
tative predictions. Alternate models are needed. A third concern deals with the neces- 
sity of including the zone outside of the inlet in order to provide proper boundary 
conditions for the computation. In spite of these concerns, the understanding and agree- 
ment (i.e., on centerline) are very significant. The Mach 5 inlet presents the same con- 
cerns but with the complication of bleed flow on all four surfaces. Modeling issues 
related to turbulence, boundary layer transition and spillage are made more complex with 
a distributed mass flux boundary condition. Again, it is remarkable that such good 
agreement, with limited data, was achieved for that inlet. A great deal more effort will 
be required to analyze the test data and develop the proper modeling for a bulk of the 
data. 
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The sidewall compression presents a unique approach to inlet design. Computations 
of the three-dimensional flow field and associated shock structure provide us with a 
great deal of physics. The limited data provides a basis for an improvement in current 
modeling. Use of the experimental data and empirically derived correlations may serve 
as a basis to produce improved viscous modeling. It is important to point out that in 
all of these inlet tests, the tunnel flow was sufficiently low to avoid real gas effects. 
Hence, the comparisons presented in the paper are only aerodynamic in nature. More sig- 
nificant modeling issues will surface as test data is acquired in high-enthalpy flows. 
Finally, the need to analyze variable geometry with transient disturbances will provide 
significant challenge. 
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Figure 2. - Mach number contours, M = 12.25 (ref. 1). 

Figure 1. - Generic inlet (ref. 5). 
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Figure 3. - Mach number contours viewed from aft (ref. 1). 

Figure 4. - Sidewall particle tracing, M P 12.25 (ref. 1). 
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ADVANCED COMPUTATIONAL TECHNIQUES FOR HYPERSONIC PROPULSION 

Louis A .  P o v i n e l l i .  
Nat ional  Aeronaut ics and Space A d m i n i s t r a t i o n  

Lewis Research Center 
Cleveland, Ohio 44135 

Abst rac t  

CFD has played a major r o l e  i n  the resurgence 
o f  hypersonic f l i g h t ,  on the premise t h a t  numeri- 
ca l  methods w i l l  a l l o w  us t o  perform s imu la t ions  
a t  cond i t i ons  f o r  which no ground t e s t  c a p a b i l i t y  
e x i s t s .  V a l i d a t i o n  o f  CFD methods i s  being estab- = l i s h e d  us ing  the exper imental  data base a v a i l a b l e .  

e which i s  below Mach 8 .  I t  i s  important,  however, 
t o  r e a l i z e  the  l i m i t a t i o n s  invo lved i n  the extrapo- 
l a t i o n  process as we l l  as the de f i c ienc ies  t h a t  
e x i s t  i n  numerical  methods a t  the present t i m e .  
Cur ren t  f ea tu res  o f  CFD codes are examined for 
a p p l i c a t i o n  t o  p ropu ls ion  system components. The 
shortcomings i n  s imu la t i on  and modeling are i d e n t i -  
f i e d  and discussed. 

h 

I n t r o d u c t i o n  

An overwhelming degree of r e l i a n c e  has been 
p laced on computat ional  f l u i d  dynamics i n  the  
achievement o f  hypersonic f l i g h t  w i t h  a NASP-like 
v e h i c l e  (Nat iona l  Aero-Space Plane Program). Th is  
r e l i a n c e  covers the  range o f  design a c t i v i t i e s ;  
f rom the  design o f  the a i r c r a f t  con f i gu ra t i on  t o  
the  design o f  the  i n t e g r a t e d  engine system. The 
b e l i e f  t h a t  CFD can be used t o  p r e d i c t  a l l  o f  t he  
r e l e v a n t  f l o w  phys ics  and chemistry,  f rom a i r c r a f t  
t a k e o f f  t o  o r b i t a l  speeds and re tu rn ,  has been one 
o f  the  p r i n c i p a l  reasons f o r  the resurgence of 
hypersonic research . l  Computational methods do, i n  
f a c t ,  p rov ide  us w i t h  the  unique a b i l i t y  t o  per fo rm 
ground s imu la t i ons  a t  h igh  Mach numbers f o r  which 
no ground t e s t  c a p a b i l i t y  e x i s t s .  Above Mach num- 
bers  of  approx imate ly  8 .  ground t e s t  f a c i l i t i e s  do 
no t  d u p l i c a t e  the  re levan t  f l i g h t  s imu la t i on  param- 
e t e r  such as Mach number, Reynolds numbers, gas 
composi t ion,  and en tha lpy  l e v e l .  Numerical analy-  
s i s  remains as the  p r i n c i p a l  approach t o  the design 
o f  the  a i r c r a f t  and the p ropu ls ion  system. I t  i s  
poss ib le  t h a t  some data  cou ld  be obtained f rom 
r o c k e t  t e s t  veh ic les .  These data would be l i m i t e d ,  
however t o  such i tems as the  s ta te  o f  the boundary 
l a y e r ,  boundary l a y e r  t r a n s i t i o n  l oca t i on ,  l eng th  
of the  t r a n s i t i o n  zone and surface heat t r a n s f e r .  
Tes t i ng  o f  a sc ramje t  p ropu ls ion  system on a rocke t  
v e h i c l e  would p resent  a major problem due t o  the  
f a c t  t h a t  s c a l i n g  o f  the combustion process i s  n o t  
f e a s i b l e .  Therefore.  a f u l l  s ized propu ls ion  mod- 
u l e  would be requ i red  as the  t e s t  a r t i c l e  on a 
r o c k e t  t e s t  v e h i c l e .  Such t e s t i n g  might be b e t t e r  
approached through use of l a rge r  veh ic les  such 
as the  Space S h u t t l e .  However, i t  i s  c u r r e n t l y  
b e l i e v e d  t h a t  the cos ts  associated w i t h  the f l i g h t  
t e s t i n g  descr ibed above would be extremely h igh .  
CFD, t he re fo re ,  remains as a v i a b l e  a l t e r n a t i v e .  
I t  must be po in ted  ou t  t h a t  the phi losophy regard- 
i n g  CFD i s  based on the  f a c t  t h a t  an exper imental  
da ta  base e x i s t s  below Mach 8 .  Those data p rov ide  
the  means f o r  assessing the accuracy o f  the numeri- 
c a l  methods. as we l l  as f o r  c a l i b r a t i n g  the codes. 
E x t r a p o l a t i o n  t o  f l i g h t  cond i t i ons ,  where no da ta  
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e x i s t s ,  can then be c a r r i e d  o u t .  I n  theory ,  there-  
fo re ,  the procedure descr ibed would p rov ide  us w i t h  
ground s i m u l a t i o n  throughout the Mach number range 
from takeo f f  t o  o r b i t a l  v e l o c i t i e s .  I t  i s  c r u c i a l ,  
however. t o  r e a l i z e  the  c a p a b i l i t i e s  and the l i m i -  
t a t i o n s  i nvo l ved  i n  the  e x t r a p o l a t i o n  process as 
w e l l  as the  numerical  methods a t  the present t i m e .  
I n  t h i s  paper,  the c u r r e n t  f ea tu res  o f  the numeri- 
ca l  methods a v a i l a b l e  f o r  ana lyz ing  the f l o w  i n  
mu l t i -e lement  hypersonic p ropu ls ion  systems w i l l  
be presented. Since t h i s  paper has as i t s  focus 
the p r o p u l s i o n  system, the a i r c r a f t  c o n f i g u r a t i o n  
1s o n l y  discussed r e l a t i v e  t o  the propu ls ion  f l o w  
path.  On ly  the  i n t e g r a t i o n  e f f e c t s  o f  the  fore- 
body and nozz le  a f te rbody  c o n f i g u r a t i o n  w i l l  be 
addressed. Emphasis i s  placed on the i n l e t  behav- 
i o r ,  combustor and nozz le  c h a r a c t e r i s t i c s  i nc lud -  
i n g  i o n i z a t i o n  and d i s s o c i a t i o n  e f f e c t s ,  as w e l l  
as f i n i t e  r a t e  and e q u i l i b r i u m  chemistry e f f e c t s .  
The c r i t i c a l  l i m i t a t i o n s  in t roduced by the need for 
tu rbu lence,  boundary l aye r  t r a n s i t i o n  and chemi'cal 
modeling a re  discussed; and the  e f f e c t  o f  var ious  
models i s  i l l u s t r a t e d  for the p ropu ls ion  system 
components. Shortcomings associated w i t h  the  
e x t r a p o l a t i o n  t o  h ighe r  speeds are  a l s o  presented. 
Cur ren t  and f u t u r e  a c t i v i t i e s .  which are  d i r e c t e d  
toward lmprov ing  the  modeling, are discussed. 
These a c t i v i t i e s  i nc lude  elements such as d i r e c t  
numerical  s imu la t i on .  wa l l  and shear l aye r  tu rbu-  
lence model ing and p r o b a b i l i t y  dens i t y  f u n c t i o n s  
f o r  r e a c t i n g  f l ows .  

P ropu ls ion  CFD V a l i d a t i o n  

Hypersonic P ropu ls ion  System 

I n  o rde r  t o  demonstrate the  a b i l i t y  of CFD 
codes t o  perform p ropu ls ion  system computations and 
t o  examine t h e i r  s t rengths  and t h e i r  shortcomings, 
a t y p i c a l  p r o p u l s i o n  con f igu ra t i on  must be chosen. 
I n  t h i s  paper,  a combined ramje t l sc ramje t  system 
i s  assumed which has a f l o w  path. The low 
speed or " a c c e l e r a t o r "  p o r t i o n  o f  the engine, which 
would p rov ide  s u f f i c i e n t  speed f o r  ramje t  opera- 
t i o n ,  i s  n o t  cons idered here. The assumed f l i g h t  
cond i t i ons  would correspond to  subsonic combustion 
ramje t  o p e r a t i o n  f r o m  f l i g h t  numbers of approx i -  
mately Mach 3 up t o  approximately Mach 5.5. where 
supersoni c combustion opera t  i o n  woul d c m e n c e  . 
Supersonic flow w i t h i n  the  engine r e s u l t s  i n  lower 
temperatures and pressures,  thereby reduc ing  heat 
f luxes  and i n t e r n a l  fo rces .  The lower temperatures 
a l s o  a l l o w  heat  t o  be added from the fue l  w i thou t  
imposing h i g h  a i r  d i s s o c i a t i o n  losses. However, 
i g n i t i o n  and combustion o f  the  f u e l  w i t h i n  the com- 
bus tor  remains a major chal lenge. The idea of  an 
ob1 ique de tona t ion  wave ramje t  has been proposed, 
wherein f u e l  i s  i n j e c t e d  upstream ( i n l e t )  f o r  pre- 
m ix ing  w i t h  a i r .  The mix tu re  i s  then i g n i t e d  by a 
shock wave w i t h i n  the  combustor. Detonat ion  wave 
s t a b i l i t y ,  completeness o f  combustion and premix- 
i n g  f e a s i b i l i t y  issues must be solved t o  under- 
stand t h i s  concept.  I n  t h i s  paper, the de tona t ion  
engine computat ions a re  no t  considered. Our inves- 
t i g a t i o n ,  t h e r e f o r e ,  cen ters  on the use o f  CFD f o r  

Paper presented at the AGARD FDP Special Course on "Aerothermodynamics and Propulsion Integration for  
Hypersonic Vehicles", held at  the von K&nn&n Institute for  Fluid Dynamics (VKI) in Rhode-Saint-Gentse, 

Belgium from 15-19 April 1996 and published in R-813. 
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an i n t e g r a r e d  a i r b r e a t h i n g  p ropu ls ion  system oper -  
a t i n g  a t  a l t i t u d e s  f rom near e a r t h  t o  :he l i m i t s  
of the  s t r a t c s p h e r e .  I n  the  absence of s p e c i f i c  
ram je t l scyamje t  oes igns .  a gener ic  type p r o p u l s i o n  
system h i ! !  be used which i nc ludes  many o f  the 
f e a t u r e s  which a re  cons idered impor tan t  i n  r e a l  
systems. Those engine fea tu res  w h i c h  cannot be 
analyzed. f o r  example. complex combustor geome- 
t r i e s ,  w i l l  be d iscussed as l i m i t a t i o n s  of  CFD f o r  
hyperson ic  p r o p u l s i o n  s y s t e m s .  

numer ica l  methods v a r i e s  f o r  each of  the  system 
components. For the  b l u n t  forebody. a t h i n  l a y e r  
Navier-Stokes code i s  r e q u i r e d  a t  the  nose t o  
hand le  t h e  s t r o n g  v i scous  shock, fo l lowed by para-  
b o l i z e d  Navier-Stokes method t o  the  i n l e t .  Around 
Mach 7,  t h e  v e h i c l e  generates a h i g h  temperature.  
h i g h  e n t h a l p y  f l o w  f i e l d .  
t u r e s  i n  t h e  boundary l a y e r s  of  t h e  v e h i c l e  d isso-  
c i a t e s  the  oxygen and n i t r o g e n  molecules i n t o  t h e i r  
r e s p e c t i v e  a tomic  spec ies  which may a l s o  become 
i o n i z e d .  The process can be ca ta l yzed  and enhanced 
f u r t h e r  by  v e h i c l e  su r face  contaminants.  Th is  d i s -  
s o c i a t i o n  process  may lead  t o  v a r i a t l o n s  i n  l o c a l  
f l o w - f i e l d  mo lecu la r  we igh t ,  s p e c i f l c  heat  and 
t r a n s p o r t  p r o p e r t i e s  w i t h  r e s u l t a n t  assoc ia ted  
changes i n  dynamic a i r f l o w ,  heat  t r a n s f e r  and 
combustor k i n e t t c s .  These e f f e c t s  cannot be accu- 
r a t e l y  modeled i n  ground t e s t  f a c i l i t i e s .  
e r t i e s  of shock heated a i r  and combustion gases 
a r e  needed for  performance p r e d i c t i o n s .  Three- 
d imens iona l  t h i n  l a y e r  or Navier-Stokes a re  
r e q u i r e d  for the  f l o w  i n  the  i n l e t  w i t h  the  pres-  
ence of m u l t i p l e  shocks and p o s s i b l e  f low separa- 
t i o n  and uns tead iness .  The combustor r e q u i r e s  a 
Navier-Stokes s o l u t i o n  i n c l u d i n g  f i n i t e  r a t e  chem- 
i s t r y  as does the  nozz le  f l o w  f i e l d .  I t  i s  o b v i -  
ous, t h e r e f o r e ,  t h a t  r e a l  gas e f f e c t s ,  i o n i z a t i o n .  
recomb ina t ion ,  n o n e q u i l i b r i u m  e f f e c t s ,  and w a l l  
c a t a l y t i c i t y  must be cons idered a t  va r ious  10Ca- 
t ions th rough  the  system. 

The l e v e l  of  s o p h i s t i c a t i o n  requ i red  i n  rhe  

The e leva ted  tempera- 

Prop- 

CFD Val i d a t i o n  

As ment ioned i n  t h e  I n t r o d u c t i o n ,  CFD ex t rapo-  
l a t i o n  i s  r e q u i r e d  for the  des ign  of  the  a i r c r a f t /  
p r o p u l s i o n  system a t  t he  h i g h e r  Mach number range 
(M  > 8 ) .  A c r i t i c a l  a c t i v i t y .  t h e r e f o r e ,  I s  asso- 
c i a t e d  w i th  v a l i d a t i o n / c a l i b r a t i o n  of  the  numer ica l  
techn iques .  To what e x t e n t  or l e v e l  of  s o p h i s t i c a -  
t i on  i s  v a l i d a t i o n  r e q u i r e d ?  Must the  numerical  
codes d u p l i c a t e  a l l  of  the  phys i cs  and chemis t r y  
i n  t h e  f l o w ?  
one must be aware o f  t h e  manner i n  which codes 
w i l l  be used i n  t h e  des ign  process. I n  t h e  case 
of t h e  i n l e t ,  t he  des igner  i s  i n t e r e s t e d  i n  ce r -  
t a i n  performance parameters such as the  amount o f  
mass cap tu red ,  a d i a b a t i c  k i n e t i c  energy e f f i c i e n c y ,  
p ressu re  recove ry ,  heat  load ,  s p l l l a g e  drag  and 
e x i t  p r o f i l e .  I d e a l l y ,  then a des igner  can com- 
pu te ,  for a v a r i e t y  of  p o s s i b l e  i n l e t  geometr ies 
ove r  a range o f  Mach numbers, a l l  of the  parameters 
c i t e d  above and, e v e n t u a l l y ,  a r r i v e  a t  a f a i r l y  
e f f i c i e n t  i n l e t  des ign .  A t  t h i s  p o i n t ,  however. i t  
i s  necessary  to ask to what e x t e n t  i s  the  des igne r  
i n t e r e s t e d  i n  the  p h y s i c a l  and chemical phenomena 
o c c u r r i n g  i n  t h e  i n l e t ,  such as shocklboundary 
l a y e r  i n t e r a c t i o n s ,  secondary lcorner  f lows, mass 
i n j e c t i o n ,  t r a n s i t i o n ,  b leed,  e q u i l i b r i u m  chemis- 
try, flow separa t i on  and uns teady  f l ows  due t o  
p ressu re  o s c i l l a t i o n s  and shock i n t e r a c t i o n s ?  
answer i s  perhaps q u i t e  s t r a i g h t f o r w a r d .  The 
des igne r  i s  i n t e r e s t e d  i n  a l l  of  the phys i cs  and 

Before  answering these ques t ions ,  

The 

chemis t r y  i n s o f a r  as i t  a f f e c t s  the  performance 
parameters c i t e d  e a r l i e r .  I f  the  phys i ca l l chemica l  
phenomena do n o t  a f f e c t  the  i n l e t  performance or 
load ings .  i t  i s  sa fe  t o  say t h a t  t he  des igner  would 
n o t  be p a r t i c u l a r l y  upset i f  such f e a t u r e s  were 
m i s s i n g  i n  t h e  numerical  code. 

t he  i ssue  o f  code v a l i d a t i o n l c a l i b r a t i o n  i s  t h a t  
t he  e x t e n t  o f  t he  v a l i d a t i o n  process and the  number 
cf e f f e c t s  t o  be accounted f o r  a r e  s t r o n g l y  depend- 
e n t  on the  magnitude o f  the  i n d i v i d u a l  e f f e c t s  on 
i n l e t  performance. Another way of Stating i t  i s  
t o  ask which o f  the  i tems i n  the l i s t  of p h y s i c a l l  
chemical  phenomena must be modeled by t h e  CFD'er 
i n  o r d e r  f o r  the des igner  t o  have v a l i d  answers. 
I f  none o f  the  i t e m s  can be ignored,  then a l l  o f  
them must be Inc luded  as the  numerical  codes are  
e x e r c i s e d  to develop s e n s i t i v i t i e s  to  the  i n d i v i -  
dua l  model ing.  One must r e a l i z e  t h a t  i n  a d d i t i o n  
t o  t h e  model ing requ i red ,  t h e r e  a r e  a l s o  issues  
r e l a t e d  t o  t h e  numerics and t h e  math model ing.  
These issues  i n v o l v e  computa t iona l  g r i d  s e n s i t i v -  
i t y .  the  a b i l i t y  t o  capture  d i s c o n t i n u i t i e s ,  sensi-  
t i v i t y  t o  i n t e r n a l  code parameters,  t h e  e f f e c t  of 
numer ica l  boundary cond i t i ons ,  and conserva t i on  of 
mass, momentum, energy and spec ies .  Therefore.  
one must be concerned w i t h  numer ica l lmathemat ica l  
mode l ing  as w e l l  as phys i ca l l chemica l  model ing.  
I f  these a c t i v i t i e s  can be p r o p e r l y  executed, then 
one may proceed t o  the  nex t  stage, which i nc ludes  
t h e  i d e n t l f i c a t l o n  o f  c r i t i c a l  exper iments  and com- 
p a r i s o n  o f  t h e  numerical  r e s u l t s  w i t h  exper imenta l  
r e s u l t s .  A l though t h e  exper imenta l  methods w i l l  
n o t  be discussed, i t  i s  e q u a l l y  impor tan t  t o  estab- 
l i s h  t h e  v a l i d i t y  and accuracy of  the  measured 
da ta .  

been somewhat genera l  to t h i s  p o i n t .  To be more 
s p e c i f i c .  Table 1 shows the  c r i t i c a l  fo rebody 
des ign  or performance parameters,  t h e  q u a n t i t i e s  
t h a t  must be computed by the  codes and t h e  phys i cs1  
chemis t r y  model ing requ i rements .  The same informa- 
t ion i s  shown i n  Table 2 for the i n l e t ,  Table 3 for 
t h e  combustor and Table 4 for t h e  nozz le .  From the  
v i e w p o i n t  o f  a researcher ,  i t  i s  b e l i e v e d  t h a t  a 
fundamental  unders tand ing  of  t h e  phys i cs  and chem- . 
i s t r y  w i t h i n  any system must f i r s t  be understood 
and then modeled. I t s  r e l a t i v e  importance (and 
perhaps some eventua l  c o n t r o l )  must f irst be under- 
s tood.  before a massive s e n s i t i v i t y  s tudy  ( g r i d .  
i n t e r n a l  parameters) i s  c a r r i e d  o u t  for every  phys- 
i c a l  or chemical  phenomena known t o  e x i s t  i n  the  
component. I t  i s  proposed, t h e r e f o r e ,  for  CFD v a l -  
i d a t i o n ,  t h a t  bo th  exper imenta l  and numer ica l  
research  shou ld  proceed from t h e  b a s i s  of develop- 
i n g  unders tand ing  f i r s t ,  secondly,  making judgments 
on t h e  importance of  va r ious  phenomena. and then 
p e r f o r m i n g  numerical  s e n s i t i v i t y  s t u d i e s .  

The p r o p u l s i o n  system components w i  11 be d i s -  
cussed s e q u e n t i a l l y  i n  the  f o l l o w i n g  sec t i ons  of 
t h e  paper .  The i tems o f  spec ia l  concern a r e  
uns teady  f low behav io r  i n  the  i n l e t ,  combustion- 
t u r b u l e n c e  model ing i n  the  combustor and shear 
l aye r lboundary  l a y e r  c h a r a c t e r i s t i c s  i n  nozz le  flow. 

Numerlcal Methods for  I n l e t  Flow 

The re levance o f  the  preced ing  d i scuss ion  t o  

The d i scuss ion  rega rd ing  code v a l i d a t i o n  has 

Numerical  Schemes 

Typ ica l  r e s u l t s  for  a h i g h  speed i n l e t  w i l l  be 
p resen ted  i n  t h i s  sec t i on .  A f a i r l y  s i g n i f i c a n t  
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number of analyses have been carried our over the 
last several years at various laboratories (i.e. 
NASA Lewis, Langley, Rose Engr. APLIJHU). A s  a 
means of illustrating the current capability of 
inlet codes, we consider the results obtained by 
Benson and c o - ~ o r k e r s 2 - ~  using both parabol ited 
and Reynolds averaged Navier-Stokes solvers. The 
PNS code solves the system of equations for hyper- 
sonic or supersonic flow by the linearized block 
imp1 ici t scheme of Bri ley and McDona1d.S Since 
parabolized solvers have inherent limitations 
regarding separation regions, an approximation i s  
used to allow the code to march through small 
areas of separated flow. The Reynolds averaged 
Navler-Stokes code (PARC3D) solves the basic equa- 
tions in strong conservation form with the Beam- 
Warming approximate factorization algorithm.6 It 
uses central diff renclng and Jameson type artifi- 
cial dissipation.$ Originally developed by Pulliam 
and Steger,B ARC was modified for propulsion analy- 
s i s  by Cooper9 and accordingly named PARC. The 
simple rectangular inlet configuration shown in 
Fig. 1 was analyzed with the expectation that 
experimental data would be available. A flat 
plate of 30 in. length preceded the entrance to 
the inlet in order to simulate the boundary layer 
growth o n  the forebody of a hypersonic aircraft. 
Compression wedges form the top and bottom walls 
of the inlet and the contraction ratio was equal 
t o  5. Swept sidewalls which connect the upper and 
lower walls prevent compressed flow from spilling 
over the inlet sides. Computations were made at 
an entrance Mach number of 12.25. Various turbu- 
lence models were used in the solutions, including 
those developed by McDonald-Camarata, Bushnell and 
Beckwith and Baldwln-Lomax. Two-dimensional PNS 
solutions were carried out using grids of 100 by 
1000. and the three-dimensional cases used 80 by 
60 by 750. The two-dimensional Reynolds averaged 
Navier-Stokes solutions used 100 by ZOO grids 
whereas the three-dimensional solutions were car- 
ried out o n  grids of 150 by 81 by 41. 
were performed on the Cray X-MP and the Cray 2. 
The PNS code described above has been modified by 
LioulO t o  include real gas effects. In addition, 
Yu et al.ll have incorporated finite rate and 
local equilibrium approaches in the chemical reac- 
tion model for dissociation and ionization of the 
lnlet air. The finite rate approach involves the 
simultaneous solution of eleven species equations 
coupled with the fluid dynamics equations. In the 
local equilibrium approach, a chemical equilibrium 
package has been developed and incorporated into 
the flow code t o  obtain chemical compositions 
directly. Gas properties for the reaction product 
species are calculated by methods of statistical 
mechanics and fit to a polynomial form for spe- 
cific neat. 

Rose and Perkinslz have used Kumar's explicit, 
time-accurate implementation of MacCormack's algo- 
rithm for solving the full Navier-Stokes equations. 
Grid slzes used for the computations were 201 in 
the streamwise direction, 61 in the compression 
direction and 27  in the cross stream direction. 
Inlet surfaces were assumed to be nearly adiabatic 
with surface temperatures equal to stagnation 
temperatures. 

Computations 

Computed Inlet Results 

Contour plots of constant Mach number within 
the inlet, obtained with the PNS analysis are 
shown in Fig. 2. The concentration of lines near 

the ualls indicates the boundary layer, while the 
contour concentration in the freestream indicates 
shock wave locations. The flow (right to left) 
features seen in the figure are boundary layer 
buildup on the flat plate followed by thickening on 
the side walls and ramp surface. Shocks generated 
by the compression wedges are seen as horizontal 
lines, and the sidewall shocks as vertical lines. 
The shocks generated by the compression surface 
glance across the sidewall boundary layers, produc- 
ing a thickening of the boundary in the vicinity 
of the shock, and thinning of the layer in the cor- 
ners. Strong secondary flows are developed in the 
shock wavelboundary layer interaction. These 
flows, in turn, affect the downstream inlet flow 
field. A more detailed view of the flow field Mach 
number contours is seen in Fig. 3. In this vtew, 
which looks upstream toward the lnlet entrance, the 
ramp and cowl compression shock waves emanating 
from the leading edges are clearly discernible, as 
well as the secondary flow developed in the cor- 
ners. The boundary layer growth on the wedges and 
sidewalls has been highly distorted by interactions 
with the compression shocks. Benson et al.4 des- 
cribe their computations in the following way. 
which relates to the important physical processes 
occurring: "The low energy flow of the sidewall 
boundary layer has been swept up the sidewall by 
the ramp shock and down the sidewall by the cowl 
shock. Near the sidewall where the secondary flows 
collide, one sees a secondary shock as a vertical 
line. A s  the flow proceeds downstream t o  the cen- 
ter plane, the shock waves cross and are distorted 
by interaction with the sidewall boundary layer and 
the expansion fan on the ramp surface. At this 
station. the ramp shock is reflecting from the cowl 
surface and the cowl shock is seen as the upper 
horizontal line. The lower white horizontal line 
corresponds to the edge of the ramp boundary layer. 
The vortices generated by the shocklboundary layer 
interactions have pulled away from the sidewall 
while interacting with each other. 
the last plane on the left, the expansion generated 
on the lower surface causes a strong pressure gra- 
dient from top to bottom. Low energy flow along 
the sidewall moves into the corner formed by the 
sidewall and the ramp surface. As the shock wave 
created by the ramp and reflected from the Cowl 
strikes the ramp surface, the low energy flow in 
the corner separates. The PNS analysis cannot be 
made to proceed farther due to the magnitude of the 
separation in the corner. At this last Station. 
the flow i s  seen to be highly distorted with sepa- 
ration in the lower corners. vortical flow near the 
sidewalls and thick boundary layers o n  both the 
ramp and cowl surfaces." 

An alternate visualization of the three- 
dimensional flow i s  obtained with partlcle tracing. 
as shown In Flg. 4. Computational particles were 
placed along the sidewall of the inlet. Interac- 
tion of the ramp and cowl shocks with the sidewall 
boundary layer causes the particles t o  converge 
near the shock interaction point. The particles 
are then displaced due t o  the vortex motion des- 
cribed earlier. 
depicted in this computational simulation. Since 
this vortex phenomenon persists downstream. it is 
proposed that judicious fuel injector design and 
placement may lead t o  enhanced mixing of air and 
fuel in the combustor. 

Computations performed by Rose are shown in 
Fig. 5 for a rectangular inlet at Mach 5. The 

Proceeding t o  

Flow migration details are clearly 
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same fea tu res  shown i n  the  p rev ious  i n l e t  a re  a150 
seen i n  the  Mach 5 i n l e t ,  i . e . .  s t rong  v iscous  
shock e f f e c t s  lead ing  t o  l a r g e  reg ions  of  vo r tex  
f low. 
exper iments t o  c o n t r o l  the vo r tex  phenomena i n  the  
corner  reg ions .  F igu re  6 shows the  base l i ne  o r  no 
c o n t r o l  case, f o l l owed  by cowl cutback, cowl b leed  
and removal of a p a r t  o f  the  s i d e w a l l .  
f i c a t i o n s  w e r e  made near the  i n l e t  ramp shou lder .  
I t  may be seen t h a t  these m o d i f i c a t i o n s  were 
i n e f f e c t i v e  i n  e l i m i n a t i n g  the  vo r tex  reg ion .  
w i t h  the  cutback s idewa l l ,  the low momentum f l u i d  
e x i t s  a long the e n t i r e  s i d e w a l l .  Sane a t t e n u a t i o n  
i s  seen a long the cowl sur face  for  t h a t  case. I t  
i s  e v i d e n t ,  however, t h a t  t he  shock-boundary l a y e r  
phys i cs  w i t h i n  a r e c t a n g u l a r  shaped i n l e t  w i l l  l ead  
t o  pressure  losses i n  the  co rne r  reg ions .  However, 
i f  these reg ions  can be u t i l l z e d  i n  an " i n t e g r a t e d  
des ign  approach," then combustor/nozzle des ign  may 
b e n e f i t  s u b s t a n t i a l l y .  

Improvements Required 

A t  the  present  t ime,  t h e  des lgn  of  a low drag 
h i g h l y  e f f i c i e n t  i n l e t  has not been demonstrated. 
I t  must be noted here t h a t  t h e  geometr ies computed 
a r e  ex t remely  s imple and, to a l a r g e  e x t e n t ,  t he  
computat ions are  concent ra ted  on deve lop ing  a fun -  
damental understanding of g l a n c i n g  shocklboundary 
l a y e r  behav io r  w i t h l n  an i n l e t .  
ob ta ined  y i e l d  a c l e a r  p i c t u r e  o f  t h e  phys ics  asso- 
c i a t e d  w i t h  the  compression process. Observa t ions  
on h i g h  speed i n l e t s  v e r i f y  t h a t  t h e  secondary 
f l o w  reg ions  do i n  f a c t  occur ,  as p r e d i c t e d  by t h e  
numer ica l  code. So f a r ,  t h e r e f o r e ,  t h e  numerical  
r e s u l t s  p rov ide  r e a l i s t i c  answers. However, r e a l  
i n l e t s  a re  more complex i n  shape, may have movable 
geometry, w i l l  s p i l l  f l o w  over  a wide Mach number 
range, w i l l  p robab ly  i n c l u d e  b leed  a t  low Mach 
number f l i g h t  and b low ing  a t  t he  h i g h e r  speeds. 
I n  a d d i t i o n .  some means for shock c o n t r o l  and e l im-  
i n a t i o n  o f  buzz and u n s t a r t  w i l l  be requ i red .  A 
des ign  CFD code, then, would r e q u i r e  a f u l l  th ree-  
d imens iona l ,  time accura te  Navier-Stokes code capa- 
b l e  o f  hand l ing  s p i l l a g e  and mass a d d i t i o n  or 
removal. Cur ren t l y ,  these i n d i v i d u a l  e f f e c t s ,  such 
as s p i l l a g e ,  have been computed f o r  steady i n l e t  
f l o w s  w i t h  s i m p l i f i e d  geometr ies.13 However, 
i n c o r p o r a t i o n  o f  a l l  of  these f e a t u r e s  i n t o  a t ime 
accu ra te  computer code w i l l  make e f f i c i e n t  computa- 
t i o n s  a l l  bu t  imposs ib le .  I t  i s  wor th  n o t i n g  t h a t  
t h e  s imple geometry shown i n  F i g .  1 was t e s t e d  and 
found t o  e x h i b i t  unsteady flow, aga in  s t r e s s i n g  
t h e  need for a t ime accu ra te  s o l v e r .  I t  i s  f u r -  
t h e r  no ted  t h a t  the  i ssue  o f  d i s p e r s i v e  and d i s s i -  
p a t i v e  e r r o r s  assoc ia ted  w i t h  v a r i o u s  t ime  accu ra te  
f i n i t e - d i f f e r e n c e  numer ica l  schemes w i t h  h i g h  g r i d  
d e n s i t y  i s  o n l y  now be ing  r i g o r o u s l y  addressed.14 
Proper boundary c o n d i t i o n  t rea tmen t  i s  a l s o  neces- 
sa ry  t o  avo id  degrading t h e  accuracy  o f  numer ica l  
s o l u t i o n s .  Pure acous t i c  r a d i a t i o n  boundary cond i -  
tions do no t  p r o p e r l y  account for t h e  e f f e c t s  o f  
unsteady vo r tex  shedding, d i s tu rbance  amp1 i f i c a -  
t ion  caused by separa t i on  and t h e  response due t o  
b o t h  v o r t i c i t y  o s c i l l a t i o n s  and en t ropy  waves.14 

on  the  geometr ic c o n f i g u r a t i o n  o f  t h e  i n l e t .  
There a re  a l s o  a number o f  problems assoc ia ted  
w i t h  understanding t h e  fundamental  f low phys ics  
and ou r  a b i l i t y  t o  model them. These phys i cs  a r e  
assoc ia ted  w i t h  the  t r a n s i t i o n  of  t h e  boundary 
l a y e r  and the  na tu re  of  t h e  tu rbu lence  model ing.  
C u r r e n t l y ,  t he re  i s  no way t o  de termine where the  

Rose c a r r i e d  o u t  a number of  numerical  

These modi- 

Even 

The r e s u l t s  

Up t o  t h i s  p o i n t ,  t he  d i s c u s s i o n  has centered  

boundary l aye r  begins t o  t r a n s i t l o n  f rom laminar 
t o  t u r b u l e n t .  as w e l l  as the  l e n g t h  o f  the  t r a n s i -  
t i o n  zone. The s t a t e  o f  the  boundary l aye r  a: 
hypersonic speeds i s  unknown, and r e l a m i n a r i z a t i o n  
may occur i n  an unpred ic tab le  manner. D i r e c t  
numerical  s i m u l a t i o n  may p rov ide  an approach f o r  
t r a n s i t i o n  model ing a t  h i g h  speeds. 

React ing Flow Code 

Numerical Schemes 

A rep resen ta t i ve  code for the  ana lys i s  of com- 
bus to r  f l o w  f i e l d s  i s  descr ibed i n  Ref.  15. The 
three-dimensional  code employs an i m p l i c i t  f i n i t e  
volume, lower-upper (LU) t ime marching method t o  
so l ve  the complete Navier-Stokes and species equa- 
t i o n s  i n  a f u l l y - c o u p l e d  and e f f i c i e n t  manner. 
hydrogen-air  chemis t ry  model i nc ludes  n ine  species 
and e igh teen r e a c t l o n  steps. The code has been 
demonstrated for normal hydrogen i n j e c t i o n  i n t o  
supersonic a i rs t reams for nonreac t i ng  f l o w  and a l s o  
compared t o  o t h e r  numerical  schemes. The LU code, 
i n  i t s  two-dimensional ve rs ion .  i nco rpo ra tes  tom- 
prehenslve r e a l  gas p r o p e r t y  models t o  account for 
h i g h  temperature f l ows ,  and inc ludes  f i n i t e  r a t e  
or e q u i l i b r i u m  chemis t ry .  The code, RPLUS, i s  
fo rmula ted  based on e igenva lue  upwinding. The 
scheme has the  e f f i c i e n c y  and robus tness  of an 
i m p l i c i t  scheme, w i t h  an o p e r a t i o n a l  count compara- 
b l e  t o  t h a t  of an e x p l i c i t  scheme. Th is  fea tu re  
o f  t he  code i s  o f  c r i t i c a l  importance for  th ree-  
dimensional  c a l c u l a t l o n s  of  a l a r g e  system o f  equa- 
t i o n s  for r e a c t i n g  flows. V e c t o r i z a t i o n  of t h e  
code i s  performed by a r e o r g a n i z a t i o n  of the  
i n d i c e s  of  the  g r i d  p o i n t s  for  p a r a l l e l  p rocess ing  
p lanes .  

Now, we cons ider  t h e  case of a s imple or crude 
combustor which u t i l i z e s  some hydrogen i n j e c t i o n  
f r o m  a s i n g l e  or double w a l l  p o s i t i o n  i n t o  a Mach 4 
f r e e s t r e a n  (see F i g .  7 ) .  
f o rm ing  computations, we assumed t h e  temperature 
o f  the  hydrogen was s e t  a t  700 K and t h e  a i r s t r e a m  
a t  1300 K. The boundary Cond i t i ons  i n c l u d e  no -s l i p  
and ad iaba t i c  t o p  w a l l ,  wi th g r a d i e n t s  of  v a r i a b l e s  
i n  the  streamwise d i r e c t i o n  assumed to  be zero .  
Symmetry boundary c o n d i t i o n s  a r e  assumed a t  bo th  
s i d e  wa l l s  and bottom w a l l .  G r i d  s i zes  r e q u i r e d  
for  r e s o l u t i o n  of  the  j e t  i n t e r a c t i o n  fea tu res  
were on the  o rde r  of  60 by 40 by  40 (x,y,z)  w i t h  
c l u s t e r i n g  i n  bo th  x and z for j e t  r e s o l u t i o n  and 
y c l u s t e r i n g  for  boundary l a y e r  r e s o l u t i o n .  I t  
should be re-emphasized t h a t  t h e  case under consid- 
e r a t i o n  represents  only a smal l  p o r t i o n  o f  a r e a l -  
i s t i c  combustor geometry. I n  o t h e r  words, t h i s  
r a t h e r  l a r g e  computat ion i s  only a " u n i t  problem" 
assoc ia ted  w i t h  one o f  t he  p r o p u l s i o n  components. 
The r e s u l t s  ob ta ined  w i t h  t h i s  numer ica l  code and 
t h e  g r i d  discussed y i e l d  a g r e a t  dea l  o f  the  phys- 
i c s  i nhe ren t  i n  the  i n j e c t i o n  process. Observa- 
t i o n s  rega rd ing  j e t  i n t e r a c t i o n  phenomena made over  
the  l a s t  20 years  a re  a c c u r a t e l y  r e p l i c a t e d  by the  
code. I t  i s  noted  t h a t  i n  t h e  s e c t i o n  e n t i t l e d  CFD 
V a l i d a t i o n  the  a b i l i t y  t o  cap tu re  d i s c o n t i n u i t i e s  
was mentioned as one of t h e  impor tan t  numerics 
i ssues .  I n  t h a t  regard ,  t he  r e c e n t  work by Shuen 
and L i o u l 6  was d i r e c t e d  toward a f l u x  s p l i t t i n g  
a l g o r i t h m  for viscous f l o w s  w i t h  nonequ i l i b r i um 
chemis t ry .  Upwind TVD d i f f e r e n c i n g  was used w i t h  
a Roe f l u x  s p l i t t i n g  scheme. 
f rozen chemis t ry  and idea  gas assumptions were used 
i n  a sample c a l c u l a t i o n  for  the  s i n g l e  j e t  i n j e c -  
t i o n  case descr ibed above. 

The 

For t h e  purpose of per -  

Nonequ i l ib r ium.  
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Computed Combustor Resu l ts  

F igures  8 and 9 show a t y p i c a l  Mach number 
and temperature contour  on yz planes for va r ious  x 
l o c a t i o n s .  Yu e t  desc r ibe  t h e i r  computa- 
t i o n s  i n  the f o l l o w i n g  manner, which r e l a t e s  t o  
t h e  impor tan t  phys i ca l l chemica l  phenomena: " Jus t  
beh ind  the i n j e c t i n g  o r i f i c e ,  the Mach number con- 
t o u r s  show a s t r o n g  bow shock ve ry  c l o s e  to the 
w a l l .  Under t h e  bow shock, t he  c i r c u l a r  Mach num- 
ber  contour  i n d i c a t e s  the  ex i s tence  of the b a r r e l  
snock s t r u c t u r e s .  The j e t  has been bent  and flows 
a lmost  p a r a l l e l  t o  the  p r imary  f l o w .  The penet ra -  
t i o n  o f  the  j e t  inc reases  as the  f low goes down- 
stream. The shape o f  the  j e t  a l s o  deforms as the  
flow goes downstream due to  the  presence of the  
streamwise v o r t i c i t y  i n  the  l e e  of  t h e  i n j e c t o r .  
The secondary mo t ion  formed by two c o u n t e r - r o t a t i n g  
v o r t i c e s  g i ves  t h e  bent-over j e t  a k idney  shape. 
I n  t h e  temperature contour  p l o t s ,  t he  h o t t e s t  
r e g i o n  i s  a long t h e  w a l l  because of the  v iscous  
d i s s i p a t i o n  i n  t h e  h i g h  speed f l o w  enhanced by the  
combust ion o f  t he  H2 and a i r .  Away from the w a l l ,  
by  comparing the  Mach number p l o t s  and the  tempera- 
ture p l o t s ,  i t  i s  ev iden t  t h a t  t he  tempera ture  
inc reases  a f t e r  t he  bow shock. F u r t h e r  downstream 
a t h i n  f lame zone c h a r a c t e r i z e d  by h i g h e r  tempera- 
t u r e  i s  developed. V igorous  chemical r e a c t i o n  
occu rs  i n  the  f l ame zone." Mach number contours  
a r e  a l s o  shown for t h e  xy p lane  across t h e  o r i f i c e  
for bo th  the  s i n g l e  ( F i g .  10) and doub le  j e t  
( F i g .  11) i n j e c t i o n  computa t ion .  Features  near 
t h e  i n j e c t i o n  o r i f i c e ( s 1  i n d i c a t e d  t h e  presence of  
a b a r r e l  shock s t r u c t u r e .  Separa t i on  and r e a t t a c h -  
ment f e a t u r e s  upstream and downstream of  t h e  j e t s  
a r e  a l s o  c l e a r l y  d i s c e r n i b l e .  I n  t h e  dua l  i n j e c -  
t ion  case, blockage caused by  the  f i r s t  j e t  a l l ows  
t h e  second j e t  t o  pene t ra te  f u r t h e r  i n t o  the  f r e e -  
s t ream due to s t ronger  expansion. Th is  behav io r  
i s  c o n s i s t e n t  w i t h  the  p e n e t r a t i o n  c o r r e l a t i o n  pub- 
l i s h e d  by P o v i n e l l i  e t  a1..17 i n  t h a t  t h e  f r e e -  
s t ream momentum d e f i c i t  approaching the  j e t  i s  one 
of t h e  parameters govern ing  j e t  p e n e t r a t i o n .  

Improvements Requ i red  

So f a r ,  we have shown t h a t  f o r  f l u s h ,  s i n g l e  
and.dua1 w a l l  i n j e c t i o n ,  numer ica l  computat ions 
p r o v i d e  r e a l i s t i c  answers. The r e s u l t s ,  however. 
cannot  be extended for  l e n g t h y  downstream d i s -  
tances  w i t h  the  g r i d  r e s o l u t i o n  ob ta ined  around 
the  j e t s .  due t o  computer 1 i m i t a t i o n s .  Hopefu l l y ,  
once t h e  j e t  r e g i o n s  a r e  computed, one cou ld  pro- 
ceed w i th  d i f f e r e n t ,  coarser  g r i d s  downstream. 
Some of the  genera l  f low f i e l d  p r o p e r t y  d i s t r i b u -  
t i o n s  would need t o  be passed on t o  t h e  new g r i d .  
He must f u r t h e r  cons ide r  t h a t  w a l l  j e t  p e n e t r a t i o n  
i s  l i m i t e d  i n  terms o f  p r o v i d i n g  f u e l  d i s t r i b u t i o n  
i n  supersonic streams. F lush  w a l l  j e t  p e n e t r a t i o n  
i s  on  the  o r d e r  of 10 o r i f i c e  diameters.17 For 
t h a t  reason, dev ices  l i k e  s t r u t s  which span the  
combustor c o m p l e t e l y l 8  or p a r t i a l l y l g  a r e  r e q u i r e d  
for d i s t r i b u t i o n  of  f u e l .  The numer ica l  codes 
must.  then, be capable of  m u l t i p l e  w a l l  and s t r u t  
i n j e c t i o n  from many p o i n t s  on t h e  s o l i d  sur faces .  
W i th  p a r t i a l  swept s t ru ts ,  a t y p i c a l  arrangement 
m i g h t  i n c l u d e  20 i n j e c t i o n  p o r t s  f r o m  t h e  r i d  e 
l i n e  and t r a i l i n g  edge of  each o f  s i x  ~ t r u t s . ~ g  as 
w e l l  as s e l e c t e d  combustor w a l l  l o c a t i o n s  of  a 
comparable number. C l e a r l y ,  o u r  numer ica l  a b i l i t y  
to per fo rm th i s  task  i s  not p o s s i b l e .  Other  
approaches t o  combustor des ign  may be p o s s i b l e .  
For example, t h e  p o s s i b i l i t y  of  enhanced m i x i n g  by 

the streamwise genera t i on  o f  v o r t i c i t y  has been 
;uggested20 and addressed i n  a number of ways .21-22 
V o r t i c i t y  genera t i on  has been found successful for 
j e t  engine exhaust flows23 and i s  c u r r e n t l y  under 
study a t  many l a b o r a t o r i e s  f o r  supersonic streams. 
Since most of the  genera t i on  occurs  through an 
i n v i s c i d  mechani ~ m , ~ 3  t he  concept should work 
e q u a l l y  we l l  i n  supersonic streams. Since i t  has 
been shown i n  the  preced ing  s e c t i o n ,  I n l e t s .  t h a t  
a t y p i c a l  h i g h  speed i n l e t  generates vor tex  f l o w ,  
t h i s  flow phenomenon cou ld  be u t i l i z e d  as i t  
passes downstream, t o  enhance combustor mix ing .  
Vortex-shock  interaction^^^ and shock-shear layLe? 
 interaction^^^ have a l s o  been pos tu la ted  f o r  the  
purpose of enhanced m ix ing .  However, these phenom-. 
ena have so f a r  proven o f  l i m i t e d  va lue  for  the  
improvement of m ix ing .  

The va r ious  phenomena descr ibed above are a l l  
under cont inued i n v e s t i g a t i o n .  Research on "explo- 
s i v e  growth" i n  shear l a y e r  s t a b i l i t y  underway a t  
NASA may p r o v i d e  some ass is tance i n  t h i s  
problem. Regardless o f  the  understanding which 
w i l l  develop over  the  nex t  f e w  years ,  the numeri- 
c a l  ana lys i s  w i l l  r e q u i r e  ex tens i ve  computer capa- 
b i  1 i t i e s  t o  hand le  t h e  'geometr ies wh ich  evolve.  
I t  i s  u n l i k e l y  t h a t  s imp le  combustor geometries 
w i l l  s a t i s f y  the  requ i rement  for  t h i s  p ropu ls ion  
system. 

So f a r ,  we have d iscussed the  combustor geome- 
t r y  t o  a g r e a t  e x t e n t .  There i s ,  however, even a 
g rea te r  problem assoc ia ted  w i t h  the  fundamental 
phenomena o f  t u r b u l e n t  combustion and our  a b i l i t y  
t o  model i t .  A l though a g r e a t  deal  of research 
has been c a r r i e d  o u t ,  t h e  n a t u r e  o f  the  i n te rac -  
t i o n  between t h e  f l u c t u a t i n g  flow f i e l d  and the  
chemical r e a c t i o n  s teps  or processes i s  no t  under- 
stood. Simple approaches r e l a t e d  t o  the  gross fea-  
tu res  o f  r e l a t l v e l y  i d e a l  bu rne r  behavior have been 
made, such as f lame p ropaga t ion  i n  t u r b u l e n t  m i x -  
t u res .  Those f e a t u r e s  s t u d i e d  have r e l a t e d  t o  
changes i n  flame speed due t o  inc reas ing  surface 
area and i n c r e a s i n g  t r a n s p o r t  b u t  have n o t  s p e c i f i -  
c a l l y  d e a l t  w i t h  how t h e  flow f i e l d  mod i f i es  the  
chemical r e a c t i o n  scheme. The proper modeling o f  
t u r b u l e n t  f l o w  r e a c t i o n  remains as a key r e q u i r e -  
ment f o r  the  CFD o f  combustors. 

For. t u r b u l e n t  chemical  r e a c t i n g  f lows, the  
e v a l u a t i o n  of  t h e  mean source tor s i n k )  of the  
chemical species due t o  chemical  reac t i ons  repre-  
sents a major unso lved d i f f i c u l t y .  The fo rmat ion  
(or d e s t r u c t i o n )  r a t e s  a re  n o n l i n e a r  f u n c t i o n s  o f  
temperature and spec ies  concen t ra t i ons  and thus 
knowledge of  the  mean-valued p r o p e r t i e s  i s  i n s u f f i -  
c i e n t  t o  eva lua te  the  mean f o r m a t i o n  r a t e .  For 
example, i n  f i n i t e  r a t e  chemis t r y  models, t he  mean 
fo rma t ion  r a t e  c a l c u l a t e d  by  u s i n g  the  mean-value 
temperature and spec ies  concen t ra t i on  i n  the  Arrhe- 
n ius  fo rm w i l l  l ead  t o  e r r o r s  up to th ree  orders  
o f  magnitude. Fo rma l l y ,  the  mean r e a c t i o n  r a t e  
cou ld  be ob ta ined  by decomposing the temperature.  
dens i t y ,  and mass f r a c t i o n s  appear ing t h e r e i n  i n t o  
mean and f l u c t u a t i n g  components, then t a k i n g  the  
t ime (or Favre) average. The r e s u l t i n g  equat ions  
i nvo l ve  many second o r d e r  moments which need t o  
be solved by e x t r a  t r a n s p o r t  equat ions o r  to be 
modeled. I n  t h i s  approach, t h e  neg lec t  o f  the co r -  
r e l a t i o n  g r e a t e r  than second o r d e r  terms i s  unsat-  
i s f a c t o r y  and leads  t o  erroneous so lu t i ons ,  w h i l e  
the  r e t e n t i o n  of the  h i g h e r  o r d e r  t e r m  renders the  
approach i n t r ac t a b 1 e .  28 
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The most convenient way t o  circumvent t h i s  
problem I s  t o  use p r o b a b i l i t y  densi ty  funct ion 
( p d f )  method. About the simplest and most popular 
approach i s  t o  speci fy  a two-parameter form of the 
p d f  i n  terms o f  mean and variance of the conserved 
sca la r .  The t ranspor t  equations are r e a d i l y  
obtained from the conservation o f  mass and chemi- 
c a l  species. By so lv ing these two equations. the 
p d f  a t  each l o c a t i o n  f o r  the whole f l o w f i e l d  can 
be obtained. Next, i f  the c o r r e l a t i o n  i s  known 
between the conserved scalar and the chemical spe- 
c i e s  concentrat ion (which i s  usual ly  ca lcu lated by 
e q u i l i b r i u m  method), then the d i s t r i b u t i o n  o f  the 
chemical species concentrat ion can be obtained by 
performing a s t r a i g h t  forward i n teg ra t i on .  This 
method s t rong ly  couples the turbulence and chemical 
reac t i ons .  However, the choice o f  the pdf form and 
the  usage o f  e q u i l i b r i u m  assumption i n e v i t a b l y  lead 
to  e r ro rs  i n  p red ic ted  r e s u l t s .  There are more 
complex approaches along the same l i n e ,  f o r  example, 
the two-variable formalism adopted by Janicka and 
Kollmannzg f o r  the H ~ l a i r  f lame. 
r e a c t i o n  progress va r iab le  was introduced t o  des- 
c r i b e  completeness o f  the three-body react ions whi le  
the  two-body reac t i ons  are assumed t o  be i n  equi- 
l i b r i um.  Thus the j o i n t  pdf for mixture f r a c t i o n  
and reac t i on  progress va r iab le  i s  needed to deter- 
mine the thermochemical s ta te o f  the f l o w f i e l d . 2 8  

A s ing le combined 

Nozzle CFD Analysis 

Numerical Schemes 

I n  order  to i l l u s t r a t e  nozzle CFD c a p a b i l i t y ,  
a number of numerical schemes may be chosen. 
R u f f i n  e t  have used a Reynolds averaged 
Navier-Stokes so l ve r  which contains a LW-AD1 
scheme w i t h  Roe averaging and MUSCL d i f f e renc ing .  
The a lgo r i t hm i s  diagonal i n  s t ruc tu re  and requi res 
minimal CPU per i t e r a t i o n .  Laminar nonreacting 
computations o f  a nozzle exhaust f l ow  f i e l d  were 
made using two patched g r ids  t o  model the geometry. 
The f i r s t  g r i d  consisted of 20 by 99 by 35 g r i d  
p o i n t s  and the second g r i d  contained 51 by 99 by 
52 g r i d  po in ts .  Baysal e t  a1.3l used two Navier- 
S t o k e s  numerical schemes t o  compute nozzle flows. 
Both schemes were two-dimensional. One scheme was 
an i m p l i c i t ,  upwind so lu t i on  and constant y ,  the 
second scheme was an e x p l i c i t  MacCormack and had 
v a r i a b l e  y. Ba ldw in -Lmx  turbulence modeling 
was used, and the g r i d  dimensions were 155 by 131. 
L a i  and Nelson32 used the three-dimensional PARC 
Navier-Stokes code t o  compute nonaxisymnetric noz- 
z l e  f lows.  The numerical scheme i n  PARC employs 
th ree  p o i n t  c e n t r a l  d i f f e r e n c i n g  uni formly through- 
out the flow f i e l d  to  approximate spa t ia l  deriva- 
t i v e s .  
a r t i f i c i a l  d i s s i p a t i o n  i s  included. Dlagonaliza- 
t i o n  o f  the i n v i s c i d  terms s i m p l i f i e d  the block 
pentadiagonal system o f  equations to a scalar  pen- 
tadiagonal system. The numerical scheme employs 
an AD1 Beam and Warming approximate f a c t o r i z a t i o n .  
I n  general, the boundary condi t ions assume mid- 
plane spanwise symnetry. w i th  no s l i p  v e l o c i t y  and 
ad iaba t i c  wa l l  temperature. For the external  f a r  
f i e l d ,  quiescent a i r  a t  normal condi t ions i s  
assumed and nozzle e x i t  plane condi t ions are speci- 
f i e d .  
boundary are assumed neg l i g ib le .  

Nozzle Results 

R u f f i n  e t  a i . 3o  

Second and f o u r t h  order Jameson type 

Streamwise f l u x  gradients a t  the ou t f l ow  

Three-dimensional laminar computations by 
were made f o r  a f l i g h t  Mach number 

.o f  7 . 3 .  The geometry chosen was t h a t  o f  a corre-  
rpondinq experimental c o n f i g u r a t i o n  (F ig .  12). 
The g r i d  zones chosen f o r  the numerical Study are 
shown i n  F ig .  1 3 .  The f i r s t  g r i d  i s  used fo r  ca l -  
cu la t i ons  up t o  the nozzle e x i t  plane fo l lowed by 
i n t e r p o l a t i o n  o f  data t o  the second g r i d .  
i n t e r n a l  nozzle f low a t  the e x i t  plane i s  modeled 
by spec i f y ing  boundary layer  p r o f i l e s .  The compu- 
ted Mach number contours i n  the symmetry plane and 
the two cross-f low planes are shown i n  F ig .  14 .  
w i t h  the forebody a t  Oo. afterbody ramp i n  the noz- 
z l e  b lock reg ion a t  1 5 O ,  and the long expansion 
p l a t e  a t  20°. A complex i n t e r a c t i o n  may be seen 
i n  the plume where the bow shock and the s ide edge 
vor tex come together. Also, the ramp shock gener- 
a ted on the windward ramp causes h igh  pressure f l ow  
t o  move t o  the leeward reg ion.  F igure 15 shows the 
p red ic ted  p a r t i c l e  traces on the ramp expansion 
sur face.  I n  the words o f  R u f f i n .  the r e s u l t s  are 
discussed i n  terms o f  the phys ica l  processes tak ing 
place: "Figure 15 ( o r i g i n a l  i n  c o l o r )  a l lows the 
i d e n t i f i c a t i o n  o f  several f l o w  features near the 
body surface. The tu rn ing  of the o i l  t races corre- 
sponds t o  tu rn ing  o f  the h igh  pressure flow from 
the s ide  edge of the ramp and above the nozzle 
b lock toward the low pressure expanded flow above 
the ramp. Other traces converge on to  the separa- 
t i o n  l i n e  of a vortex near the s ide  edge of the 
ramp. Add i t i ona l  traces correspond to  a separation 
bubble a t  the l o c a t i o n  j u s t  a f t e r  the ramp angle 
t r a n s i t i o n s  from 15O to 20°. F i n a l l y ,  t he  f o o t -  
p r i n t  of the shear layer  i s  shown by the p a r t i c l e  
t races near the f a r  edge o f  the ramp. I t  should 
be noted t h a t  the predic ted separat ion t h a t  occurs 
on the ramp may be induced by the assumption of 
laminar flow. This fea tu re  may no t  be present i n  
the experimental f l ow  f i e l d .  which w i l l  be turbu- 
l e n t . "  
were c a r r i e d  ou t  i n  order t o  prov ide i n fo rma t ion  
r e l a t i v e  t o  the design o f  a nozzle v a l i d a t i o n  
experiment. The proposed experimental model i s  
f a i r l y  simple r e l a t i v e  t o  an exhaust module of a 
NASP type vehic le .  I n  s p i t e  of the s i m p l i c i t y  o f  
the model, the computed r e s u l t s  very c l e a r l y  p o i n t  
ou t  the complexity o f  f l o w  pa t te rns  t h a t  a r i s e  
under these condit ions. 

The 

I t  i s  noted here t h a t  R u f f i n ' s  computations 

I n  an e f f o r t  t o  prov ide b e t t e r  d e f i n i t i o n  o f  
the nozzle f l o w  f i e l d  features,  use of adaptive 
g r i d d i n g  has been stud ied by Hsu.33 F igure 16 
shows the Mach number contours and g r i d  us ing a 
regu la r  g r i d  (F ig .  16(a) and (b ) )  and us ing an 
adapt ive g r i d  (F ig .  16(c) and ( d ) ) .  These computa- 
t i o n s  were c a r r i e d  ou t  on a simple nozzle shape 
us ing a 81 by 201 regular  g r i d .  G r i d  adaption was 
c a r r i e d  ou t  i n  the y d i r e c t i o n  o n l y  i n  the reg ion 
above the cowl. Figure 16 shows t h a t  the use of 
adapt ive g r i d  y i e l d s  a sharper shock and th inne r  
boundary layer  as w e l l  as d im in i sh ing  the l a rge  
reg ion  of shock induced boundary l aye r  separat ion 
where the shock i n te rsec ts  the upper w a l l .  

Baysa131 a l s o  used adapt ive g r i d d i n g  t o  com- 
pute the s t r a i g h t  wall  nozzle shown i n  F ig .  17. 
Again. the model i s  a f a i r l y  simple rep resen ta t i on  
of scramjet nozzle and af terbody.  Results w i t h  
the i m p l i c i t  code are shown i n  F ig .  18, for nonre- 
a c t i n g  a i r  from the nozzle and an ex te rna l  Mach 
number of 6. The nozz le/external  pressure r a t i o  
was approximately 5. The shear l a y e r  can be seen 
o r i g i n a t i n g  a t  the cowl t i p  w i t h  an expansion. and 
i t  i s  def lected upwards a t  about 13O. Flow expan- 
s ion  proceeds down the ramp w i thou t  separat ion.  
Computed values of the surface pressure on ramp 
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nonexis tent  modeling f o r  reac t i ng  separated flow. 
Numerical p r e d i c t i o n  of the s t a t e  of the boundary 
l aye r  i s  a l s o  n o t  f e a s i b l e .  I n  add i t i on ,  accurate 
heat t r a n s f e r  computations for t h e  nozzle wall  
have y e t  t o  be demonstrated over the range of oper- 
a t i n g  cond i t i ons .  I n  c los ing ,  I t  i s  Important t o  
note t h a t  r e a l  gas and thermal and chemical non- 
e q u i l i b r i u m  e f f e c t s  must be considered i n  a l l  of 
the p ropu ls ion  system components a t  the appropri- 
a te  f l i g h t  cond i t i ons .  

Advances i n  two o the r  a r e a s  are requi red.  The 
f i r s t  advance invo lves  the f u r t h e r  development of 
accurate and e f f i c i e n t  numerical methods requi red 
t o  improve s o l u t i o n  accuracy w i th  an attendant 
reduc t i on  i n  computing time. The second advance 
r e l a t e s  t o  computer technology and includes issues 
o f  speed, storage, s t r u c t u r e  and graphics. 

I t  i s  n o t  the i n t e n t  of t h i s  paper t o  present 
the o p i n i o n  t h a t  a r e a l i s t i c  computer s imulat ion 
for a hypersonic v e h i c l e  poses an impossible task. 
Rather the i n t e n t  i s  t o  assess, i n  as r e a l i s t i c  a 
f a s h i o n  as poss ib le ,  what i s  achievable w i t h  todays 
knowledge, numerical codes and computers. The 
progress i n  these areas has been remarkable over 
the l a s t  decade and w i l l  continue t o  be so i n  the 
f u t u r e .  I t  i s  w i t h  t h i s  understanding t h a t  t h i s  
author  i s  con f iden t  t h a t  a complete s imu la t i on  
over  the  e n t i r e  f l i g h t  range w i l l  be poss ib le  some- 
day. However, the progress ion of the s imulat ions 
t o  the p o i n t  where design type information can be 
obta ined,  such as described e a r l i e r  (Propulsion CFD 
V a l i d a t i o n  sec t i on ) .  can o n l y  occur i f  the va l ida-  
t i o n  process 1s c a r r i e d  forward w i th  more r e a l i s t i c  
p ropu ls ion  geometries. 

References 

1. Dwoyer, D.L.. K u t l e r ,  P.. and P o v i n e l l i .  L.A.. 
"Retool ing CFD f o r  Hypersonic A i r c r a f t , "  
Aerospace-Amer 1 ca, Vol. 25, Oct. 1987, 
pp. 32-35,41. 

2. Benson, T.J.. "Three-Dimensional Viscous Calcu- 
l a t i o n  o f  Flow i n  a Mach 5.0 Hypersonic I n l e t . "  
A I A A  Paper 86-1461, June 1986. 

3. Kunik. W.G., Benson. T.J.. Ng. W.-F.. and 
Taylor ,  A.,  "Two-  and Three-Dimensional Viscous 
Computations of a Hypersonic I n l e t  Flow." A I A A  
Paper 87-0283, Jan. 1987. 

4. Reddy. D.R., Smith, G.E., Liou, M.-F., and 
Benson, T.J.. "Three Dimensional Viscous Analy- 
s i s  of a Hypersonic I n l e t . "  A I A A  Paper 89-0004, 
Jan. 1989. (See a l s o  NASA TM-101474.) 

5. Kim. Y.N., Buggeln. R.C..  and McDonald H., 
"Numerical Analys is  of Some Supersonic Viscous 
Flows Related to  I n l e t  and Nozzle Systems." 
A IAA Paper 86-1597, June 1986. 

6. Beam, R.H.. and Warming, R.F . ,  "An I m p l i c i t  
Factored Scheme for the Compressible Navier- 
Stokes Equations," A I A A  Journal, Vol .  16. 
No. 4, A p r i l  1978. pp. 393-402. 

7 .  Jameson. A. ,  and Baker, T.J., "So lu t i on  o f  the 
Eu le r  Equations f o r  Complex Configurations," 
A I A A  Paper 83-1929, J u l y  1983. (See a l s o  

Computational F l u i d  Dynamics, 6th. New York, 
A I A A .  pp. 293-302.) 

8. Pul l iam,  T . H . .  and Steger, J.L.. " I m p l i c i t  
F in i te-Di f ference Simulations of Three- 
Dimenstonal Cmpress lb le  Flow." A I A A  Journal ,  
Vol. 18. NO. 2 .  Feb. 1980, pp. 159-167. 

9. Cooper, G.K. ,  Jordan, J.L.,  and Phares. W.J.. 
"Analysis Tool f o r  App l i ca t l on  t o  Ground Test- 
Ing o f  H igh l y  Underexpanded Nozzles," A I A A  
Paper 87-2015, J u l y  1987. 

10. L iou.  M . - F . .  "Three Dimensional PNS Solut ions 
of Hypersonic I n t e r n a l  Flows w i t h  E q u i l i b r i u m  
Chemistry," A I M  Paper 89-0002, Jan. 1989. 

Shuen. J.-S.. "Numerical S imulat ion of Hyper- 
sonic I n l e t  Flows w i t h  E q u i l i b r i u m  or F i n i t e  
Rate Chemistry." AIM Paper 88-0273, Jan. 1988. 

Boundary Layer Control Methods i n  High Speed 
I n l e t  Systems-Final Report," Contract  NAS3- 
25408. Sept. 9, 1988. (NASA CR I n  p u b l i c a t i o n . )  

13. Narayan, J.. and Kumar, A., "A  Numerical Study 
of Hypersonic Propuls ion/Ai r f rame I n t e g r a t i o n  
Problem," A I A A  Paper 89-0030. Jan. 1989. 

14. Hsieh. K.-C., "An Assessment of Numerical Tech- 
niques for Unsteady Flow Calcu lat lons."  A I A A  
CFD Conference. Bu f fa lo ,  New York, June 1989. 

15. Yu. S.-T.. Tsai, and Shuen. J.-S., "Three- 
Dimensional So lu t i on  o f  Subsonic Reacting Flows 
w i t h  F i n i t e  Rate Chemistry," A I A A  Paper 
89-0391, Jan. 1989. 

Algori thms f o r  Two-Dimensional Real Gas Flows." 
A I A A  Paper 89-0388. Jan. 1989. 

17. P o v i n e l l i .  F.P.. and P o v i n e l l i ,  L.A.. "Correla- 
t i o n  of Secondary Sonic and Supersonic Gaseous 
Jet Penetrat ion i n t o  Supersonic Crossflows , I '  
NASA TN-D-6370, June 1971. 

t o r y  Tests o f  Two S t r u t  Fuel I n j e c t o r s  for 
Supersonic Combustion," NASA TN-D-7581, Feb. 
1974. 

11. Yu. S. -T . ,  McBrlde. B.J.. Hsieh, K.-C.. and 

12. Rose, H . C . .  and Perkins, E.W.. " I nnova t i ve  

16. Shuen. J.-S. and L iou,  M.-S.. "Flux S p l i t t i n g  

18. Anderson, G.Y.. and Gooderum, P.B.. "Explora- 

19. P o v i n e l l i ,  L.A.. "Aerodynamic Drag and Fuel 
Spreading Measurements i n  a Simulated Scramjet 
Combustion Module," NASA TN-D-7674, May 1974. 

Hersch. H., "A Study of Helium Pene t ra t i on  and 
Spreading i n  a Mach 2 Ai rs t ream Using a D e l t a  
Wing I n j e c t o r , "  NASA TN-D-5322. J u l y  1969. 

I n t e r a c t i n g  Vor t i ces  on J e t  Pene t ra t i on  i n t o  a 
Supersonic Stream," NASA TH-X-2134, Nov. 1970. 

Zukoski , E . E . ,  "Progress Toward Shock Enhance- 
ment of Supersonic Combustion Processes," A I A A  
Paper 87-1880. June 1987. 

23. P o v i n e l l i ,  L.A., and Anderson, B.H..  " I n v e s t l -  
ga t i on  o f  Mixing I n  a Turbofan Exhaust Duct, 
P a r t  11: ComDuter Code ADDliCatiOn and V e r i f i -  

20. P o v i n e l l i .  L.A., P o v i n e l l i ,  F.P.: and 

21. Hersch, H.. and P o v i n e l l l ,  L.A., " E f f e c t  of 

22. Marble, F.E. ,  Hendricks, G.J., and 

ca t i on . "  AIAA-Journal, Voi '22.  No. 4. A p r i l  
1984, pp. 518-525. 



9B-8 

show good agreement w i t h  measured da ta ,  F i g .  19. 
The n e x t  c a l c u l a t i o n  by Baysal3’  w a s  c a r r i e d  otit 
w i t h  the  e x p l i c i t  code mentioned i n  the  s e c t i o n  
Numerical  Scheme;. which inc l t ided  v a r i a b l e  y .  The 
exhaust  gas used was 50 percent  F-12 and 50 pe rcen t  
argon; t he  f r e e  stream Mach number was 6 .  Dens i t y  
comparisons a re  shown i n  F i g .  20 and pressure  con- 
t o u r s  i n  F i g .  19. The expansion p r o c e j s  proceeds 
downstream and tne  shear l aye r  d e f l e c t s  upwards a t  
about 15O. The d e n s i t y  i s  h i a h e r  i n  the  shear 
core ,  expanding back t o  i t s  upstream va lue .  Sepa- 
r a t i o n  on the e x t e r n a l  cowl sur face  occu rs .  extend- 
i n g  a s i g n i f i c a n t  d i s tance  upstream. 

The computat ions of  La i  and Nelson32 were car -  
r i e d  o u t  f o r  the  nozz le  exper imenta l  geometry of  Re 
and L e a ~ i t t . 3 ~  The geometry i s  shown i n  F i g .  21, 
and t h e  nozz le  exhaust g r i d s  used a r e  shown i n  
F i g .  22. The spanwise g r i d  d i s t r i b u t i o n  i s  shown 
i n  F i g .  23. A three-dimensional  computa t ion  was 
c a r r i e d  o u t  matching the  nozz le  o p e r a t i n g  cond i -  
t i o n s  which exhaust i n t o  s t i l l  a i r .  Streamwise 
con tou rs  f o r  Mach number a re  shown a t  f o u r  d i f f e r -  
e n t  spanwise p o s i t i o n s  i n  F i g .  24. F i g u r e  24(a) 
shows t h e  contours  a t  the nozz le  mid-plane, and 
F igs .  24(b)  to (d )  move p r o g r e s s i v e l y  ou tward  t o  
the  n o z z l e  s i d e w a l l .  Behavior o f  t h e  shear l a y e r  
formed on the  th ree-d imens iona l  su r face  o f  t h e  j e t  
i s  c l e a r l y  ev iden t ,  as one scans F i g s .  24 and 2 5  
which a r e  the  c ross -sec t i ona l  p lanes  i n  t h e  x or 
downstream d i r e c t i o n .  The shear l a y e r  i s  observed 
t o  be h i g h l y  th ree-d imens iona l  i n  i t s  s t r u c t u r e  
w i t h  s i g n i f i c a n t  v a r i a t i o n s  f r o m  t o p  w a l l  t o  bo t -  
tom w a l l  to s i d e  w a l l .  Comparisons of t h e  ccnn- 
pu ted  w a l l  p ressure  w i t h  exper imenta l  da ta ,  
F i g .  26. show good agreement for  b o t h  su r faces .  

Improvements Required 

I n  a l l  of the  cases desc r ibed  so f a r ,  t h e  
nozz le  en t rance f l o w  f i e l d  was u n i f o r m  and nonre- 
a c t i n g .  I n  a sc ramje t  module. t he  combustor and 
nozz le  a r e  ve ry  c l o s e l y  coupled which means t h a t  
n o n u n i f o r m i t i e s  i n  temperature,  p ressu re  and spe- 
c i e s  c o n c e n t r a t i o n  w i l l  be p resen t  a t  t h e  n o z z l e  
en t rance .  The s e n s i t i v i t y  of the  nozz le  con f igu ra -  
t i o n  t o  these n o n u n i f o r m i t i e s  has been a m a t t e r  o f  
debate  for some t ime .  I t  has been proposed by  t h i s  
au tho r  t h a t  three-dimensional  r e a c t i n g  nonun i fo rm 
p r o f i l e s  should be used i n  CFD codes t o  determine 
the  performance s e n s i t i v i t y  o f  t he  n o z z l e .  I n  
t h i s  way. i t  would be p o s s i b l e  t o  de termine what 
p r o f i l e s  a re  d e s i r a b l e  a t  t he  nozz le  en t rance  f o r  
h i g h  performance. The knowledge o f  those p r o f i l e s  
would p r o v i d e  combustor des igners  w i th  “ t a r g e t s ”  
or g o a l s  t o  achieve a t  t he  combustor e x i t  p lane  i n  
terms of pressure ,  temperature and c o n c e n t r a t i o n s .  
A s t a r t  on p r o v i d i n g  an answer t o  t h i s  approach 
has been i n i t i a t e d  by Tsai and Yu35 who per fo rmed 
th ree-d imens iona l  Navier-Stokes computa t ions  f o r  a 
r e a c t i n g  hydrogen-air  m i x t u r e  as w e l l  as for  f r o z e n  
f low.  Us ing  a numerical  scheme based on t h e  LU 
approach of Yoon and J a m e ~ o n , ~ ~  p ressu re .  tempera- 
t u r e  and Mach number d i s t r i b u t i o n s  for  b o t h  f l o w  
s o l u t i o n s  have been compared as w e l l  as t h e  OH, 0 
and H mass f r a c t i o n  d i s t r i b u t i o n s .  C a l c u l a t i o n  o f  
the  r e l a t i v e  nozz le  t h r u s t s  i n  a t y p i c a l  non a x i -  
symne t r i c  c o n f i g u r a t i o n  i s  s t i l l  r e q u i r e d  i n  o r d e r  
to suppor t  t he  proposal  made by t h i s  a u t h o r .  The 
a b i l i t y  t o  compute mu l t i - exhaus t  modules i n t e g r a -  
t e d  i n t o  a r e a l i s t i c  a f tbody  w i t h  r e a c t i n g  f low 
exhaust  ove r  a wide Mach number range has not y e t  
been demonstrated. 

Flow separa t ion  a t  t ranson ic  speeds w i l l  
cause s i g n i f i c a n t  drag losses. To da te ,  no r e a l i s -  
t i c  s i m u l a t i o n  o f  the t ranson ic  regime has been 
performed. Separat ion o f  the e x t e r n a l  cowl bound- 
a r y  l aye r  and inco rpo ra t i on  of  means t o  p revent  the  
separa t i on  a l s o  have no t  been s imu la ted .  Preven- 
t i o n  methods cou ld  inc lude bu rn ing  or deployment 
of a wa l l  sec t i on  such as i n  the a f tbody .  A s  i n  
the  o t h e r  components, tu rbu lence and t r a n s i t i o n  
model ing remain as s i g n i f i c a n t  unknowns. Relami- 
n a r i z a t i o n  of the a f tbody  boundary l a y e r  i s  also a 
phenomenon which could occur .  Heat t r a n s f e r  t o  
the  a f tbody  i s  a l s o  a computa t iona l  i ssue which 
r e q u i r e s  a s i g n i f i c a n t  amount of  a t t e n t i o n .  

Conclusions 

Based on the  r e s u l t s  p resented  i n  t h i s  paper, 
i t  i s  ev iden t  t h a t  there  are  many p o r t i o n s  or fea-  
t u r e s  of  a hypersonic p r o p u l s i o n  system t h a t  have 
n o t  been p r o p e r l y  or accura te l y  s imu la ted  by numer- 
i c a l  analyses. The i n l e t  behav io r  and i t s  perform- 
ance f o r  bo th  steady and unsteady o p e r a t i o n  have 
been computed for f a i r l y  s imple geometr ies,  and 
none of the  computations i nco rpo ra tes  a l l  of  the  
phys i cs  which are  known t o  occur .  The des ign  of  a 
h i g h  e f f i c i e n c y  supersonic i n l e t ,  designed for a 
r e l a t i v e l y  narrow Mach number range, i s  n o t  a s i m -  
p l e  des ign  mat te r .  High recovery ,  reduced heat  
load ,  p roper  cowl l i p  des ign  and low s p l l l a g e  d rag  
a re  a l l  r e q u i r e d  wh i l e  d e l i v e r i n g  usab le  e x i t  pro- 
f i l e  cond i t i ons  t o  the combustor. 
of a t o t a l l y  i n teg ra ted  p r o p u l s i o n  system design, 
t he . fea tu res  of the i n l e t  flow f i e l d  must be con- 
s ide red  as p a r t  of  the c m b u s t o r / n o z z l e  design. 
Some thoughts on the u t i l i z a t i o n  o f  i n l e t  . f low fea-  
t u r e s  for combustor design were presented  i n  t h i s  
paper.  I t  i s  noted, f i n a l l y ,  t h a t  unsteady i n l e t  
behav io r  w i t h  mass a d d i t i o n  and f l ow  s p i l l a g e  must 
be p r o p e r l y  s imulated by numerical  methods i n  o rde r  
t o  e s t a b l i s h  a r e l i a b l e  design. 

I n  the  combustor reg ion ,  i t  i s  c l e a r  t h a t  o n l y  
crude des ign  features have been modeled and com- 
puted. R e a l i s t i c  geometr ies,  i n c o r p o r a t i n g  s t r u t s ,  
wedges and wa l l  i n j e c t i o n  must be computed i n  o r d e r  
t o  p rov ide  any design bene f i t s .  
a d d i t i o n a l  geometr ic complex i ty  needed, t h e  funda- 
mental  na tu re  of  turbulence-combust ion i n t e r a c t i o n  
remains as a major unknown. The proper  model ing 
of  t he  unsteady f l o w  f i e l d ,  bo th  random and de te r -  
m i n i s t i c ,  w i t h  the  combustion chemis t r y  remains a 
major cha l lenge.  PDF model ing appears t o  be one 
of the  promis ing  avenues to pursue i n  t h i s  regard .  

Nozzle f l ows  are  cha rac te r i zed  b y  i n t r i c a t e  
p a t t e r n s  o f  shock waves and shear l a y e r s .  The 
asymmetry o f  the  nozzle,  combined w i t h  the  shear 
l a y e r  p o s i t i o n ,  r e f l e c t  the  shocks i n  va r lous  
d i r e c t i o n s .  Shear l aye r  bending occurs  a t  t he  
shock i n t e r s e c t i o n  l oca t i ons .  The shape and s t r u c -  
t u r e  of these features vary  cons ide rab ly  over  the  
f l i g h t  Mach number range w i t h  the  a t t e n d a n t  chang- 
es i n  nozz le  back pressure.  Much remain ing  work 
needs to be performed on the  expansion o f  r e a c t i n g  
gases w i t h  p r o p e r l y  modeled en t rance p r o f i l e s  of 
bo th  flow stream aero p r o p e r t i e s  and concen t ra t i on  
p r o f i l e s .  
t he  e f f i c i e n t  design of a hyperson ic  nozz le  shou ld  
proceed by e x p l o r i n g  the  bes t  p r o f i l e s  for  optimum 
nozz le  performance. Those p r o f i l e s  then p rov ide  a 
goal  for combustor e x i t  cond i t i ons .  Fu r the r  d e f i -  
c i e n c i e s  i n  the  nozzle area a re  assoc ia ted  w i t h  

I n  the  s p i r i t  

Aside from the  

I t  has been suggested i n  t h i s  paper t h a t  
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-cn?di::cc; %&ling f2r reacting separated flow. 
' ic?Er! : j i  :reClct!on of the state of the boundary 
:a:er ! j  a ; s 5  not feasible. In addltion. accurate 
?ear Zricjfef computations for the nozzle wall 
3a.de ye: to 9e gemonstrated over the range o f  oper- 
atin3 cxditions. In closing. I t  is important to 
:c:e f n 3 r  real Gas and thermal and chemical non- 
?;~ilibriut effects musf be consldered In all of 
In? vopulslon system components at the approprl- 
j;e f!ignt cmditions. 

first advance involves the further development of 
accurate and efficient numerlcal methods requlred 
io imsrove solution accuracy wlth an attendant 
reductton in computing time. The second advance 
folates to computer technology and Includes lssues 
of speed. storage. structure and graphics. 

It is not the intent of this paper'to present 
the oplnIon that a reallstlc computer slmulatlon 
for a hypersonic vehicle poses an imposslble task. 
Rathe- the intent is to assess, in as reallstlc a 
f a s h l m  as possible. what is achievable wlth todays 
knowledge. numerical codes and computers. The 
.~rogress in these areas has been remarkable over 
:he last decade and wlll continue to be so In the 
future. It is wlth thlt understanding that thls 
author Is confident that a complete simulation 
over the entire fllght range will be.possible some- 
day. However. the progression of the slrwlatlons 
to the point where design type lnformatlon can be 
ootained. such as described earlier (Propulsion CFD 
Validation section). can only occur l f  the vallda- 
tion D r x e s s  is carried forward wlth more realistic 
propul sion geometries . 

lrlv3n:Sj in two other areas are required. The 
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3. 

6. 

5 .  
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Table 2 .  - Inlet Requirement; 

Table 1 .  - Forebody Requirement: 
Performance parameters 

Lift 
Drag 
Heat load 
Inlet profiles 

Pressure 
Skin friction 
Heat transfer 
Inlet Drofiles (u.v,w.p.T.Ci) 
Integrals f o r  performance 

Trans i t ion 

Computed variables required 

Physicallchemical modeling requirements 

TurSulence 
Shock boundary layer interactions 
vortical flow 
Entropy layer swallowing 
Equilibrium. nonequilibrium chemistry 
Hall catalyticity 
Low density flow 

Table 3. - C m ~ b u r c o r  Requirementi 
Perforarance parameters 

Thrust 
Heat load 
Combustion efficiency 
Pressure losjes 
Structural load 

Computed variables required 

I Heat transfer 
Skin friction 
Exit profiles (u.v.r.T.Ci1 

Finite rate chemistry 
Shock interactions 
Shear layers 
Vortexlshock interactions 
Heat transfer 
Injector interact ions 
Turbulence 

Physicallchemical modeling requirements 

Performance parameters 
Mass capture 
Kinetic energy efficiency 
Pressure recovery 
Heat load 
Exit profiles t o  combustor 

Hall pressure 
Skin friction 
Heat transfer 
Eiit proflles (u.v.w.T.Ci) 

Shock boundary layer interactions 
Secondarylcorner flows 
Mass injection 
Low Mach number bleed 
flow separatlon 
Shock induced unsteadiness 
Turbulence, transi tion 
Equilibrium chemistry 
Flow unsteadlness 

Computed variables requlred 

Physicallchemical modeling requirements 

Table 4. - Nozzle Reauireneqti 
Performance parameters 

Thrust 
,Moment I Heat load 

Computed variables required 
Hall pressure 
Heat transfer 
Skin friction 

Physicallchemical modeling requirements 
Flnlte rate chemistry 
Turbulence 
Shock interactions 
Shear layers 
Secondary flows 
Separation 
Relaminarization 
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FIGURE 1. - EXPERIENTAL MCH 12 INLET GECMETRY (REF. 4). 

FIGURE 2 .  - MCH N W R  CQTWRS. N 5 12.25 (REF. 4). 

, 

C M  WOU: WAVE- 

,-RAW BOUNDARY 
C M  BOUNDARY LAYER 
LAER - - - -- - - 

SIDEWALL VORTEX- - 

s I DEWALL 

FIGURE 5 .  - ORIENTATIQ OF CRoSgLW PLME 1% LOCATED llEAR 
ME R M J  SHOULDER W I N 6  PLAE OF S W T R Y .  SIDEWALL RNP 
AllD C O K  SURFACES (REF. 12). 
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NO CONTROL CUTBACK COWL C O n  BLEED CUTBACK SIDEWALL 

FIGURE 6 .  - CWARISOW OF EFFECT OF VARIOUS CONTROL ETHODS ON M C H  NURBER CON- 
TOURS NEAR R A W  SHOULDER (REF. 12). 

P '  
R =  

Y O.Ol@@l M 

L E 0.024 M 
H = 0.01 M 
W 0.01404 M 

L 1  = 0.006 M L 1  = 0.006 M 
L2 = 0.006 M 

D 0.0012 M 
D = 0.0012 M 

FIGURE 7. - FLOW COWF16URATIONS (REF. 15). 

1 3 . 8  I 

x = 0.615 O1 

x = 1.16 o( 
x = 1.61 c(( 

FIGURE 8. - M C H  N W R  CONTOURS ON YZ PLANES AT VARIOUS X 

LOCATIONS FOR CAS€ 1 (REF. 15). 

x = 2.19 01 

F16URE 9. - TW'ERATURE COWTOURS OH Y Z  PLANES AT VARIWS X 

LOCATIONS FOR CASE 1 (REF. 15). 
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FIGURE 10. - MCH NLCIBER CONTOUR 011 Xy PLANE AT CENTER OF IN- 
SECTION PORT FOR CASE 1 (REF. IS). 

SYmETRY 

I I I 1 I 

3u 
FIGURE 11. - MCH NLCIBER CONTOUR ON X y  PLANE AT CENTER OF IN- 

JECTION PORT FOR CASE 2 (REF. IS). 

FlaRE 12. - -TIC OF EXP€RIEIITAL WHIEL. PERSECTIE  VIEWS 
(REF. 30). 
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( a )  SOLUTION ON A REGULAR GRID. 

(b)  WOWADAPTIVE GRID FOR NOZZLE FLW. 

F16URE 16. - MCH WWER COmWRS AND 

r 2 . 3 4  IN. 

t c )  SOLUTION ON AN ADAPTIVE GRID. 

.,L...:: ........... ...... . ..... ... . . 

(d )  ADAPTIVE GRID FOR NOZZLE FLW. 

@IDS FOR A ScRlYcET NOZZLE (REF. 33). 

C 
C W L  TRA 

RAW SURFA 

(b)  ISolETRlC VIEW. 
FIGURE 17. - MODEL OF KTERBODY WITH SCRAIUET W W l s T  
SIMJLATIo(I (REF. 31). 

1 

FIGURE 18. - DEllSllY COmOURS FOR CASE 2 (REF. 31). 
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‘,SURFACE 

CASE CFD UP 
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3 -  0 
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X/h 

FIGURE 19. - PRESSURE COEFFICIENT DISTRIBLITI~ 
On RPJP AND L W R  C M  SURFAES (REF. 31). 

FIGURE 20. - DENSITY CWOURS FOR CASE 3 (REF. 31). 
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UPPER FLAT O-, j 

I -. I FLAP Y J  

F16URE 21. - NOZZLE 6EWTRY (REF. 32). 

I 

Y Y 

(b) NOZZLE Q I D .  
FIGURE 22. - STRWISE 6RID DlSTRlBUTlOU (REF. 32) 

X 

( a )  IN THE WZZLE REGION. (b) IN THE EXHAUST REGION. 

FIGURE 23. - SPANWISE M I D  DlSTRlBUTlOll (REF. 32). 
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( a )  I = 1. z = 0. 

1 m 

(b) I = 9. z = 1.365. 

I 

(c) I = 13. z = 1.7. 

( d )  I = 25. z = 1.982. 

FIGURE 24.- STREPIYISE MCH N W E R  CONTOURS, CASE 
(REF. 32). 

1 .o 

E 0.8 
- 

( a )  i = 50, x = 4.485. (b) i = 65. x = 5.372. 

t c )  i = 75, x = 6.221. ( d ) i  = 85. x = 7.513. 

FIGURE 25. - SPAWYISE MCH NUREER CONTOURS, CASE 1 
(REF. 32). 
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W 

L 
p: 0.2 
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( a )  UPPER HALL. 

FIGURE 26. - WALL PRESSURE OISTRIBJTIONS. 

0 1 2 3 r c 5  E 
(b) LOVER WALL. 

, CASE 1 (REF. 32) .  
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Missile Aerothermodynamics and Propulsion Integration 

SUMMARY 

D. Pagan and R.-G. Lacau 

AEROSPATIALE - Missiles 

2 rue Beranger, 92322 Chfitillon Cedex, France 

This lecture provides a general review of 
aerothermodynamics and propulsion integration of 
supersonic and hypersonic missiles. We focus on the major 
design problems and the simulation means with their 
potentials and deficits. Considered design problems are 
extemal aerothermodynamics, including the specific 
problem of lateral jet control, and the ramjetkcramjet 
propulsion integration. Simulation means cover 
Computational Fluid Dynamics (CFD) tools as well as 
ground test facilities. The last part of the lecture illustrates 
the feasibility to use CFD tools in the design process as a 
complementary approach to wind tunnels, propulsion 
benches and flight tests. 

1. INTRODUCTION 

Forecast studies1 show that the current decline in world 
defence spending will bottom out in the next few years so 
far as missiles are concemed, and generally .rise in the 
1997-2002 period. There are two main reasons for that : 

world is unlikely to remain as peaceful as it was during 
the cold war years and regional turmoil will tend to 
hasten missile purchases, 

general defence budget in many regions and especially 
in Nato will induce a general trend towards 
modemisation of major platforms rather than platform 
replacement, and missiles offer to increase the combat 
capabilities of many weapons without the need for the 
expense of replacing the system itself. 

Generally missiles are divided into mission oriented 
categories : air defence, air-to-air, air-to-surface, antiship, 
antitank and surface-to-surface missiles. 

On figure 1 are plotted the geometries of some high speed 
missiles. The large diversity in the geometries is a difficulty 
for aerodynamic conception. 

The aim of this lecture is to provide a review of high speed 
missile aerothermodynamics. We will first show high 
velocity interest with examples of short , medium, long 
range supersonichypersonic missiles. Then we will review 
the major aerothermodynamic problems encountered in 
high speed missile design with a special emphasis on ramjet 
and scramjet propulsion integration. We will also present 
simulation means which include computational methods 
and ground test facilities. Finally the feasibility to use CFD 

tools for high speed missile design will be illustrated on 
several applications. 

2. EMPLOYMENT OF HIGH VELOCITY 

High velocity makes possible 

- to considerably increase the damage inflicted to the 
target by direct hit, 

- to  successfully engage targets which have been 
detected late and travel very fast (e.g. missiles), 

- to penetrate air-defence in combination with stealth 
characteristics. 

These three features gave birth to three families of 
weapons : kinetic energy projectiles, short-range 
supersonic/hypersonic missiles and medium to long range 
supersonichypersonic missiles propelled by rocket or air- 
breathing engines. 

High kinetic energy can allow penetration of main battle 
tank (MBT) armour. Kinetic energy (KE) projectiles have 
been developed in this aim. 

KE projectiles acquire their high’ energy by very high 
velocity (Mach 6 and more) given by gun launch and 
relatively high mass. Since their velocity decreases very fast 
- although their diameter is kept small - their range is 
limited to several kilometres. Because of the gun launch 
they have a very small inner dead region. They consist of a 
long rod penetrator of heavy-weight metal and some 
aerodynamic appendages for drag reduction and 
stabilisation* (see Figure 2). In some cases, simple 
guidance techniques are used to increase hit probability. 
Nowadays, muzzle velocity for tube artillery seems to reach 
a maximum and these KE weapons will probably have 
difficulties to penetrate new MBT reactive or laminate 
armours. 

Another way of accelerating a KE penetrator with 
practically no recoil and to increase their diameter to 
engage modem MBTs is to use rocket propulsion. In 
contrast to gunfired projectiles, the impact energy delivered 
by the whole mass of the missile increases penetrativity. 
This idea is at the origin of a German-French High-Velocity 
Missile (HVM) program3. In Germany, this program was 
shift to short and very-short-range air-defence 
(SHORADNSHORAD) and French interest is mainly in 
anti-helicopter missions. 

Paper presented at the AGARD FDP Special Course on “Aerothermodynamics and Propulsion Integration for 
Hypersonic Vehicles”, held at the von Kdrmcfn Institute for  Fluid Dynamics (VKI) in Rhode-Saint-GenPse, 

Belgium from 15-19 April 1996 and published in R-813. 
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In this case the high-velocity interest is the ability to detect 
late detected targets. For example, if a missile flying at 
Mach 2.0 is detected at 12 km, knowing that it takes about 
15 s to current air-defence systems between detection and 
launch, engagement will begin at only 2 km of the launch 
site ! To extend the intercept zone outwards, i t  is necessary 
to reduce reaction time and to increase missile speed. A 
compromise has to be found between flight time and 
heating loads. Helicopter pop-up or last-ditch defence 
against Tactical Ballistic Missiles (TI3Ms) poses similar 
problems. In the HVM program, missile is accelerated to 
Mach 6 in less than 1 second. The following critical aspects 
have been identified : 

- propulsion system (demonstrated by flight test), 
- IR homing head heating, 
- high dynamic pressure, 
- aerokinetic heating of lifting surfaces and ogive. 

An other example is the Starstreak missile (antitank and 
very-short-range air-defence missile) which uses exploding 
penetrators. Three rods are mounted atop a rocket powered 
missile. Separation occurs when propulsion stops. The three 
rods stay in close formation until they hit the target. 

At medium to long range, high velocity will allow 
strengthened air-defence and air-defence penetrativity. To 
acquire very high speed, the missile would be powered by a 
rocket engine or by an airbreathing engine (high 
performance ramjet or scramjet). 

An example of medium range air-defence missile is the 
ASTER which allows to intercept various sets of threats 
(aircrafts, highly supersonic manoeuvring missiles, tactical 
ballistic missiles...). This missile is a two-stage solid 
propellant vehicle launched vertically. This concept results 
from the necessity to have a very agile missile for 
interception, either because of a late target discrimination 
or to counter manoeuvres of the hostile and to achieve in 
any case a very short miss-distance. This is possible thanks 
to a high velocity, a very high manoeuvrability and a very 
short guidance time constant (agility) provided by an 
innovative control system (PIF-PAF) which combines 
aerodynamic control (PAF) and direct force control (PIF) 
using lateral thrusters at the centre of gravity of the missile. 

An example of long range air-defence missile is the 
THAAD which provides a high altitude intercept capability 
by engaging and neutralising incoming ballistic missiles. It 
will be the first endo/exoatmospheric system for defence 
against theatre ballistic missiles. THAAD is propelled by a 
solid fuel rocket using thrust vector control for 
manoeuvring. During the terminal phase, the forecone 
separates from the missile body and terminal manoeuvring 
is provided by a divert-and-attitude-control-system 
(DACS). There are four divert thrusters near the top of the 
kill vehicle and six smaller attitude control thrusters near 
the base. The maximum Mach number of interception will 
be about 9. 

For medium to long range air-defence penetration, ramjet 
and scramjet missiles are well adapted. In this case, missiles 
would have unconventional geometry for low drag and high 
air intake integration. Ramjet missiles can reach high 
altitudes (up to 35 km) and cruise at high supersonic speeds 
(Mach 2 to 5). Examples of such missiles are : ASMP (Air 
Sol Moyenne PortCe, see § 3.4.2) and the new generation 
supersonic anti-ship missile ANNG (Anti-Navire Nouvelle 

GCnCration). For higher cruise Mach numbers (6 to 8 ) ,  from 
sea level to several kilometres of altitude, scramjet 
propulsion would be necessary. Such type of propulsion is 
still under development and no operational vehicle is 
presently equipped with it .  

Higher Mach numbers and altitudes are in the domain of 
space launchers and are beyond the scope of this lecture. 

3. MAJOR DESIGN PROBLEMS 

3.1. Hypersonic Missiles Main Characteristics 
We have previously seen that the Mach number domain for 
hypersonic missile' is between 5 and IO. These Mach 
numbers are low in comparison with the Mach 36 of an 
Apollo re-entry. So we do not have to deal with the same 
physical phenomenons than for space vehicles. A first 
particularity of hypersonic missiles is that these Mach 
numbers have to be reached as well as at low altitude as at 
high altitude. An other one is that drag reduction is 
fundamental to save kinetic energy or to achieve medium to 
long range mission. Moreover, either they are surface- 
launched or aircraft-launched, missiles have to be 
controllable at low supersonic speed (sometimes high 
subsonic and transonic speeds). For these reasons, 
hypersonic missile design is closer to supersonic 
aerodynamics design than to specific hypersonic design. 

3.2. What is Important for Hypersonic Missile 
Aerothermodynamics? 
Anderson4 sees five physical phenomena becoming more 
important as Mach number increases. 

Thin shock layers : at high Mach numbers the shock 
wave lies close to the surface and thin shock layer 
theory can be used. 

Entropy layer : different streamlines crossing the 
detached shock created by a blunt nose experience 
different entropy increases, creating the so-called 
entropy layer. Hypersonic missile design will be a 
compromise between drag reduction (small nose 
radius) and stagnation point heat flux reduction (large 
nose radius). For the lowest Mach numbers (5.0 - 6.0) 
and short flight time, sharp nose can be selected. For 
higher Mach number or longer flight time, a blunt 
nose is necessary. In this case an entropy layer is 
created and boundary layer outer-edge conditions have 
to be revised. The presence of an entropy layer 
increases the values of heat-fluxes5 and can affect the 
overall air-intake performance of an hypersonic air- 
breathing vehicle. 

Viscous interaction : at high Mach numbers, boundary 
layer thickness increases under the combined effects of 
temperature increase and density decrease within the 
boundary layer. This can have important effects on 
pressure distributions (see figure 3), and lift, drag and 
stability are affected. Moreover, skin friction and heat 
fluxes are increased by viscous interactions. The 
parameter that governs laminar viscous interactions is 
x defined as ; 

where : 
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x > 3  strong interaction 

Figure 4 shows a classical result of pressure 
distribution over a flat plate obtained from 
experimental data. 

Stollery6 identified different viscous interaction 
parameters for turbulent flows and drew viscous effects 
on lift-to-drag ratio of different classes of vehicles (see 
figure 5). Viscous effects are important on drag and 
limited on lift. Consequently, maximum lift-to-drag 
ratio decreases when viscous interaction increases. 
During the design phase of an hypersonic missile it is 
important to examine the values of the interaction 
parameters. 

Among viscous effects, one of the most difficult is 
probably laminar-turbulent boundary layer transition 
on a forebody at hypersonic speed7. This transition is 
difficult to predict and can affect global aerodynamic 
coefficients, control efficiency, heat fluxes and overall 
air-intake total pressure recovery. 

High-temperature flows : in general, for this Mach 
range, vibrational effects are taken into account (when 
temperature is higher than 800 K for air) but not 
chemical reactions or dissociations (0, dissociation 
begins at 2 000 K). A good approximation is to take 
into account the evolution of the specific heats with 
temperature. 

Of course aerodynamic heating (mainly convective 
heating) is an important feature of hypersonic missile 
design. At the stagnation point, the heat flux varies 
inversely with the square root of the nose radius : 

q, oc R-o.5 (3) 

thus, to reduce stagnation heat flux, it is necessary to 
increase nose radius, with effects on drag and entropy 
layer. 

Low-density flows: at altitudes less than 60 km, air 
can be considered as a continuous medium and 
Navier-Stokes equations with no-slip boundary 
conditions are valid. At higher altitudes, the test 
parameter is the Knudsen number which is the ratio of 
the mean free path of the particle at the given altitude 
to a characteristic scale of the vehicle. For high 
altitude interception of TBMs by endo-exoatmospheric 
interceptors different regimes are encountered during 
the ascent phase, first continuum regime (Kn I0.03), 
then transition regime (0.03 2 Kn 20.2) where Navier- 
Stokes equations still holds but slip conditions have to 
be applied and finally, at higher altitude, the free 
molecular regime where Boltzmann equations have to 
be solved. 

Keeping these phenomena in mind, we are going to look in 
more details at the aerothermodynamics of 
supersonic/hypersonic missiles. 

3.3. Aerothermodynamics 
A large number of excellent text  book^**^^'^, reviews" and 
 lecture^'^*'^ already exist on this subject, the object of this 

chapter is just to point out some of the most significant 
Mach number effects on missile aerodynamics. 

3.3.1. Forces and Moments 
For a simple body tail configuration, the evolution of C, 
with Mach number is given on figure 6. The centre of 
pressure varies with Mach number. Each component 
contributes to this variation. As Mach number increases, 
C, for the body varies only slightly, and the centre of 
pressure, moves aft slightly. C, for the tails decreases 
(nearly inversely with Mach number) and the centre of 
pressure varies only slightly. As a result, the centre of 
pressure of such a body tail configuration moves forward 
with increasing Mach number because of the lowered tail 
force coefficient. This centre of pressure movement 
increases instability. 

At high Mach numbers, stability can be obtained by use of 
a conical flare as shown on figure 7. In this case, centre of 
pressure location is almost constant with Mach number. Of 
course, the flare increases drag and base pressure is 
modified. 

Real gas effects have a slight effect on pitching moment, 
but only second order effect on axial and normal forcesI4. 

If viscous effects are neglected, one can make use of the 
concept of hypersonic similarity16 to evaluate pressure 
distributions on slender bodies. 

If c = D / L is the slendemess ratio, the principle of 
hypersonic similarity says that : 

C, / C 2 = f ( y , M _ C )  (4) 

for three dimensional flows we obtain : 

C, / c = F ( y , Mm c , / C) (5) 

C, / C, = G ( y , M_ c , a / C) 

K = M_ c is the hypersonic similarity parameter. 

This rule extends to supersonic flows if the similarity 
parameter Mm 'I is replaced by c (Mm - l )O?  

To illustrate the hypersonic similarity the evolution of the 
relative pressure distribution on ogives and cones for 
different slendemess ratios c = 1/E and constant values of 
the similarity parameter is given on figure 8. The three 
pressure distributions are almost perfectly superimposed. 

Drag evolution of bodies with Mach number is given on 
figure 9. Generally, minimum drag coefficient decreases 
with Mach number until Mach 3 and stays rather constant 
between Mach 4 and 5. It appears that the cone-cylinder has 
the lowest minimum drag for a Mach number higher than 3. 

Drag reduction at hypersonic speeds is at the origin of 
waveriders20. They result from inviscid flow inverse design. 
Their name comes from the fact that, for most of them, 
edges would ride on a shock wave as shown for the 
simplest one, the caret wing, in figure IO. The general idea 
of waveriders design is that forces generated by 
compression at hypersonic speed (lower side) are very large 
compared with suction generated by expansion. This is why 

( 6 )  
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they generally present upper surfaces aligned with free 
stream velocity. 

For the design Mach number, they present low-drag, high 
lift, high lift-to-drag ratio and large internal volume. 
Different geometries can be derived from different inviscid 
flow fields, an example with propulsion integrated is also 
given on figure 10. 

Viscous effects can considerably affect waveriders lift-to- 
drag ratio because of their large wetted surfaces. Moreover, 
the necessary bluntness of the leading edges (because of 
heating loads) will also decrease the lift-to-drag ratio. It is 
why waverider design is now departing from inviscid 
analytic flow fields solutions. 

.3.3.2. Aerodynamic Control 
High agility combined with very short missile time 
constants are the basic requirement for reducing target miss 
distance. 

High manoeuvrability at high velocity and low altitude 
results of very high dynamic pressure and can be achieved 
with low angles of attack and classical control surfaces. 

For conventional geometries, the equivalent angle of attack 
concept is still very useful in helping to predict the normal 
force and centre of pressure location of a fin in the presence 
of a body and the amount of normal force carried over onto 
the body21. 

At moderate angle of attack, subsonic to moderate 
supersonic Mach numbers, the body lift interference 
parameter is : 

KB = 'E(%') ' NW (7) 

and the wing lift interference parameter is : 

KW= 'W(B) ' NW 

where : 

Nw is the normal force on the wing alone, 

NBw) is the normal force on the body caused by the 
presence of the wing (at 0 deflection) 

Nw(B) is the normal force of the wing in the presence 
of the body (at 0 deflection). 

Extensive measurements of all-movable fins normal force, 
root bending moment and fin hinge moment has been 
realised and added to the US Tri-service data base for high 
angle of attack and Mach numbers up to 4.5. Based on 
these experiments extensions have been introduced in the 
semi-empirical codes22. 

Figure 11 shows that between free stream Mach number 2 
and 4.5 compressibility effects on K, are noticeable. 

It is possible to correlate the efficiency results at different 
free stream Mach numbers by making use of local Mach 
number, dynamic pressure an upwash angle (the flow angle 
in a streamwise plane normal to the wing planform)' I .  

The evolution of the resulting lift interference parameter : 

kW = 'W(B) ' NW 

where : 

(9) 

Nw is the normal force on the wing alone, 

Nw(B) is the normal force of the deflected wing in the 
presence of the body (at 0 angle of attack), 

is given in figure 12. 

3.3.3. Lateral Jet Control 
In some cases, aerodynamic control is not adequate : 

- interception of sea-skimmers alternating 10 to 15 g of 
lateral acceleration at high frequency demands shorter 
time constants, 

-high altitude (e.g. THAAD) induces low dynamic 
pressure and low efficiency. 

The use of a propulsive force at the missile centre of gravity 
overrides these two disadvantages. However, jet control at 
the centre of gravity has certain constraints : 

-used as single mean of control, its operational 
domain is limited in duration by its fuel consumption. 
In particular, with a gas generator associated to a 
distribution system towards the nozzles, powder 
consumption remains constant whichever the 
manoeuvre, 

-need for a very slight variation of the centre of 
gravity, 

- interferences with the external flow, near the nozzle 
exit (local interactions) and on the rear part of the body 
or on the fins located downstream (downstream 
interactions). These interactions can considerably 
reduce the lateral jet efficiency. 

For these reasons, purely force control is only suitable for 
very short range missiles or for terminal manoeuvring. In 
the latter case, it has to be associated with an aerodynamic 
control system (ASTER). 

The lateral jet can also be located'at the rear part or at the 
forward part of the body, to create a moment control, as in 
the case of tail or canard control. Missile time constant is 
not as much reduced as in the case of force control: It only 
eliminates actuators bandwidth limitations. In this case, 
nozzles are distributed around the missile circumference. 
Hot gases ever come from a common gas generator, or from 
individual thrusters installed normally to the body axis 
(ERINT). 

Local interactions (figure 13) are related to the jet obstacle 
effect which, at supersonic speed, produces upstream of the 
nozzle a detached shock and a separation of the boundary 
layer forming a shock generating an overpressure zone. The 
separation area dimensions depend strongly on the 
laminadturbulent status of the boundary layer. For laminar 
boundary layer encountered at high altitudes the separation 
zone is much larger than in the turbulent case. Just 
immediately downstream of the nozzle, the external flow 
around the jet produces a depression zone. 

Downstream interactions (figure 14) are due to the highly 
vortical character of the flow downstream of the jet. Far 
from the exit section, the jet wake takes the form of two 
contra-rotating vortices resulting from the curvature of the 
jet and its rounding by the external flow. Thus the speeds 
induced by these vortical structures affect the lifting 

. 
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surfaces located downstream, generally producing a loss of 
lift and moments. 

The total sum of these interactions results in : 

- a n  interaction force which is added to the lateral 
propulsive force, 

- disturbing pitch and roll moments. 

perfect gas 9.23 

3.3.4. Mechanical and Heat Loads 
For a typical SHORAD mission at high velocity different 
constraints have been identified : 

- a high rate of acceleration induces high stress on the 
missile's propellant mass, structural components and 
equipments (approx. 200 - 400 g), 

- a low structural mass to achieve a large velocity 
increase (see eq. 14 below), 

- combination of high velocity and low altitude results 
in high dynamic pressure and thermal stresses. 

Thus, selecting the optimal speed would require very 
careful consideration of the costleffectiveness ratio. For 
example, increasing the missile's speed from Mach 5 to 
Mach 6 would not reduce significantly the total flight time 
but would increase significantly the kinetic heating. 

To reduce production costs, the objective is to make use of 
standard composite materials without special coatings. Only 
some areas would have to be protected (nose, leading 
edges), and a careful thermal analysis is necessary. 

To illustrate heat loads and drag evolution with Mach 
number, flow around a typical conical nose ( U D  = 4, 
D = 150 mm) has been computed at 0" angle of attack with 
a PNS code with perfect gas assumption (PG : 'y = 1.4) and 
equilibrium air assumption (EG) for different Mach 
numbers (4, 5,6,7 and IO). Stagnation conditions are taken 
at sea level, and boundary layer is supposed to be fully 
turbulent, wall temperature is 800 K. 
On figure 15 is plotted the axial force evolution with Mach 
number. It appears that the axial force does not depend on 
the thermodynamical hypothesis : PG and EC curves are 
exactly matching. It is a constant result that surface pressure 
on cones is the same for a calorically perfect gas than for 
equilibrium air. Friction drag is roughly a third of total 
drag. 

Drag coefficients (taking base area as reference area) are 
given in table 1 : 

I Mach Number 1 

9.58 9.65 9.76 10.1 

* pressure drag 0.046 0.043 0.041 0.039 0.037 

7.92 

I I 

8.49 8.69 8.73 9.08 

total drag 

Table 1 : Drag coejficient on a U D  = 4 cone at 0" angle of 
attack (equilibrium air values) 
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Pressure drag coefficient decreases slowly with Mach 
number, friction drag coefficient stays constant. 

Pressure drag coefficient values can be compared to the 
value obtained by the Newtonian theory which gives4 : 

I 

c = 2 sin28 (10) P 

where 8 is the half cone angle. 

The pressure effort is normal to the wall, thus its 
contribution to the axial force is Cpsin 8 : 

c - c . sin e . scone/ sref = 2 sin2 e ( 1  1) 

In the present case, Newtonian theory gives CD.= 0.031, a 
value which is significantly lower than the numencal results 
(0.037 at Mach IO). 

On figure 16 is plotted the heat flux evolution (x = 0.6 m) 
with Mach number. Heat flux depends on the 
thermodynamical hypothesis. Lower fluxes are obtained for 
equilibrium air than for perfect gas. Heat flux is about 
1.7 MW/m2 at Mach 5 and 3.5 MW/m2 at Mach 6. 

Heat flux coefficient C, defined as : 

D- P 

is given in table 2 at x = 0.6 m : 

Mach Number 
I I I I 

l 4  I I I P o l  
I I 
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This unsteady approach is particularly important when 
dealing with the cone apex or the wing leading edges to 
avoid overestimation of wall temperature. 

In a more advanced design phase, heat fluxes are 
determined for different wall temperatures by use of semi- 
empirical codes and, for some points of the flight domain, 
with Eulerhoundary layer or PNS approaches (giving also 
pressure distributions). These heat fluxes and pressure 
distributions tables are entered in a thermostructural 
analysis code and a precise determination of temperature 
and constraints within the material can be realised. 

When deterioration of certain parts of the missile (nose, 
fins) under ablation, abrasion, sublimation or carbonisation 
cannot be avoided a more complex approach has to be used. 

In case of IR homing, temperature and constraints in the 
hemispherical IR sensor window can be determined using 
the same approach. Furthermore, the overall signal-to-noise 
ratio has to be determined taking into account the presence 
of a detached shock wave, a hot gas layer and a non- 
uniform temperature distribution within the window. 

3.4. Propulsion Integration 

3.4.1. The Different Propulsion Modes 
Missile propulsion is either of rocket type or of air- 
breathing type. 

Rocket propulsion does not use the oxygen of air. It can be 
used at all altitudes with almost constant thrust. High 
specific thrust (thrust over main section ratio) can be 
achieved. Propellant is either solid, liquid or hybrid. 

A solid rocket engine is characterised by the constructive 
index mi/mp (inert mass other propellant mass ratio) which 
can be as low as 7 %, the nature of the propellant and the 
powder block geometry. Details on these characteristics are 
beyond the scope of this lecture. Most of tactical missiles 
use solid rocket propulsion because of the following 
advantages : easy integration, high thrust, jet deviation 
control capability, high manoeuvrability and low price. 

Specific impulse Isp is rather low : 

where mf is the fuel mass flow. The specific impulse 
represents the time taken by the combustion of 1 kg of 
propellant for a thrust of 1 daN. 

The velocity increase (drag excluded) is given by : 

A V = g I s p L o g (  1 + m p / m i )  (14) 

showing the importance of the constructive index. 

Thrust regulation is difficult and gases are not stealthy. 
Solid rocket engines are used for all kind of missions 
except long range atmospheric missions. 

In general, liquid or hybrid rocket propulsion is not suitable 
for tactical missiles, because of its complexity and the 
problems caused by fuel storage. 

Air-breathing propulsion uses the oxygen of air. Only 
atmospheric missions can be achieved and thrust varies 
with altitude. Specific thrust is low and angle of attack is 

limited. Air-breathing propulsion consists in turbojets, 
ramjets, scramjets or pulsed detonation engines. All these 
engines need air intakes and give rise to integration 
difficulties. 

Turbojets have high specific impulse (more than 3000 s) 
and can achieve long range missions. Their thrust can be 
easily modulated. The exhaust gases can be made stealthy 
by dilution. Their technology is rather complex, and their 
global price is high. Turbojet powered missiles 
manoeuvrability is low and velocity is limited to low 
supersonic regime, they are mainly used for air-to-surface 
stand-off missions or antiship missions. 

Ramjets have rather high specific impulse (between 1000 s 
and 1500s) and can achieve medium to long range 
missions. They can reach high altitudes (up to 35 km) and 
cruise at high supersonic speed ( 2 1 M  16). Their thrust 
can be easily regulated, and exhaust gases are rather 
stealthy. On the other hand, integration is made complex by 
the need of accelerators and air-intakes. Due to the 
simplicity of their components, production price is 
moderate. Ramjet powered missiles can be used for all 
medium to long range missions (air-to-air, antiship, stand- 
off air-to-surface, ...) 

Scramjets, in which supersonic combustion takes place, are 
still under development and no vehicle is presently 
equipped with this kind of propulsion. Nevertheless, 
scramjet is the only propulsion mode which will allow to 
achieve medium to long range hypersonic missions. 
Advantages and drawbacks are rather the same than for 
ramjets. Optimal flight regime is between Mach 5 and 
Mach 12, and rather high specific impulse are awaited for 
H2-scramjets (about 2000 s at Mach 10). 

Pulsed detonation engines rely on detonation waves that 
propagate through a premixed fuel/air mixture and produce 
large chamber pressure. The rapid detonation process 
results in constant volume combustion with high operating 
frequency, combustion pressure and thrust at subsonic and 
low supersonic regime. At present, no missile uses pulsed 
detonation engine. 

Figure 18 shows the evolution of specific impulse with 
Mach number for rockets, turbojets, ramjets and scramjets. 
The advantage of air-breathing propulsion on rocket 
propulsion in terms of specific impulse is clearly seen. 
Furthermore, it appears that turbojets are well adapted to 
subsonic and low supersonic missions and that ramjets are 
adapted to supersonic regime for Mach numbers varying 
between 2 and 6. For higher Mach numbers, it appears that 
scramjets are more efficient. 

On Figure 19 is represented the flight domain of the 
different air-breathing propulsion systems in the (altitude, 
Mach number) plane. It is shown that ramjet can cover most 
of the mission requirements from Mach 2 to Mach 6 and 
from 0 to 35 km of altitude. 

3.4.2. Ramjet Missiles 
We can distinguish three generations of ramjet missiles. 

In the first one, the ramjet engine is positioned within a 
nacelle outside the missile dart. Intakes are axisymmetric 
and have good performance (low interference with fuselage 
flowfield) but the missile is heavy and bulky and its drag is 
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high. Such missiles were developed in the 1950's : Bomarc 
(US), Bloodhound (UK), Sirius C T  41 (F). 

In the second generation, the engine is integrated in the 
dart, with the intake placed in the nose and with 
jettisonable rocket booster located at the base. This 
configuration has several advantages as compactness and 
good intake performance, but has also some drawbacks as 
loss of volume for the payload and excessive length. The 
main missiles developed are : Talos (US), Sea Dart (UK), 
Vega (F), Stataltex (F), and SA4 Ganef with the 
particularity of having an annular intake located 
downstream of the payload. 

On figure 20, Bomarc and T a l ~ s ~ ~  are compared. Bomarc 
was a land-launched missile boosted by a parallel rocket 
engine. In this case, boost and sustain engine are 
independent. Bomarc is about 14 m long and weight more 
than 6 500 kg at launch. Engines diameter is 0.7 m, leading 
to a low specific thrust. These dimension were made 
necessary for heat release purposes, because of the 
unavailability of efficient thermal protection. Talos was 
ship launched. 

In the third generation, which represents today's integration 
method, the air intakes are located on the sides of the 
fuselage and the rocket booster is integrated in the ramjet 
combustion chamber. This configuration avoids any loss of 
volume and therefore is optimum. Examples of such 
missiles are : ASMP (F) and ANNG (F/G) equipped with 
two rectangular intakes. 

This third generation made ramjet-powered air-launched 
missiles feasible. The overall missile weight and volume 
requirements for a given payload size are smaller and 
specific thrust increases. For example ASMP length is 
5.3 m. Efficient thermal protection are available, allowing 
long range missions with a small engine diameter. ASMP is 
powered by a liquid fuelled ramjet with an integrated solid 
propellant booster. Upon launch, the rocket accelerates the 
missile to ramjet ignition speed. At bum out of the booster, 
the nozzle is ejected, the air intakes are opened and the 
kerosene is pumped in the combustion chamber. This 
transition sequence is described on figure 21. 

ASMP was completely deployed in 1986 and French MOD 
undertook general studies to define what could be a 
successor, defined as a stealth air-to-ground missile carried 
by Dassault Rafale fighter aircraft with several times the 
range of the ASMP. Within this context AEROSPATIALE 
with help of ONERA proposed and studied a high velocity 
liquid fuelled ramjet missile. 

High lift-to-drag ratio configurations have also been studied 
by ONERAz4 (figure 22). 

3.4.3. Ramjet Performance 
A standard ramjet can be described by the sketch of 
figure 23 : 

- station 0 represents free stream conditions, 
- station 1 is the inlet cowl lip station, 
- station 2 is the end of the inlet component 
- station 3 is the end of the combustor, 
- station 4 is the exit nozzle throat, 
- station 5 is the end of the exit nozzle. 

A detailed one dimensional analysis of a ramjet can be 
found in MahoneyZ3. Let us recall here the main results. 

Using one dimensional steady analysis, the continuity 
equation leads to the conservation of mass flow between 
sections 0 and 4 : 

m , = m o . ( l  + f / a )  

where f / a is the fuel-to-air ratio, 

Introducing the characteristic speed : 

C* = ((y + 1) / 2) (Y + I ) / ( ~ ( Y  - 1)). (r T~ / y) 0.5 

the mass flow writes : 

m = Pi A, / C* 

and the mass flow conservation becomes : 

P i , / P i o = A o / C ( M o ) . C ,  / C O  . ( I  + f / a ) / A 4  

where : 

C (M) = A(M) / A* 

* *  

Z ( M ) =  1 / M .  ( (2+(y-l)M2)/(y+l))(Y+1)1(2(Y-1)) (20) 

At this level, it is convenient to introduce some classical 
notations. 

Mass flow ratio : & = A o / A l .  

The mass flow ratio represents the mass flow entering the 
air-intake nondimensionalised by the mass flow that would 
pass through the same section if it was placed in the 
freestream at flight conditions ( E I 1 ). 

Air intake total pressure recovery : qoz = Pi / Pi . 
The air intake total pressure recovery is a measure of the 
efficiency of the compression . 

Combustor total pressure recovery : qz4 = Pi / Pi 

The combustor total pressure recovery represents the total 
pressure loss attributable to the combustor component. 

We have qoz I 1 and qz4 2 1. 

Using these notations equation 18 becomes : 

qoz / & = F(Mo ,Z) . A, /A,  . C (Ti o ,  f / a) (21) 

where : 

F(Mo ,Z) = 1 / (C (MO). CO*) (22) 

depends only on flight conditions, 

A, / A, depends only on geometry and, 

represents the combustion process. 

So, in the (qo2 , E )  plane, as shown on figure 24 one can 
draw two families of curves. The first one is made of the 
characteristic curves of the air-intake (depending on flight 
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conditions) and the second is a family of straight lines 
coming from the origin (at a given Tio). On each of these 
lines the equivalence ratio is constant. So air intake running 
point is at the intersection of the air intake characteristic 
curve and of the combustion line. 

Making use of the momentum equation, thrust is : 

F = P, A, (1 + y, M,2) - Po Aoy0 M: - Po A, (24) 

Thrust is nondimensionalised by dividing it by the product 
of the reference area and the dynamic pressure to obtained 
the thrust coefficient : 

Introducing the precedent notations, one directly obtains : 

where : 

m(M) =PIP, = (l+(y-1)/2 . M2)-y’(Y- ’) (28) 

and where qN is introduced to take into account for the 
nozzle efficiency. 

Equations 21 and 27 describe entirely the engine 
performance. The thrust of a ramjet engine can be 
expressed nondimensionnally in terms of area ratios, 
pressure ratios and Mach number functions. 

The subsonic combustion ramjet engine is analogous to a 
closed channel with. two throats, where the second throat, 
the nozzle, has a larger area than the first throat, the inlet, to 
accommodate increases in entropy and temperature between 
the two throats. Variation in flow conditions can either be 
accomplished by variation in fuel flow rate at constant 
geometry, or by variation of A4/A,. 

Optimum values of A4/A, strongly depend on Mach 
number and thrust .wanted, to reach them two approaches 
are possible (see figure 25) : 

- using a nozzle with a variable sonic throat, 

- using variable capture area inlet. 

Moreover, the air-intake importance is clearly shown : 
thrust coefficient depends directly on air-intake total 
pressure recovery. 

3.4.4. Air Intake for  Ramjet Missiles 
On this subject extensive information is available in some 
good text books23,25 and 

The primary function of high speed air-intakes is to 
decelerate air to subsonic conditions (or lower supersonic 
conditions in case of a scramjet) with the highest possible 

total pressure recovery and the required engine mass flow. 
Another function is to provide sufficiently uniform flow in 
the combustion chamber for a good combustion process. 

The achievement of these requirements is a very difficult 
task, especially when air-intakes are installed on the 
fuselage, and therefore in a non uniform flowfield. 

The number, shape and position of air-intakes are various 
and their choice depend on performance requirements : 
internal performance (thrust), external aerodynamics (drag, 
lift to drag ratio), operational constraints and control (skid 
to turn or bank to turn). 

We distinguish (figure 26) : 

single intake : 

nose intake : e.g. Sea Dart, Talos, 
high pressure recovery but very bad integration, 

annular intake : e.g. SA4 Ganef, 
better integration and lower performance (in 
particular at incidence) because intake height is 
small in comparison with forebody boundary layer 
thickness, 

chin intake : e.g. ASALM, SLAT, 
well suited for bank-to-turn flight control (well 
adapted for long range missions), it uses the 
windward part of the forebody as a compression 
ramp, integration is difficult, 

ventral intake 
excellent solution, well suited to bank-to-turn 
steering, favourable incidence effect (high altitude 
cruise), good integration, 

top mounted intake : 
limitations in incidence, good integration, the 
intake is hidden from ground based radars, 

two lateral intakes : e.g. ASMP, ANNG, 

a missile configuration with two lateral intakes is 
well adapted for a bank to turn control. The intakes 
are located diametrically opposed or inclined 
toward the bottom. The first case is better for mass 
flow and normal force, the second one is better for 
pressure recovery, 

three intakes : 

they can be identical (skid-to-turn control) or 
composed of two identical lateral intake and one 
different bottom intake (bank-to-turn control), 

four intakes : e.g. KH3 1, ANS, 

well adapted to skid-to-turn control giving high 
manoeuvrability. At high incidence, leeward intakes 
are less efficient. Lift-to-drag ratio is not optimal 
(two intakes give lift, and two induce drag). 

The shape may be axisymmetric (full, half or quarter) or 
rectangular (conventional, inverted or lateral) as shown on 
figure 27. Figure 28 presents a comparison of the principal 
types of air intakes in a four intake configuration, assuming 
the entry areas and the diverter height to be identical. 

To compress the flow, multiwedge ramps are used. They 
may be completely external or mixed external-internal 
(figure 29). For Mach numbers over about 3.0, mixed 
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external-internal supersonic compression is a good process. 
It allows to limit the turning of the external flow ahead the 
cowl lip and so to avoid steep cowl angle and therefore 
high cowl wave drag. 

In order to improve supersonic air-intake efficiency 
external boundary layer bleed is generally used in order to 
evacuate as much forebody boundary layer as possible with 
moderate increase of external drag. 

Internal boundary layer bleed at intake throats catches a 
small part of the intake mass flow. This bleed has two main 
functions : 

- improve air-intake efficiency by decreasing viscous 
losses i.e. boundary layer height at engine entry, 

-stabilise and smooth the flow at engine entry by 
reducing normal shock-boundary layer interaction at 
critical point. 

Internal bleed allows higher critical efficiency by delaying 
subcritical running30. 

Axisymmetric intakes have maximum performance at 0 
incidence with medium incidence sensitivity. Rectangular 
intakes have favourable incidence effects (figure 30), but 
are highly sensitive to sideslip angle (figure 3 1). 

The internal performance of an air intake may be described 
at each flight conditions (Mach number, incidence and 
sideslip angles) by a single curve, the intake characteristic 
curve : 

where E is either the total mass flow ratio or the engine 
mass flow ratio (in case of an internal bleed). 

The point at which air intake operates on the characteristic 
curve is governed by conditions at the downstream end of 
the intake duct, that is, by the engine air flow demand. This 
is known as the matched operating point. 

On the characteristic curve, we can distinguish different air- 
intake runnings : 

supercritical running : the normal shock which 
separates supersonic from subsonic flows in the duct is 
downstream the cowl lip for external supersonic 
compression (ESC) or downstream the throat for 
mixed supersonic compression (MSC) air intake, 

critical running: the normal shock is located at the 
cowl lip for ESC or at the throat for MSC, 

subcritical running : the normal shock is upstream the 
cowl lip for ESC and MSC (a normal shock located 
between the lip and the throat in case of MSC leads to 
unstable flow). 

Figure 32 (resp. 33) presents the two common forms of a 
typical characteristic curve for an ESC (resp. MSC) intake 
with internal boundary layer bleed. 

In addition to these performance data we need : 

- internal pressure and heat fluxes distribution to 
ensure structural feasibility, 

-flow profile at intake exit in order to verify air 
intake I engine compatibility. 

Due to the operational constraints, air intakes are now 
always in the fuselage flowfield. On conventional 
geometries, the fuselage is circular. In case of a blunt nose, 
the detached bow shock generates a loss in total pressure 
and limits intake performance. This effect increases with 
flight Mach number. 

The longitudinal location is a compromise between the flow 
field around the fuselage, the diffuser length, the 
aerodynamic stability of the missile and the attachment 
points on the fuselage. 

On a circular body there are two interesting locations for 
intakes : 

around the ogival nose : 

advantages : undervelocity region, low boundary 
layer thickness, 

drawbacks : long diffuser, forward location of 
centre of pressure, 

2 or 3 diameters downstream of ogive-cylinder 
junction : 

advantages : better integration 

drawbacks : higher external bleed, sensitivity to 
incidence and sideslip. 

At high Mach number and altitude, it is possible to have 
laminar boundary layer on the fuselage just in  front of side 
mounted intakes. In this case, the boundary layer is very 
sensitive to adverse pressure gradients and separation be 
generated and modify the flow field in front of the air 
intake. 

At incidence (see figure 34). there are two unfavourable 
locations : 

the leeward side with thick boundary layers and 
vortices, 

the lateral sides with their overvelocities and high 
local incidences. 

In the preliminary design phase, it is possible to evaluate 
the performance of a mounted intake using the following 
approach. 

Given the fuselage flowfield, it is possible to evaluate in the 
intake capture area A, the average Mach number <MI >, 
total pressure <Pi, >, incidence <al > and sideslip angle <P , >. Then the mounted intake (mi) performance can be 
obtained from wind-tunnel tests of isolated intakes (ii) by 
the following formulas28 : 

(33) 

Reasonable agreement with wind tunnel results is generally 
observed. 

In case of multiple intake configurations, overall mass flow 
ratio is obtained by averaging, and overall pressure 
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recovery is assumed to be equal to the minimum pressure 
recovery of the different mounted intakes. 

In a more advanced design phase, detailed numerical 
computations and wind tunnel testing of mounted intakes 
are necessary. 

3.4.5. Future ramjet missiles 
In the future, ramjet missile configurations will have non- 
circular cross sections for an optimum integration of the air 
intakes in the fuselage flowfield, a low drag, a high lift to 
drag ratio, a small radar cross-section and a good 
integration on carrier aircraft (figure 22). Their range can 
be significantly increased by use of high density : 

Kerosene Synthetic Boron slurry 

I560 s I700 s 

d*Isp 1300 s I620 s 2125 s 

range 1 1  I 1.127 11.493 

Table 3 : Range evolution with fuel density 

Very long range missions require improved insulation of 
the combustion chamber. Two ways are possible : 

- structurally reinforced thermal protections protected 
from the flames by ceramic composite internal layer, 

- air cooling at the wall. 

Long duration ground tests have already established the 
efficiency of the structurally reinforced protections in case 
of kerosene combustion. 

With air cooling, there is theoretically no range limitation, 
but rocket integration is made more difficult. 

With such ramjet missiles a cruise velocity of Mach 4.5 
could be achieved. 

I 

3.4.6. Scramjet 
Missiles cruising at Mach 6 to 8 from sea level to several 
kilometres of altitude would be well suited to penetrate 
strengthened air-defences for ground strikes, engage 
airbome waming and control systems (AWACS) and be 
used as reusable unmanned reconnaissance aerial vehicles 
(URAVs). Work on hypersonic unmanned aerial vehicles 
(UCAVs) is already underway in the US33. 

For such missions, airbreathing vehicles are necessary. 

At first sight, there it is not impossible to reach high 
velocities with a ramjet : on a theoretical point of view, one 
has always interest to bum fuel at low speed (see figure 35) 
and it results that subsonic combustion is always better than 
supersonic one. 

In fact, at hypersonic speed, slowing the air flow to 
subsonic speed results in : 

high total pressure loss : a ramjet air intake pressure 
recovery is lower than 0.2 at Mach 7 when a scramjet 

air intake pressure recovery can reach 0.5 at Mach 7 
(see figure 36), 

high temperature : evolution of ramjet thrust 
coefficient with Mach number is given on figure 37. 
At Mach IO,  temperature in a ramjet would be so high 
that fuel would decompose rather than bum4. 

To reach high velocities, the scramjet is more adapted. In a 
scramjet, the hypersonic free stream is slowed to supersonic 
speed by an inlet compression. Fuel (usually H2) is injected 
in the supersonic stream where it mixes and burns 
downstream of the injector strut. Burned gases expand 
through a supersonic nozzle, producing thrust. 

Furthermore, it seems accepted that scramjet combined with 
other propulsion means will ensure the feasibility of 
reusable airbreathing space launchers. 

This latter argument motivated a French four year Research 
and Technology Program for the Advanced Hypersonic 
Propulsion (PREPHA), financed by DGA (DCICgation 
GCnCrale pour I'Armement), CNES (Centre National 
d'Etudes Spatiales) and MRT (Ministbe de la Recherche et 
Technologie), in which AEROSPATIALE, DASSAULT, 
SEP, SNECMA and ONERA are studying and testing on 
ground the scramjet t e ~ h n o l o g y ~ ~ , ~ ~ .  

The key point of this rogram is the ground test of the 
CHAMOIS scramjet35-4 

3.4.7. Forebody, air-intake and afterbody of a scramjet 
propelled vehicle 
The Mach number flight range estimated for scramjet 
propulsion mode is from M=6 to M=12-15. The design of 
the propulsive streamtube is classically divided from 
upstream to downstream between forebody, inlet, 
combustor and nozzle (see figure 38). The main difference 
of this engine, compared to ramjet, is the way each 
component is integrated to the previous one. Due to high 
speed, compactness is necessary as it usually means drag 
reduction but also weight limitation. Nevertheless, at high 
altitude and high Mach number, the engine must be fed 
with high captured mass flow, thus arising the need for 
large structures. This mass flow is usually captured by 
many air inlets in parallel (for structural feasibility), which 
leads to rectangular (so-called two-dimensional) inlet 
shape. Such a shape also authorises separate ground tests of 
one of the inlets due to modularity of the concept. 

The function of scramjet air inlet is to provide the cleanest 
possible flow to combustor with the highest total pressure 
at a prescribed Much number. The main difference with 
ramjet inlet is that Mach number at combustor entrance is 
supersonic. But this Mach number should be low enough to 
allow correct injection of propellant and complete ignition 
before the flow has reached the end of the combustion 
chamber. The highest total pressure is needed to ensure the 
most energetic flow. This criterion of efficiency is 
nevertheless not unique and several other criteria exist, 
based on static pressure, kinetic energy. Total pressure 
losses are mainly due to shocks and viscous effects. In fact, 
due to potential thermal overheating and drag increase, 
there is usually no boundary layer bleed at the end of the 
forebody. This high forebody-inlet integration is reinforced 
by locating the air inlet on the windward side, so using the 
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whole forebody for compression of the captured flow37. 
This implies that : 

- the bow shock on the blunt forebody influences the 
air inlet flow through entropy layer, 

- the boundary layer developing on the forebody is 
entirely transmitted to the air inlet. 

External compression ramp is a common feature but it is 
usually coupled with internal compression through the cowl 
(mixed compression), the struts and sometimes the lateral 
walls in order to ensure satisfactory slowing down without 
any major deviation of the flow. 

Starting of the inlet is one of the major constraints in the 
design phase if the inlet is supposed to work for a large 
Mach number range: at the lower Mach number limit, 
starting condition leads to low contraction ratio whereas, at 
the upper limit, high contraction ratio is mandatory to 
satisfy combustor entry requirements (slowing down of the 
flow). Apart from variable geometry where the captured 
mass flow ratio is a function of the Mach number, air inlet 
has to get started at the slowest flight conditions. This point 
is very sensitive to the geometry of the internal streamtube : 
contraction ratio is a factor but lateral wall and cowl 
leading edges may also be shaped so as to favour starting37. 

Depending on the propellant injection mode, contraction in 
a scramjet inlet may be partially due to struts obstruction. 
In this case, struts position is the result of a compromise 
between structural feasibility, injection constraints and 
heterogeneity of the flow captured by the air inlet. For a 
rectangular combustion chamber, struts may be positioned 
either horizontally or vertically. Apart from structural 
resistance (which is better in the case of vertical struts) and 
technological feasibility of injection and cooling (in both 
cases), flow stratification at combustor entry has to be taken 
into account for positioning the struts. Large entropy and 
boundary layers develop on the upper side (due to bow 
shock and boundary layer on the forebody) and oblique 
shocks reflects on the upper and lower sides (if no lateral 
compression is considered). So, on the one hand, each 
horizontal strut will be fed by a quasi-uniform flow, each 
flow being different from one another. On the other hand, 
each vertical strut will see non uniform flow and this flow 
will almost be the same for every strut. Different positions 
may also be adopted, leading to completely three- 
dimensional configurations (strut leading edge not 
perpendicular to engine axis, strut length lower than 
combustor width) that may favour flow mixing but also 
starting of the air inlet. 

Air inlet-combustor coupling is not as evident as it is for 
ramjet engine : the flow is mainly supersonic (and one may 
imagine that air inlet influences combustion and not the 
contrary), but coupling is important because combustion 
chamber is next to air inlet and supersonic combustion is 
known to eventually induce pre-combustion shocks that 
may influence upstream duct flow. An isolator function 
may be prescribed to a portion of the duct between air inlet 
and combustor. Large viscous effects may also induced 
upstream influence of the struts through subsonic regions 
near the walls. More generally, coupling of the different 
elements in the scramjet propulsion mode is also induced 
by compactness requirement of the engine. 

A scramjet nozzle would be asymmetric with a short 
interior flap (cowl side) and a longer expansion ramp (body 

side). Thrust prediction depends slightly on gas 
modelisation (thermal equilibrium frozen gas, chemical 
equilibrium or reactive flow) and special attention has to be 
paid to it for precise evaluation of T - D (thrust minus drag) 
balance. 

4. POTENTIALS AND DEFICITS OF SIMULATION 
MEANS 

4.1. Computational Simulation 
Two types of computational methods are available : semi- 
empirical methods and numerical methods. 

4.1.1. Semi-Empirical Methods 
Semi empirical methods are the simplest and the fastest 
methods to predict missile aerodynamics, thermal loads and 
two-dimensional air-intake performances. They only need a 
small amount of computer time and they are well suited to 
calculate sets of different configurations for systematic 
design studies. 

For external aerodynamics, most of the codes are based on 
component build-up technique. They consist in determining 
the contribution of each element of the missile (body, wing, 
tail) and in evaluating the interactions between theses 
elements by introducing interference factors. These 
methods are based on approximate theoretical methods 
(slender body, shock expansion, linearised potential) and 
on experimental and numerical data bases. 

Different reviews of these methods are already 
a ~ a i l a b l e ~ ~ , ~ ~ , ~ ' , ~ ~ .  In cases where good data bases exist 
and where theoretical methods can be applied, very good 
predictions are possible. 

Geometries: most of semi-empirical codes can 
compute conventional missiles with one or two series 
of cruciform fins (wing-body, wing-body-tail, canard- 
wing-body) or even boosted missiles with 3 sets of 
lifting surfaces. Just a few of them can handle 
unconventional geometries43 (elliptic cross sections, 
square cross sections, air-intakes). 

Angle ofattack : most of these codes are valid only for 
low to moderate angle of attack (30"). Some of them 
allow high angle of attack analysis (up to 90" or 1 SO"). 

Mach number: in general, these codes have been 
developed for subsonic/supersonic use, some of them 
are valid up to Mach 5 or 8. 

In general, standard coefficients like normal force, stability, 
and even drag (Fig. 39) and damping coefficients (Fig. 40) 
can be predicted with a precision that is sufficient for 
design purposes. 

Difficulties arise in the prediction quality for configurations 
far outside the data bases and for coefficients that are small 
in comparison with interaction effects (control 
effectiveness, hinge moments, rolling moment, ...). 

A very popular design tool for the investigation of 
unconventional hypersonic vehicles has been developed 
and is in wide use throughout industry since the early 
1970s, the "Hypersonic Arbitrary Body Program"u. It has 
been extended to supersonic regime (SHABP). It make use 
of simplified theories like : 



10-12 

- Newtonian method, 
- modified Newtonian method, 
- Newton-Busemann method, 
- tangent-wedge or tangent-cone methods, 
- shock-expansion method. 

If these methods are carefully selected, useful information 
can be obtain for preliminary design. 

Some of these semi-empirical methods offer the possibility 
of computing heat fluxes for a given wall temperature. 
Tables of fluxes vs. wall temperature can then be 
introduced in standard thermostructural analysis codes. In 
general, body and wing are treated separately. Pressure 
distribution is provided by second order shock-expansion 
methods. Heat fluxes for a given wall temperature are then 
evaluated by making use of reference enthalpy method45. 

Semi-empirical methods are also used to predict two- 
dimensional air-intake performance. They are base upon 
shock wave theory for compression calculation and 
experimental results for internal loss evaluation. intake 
efficiency and mass flow ratio entering the combustor can 
be determined. 

OCEAS code, developed by AEROSPATIALE, predicts 
supersonic and hypersonic two-dimensional air-intake 
performance. 

As the flow is supposed to be two-dimensional and planar, 
the amount of flow spilled side way^^^.^' is not taken into 
account. 

OCEAS computes analytically, step by step, shock waves, 
expansion waves, slip lines and their interactions. 

The total pressure recovery can be computed for different 
normal shock wave location. 

Intemal losses at the critical point are determined by use of 
an empirical function obtained by ONERA from the 
compilation of experimental results from Mach 2.0 to 3.5 : 

1 /cosh ( (M - 1 ) /  3 ) (34) 

In supercritical regime, bleed mass flow is calculated 
as a function of the total pressure in the bleed and the throat 
section of the bleed. the engine mass flow is then deduced : 

(35) 'engine - 'total - 'bleed 

Boundary layer effects are taken into account by wall 
displacement in an iterative process. Displacement 
thickness is obtained by use of semi-empirical formulas45. 

- 

4.1.2. Numerical Methods 
Numerical methods are essential to compute 
unconventional configurations like air-breathing missiles, 
to determine load distributions for mechanical analysis, 
local flowfield properties (e.g. velocity profiles at an inlet 
entry section or shear stresses for aeroacoustic methods), 
thermal fluxes to provide the designer with fundamental 
information on the physical effects taking place in a 
complex flowfield (e.g. lateral jet interaction). 

According to the value of the Knudsen number the flow can 
range from the near collision-free molecular flow (Kn = I )  
to the collision-dominated continuum flow (Kn << 1). The 
governing equation for all these flow ranges is the 

Boltzmann equation, an integro-partial differential equation 
for the molecular distribution function. The complexity of 
this equation is high and numerical solution are costly 
(Monte Carlo methods). 

The Navier-Stokes equations are the most complete set of 
equations modelling the evolution of a Newtonian fluid in a 
continuum regime. Unfortunately, due to computer 
limitations, Direct Navier-Stokes Simulation (DNS) are still 
restricted to very simple geometries (flat plates or ducts) at 
relatively low Reynolds number. Nevertheless, these .DNS 
computations are essential for the progress of turbulence or 
combustion modelling. 

A first approximation is to resort to time-average rapidly 
fluctuating components. This yields to the Reynolds- 
Average Navier-Stokes equations (RANS) which require a 
turbulence model to provide closure for the solution (and 
combustion models in case of reactive flows). These 
equations should be used for the most complex flows 
including large scale separations, with possibility of 
unsteadiness. Such situations on a missile are : 

- base flow, 
- very high incidence flow (up to go"), 
- strong shock / boundary-layer interaction, 
- unstarting point determination. 

A second step of approximation is to neglect the viscous 
terms in the streamwise direction, this yields to the Thin- 
Layer Navier-Stokes equations (TLNS). They are unsteady 
equations. The slendemess of a missile body make them 
attractive for computation of high incidence flow with 
unsteady separation. 

Making the hypothesis of steady phenomenon yields to the 
Parabolized Navier-Stokes equations (PNS). These 
equation only apply to supersonic flows. 

Neglecting viscous terms in two directions (parallel to the 
wall) yields to Viscous Shock Layer (VSL) approximation, 
often used to compute blunt noses regions. 

Let us come back to the RANS equations and make the 
hypothesis that the viscous effects stay in a thin layer 
around the vehicle. We are then authorised to separate the 
flow in two regions : 

-an  outer region, where all viscous effects are 
neglected (Euler equations), 
- a  thin inner region where simplified viscous 
equations are derived : the boundary layer equations. 

An adequate coupling technique has to be used at the limit 
of the two regions following the strength of the 
viscidlinviscid interaction. Eulerhoundary layer coupling 
technique does not apply in case of flow separation. 

At a given design phase, and subsequently for a given 
precision demand, it is important to use the right code for 
the right application, and not to overestimate the need. 

In external aerodynamics, semi-empirical tools will be very 
efficient in determining forces and moments on a 
conventional geometry. 

For a non-conventional supersonic missile at small to 
moderate angle of attack, an Euler approach can give a very 
accurate prediction of forces and moments. This approach 
is particularly attractive, because an economic "space- 
marching" technique can be applied. Run on the now 
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available cheap and fast scalar processors, computation 
times have been drastically decreased, making possible to 
compute several evolutions of aerodynamic coefficients in 
one single night. On the other hand, meshing bottleneck has 
been by-passed by powerful multiblock mesh generator and 
use of overlapping or Chimera meshes48. This conjunction 
allowed to introduce CFD in the early missile design loop, 
at a cost compatible with the small budgets available in this 
circumstances. 

In a more advanced phase, Euler computations will be 
adjusted with a few Navier-Stokes computations. In a 
supersonic case without transversal separation, PNS 
approach will be used. 

For internal aerodynamics and combustion chambers 
computations, 3D unsteady Navier-Stokes equations in the 
RANS form are needed in almost all cases. Euler equations 
can be used in some cases for inlet computations. In the 
latter case, computation costs can be reduced by judicious 
initialisation of the flow field and use of laws of the wall. 

Some years ago these different CFD approaches were 
available in different numerical codes. Nowadays we 
observe in many countries that numerical codes take the 
form of large structures with common features (numerical 
schemes, implicit algorithm, ...) and different physical 
modelisations. 

To illustrate these different approaches, several numerical 
codes are described below : 

Aerothermodynamics 

Two codes are presented. The first one is a general 
purpose code, the second one is specialised on 
supersonic missile aerodynamics. 

FLU3M/MUSE49p50 EuledNavier-Stokes code has 
been developed by ONERA in collaboration with 
AEROSPATIALE for 3D extemalhnternal 
transonic/supersonic flows. The following 
potentialities are now available : 

- explicit or implicit algorithms, 
- van Leer, Osher or Roe upwind schemes, 
- second order accuracy by MUSCL technique, 
- unsteady or space-marching Euler, 
- RANS or PNS, 
- multiblock, overlapping or Chimera structured 
meshes48, 
- perfect gas or equilibrium air, 
- Baldwin-Lomax or Jones-Launder turbulence 
models. 

TORPEDOS1 was developed in co-operation between 
AEROSPATIALE-Missiles, ENSAE and 
ONERNCERT. It solves 3D PNS equations by means 
of a non-iterative implicit Roe-Osher-Chakravarthy 
scheme. Upwinding is maintained in the subsonic 
layer. Low memory size and CPU time requirement 
was one of its main objectives. Advanced turbulence 
modelling has been introduced in order to accurately 
predict longitudinal separation (algebraic and two- 
equation models in a two-layer approach, second- 
moment closure models). 

Aerothermochemistry 

Two codes are also presented. The first one is a general 
purpose reactive code, the second one is specialised in 
nose-to-tail computations of hypersonic scramjet 
propelled vehicles. 

MATHILDA has been developed by ONERAS2 with 
contribution of AEROSPATIALE. It is a 3D Euler and 
Navier-Stokes code for multispecies reactive flows. 
The numerical scheme is of Roe type and the implicit 
algorithm is 3AD1. k-E turbulence model is available, 
with law of the wall or low Reynolds models. 
Polynomial laws of p(T) and Cp(T) are included. 
Different combustion models have been introduced for 
air-H, and/or air-kerosene combustion : two-step 
global models, Eddy Break-up (EBU) and Coherent 
Flame ModelS3 (CFM) for turbulent combustion. 
Structured mesh can be of multiblock, overlapping and 
Chimera type. 

PNS2D is being used at AEROSPATIALE-Missiles in 
a unified nose-to-tail strategy for scramjet two- 
dimensional propulsive streamtube computations. It 
includes : 

-fitted bow shock (forebody and cowl external 
flow), 
- k-E turbulence model with transition capability, 
- equilibrium air chemistry, 
- Roe/TVD and central differencing non iterative 
implicit numerics, 
- integrated gridding, 
- 10 speciedl7 equations kinetic model for air-H, 
combustion. 

4.2. Ground Facility Simulation 

4.2.1. Aerothermodynamics 
Experimental simulation is still today absolutely necessary 
in spite of the important progress in numerical simulation. 

Classical supersonic aerodynamics (external and internal) is 
determined in usual wind tunnels, and we will not go 
further on this subject. 

For hypersonic regime there are different ground test 
installation : 

-cold hypersonic regime, with low enthalpy and 
perfect gas conditions wind-tunnels, 

- high enthalpy and generally low Reynolds number 
wind tunnels. 

Following are several hypersonic facilities in France and 
Germany : 

The R5 wind tunnel54 at ONERA Meudon is a 
Mach 10, Ti = 1100 K low Reynolds number facility 
that operates in laminar flow simulating altitudes of 
about 60 km. There are no real gas effects and in this 
way this tunnel can also be useful for CFD validation 
experiments on viscous interaction effects. 

The F4 arc-jet wind tunnelS4 at ONERA Fauga- 
Mauzac is a real gas facility with reduce stagnation 
enthalpy. It has been designed to reach Hi / RT, = 200. 
The static conditions in the test section are non- 
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equilibrium with running time of about 80 ms, 
adequate for balance measurements. 

The TH 255 heated driver shock-tunnel in Aachen has 
test section conditions of non-equilibrium flow at 
Mach 6 to Mach 15. 

The HE@ free piston driven shock tunnel in 

Most of the hypersonic facilities have non-equilibrium flow 
in the test section. 

New instrumentation technologies have been developed : 
measurements of temperature and concentration using 
Electron Beam Fluorescence (EBF), LASER Induced 
Fluorescence (LIF), Coherent Anti-Stokes Raman 
Scattering (CARS), pressure measurements using 
piezoelectric and piezoresistive transducers, pressure 
sensitive paints, holographic flow visualisation, liquid- 
crystal and infra-red mapping of temperatures and heat 
transfer rates. 

Due to their limited flight domain, hypersonic missiles will 
generally not need to be tested in hypersonic facilities 
which have been designed for space vehicles. 

On the other hand, production cost reduction will impose to 
realise hot structures with standard materials. These 
installation can help to test these materials in realistic 
conditions. 

AEROSPATIALE has designed and built the SIMOUN 
plasma wind-tunnel for material testing. In order to provide 
high temperature air, an high power arc heater plasma 
generator is used , placed just before the nozzle. The nozzle 
ends into a free jet chamber where the model is mounted. 
Main characteristics are listed below : 

Gottingen is design to obtain Mach 7 to 9. 

power supply system 6MW 
stagnation pressure 
stagnation enthalpy 
mass flow rate 
run duration 1 500s 

1 to 14 bar 
3 to 1 1  M J k g  
0.04 to 1 kg/s 

4.2.2. Ramjet and scramjet ground testing 
Ramjet and scramjet ground-testing necessitates specific 
facilities with performance characteristics related to those 
of the missiles : 

Mach 2 to 6.5, 

integrated rockethamjet tests. 

AEROSPATIALE has built at Bourges-Subdray specific 
facilities (see figure 41). 

These facilities are used for testing high-performance 
missiles : 

altitude from 0 to 35 km, 

accelerations, climbing, diving and tums, 

- combustion (operating range, performance levels, ...) 
- endurance (thermal protection, electronic equipment) 
- adjustment of transition between rocket mode and 
ramjet mode, 
- synthesis tests (complete missile except warhead). 

Two vast cells able to fire boosters with 600 kg of fuel 
contain four test lines with altitude simulation equipment. 

Air is provided in a blow-down mode. Pressure (0.2 to 
80 bar ) and mass flow ( 1  to 300 kg/s) are regulated. Air is 
either heated at constant temperature by an accumulation 
heater, or by hydrogen heaters if temperature regulation is 
needed. In the latter case 0, is injected downstream of the 
heater in order to regenerate the air. Maximum temperature 
is 1800 K. Fuel regulation (liquid or gas) is automatic. 

Three test modes are possible : 

- connected pipe mode to simulate complete 
trajectories, with known inlet characteristics, 

- semi-free jet mode to simulate constant Mach number 
flight of a complete missile with inlets, 

-free jet test for overall check and approximate 
measurement of T-D balance. 

All the AEROSPATIALE ramjets and the CHAMOIS 
scramjet model have been tested in this facility. 

4.3. In Flight Testing 
The development of scramjet technology needs a large 
phase of flight experimentation because of the difficulties 
to simulate flight conditions on ground, and the extreme 
sensitivity of the aeropropulsive balance. 

A first experiment has been carried on by the CIAM5' on 
an axisymmetric hydrogen engine. 

5. RESULTS OF COMPUTATIONAL AND 
EXPERIMENTAL STUDIES 

Due to the simulation limitations of test facilities, 
hypersonic vehicle design depends on a strong interaction 
between computational fluid dynamics, wind tunnel testing 
and in-flight testing (see figure 42). 

5.1. External Aerothermodynamics 

5.1.1. Supersonic force-type flight control surface-to-air 
missile (ASTER) 
It is a cruciform missile with four low aspect ratio wings 
and four control surfaces (figure 43). Force control is 
achieved by means of jets emerging from the lateral sides of 
the wings. Global aerodynamic model is determined in two 
phases : 

- determination of the aerodynamic model without jets, 
- determination of jet interaction model. 

Due to the high number of wind-tunnel tests to cover all the 
cases of jet interaction (Mach, incidence, roll angle, 
altitude), a combined wind-tunnel/CFD approach has been 
used for the second phase. 

On this configuration, it has been demonstrated that 
inviscid two-species computations can give enough 
accurate results for forces and moment predicti01-1~~. As an 
illustration, a two jet configuration is presented on 
figure 44. 

Table 4 presents at Mach 3, incidence 10" comparisons 
between experimental and numerically determined global 
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CN/CN,,,, - 1 0.01 

coefficients5*. Results without jet are of good quality. With 
jets, normal and side force coefficients are well predicted, 
as well as pitching moment. 

0.03 

I with two jets I without jet I 

(XCP - Xcpexp,)/D 0.12 0.2 

I CY/CY,,, - 1 I -  I 0.13 I 

5.1.2. Supersonic airbreathing missiles 
As illustrated in figure 47 (ANS missile), supersonic 
airbreathing missiles have unconventional geometries. In 
this case, forces and moments are determined by an Euler 
computation, giving also local pressure distribution. 

For inlet integration, Euler computation is not adequate, 
and a Navier-Stokes computation has to be carried out, as 
illustrated on figure 48. On this figure are compared space 
marching Euler and PNS computations on a three calibre 
ogive cylinder at Mach 2 and 8" .angle of attack. On the 
bottom graph is plotted the total pressure recovery of the 
forebody <Pi, / P i d  for different roll location of a square 
inlet. It appears that pressure recovery is almost constant in 
case of the Euler computation, whereas a 6 % decrease 
occurs at 60" roll angle in case of PNS computation. 

5.2. Ramjet Intake Flowfield Computation and 
Performance Prediction 
Due to the complexity of intake geometries and flow fields, 
computations are usually split into two phases59. 

In the first one, intakes are computed alone, with an 
uniform upstream flowfield corresponding to the averaged 
flowfield entering the intake. This method is well suited for 
the preliminary design phase. But, this simplified method is 
imperfect and in a second phase it becomes necessary to 
take into account the real non uniform flowfield entering 
the air intake. 

5.2.1. lntake in a uniform external flowfield 
After the fuselage flowfield has been computed, it is 
possible to determine average values in the inlet capture 
area (usually we consider a transverse plane located at the 
apex of the first compression ramp), for Mach number, total 
pressure, incidence and sideslip angles. Then, the intake 
can be considered in this uniform flowfield as an isolated 
intake. 

In this phase, the intake is considered 2D or axisymmetric. 

Computation tools used are based on semi-empirical, Euler 
and Navier-Stokes methods. 

To demonstrate the capabilities of these tools, we will 
consider the two-dimensional intake presented in figure 49. 
This intake has two compression ramps and an internal 
boundary layer bleed, the free stream Mach number is 2.89. 
During the wind tunnel test, the ramjet operation is 
simulated with an obstructer located at the end of the 
diffuser. 

Semi-empirical calculation. Figure 50 presents the 
predicted characteristic curve. The comparison 
between experiment and computational results shows a 
quite good agreement. However, the efficiency at the 
critical point is underestimated. But, if we do not take 
into account the internal losses through the empirical 
function of eq. 34, we overestimate the efficiency at 
this point. 

Euler calculation. Although Euler equations do not 
take into account viscous effects, they allow to analyse 
the flow in all the intake and to estimate mass flow 
ratio, total pressure recovery and wall pressures. 

To build a structured grid in the intake, it is necessary 
to adopt multiblock strategy. The grid used contains 
about 30 000 points and is divided into four domains 
(figure 49). The first one extends from the upstream 
boundary to the cowl lip plane, the second one from 
the cowl lip plane to the outer downstream boundary, 
the third one from the cowl lip plane to the diffuser 
end boundary, and the last one represents the boundary 
layer bleed. 

In computation, we can use two possibilities to 
represent obstruction : 

- apply a static pressure in the downstream diffuser, 
- use a variable throat to fix the mass flow. 

The use of the first possibility is delicate4'. To avoid 
divergence or unphysical solutions, one has to begin 
computations with a low static pressure and to increase 
it progressively. Furthermore, it is not possible to 
reach the critical regime. 

Figure 51 presents the Mach number contours obtained 
with such a procedure. For this computation, the 
experimental static pressure has been applied 
downstream of the internal bleed. The presented 
solution corresponds to a critical regime. We can see 
the external compression shocks, the cowl shock and 
the downstream normal shock, near the internal 
boundary layer bleed entrance, which makes the 
separation between the supersonic part and the 
subsonic part of the flow. 

t 
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Figure 52 presents the characteristic curve obtained 
with Euler computation. The comparison between 
experimental and computational results shows good 
agreement on engine mass flow and pressure recovery. 

Navier-Stokes equations allow to take into account 
viscous effects like total pressure losses near the wall, 
shock-boundary layer interactions, vortical flow at 
bleed entrance, ... 
Figure 53 presents a comparison between Euler and 
turbulent Navier-Stokes computations. We can see that 
Navier-Stokes calculation provides a normal shock 
located slightly upstream from the one obtained with 
the Euler computation. I t  is certainly due to the 
boundary layer displacement thickness in the diffuser 
which reduces the available cross-section. 

5.2.2. Intake with a non-uniform external flow field 
The previous method is approximate as it does not take into 
account 3D effects due to forebody influence and also to 
compression ramp finite width or intake lateral wall. In this 
case 3D air-intake computation with the .real non-uniform 
flow field around the fuselage is necessary. To perform 
these computations, two ways are possible : 

-compute the intake placed in a non uniform flow 
field, 

-compute together external and intemal flow fields 
(global computation). 

Principle of the first method is exemplified on figure 54. 
The advantages of this method is that only one extemal 
computation is necessary at each flight point, whatever the 
geometry and the running point (supercritical or close to 
critical conditions) of the air-intake. The drawback is that 
strong interactions between internal and external flows are 
not taken into account (subcritical running, high sideslip 
angle, ...). Figure 55 presents an application of such a 
method on the AEROSPATIALE ASMP type missile 
configuration. 

The global computation applies to all operating conditions 
from the supercritical to the subcritical one. Furthermore, it 
allows to take into account the intemal flow effects on 
external aerodynamics, but it demands more CPU and 
meshing time. An example is given on figure 56. 

An intermediate method is to interpolate the extemal 
flowfield on boundaries which are located enough away 
from the intake. Overlapping and Chimera grid techniques 
make it very powerful. 

5.3. Scramjet intake Flowfield Computation and 
Performance Prediction 
In this section are presented the computation of an isolated 
scramjet inlet tested by NASA, the design of an isolated 
inlet with struts and a forebody-inlet analysis62. 

5.3.1. NASA P8 inlet 
P8 air inlet was tested by NASA63. It is an isolated 
rectangular air inlet (figure 57), on design for freestream 
Mach number equal to 7.4. Two-dimensional Euler and 
PNS equations are solved for a transitional flow with 
perfect gas hypothesis. Transition location was given by 

experimental tests. The most important feature is the 
location of the reflections of the cowl shock on the 
centerbody and then on the upper side. PNS approaches 
predict with a better accuracy shock location on both upper 
and lower side. Flowfield visualisation shows a thick 
boundary layer on the lower side so that viscous effects are 
of primary importance for shocks location. PNS pressure 
levels are in qualitative agreement on the centerbody where 
strong viscous effects take place at shock reflection but 
quite good correlation with experiments is obtained on the 
cowl. 

Three-dimensional Reynolds Averaged Navier-Stokes 
computations are mandatory in order to take into account 
three dimensional effects : 

- lateral compression, 
- lateral boundary layers development and comer flows 
(even for rectangular ducts), 
- various struts positions : not only horizontal but also 
vertical or with swept leading edge, 
- sideslip influence, 
- forebody influence. 

As it  is shown of figure 58, 2D and 3D Navier-Stokes 
computations of the same inlet have been realised. In the 
symmetry plane, all computations are very close one to the 
other. In this case, the three-dimensional effects which 
affect the pressure distribution along the lateral walls do not 
modify the flow in the symmetry plane. 

5.3.2. Scramjet inlet design 
Design phase of a two-dimensional air inlet with struts is 
demonstrated on figure 59. Shocks and expansion waves 
are first computed with OCEAS and design is conducted by 
the following guidelines : 

- starting of the inlet, 
- on design Mach number, 
- required conditions for injection. 

The first two parameters depend on the flight envelop of the 
airbreathing scramjet vehicle. 

The following parameters are to be defined : 

- number, angle and length of compression ramps, 
- cowl angle and location, 
- struts number and location. 

Starting of the inlet may be analysed through simple quasi- 
one dimensional approacha but this criterion may be very 
restrictive and do not account for viscous effects. In fact, 
starting depends on the unsteady phase before established 
Mach number is obtained, so it is very sensitive to initial 
conditions: starting may strongly depend on the testing 
facility and computational analysis should be done through 
unsteady Navier-Stokes solvers. 

Struts participate to flow compression. Their number and 
position is a compromise between injection requirements, 
structural feasibility and starting of the inlet. 

Various shapes are presented on figure 59. They lead to a 
compromise between low contraction ratio (necessary for 
low Mach number inlet starting) and high pressure recovery 
(favourable to combustion rate and thrust). 
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R=20 mm 

PNS computation was performed on the final version of the 
inlet so as to fine tune flow parameters. 

Two forebody-inlet configurations are now considered. The 
first one is a sharp nose forebody with the following 
freestream conditions (figure 60) : 

- Mach number = 15, 
- incidence = 7". 

This test case is interesting for code validation. Many 
interactions may be distinguished within the intemal duct. 

The second case is made of a blunt forebody. Freestream 
conditions are (figure 61) : 

- Mach number = 12, 
- incidence = 4". 

The inlet is designed first with OCEAS with a sharp 
forebody nose. Then, coupled VSL-PNS2D approaches 
allow us to account for nose bluntness (2 nose radii). The 
resulting inlet performances (see table below) show in what 
proportion nose bluntness deteriorates pressure recovery at 
combustor entry. The same geometry has been computed at 
a freestream Mach number equal to 6, leading to the same 
conclusion. 

Mach number Pressure recovery 

4.50 0.22 

R=40 mm 4.25 0.18 I i 

5.4. Scramjet combustion chamber 
AEROSPATIALE-Missiles has designed, build and test a 
steel scramjet model called "CHAMOIS" in its Bourges 
Subdray facility. 

Its rectangular entrance area is about 0.05 m2. It is 
equipped with wall measurement devices (80 pressure taps, 
10 heat flux sensors, 1 skin friction gage). Its objectives are 
to estimate combustor efficiency, to compare different 
injection systems, to understand! real size scramjet 
phenomena and to validate numerical tools. 

The nominal air feeding conditions correspond to a Mach 6 
velocity flight at 60kPa of dynamic pressure. Nominal 
values at the entrance of the combustor are Mach 3.1, 
stagnation pressure 3 MPa, stagnation temperature 1650 K, 
and an air mass flow of 30 kg/s. It is the largest scramjet 
combustor tested in Europe (see figures 41,62). 

Self-ignition was obtained at the first test. Optimised shape 
tests will be realised in 1996 and 1997. Improvements in 
the measurement system are planned : 

- optical window in the injection box, 
- thrust measurement, 
- optimised location and eventual adding of heat flux 
sensors and pressure taps, 
- use of several friction gages. 

After the tests, a ID analysis is used as a way to estimate 
the conibustor efficiency. 

As very complex physical phenomena take place inside the 
combustion chamber, CFD analysis is used to complement 
to ID analysis. 2D and 3D reactive Navier-Stokes 
computations are performed. Thick boundary layer at the 
entrance of the injection box, air-viciation by water, as well 
as detailed features of the injection struts are taken into 
account. The aim of these computations is to give an 
assessment of the main flow features, in order to check 
design parameters, to prepare test sessions, and to explain 
experimental measurements, and understand self-ignition 
process. 

Examples of 3D results are given on figures 63 and 64. In 
this first shape the injection struts are very simple, using a 
combination of both transverse and tangential injections. 
Ignition take place near the struts, at shock interaction 
locations, as low temperature levels in the incoming air do 
not allow instantaneous ignition. Flow is highly stratified. 
3D computation is necessary to take into account wall 
corner effects and initiation of eventual upstream shock 
train at high equivalence ratio. 

Parametric study is facilitated by use of Chimera meshes, as 
shown on figure 65. A simple combustion chamber mesh is 
realised without any strut, then an adapted mesh is realised 
around the strut with refinement in the boundary layer and 
near the hydrogen injection holes. Then both meshes are 
superimposed and a global computation is done. This 
method has three major advantages : 

- meshes are easier to generate, 
- struts can be shift without remeshing, 
- local refinement do not spread. 

Pressure and temperature contours are presented in figure 
66. 

5.5. Scramjet nozzle 
Nozzle flow can be studied with three types of tools : 
analytical codes based on characteristics method able to 
give a preliminary nozzle geometry in the design phase, 
Euler codes for the design phase with two-species flow 
formulation, and 3D Navier-Stokes codes with chemistry to 
calculate 3D viscous and recombination effects. 

Figure 67 shows a 2D Euler computation of a scramjet 
nozzle with two species modelisation for intemal/external 
flows confluence. 

5.6. Thrust Evaluation 
In order to predict vehicle thrust and to evaluate specific 
impulse we may use two types of tools : 
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- 3D computational tools already mentioned, applied to 
the whole propulsive stream tube, component after 
component, 
- global computational tools. 

Global tools participate in the design phase of the project 
and can give a rough estimate. They are two types: 1D 
analytical codes for ramjets and scramjets, 2D PNS codes 
for scramjets. 

One-dimensional analytical codes, devoted to scramjets, 
calculate the performance of a two dimensional mixed- 
compression scramjet inlet, a kerosene or hydrogen fuelled 
combustor with staged injection of liquid or gaseous fuel, 
and a nozzle. They take into account real gas properties, 
viscous effects and shock-waves interactions. 

Nose-to-tail PNS2D codes compute the complete stream 
tube from the nose to the nozzle end section with 
longitudinal hydrogen injection and intemal/extemal flows 
confluence. 

Figure 68 shows an example of a 2D PNS nose-to-tail 
calculation, for an AEROSPATIALE demonstrator. This 
demonstrator would allow to validate the engine at speed 
near Mach 8, in order to combine ground tests and 
numerical results. The concept is based on a simple 
architecture to reduce the cost of the vehicle and make it 
reasonable in a short term. The concept uses a two- 
dimensional scramjet. Computational results shown are 
Mach number distribution for the internal and extemal 
flows. 

5.7. Experimental facilities and CFD as complementary 
tools 
The propulsion systems development of hypersonic 
airbreathing vehicles involving experimental tests and 
theoretical evaluation require not merely an evolution of 
current technology, but large technology steps. The 
deficiencies in hypersonic propulsion test and evaluation 
methodology, including ground testing, CFD, and flight 
testing, are known, and the need for improving the 
traditional approach through the use of an integrated 
computationaVexperimenta1 evaluation methodology is real. 

In the aerospace industry, CFD is recognised as a design 
tool, and is commonly used in an interactive process to 
select the best geometry among several before any model 
manufacturing and ground testing. Even if there are still 
many unsolved problems with shortcomings and if 
computational results are not close enough to experimental 
ones, this methodology based on numerical comparisons 
gives good results. Moreover, this predictive use of 
theoretical tools provides numerical results package to 
experimental specialists, allowing them to adjust their 
probes locations and test conditions in order to catch flow 
phenomena, then to understand experimental results 
immediately by flow analysis. 

Furthermore, it is generally difficult to measure thrust and 
impossible to measure the aeropropulsive force. So CFD is 
used, as a data reduction tool to compute the engine thrust 
from available experimental results (static and pitot 
pressure...), then to give an aeropropulsive force estimate 
by nose to tail calculation before flight test. 

Whereas in supersonic systems, the state of the art in 
ground testing, computations, and flight testing is 

developed in a balanced state, hypersonic vehicle systems, 
in contrast, are severely lacking in ground test capabilities, 
particularly at high Mach numbers. Current ground test 
facilities are not very adequate in performance, size and run 
times, especially for the vehicle engineering development. 
So, for these hypersonic systems, an ever larger dependence 
must be placed upon computation and flight testing to 
achieve confidence in system performance. Therefore, it is 
important that CFD should be given continued emphasis 
and financial support to provide a bridge between the 
capabilities of the best ground test facilities, and the 
requirements for vehicle development and certification 
prior to first flight. 

The evolution of hypersonic testing methodology should be 
based upon the synergy made possible by integrating the 
complementary capabilities of ground test facilities, CFD 
and flight tests (figure 42). 

6. CONCLUSION 

Design of supersonic/hypersonic missiles implies the study 
of very complex flowfields, mainly when they are 
controlled by lateral jets or powered by ramjet or scramjet 
engines. 

At the present time computational tools are able to predict 
fairly well extemal and intemal airbreathing missile 
aerothermodynamics. However progress must be made in 
the development of physical models to improve flow field 
prediction when viscous and chemical effects are 
predominant. 

CFD tools added to wind tunnel, propulsion bench and 
flight test, allow to design and optimise faster and at a 
lower cost supersonic/hypersonic airbreathing missiles. 
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Figure 1 - Some geometries of high speed missiles. 
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Figure 3 - Pressure distribution over a flat plate4 

Figure 2 - Schematic sketch of a KE projectile2. 
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Figure 4 - Correlation of induced pressures over an 
insulated flat plate. Comparison with strong and weak 
viscous interaction theory4. 
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Figure 5 - Viscous effects on maximum lift-to-drag ratio 
for five classes of vehicles6. 
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Figure 6 - Normal force coefficient and center of 
pressure”. 

Figure 8 - Relative pressure distributions on ogives for 
different slenderness ratios T = IIE and constant similarity 
parameter K = M, / El8. 
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Figure 7 - Center of pressure evolution on body-tail and 
body-flare configuration1’. 
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Figure 9 - Minimum drag evolution with Mach number for 
various forebodies and afterbodies’’. 

Figure 10 - The caret wing and waverider with underslung 
engine and plug nozzlez0. 
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Figure 12 - Effect of roll angle and control deflection on 
k, for all-movable controls". 

Figure 13 - Locd interactions. 
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Figure 14 - Downstream interactions. 
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Figure 15 - Axial force evolution with Mach number on a 
L/D = 4  cone at 0" angle of attack. PG : perfect gaz (y 
= 1.4), EG : equilibrium air. D = 150 mm. 

Figure 16 - Heat flux evolution with Mach number on a 
L/D=4 cone at 0" angle of attack. PG : perfect gaz (y 
= 1.4), EG : equilibrium air. D = 150 mm. T, = 800 K. 
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Figure 17 - Temperature evolution with radial distance on 
a L/D = 4 cone at 0" angle of attack. PG : perfect gaz (y 
= l.4), EG : equilibrium air. D = 150 mm. T, = 800 K. 
Mach 6 .  
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Figure 19 - Operational limits of different propulsion 
means. 
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Figure 20 - IJ.S. missiles powered by boost rocketkustain 
ramjet engines23. 
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sequence. 
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Figure 23 - Schematic ramjet engine. 
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Figure 24 - Ramjet operating point. 
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Figure 25 - Switching between cruise and acceleration 
regimes with variable inlet and/or nozzle. 
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Figure 28 - Comparison of different types of intakes in 
four intake configurations28. 
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Figure 30 - Incidence effect on rectangular intakes28. Figure 31 - Sideslip angle effect on rectangular intakes28. 
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Figure 32 - Typical characteristic curves for external 
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Figure 33 - Typical characteristic curves for mixed 
compression intake with internal boundary layer bleed. 
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Figure 34 - Flowfield variation around missile body3’. 
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Figure 35 - Comparison of theoretical thermodynamical 
cycles for subsonic and supersonic combustion. 
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Figure 36 - Ramjet and scramjet air intakes pressure 
recovery. 
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Figure 37 - Evolution of ramjet thrust coefficient with 
Mach number. 
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Figure 38 - Generic hypersonic airbreathing vehicle. 
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Figure 39 - Drag prediction for a geometry with 3 sets of 
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Figure 40 - Prediction of pitch damping coefficient. 
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Figure 41 - Ramjet and scramjet ground-test facility at 
AEROSPATIALE MissilesKELERG. 
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Figure 42 - Development methodology of integrated 
propulsion of high speed airbreathing vehicles. 
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Figure 44 - Contours of Mach number. M = 3.0, a = IOo, 
on the surface, in a plane located downstream of the 
nozzles and in a plane located near the wing trailing edge. 

Figure 45 - Turbulent comr 
configuration. Total pressure 
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Figure 46 - Pressure distribution. 
0 experiment 
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space marching PNS 

)utation of the surface-to-air 
contours. 
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Figure 47 - ANS airbreathing missile. Euler computation 
for external aerodynamics. 
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Figure 48 - Euler and PNS computation on a supersonic 
ogive. Influence on inlet capture area total pressure at 
different roll angles 
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Figure 49 - Schematic drawing of  the 2D air-intake. 
Experimental geometry and mesh topology. 
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Figure 50 - 2D air-intake performance. Comparison 
between semi-empirical calculation (OCEAS) and 
experiment. 

Figure 51 - 2D air-intake Mach number contours. Euler 
computation. 
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Figure 52 - 2D air-intake performance. Comparison 
between Euler and experiment. 
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Figure 53 - 2D air-intake Mach number contours. Euler 
and Navier-Stokes computations. 
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Figure 54 - Example of topology decomposition for a 
structured intemal-extemal multiblock grid. 

Figure 55 - ASMP type configuration. Internal flowfield 
computation taking into account non uniform extemal 
flowfield. 

Figure 56 - 3D forebodyhtake configuration60.6'. Surface 
and symmetry plane grid. Euler static pressure contours. . 
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Figure 57 - 2D Euler and PNS computations of NASA P8 
inlet. Upstream Mach number 7.4. 
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Figure 58 - 2D and 3D Navier-Stokes computations on 
NASA P8 inlet. Upstream Mach number 7.4. 
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Figure 59 - Generic isolated inlet design. Mach = 5 and 7. 
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Figure 60 - Generic sharp nose borebody-inlet. Mach 15. 
Incidence 7'. 
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Figure 62 - CHAMOIS scramjet combustor in 
AEROSPATIALE test facility. 
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Figure 63 3D Navier-Stokes reactive computations : total 
temperature surface limiting combustion regions just after 
ignition (CHAMOIS combustor). 

temperature contours (CHAMOIS combustor). 
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Figure 65 - 2D Navier-Stokes reactive computation of a 
generic scramjet : Chimera grid technique. 
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Figure 66 - 2D Navier-Stokes reactive computation of a 
generic scramjet : Chimera results. 
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Aerothermodynamic problems during the sequence of 
ascent flight are investigated. The flows for the 
pickaback configuration, the stage separation, the 
lower stage alone, inside of the trough of the lower 
stage and the fidwinglet interaction are considered. 
The main attention will be drawn to the stage 
separation process. During hypersonic flight the upper 
stage is separated from the lower stage which induces 
thereby a highly complicated flow field in the gap 
between the both stages, leading to aerodynamic and 
thermal loads. From the flight mechanical point of 
view the aerodynamic coefficients have to be 
determined, whereas for structures and thermal 
protection purposes the local loads are of most 
importance. 
Several physical aspects are examined for the various 
kinds of flows, i.e., wall radiation, turbulence, real 
gases, shock t boundary layer and shock t shock 
interaction, flow separation and reattachment. The 
flowfields are analysed by employing numerical 
simulation methods as well as windtunnel 
experiments. Inviscid and viscous numerical 
simulations are performed applying the Euler and the 
Navier-Stokes equations. The influence of the grid 
fineness on the accuracy of the numerical results are 
also object of consideration. Results of the above 
described flow cases will be presented and discussed 
in very detail and the windtunnel data will be 
compared with the numerical results for validation 
reasons. 

1. INTRODUCI’ION 

Most of todays space transportation systems are 
either not or only partially reusable. Although these 
systems represent reliable means of space 
transportation, the costs of delivering payloads into 
LEO are still to high. Partially reusable are the 
vertically launched systems of the U.S. Space 
Shuttle, the Russian Buran, the European Hermes and 
the Japanese Hope, where the orbiter is reusable and 
the launch system expendable. 
Consequently, numerous activities over the world aim 
to develop concepts for completely reusable space 

transportation systems. 
To achieve a significant cost reduction for future missions 
into the orbit horizontal take-off and landing capabilities 
with airbreathing propulsion as well as completely 
reusable structures seem to be indispensable. Conceptual 
design studies have covered single stage to orbit (SSTO) 
and two stage to orbit (TSTO) systems. SSTO concepts 
are under investigation in the U.S. with NASP (National 
Aerospace Plane), in Great Britain with HOTOL 
(Horizontal Take-Off and Landing), in Japan with the 
Aerospaceplane of the National Aerospace Laboratory. 
In Europe some national programs favour two-stage 
versions of horizontal take-off and landing space 
transportation systems (TSTO). Some of these studies 
make use of conventional transport aircraft as carrier for 
the orbiter, e.g. the AN 225 t Interim HOTOL of British 
Aerospace and the MAKS system of Russia. The 
separation of the upper and the lower stages is planned to 
take place at maximum flight level of the carrier aircraft 
at subsonic speeds. 
The most advanced concepts provide a first stage 
belonging to a new generation of hypersonic aircrafts, with 
conventional take-off and landing capabilities, but with 
propulsion systems that enables the lower stages to operate 
with hypersonic speeds at flight levels high above the 
maximum ceiling of turbo-jet engines. Possible solutions 
for such propulsion systems are given by integrated 
turbotramjet or turbotscramjet systems. 
One of these above mentioned concepts is considered in 
the frame of Germany’s Hypersonic Technology Program, 
based on the idea of E. Stinger. Another one is the French 
STAR-H concept for which is planned to use a combined 
turbotscramjet propulsion system. According to Stinger’s 
concept upper and lower stage, both designed as high lift 
over drag vehicles, climb up as a pickaback configuration 
to an altitude of about 35 km and accelerate to a speed of 
M ,  = 6.6. Then, both stages separates and the upper 
stage continues the ascent to the orbit while the lower 
stage flies back to its launch site like an aircraft. After the 
mission of the orbiter is accomplished it returns to earth 
operating during re-entry and landing like the Space 
Shuttle. 
Many interesting aerothermodynamic problems occur 
during this sequence of ascent flight. In this lecture we 
will report about the findings of flow field behaviour for 
four different flight situations. 

Paper presented at the AGARD FDP Special Course on “Aerothermodynamics and Propulsion Integration for  
Hypersonic Vehicles”, held at the von Ka‘rmdn Institute for  Fluid Dynamics (VKI) in Rhode-Saint-Gendse, 

Belgium from 15-19 April 1996 and published in R-813. 
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The main attention will be drawn to the second point, 
the aerothermodynamics of the stage seuaration 
maneuver. In principle the stage separation maneuver 
will be carried out as follows. Using a strut 
mechanism the upper stage is lifted to a certain 
incidence angle and an appropriate gap width 
between the stages. Subsequently, the rocket 
propulsion system of the upper stage provides 
sufficient thrust to gain enough lift for the separation 
maneuver. The separation maneuver takes place. 
Thereafter the lower stage returns to the launch site 
for horizontal landing and the completely reusable 
upper stage flies into an orbit. After the mission of 
the orbiter is accomplished it returns to earth 
operating like the U.S. Shuttle. 
Extensive numerical effort was spent for the 
investigation of the above mentioned flow cases and 
the numerical results were compared and validated 
with experimental data where ever possible. 
Fig.1 gives an overview about the strategy of the 
investigations and the special examinations of 
sensitivities performed. 

In the flight situation I.) we analyse the wall radiation 
on the wall temperature distribution which is very 
important for the design of the thermal protection system 
(TPS). 
The most challenging task was the investigation of the 
flight situation 2.) where a two body system has to be 
considered. The main objective was the revelation of the 
general flow structure. The influences of the physical 
modelling, inviscid versus viscous, perfect gas versus real 
gas and laminar versus turbulent flow are analyzed. 
The investigation for the flight situation 3.) is devoted to 
the aerodynamic performance of the isolated lower stage, 
where in addition flow topologies on the leeward side and 
determination of the heat fluxes are considered. 
Finally, the flight situation 4.) deals with the influence of 
the design of the trough, where the upper stage is located 
during ascent . until separation, on the aerodynamic 
performance which is important for the trim behaviour and 
the static stability of the hypersonic aircraft. 

2. MAJOR AERODYNAMIC DESIGN PROBLEMS 

Generally, for the development of such a high 
sophisticated launch system like TSTO a lot of 
aerothermodynamic design problems occur. Besides the 
ones listed above, the integration of the propulsion system 
including the air inlet, the combined propulsion system 
itself, the free expansion nozzle and the base flow are of 
particular importance for the trim and stability behaviour 
and with that the controllability of the hypersonic aircraft 
in the different Mach number ranges. All these effects 
cannot be addressed in this paper. 
Our interest is focused on the following topics. 

Stage separation 
WT-results at H2K 
of DLR, Cologne 

3-D Navier-Stockes - turbulent - grid fineness 

.i 
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Fig.2 Typical ascent trajectory 

2.1 Pickaback configuration 

During ascent the upper stage is transported by the 
lower stage in a pickaback configuration, i.e. the 
orbiter is mounted on top of the hypersonic aircraft. 
A typical ascent trajectory for a TSTO is shown in 
Fig.2, where also the operation ranges of the 
propulsion moduls are indicated. The pickaback 
configuration is delineated in Fig.3. Aerodynamic 
performance data along selected trajectory points 
were determined by employing Euler and Navier- 
Stokes methods. For the separation Mach number 
(U,= 6.6) the influence of the wall radiation on the 
wall temperature distribution is investigated. 

2.2 Flow field interactions during stage separation 

During the separation maneuver (Fig.4) the stages are 
inclose proximity and the aerodynamic interaction between 
the vehicles may cause significant effects on the 
aerodynamic characteristics of each vehicle. 
Unlike the standard separation of vehicles of different size 
in which only the flight conditions of the smaller stage are 
noticably perturbed, the separation of the two vehicles of 
comparable size can mutually impair the aerodyamics of 
both stages. For this reason the analysis of the flowfields 
is extremly important for the flight mechanics of both 
stages during the separation maneuver. So far, only little 
work has been published on the investigation of 
supersonic I hypersonic separation maneuvers. In I l l  an 
experimental analysis of the stage separation was 
conducted at Machnumbers 3 and 6, where the 
aerodynamic data obtained are input for the system of 
equations of dynamic motion. A similar approach was 
applied in 121 in which slender body theory provides the 
input data for the equation of dynamic motion. The most 
recent experiments 131 were focused on the analysis of the 
flow behaviour at small gap widths between upper and 
lower stages, where the main interferences should occur. 

Fig.3 Pickaback configuration Fig.4 Separation configuration 
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Fig.5 Lower stage configuration with trough 

The aim of our simulation work was to identify the 
parameters of the flowfield which are sensitive with 
respect to the interaction between both stages. Some 
of these are: the gap width, the relativ angle of attack, 
the viscous effects, the real gas effects, the shock 
boundary layer interactions, the shock and 
compression wave reflexions, etc.. 

2.3 Angle of attack sensitivity of the lower stage 

After the upper stage is separated the lower stage 
returns to the launch site. The lower stage is a long 
and slender blended wing-body configuration flying at 
high altitudes and hypersonic speeds (Fig. 5) .  
Therefore the flowfield around this configuration for 
the given flight characteristic is dominated by viscous 
effects. Thick boundary layers develop and influence 
strongly the the aerodynamic coefficients and loads. 
For this reason, an inviscid simulation of the 
flowfield is only helpful to get some informations on 
the pressure distribution at the wall of the 
configuration and to understand the location and 
interaction of shock waves. The experience has 
evidenced that just the lift coefficient could be 
predicted with some reasonable accuracy, while the 
other coefficients may be spurious. For an improved 
determination of the aerdynamic loads and a 
prediction of the thermal loads a viscous analysis of 
the flow field is definitely necessary. 
The viscous flowfield around the complete configu- 
ration including the vertical fins is calculated by 

employing a Navier-Stokes method. An angle of attack 
investigation has been performed in order to identify the 
effects on the leeward side and to compare these results 
with windtunnel data. 

2.4 Design of the hugh 

The flight mechanics during the return-flight of the lower 
stage to the landing site, will be effected by the flow 
inside the trough. The trough geometry is displayed also 
in Fig.5. Therefore the flow field in the surroundings of 
the trough was analyzed in detail and the influence of the 
trough geometry was examined. The outcome of this 
investigation was that the pitching moment is the most 
sensitive quantity. The simulations were done by a 
Navier-Stokes method where particular attention was paid 
to the flow topology in the vicinity of the trough. 

2.5 Fin / winglet interaction 

The integration of the upper stage on top of the lower 
stage should not affect the control capability given by the 
fin of the lower stage in an unacceptable manner (see Fig. 
3). Therefore the interaction between the winglet of the 
upper stage and the fin of the lower stage was 
investigated. To do so, flow simulations were performed 
on an isolated fin I winglet configuration (Fig. 6) which 
was mounted on top of a delta wing. Different 
Machnumbers, angles of yaw and relative positions of 
the fin to the winglet were considered. Since it was 
expected that the main interference would occur through 
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the shock waves generated at the upper stage winglet 
and touching the lower stage fin, the investigation 
was performed by applying an Euler method. 

'f 
L X  

Fig.6 Fin I winglet configuration 

3. NUMERICAL SIMULATION METHODS 

The numerical simulation of the flow cases considered 
and discussed above are performed by applying 3D 
Euler and 3D Navier-Stokes methods. Some Euler 
calculations were done with the finite difference 
method published in /3,4l. The Navier-Stokes 
equations are integrated using the finite volume 
approach. Two approximations are available where 
one of them 15,6/ has the capabality to march in space 
using the time operator, which is similar from the 
efficiency point of view to the parabolized Navier- 
Stokes approach. We will now concentrate on the 
second method since most of the computations 
discussed in this paper are carried out with this 
prediction tool /7,8,9,10,11/. The main differences of 
the strategy of approximation between the both 
methods consist in the treatment and discretisation of 
the left hand side and the boundary conditions. 

3.1 Goveming equations 

The non-dimensional form of the time-dependent 
Navier-Stokes equations in three dimensions is 
considered. In generalized, body-fitted coordinates 
these read 

where Q = (e, @U, e, p, e ) T  using e = e (E + 
0.5 (U' + v 3  + w2)) is the vector of the conservative 
variables, e denotes the density, U, v, w the Cartesian 
velocity components and E, p the specific internal 
engergy and the pressure. J = d (t,q,Q / d (x,y,z) is 
the Jacobian of the transformation from the Cartesian 
frame of reference (x,y,z) to the generalized 
coordinate system (4, q,Q, where 6 is the streamwise 
direction, q is the direction normal to the wall and 

corresponds to the circumferential direction. The 
quantities E, F, G represent the inviscid fluxes, while 

the viscous fluxes are given by E,, F,, G, .The viscous 
fluxes contain only those parts of the shear stress and the 
heat conduction with pure derivatives in the (,q,< - 
direction (TLNS approach). The Reynolds number with 
respect to the reference values is defined by Re, = e, 
U, L /,uw . From the thermodynamic point of view the 
system of equations is closed by the equations of state 
(for systems in thermodynamic equilibrium), where the 
variables Q, E are used as thermodynamically 
independent andp, T, c (c speed of sound) as dependent 
variables. The bulk viscosity is determined via Stokes 
hypothesis to formulate the simplified form of the shear 
stress. 
When perfect gas flows are investigated, the molecular 
viscosity p is determined by applying Sutherland's law 
1121. The thermal conductivity K is calculated under the 
assumption of a constant Prandtl number Pr, = p, cp / 
K, . In case of equilibrium real gas air flow the 
thermodynamic and transport properties are taken from 
the fitting routines reported in 1131. 
The inflow and outflow boundary conditions are 
determined by the characteristic relations of the one - 
dimensional Euler equations. No-slip and adiabatic 
conditions are imposed on solid walls and undisturbed 
flow is assumed for the far field. More details can be 
found in 110,l 1,141. 

3.2 Discletisation pmcedule 

For completeness, the main ideas of the discretisation 
method as they were outlined in /8,9,10/ are repeated 
below. 
The time derivative and the space derivatives are 
discretised separately in order to obtain a steady state 
independency of the time step. The numerical scheme is 
implicit in time and is solved by employing Newton's 
method for the new time step. When discretised in time 
and expanded in 4, not in AQ, one gets the following 
semi-discrete version of the TNLS equations. The 
quantity q is given by q = J -' (@,u,v,w,H = (e+p)/@)T 

The indices n and s define the time and the iteration 
level, respectively. Setting r = 1 provides an 0 (A t) 
scheme, whereas for r = 1/2 the TNLS equations are 
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approximated second order accurate in time. The 
quantities Z = A ,  B, C are the flux matrices of the 
convective part of the equations while the flux 
matrices of the viscous part are denoted by Z, = A ,  
, B,, C, . The linearization with respect to q instead 
of Q is used to ensure efficiency and robustness of the 
scheme also in the hypersonic regime. Since the 
density changes dramatically in hypersonic flows due 
to shock waves and strong expansions the matrices 
become stiff owing to the reciprocal occurrence of the 
density in the elements. Additionally, low density 
values impair the robustness and the maximum 
possible time step which generally deteriorates the 
convergence of the scheme. For that reason the 
number of terms containing the factor e'' should be 
reduced which is possible by expanding the flux 
matrices with respect to q. Furthermore using such an 
expansion the matrices Z ,  are less costly to compute 
than d (E, , F, , G,) / d Q, since Z ,  contains more 
zero elements than the other one. The matrices dQ / 
dq , Z and Z, will not be given here. They can be 
found in 18, 9. 101. The TNLS equations are solved 
using a finite volume method, i.e., flow variables are 
defined at cell centers and coordinates at cell vertices. 
Using a general notation for the spatial discretization 
the discrete problem reads 

RS 6, E + 6, F + 6, G - Re;' (6, E,+ 6, F, + 6, G,) 

The symbol daM withM =E, F, G, U =  c,q,< and 
m = i j , k  is understood as &U = Mm+l/2 - MmAl,2 
where the constant subscripts along the o - line are 
dropped. The approximative solution of the TLNS 
equations in the steady and the unsteady case is 
determined only by the right hand side, that is by the 
R, expression. Therefore the spatial approximation of 
the L, - term on the left hand side can be chosen to 
develop an efficient algorithm to invert the solution 
matrix in every time step. 

3.3 Spatial discretisation o f  the explicit opelator 

The spatial accuracy of the numerical scheme is 
determined by the formulation of the inviscid and 
viscous fluxes at the cell faces. The viscous terms are 

expressed by central differences in which second 
derivatives are treated as differences across cell faces of 
first derivative terms. The derivatives of the inviscid 
fluxes are approximated by a symmetric TVD scheme in 
the sense of 115,16/. At the cell face Tm+',' 
the general flux M is formulated as 

Mm+l/2 = 

is applied to the difference in the Riemann invariants 

and the entropy correction function Yfl 

with a small positive parameter E is used. 
To accomplish a sensitive limiting the Riemann invariants 
are scaled by Q, = c', /e , where the square of the speed 
of sound is defined by 

c2 - 8 
R - $ I &  + f2lp = 

d $I& + r ( H  - E - $(U2  + v2 + w2)) 

with 

The matrices R N ,  (RN)-' are the right and left eigenvector I 
matrices of the flux matrices N = d M  / a Q  and ANm+,/' 

1 

I 
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represents the eigenvalue matrix 

9, is the contravariant velocity. Unless otherwise 
stated, the variables at cell interfaces are computed as 
Roe-averages / I  71. This discrestisation results in a 
second order accurate approximation of the steady 
state operator. 

3.4 Spatial discretisation of the implicit operator 

The implicit operator is in total first order accurate in 
space. Again central differences are applied to the 
second derivatives. As for the explicit operator the 
inviscid fluxes are formulated by the balance across 
the cell dm (Z 4) = (Z Aq)m+l /2  - (Z A q ) m - I / z  and 
(Z A q ) m + l / I  is given by 

Since P = (dQ/dq)"  Z = ( d Q / 8 q ) - l d M / d q  and N 
= d M / d Q  are siminlar matrices they have the same 
eigenvalues with AN = A' .The left and right 
eigenvector matrices X' and (X')" of the matrices P 
can be found in /8,9,10/ . To reduce the 
computational costs and to strengthen the main 
diagonal of the solution matrix the difference 
Z(Qm,rm+1/2) - Z(Q,, r,.,) is neglected that occurs 
when the above defined equation for (Z dq)m+l,2 is 
inserted in S, (Z Aq). Further the maximum 
eigenvalue to determine ypma = y (Ap ,,,A is used 
which results in 

where I denotes the identity matrix. Arithmetic 
averaging is applied to evaluate the variables at the 
cell interfaces. 

compact form to admit a reasonable discussion of the 
solution method. Omitting the indices n and s of the 
equation of the discrete problem and using the notation 
( T m  + T m h t ) d q  = T m  d q m  + T m h t  A q m h t  , one has 

( T i j k  t T i + l j k  t Ti j+ lk  t Tijk+l  t 

T i - l j k  t Ti j - l k  t Ti jh-1)  Ail = RIISijk 

where the matrices T ,  contain all the coefficients of the 
cell volume (ijk) and RHS, represents the right- hand 
side of the discrete problem. One of the main goals for 
the choice of the solution method is to attain best 
possible convergence and simplicity for vectorization. 
Therefore a symmetric point Gauss-Seidel relaxation 
scheme with red-black pattern is selected. 

Subsequently, the vector of solution Q"+l.'+' is updated 
via 

Because only steady-state solutions are sought first 
order accuracy of the time discretisation is sufficient 
which is realized by seeting r = I in the equations of 
the discret problem. Additionally, only one inner iteration 
step is executed to proceed from time level n to n+ l  
which may lead to a simplication of the superscripts of 
the above equation by settingn+l,s+l + n + l  and n+l ,s  + 
n.The reciprocal value of the maximum residual, i.e., the 
right-hand side of the' equation of the discrete problem 
controls the time step. At the beginning of the 
computation the time step is increased with decreasing 
maximum residual. If, however, the time step is larger 
than At,, = 1 then At is set equal to unity. Stepping from 
level n to n+l  the boundary conditions are treated 
explicitly. That is, the boundary values are updated only 
after the values at interior points have been iterated. As 
a consequence the solution vector Q has all its 
components at the same order of accuracy only when the 
iterations have converged. 

3.5 Solution method 
4. RESULTS 

The discretisation described in the preceding 
subsections results in a block-heptadiagonal system of 
equations when three-dimensional flow problems are 
considered. The discrete problem is rewritten in a 

As already mentioned in chapter 2. from the 
aerothermodynamic point of view our interest was 
focused on five specific topics where experimental and 
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Fig.8 Grid for the Navier-Stokes computation around the Rickaback configuration 

numerical investigations have been carried out. We 
will start with the discussion of the aerothermo- 
dynamics of the pickaback configuration. 

4.1 Pickaback configumtion 

During the ascent, the upper stage is transported in a 
pickaback configuration on top of the lower stage to 
an altitude of approximately 32km where then at the 
end of a pull up maneuver the orbiter is separated 
from the lower stage. The spacecraft is propelled by 
a combined turbo - ramjet propulsion system, where 
the turbojet accelerates the vehicle up to a 
Machnumber of roughly 3.5 while after that the ramjet 
operates until the separation process takes place (M, 
= 6.8). Of course, a lot of aerothermodynamic 

answered, but here we will focus our interest only on 
the shocklboundary layer interaction in front of the 
upper stage, the bow shock interaction at the wing 
leading edge and the influence of the wall radiation 
on the thermal loads for the separation Machnumber 
M ,  = 6.8 1141. 

I problems occur during this ascent and have to be 

Fig. 8 Isobars in the plane of symmetry 

The Navier-Stokes method proposed in I51 with space 
marching capability is used to calculate the flowfield 
for an angle of attack a = 6' , M ,  = 6.8 and a 
Reynolds number Re = 1.8xlO'based on the vehicle 
length. The influence of the winglets and the fins and 
their interaction is for reasons of simplicity not 
considered here. The flowfield is resolved by 75 x 65 
cells in crossflow sections and 45 planes in marching 
direction (Fig. 7). The static pressure distribution in 
the plane of symmetry in Fig. 8 illustrates the canopy 
shock followed by an expansion on the leeward side 
of the upper stage. In Figs. 9a-c isobars in crossflow 

planes at x = 59m, 71m, 83m for an adiabatic non - 
radiating wall are depicted. The bow shock touches the 
wing leading edge at approximately 7Jm which carries to 
an increase of the aerodynamic and thermal loads in this 
wing area. The heating of the vehicle under adiabatic 
radiating wall boundary conditions with E = 0.85 is 
displayed in Fig. 10. Non-radiating walls show much 
higher thermal loads than radiating (see 1144. 

Fig. 9 Isobars in crossflow planes; 
a) = 59m, b) = 71m, c) = 83m 
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Fig. I O  Wall temperature distribution at an adiabatic radiating wall = 1 .,7.7,0.2)m&ah; 
= l.,10.3,0.2)nm-dah; Ref. I141 

4.2 Flow field interaction during stage sepalation 

Object of this investigation is the computation of the 
steadv flow field whilst the upper stage has a certain 
distance from the lower stage during the separation 
process llO,I4,18l. In such a case strong flow field 
interactions occur. The computation of the complete 
dynamic separation behaviour is beyond the scope of 
this paper. For validation reasons the flow parameters 
selected are exactly the ones of the experiments 
performed at the H2K windtunnel of the DLR in 
Cologne 1191, where the size of the model was 1:160. 
The freestream conditions are: M, = 6, Re, = 
1.13x106, T m= 242K, angle of attack of the lower 
stage a= Oo, gap width between upper and lower 
stage at the trailing edge of the fuselage & = 14 mm 
(which corresponds to & = 2.24m for the real 
configuration). The relative angle of attack between 
upper and lower stage was varied within the range A a  
= Oo, 2O, 4O . The following discussion addresses the 
influence of 

viscous effects by comparing Euler and Navier- 
Stokes solutions 110,141, 
real gas effects by comparing perfect and real gas 
Euler solutions /20,2 11 , 
turbulence effects by contrasting laminar and 
turbulent Navier-Stokes solutions 11 1,18/ , 
grid effects by comparing coarse and fine grid Euler 
and Navier-Stokes solutions 1201. 

Further, the results obtained will be compared in very 
detail with the experimental data of I191 . 

Grid generation and boundary conditions 

A CATIA imaging of the windtunnel model of the upper 
and the lower stage is shown in Fig. 1 1. According to the 
experiments conducted no yaw angle is taken into 
account, i.e., the flow is considered symmetric with 
respect to the spanwise direction, which means that all the 
computations are performed just in the semi space. Since 

stage 

h e r  
. . , . . . .. ."'. 

lower 

outer 
mesh 

Fig. 12 Sketch of the two- block grid 

Fig. 1 1 Windtunnel model of the two-stage system Fig.13 Two-block grid in a cross sectional view 
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Fig. 14 Two-block grid in the plane of symmetry 

Fig. 15 Surface mesh 

the main interest consists in the comparison of the 
global aerodynamic coefficients of the windtunnel 
data with the numerical data of the upper stage, it is 
assumed that some simplifications of the shape and of 
the flow field will not have any evident impact on 
the magnitude of the global aerodynamic coefficients. 
First the winglets of the upper stage are not 
considered, which keeps the mesh structure relatively 
simple and second the wake flow is not calculated 
because the experimental quantities of the 
aerodynamic coefficients are evaluated on the basis of 
a constant state in the wake (p  = 0 ) due to the sting 
1191. Therefore the outflow boundary of the 
computational domain coincides with the trailing 
edge of the fuselage of the upper stage. 
A two- block mesh is used. The outer 0-H grid 
covers the region between the outermost boundary, 
the interface of the two blocks, and the lower and 
uppper surfaces of the lower and upper stages. The 
inner block resolves the gap between the upper and 

the the total length of the lower stage, even in front of 
the upper stage, where the surface of the upper stage 
degenerates to an interface. In the laminar case the outer 
mesh consists of 51 x 146 x 95 cells in the normal x 

streamwise x spanwise, while for the turbulent 
calculations 61 x 146 x 110 cells are used. The inner 
mesh has for the laminar case the size 40 x 146 x 35 
cells and for the turbulent one 55 x 146 x 35 cells. The 
minimum normal stepsize in streamwise direction varies 
between 10” and for laminar flow and is kept 
constant at lo‘’ for turbulent flows. The complete grid 
contains 9 1 1 770 cells for laminar flows and 1 260 7 10 
cells for turbulent flows. 
The influence of the grid is also considered by computing 
the flow fields with a mesh where every other cell is 
dropped. 
The Figs. 13 - 15 give an idea about the structure of the 
three dimensional two block mesh. The outermost 
boundary is located such that the bow shocks of the lower 
and the upper stages are within this domain and to ensure 
that the number of cells in the undisturbed area is as low 
as possible. The cells are clustered near the walls and in 
the nose region of the upper stage to allow for a proper 
resolution of the strong gradients therein. 
Most of the caculations were done for laminar and perfect 
gas flow since these were the most likely conditions in 
the windtunnel, but as already mentioned above the 
sensitivity to real gas and turbulent effects will also be 
checked. 
Freestream conditions are prescribed at the inflow and the 
far field boundary. At the outflow all the conservative 
variables are computed via the one dimensional 
characteristics of the Euler equations 1221. Symmetry 
conditions are used in the plane of symmetry. For the 
Navier-Stokes computations adiabatic, zero normal 
pressure gradient and no-slip conditions at the walls are 
used, while for the Euler equations the normal velocity 
component is set to zero and the pressure at the body is 
determined by a locally one dimensional approach. 

Fig. 16 Density contours at cross sections for A a  = 4’ 
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Discussion of inviscid and viscous flow commtations 

A m  = 2' 

Aa = 4 O  

An overall impression of the flow is evidenced by the 
three dimensional plot of the density contours in Fig. 16 
for a relative angle of attack A a  = 4' (laminar flow). The 
evolution of the bow shock waves, the boundary layer on 
the upper surfaces of the lower stage (aircraft) and the 
upper stage (space vehicle), and the shock I boundary 
layer interaction can be realized. 
The results for the inviscid flow field computations for 
A a  = Oo, 2', 4' are displayed in Fig.17, where 
Machnumber contours in the plane of symmetry are 
drawn. Downstream of the nose on the windward side of 
the lower stage no remarkable change of the flow 
variables occur due to the little deflection of the shape. 
The flow accelerates only in the nose and the tail region. 
On the upper part of the aircraft this behaviour is 
completely changed, because due to the larger deflection 
angle a shock wave is produced. This shock wave 
interacts with the bow shock of the space vehicle in the 
symmetry plane in the proximity of the nose of the upper 
stage (Fig. 17, A a  = 0" ). Further downstream this 
interaction occurs farther away from the symmetry plane 
(Fig.20, A a  = Oo ), whereby the strength of the bow 

Fig. 17 Mach number contours in the plane of 
symmetry at A a  = Oo, 2 O ,  4' (inviscid flow) 

Ao = 0' 

Aa = 2" 

Fig. 18 Mach number contours in the plane of 
symmetry at A a  = O", 2", 4" (viscous flow) 

Fig. 19 Schlieren photographs of the windtunnel tests in 
H2K I191 
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Fig.20 Density contours in crossflow planes (inviscid flow); X/L = 2.55 or X = 68.42m at Aa. = 0", 2O, 4" 

I 

, 
Fig. 21 Quasi- streamlines in crossflow planes (inviscid flow); X/L = 1.95 or X = 52.3m (top), X/L = 2.55 

or X = 68.42m (bottom) at Aa. = 0", 2", 4" 

shock wave of the lower stage is so little that no 
evident impact on the shape of the bow shock of the 
upper stage can be observed. For increased A a  the 
location of the interaction point of the both bow 
shocks moves from leeward down to the windward 
side (Fig.17, A a  = 4"). Generally, the variation of the 
relative angle of attack A a  has an impact on the 
flowfield of the aircraft only in the surroundings of 
the gap. The flow pattern within the gap is 
characterized by strong expansions and shock 
reflections. Before the bow shock of the upper stage 
impinges upon the leeward side of the aircraft it is 
weakened by the expansion waves generated by the 
edge of the trough. The first impingement of the 
compression wave on the surface of the lower stage 
occurs in the symmetry plane (Fig.17, A a  = U" ). 
Further downstream the shock impingement location 
moves in spanwise direction where the trace forms a 
C-like shape insight of the trough. The reflected shock 
interacts with the windward side of the upper stage 

depending of A a .  For increasing A a  the shock 
impingement point on the upper surface of the aircraft 
is clearly shifted downstream because of the relatively 
small gap width A z  = 14" (Fig.17). For this reason 
the reflected shock wave impinges upon the lower 
surface of the space vehicle for A a  = O", whereas for 
A a  = 4" no shock - surface interaction takes place, 
altough the shock angle of the reflected shock at A a  
= 4" is larger than that at A a  = 0" (Fig.17). 
In the viscous case the development of the boundary 
layer along the surfaces of the lower and the upper 
stages is evident (Fig. 18), which leads to a slightly 
stronger bow shock wave of the lower stage. 
Furthermore the strong expansion at the edge of the 
trough does no longer exist. Within the gap the 
influence of the viscous effects compared to the 
inviscid ones will grow with decreasing relative angle 
of attack A a .  As in the inviscid case, the location of 
the bow shock interaction slides from the leeward side 
to the windward side of the space vehicle with 
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A o  = 0' Ao = 2' A o  = 4' 

Fig.22 Density contours in crossflow planes (viscous flow); X/L = 2.55 or X = 68.42m at Act = 0", 2O, 4' 

An = 0' A o  = 2' Ao = I"  

/ 

Fig. 23 Quasi- streamlines in crossflow planes (viscous flow); X/L = 1.95 or X = 52.3m (top), X/L = 2.55 
or X = 68.42111 (bottom) at Act = Oo, 2", 4" 

increasing Aa.  However, at A a  = 4' this interaction 
takes place a bit closer to the tip of the nose of the 
space vehicle compared to the inviscid case. The bow 
shock reflection of the upper stage in the trough area 
of the lower stage happens somewhat more upstream 
than in the inviscid case, which leads to the effect 
that still in the A a  = 4' case the lower side of the 
space vehicle is slightly affected (Fig. 18). 
A qualitative comparison of the numerical results with 
experiments is presented by the Schlieren Photographs 
of Fig. 19 for A a  = Oo, 2", 4" and the Machnumber 
contours for the inviscid (Fig. 17) and viscous (Fig. 18) 
flow field predictions. Note that in the photographs 
the shock boundary layer interaction within the trough 
is covered by the sidewalls, whereas the sidewalls are 
not shown in the numerical results. The location of 
the interaction of the both bow shocks are in good 
agreement for A a  = O", 2", while for A a  = 4" the 
Schlieren Photograph shows the nose of the space 

vehicle somewhat outside of the bow shock area of 
the lower stage. It seems from the tendency that the 
numerical result is more reliable and that in the 
experiment the angle of attack of the lower stage 01 

was not equal to zero. As far as the flow pattern 
inside of the gap is concerned, the correspondance 
between the Navier-Stokes results and the experiments 
seems to be somewhat better due to the slightly 
smaller shock angle of the reflected shock wave than 
in the inviscid solution. 
Fig. 20 shoys for inviscid flow the dependence of the 
shape and the locarion of the reflected shock wave 
inside the gap on A a  for a cross section X = 68.42m. 
At A a  = 0' the shock wave has already touched the 
space vehicle's lower surface and the impingement 
trace away from the symmetry plane, whereas for A a  
= 2' the compression wave just approaches this lower 
surface. For A a  = 4 O  the entire shock wave is just 
reflected from the trough area of the lower stage. 
In contrast to that the viscous flow (Fig. 22) evidence 
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I I 
K/L=1.62 X/L=2.6$ 

I ! 
X I L  = 1.62 X / L  = 2.65 

Fig. 24 Wall streamlines on the upper surface of the aircraft (left), and the lower surface of the space 
vehicle (right) 

that for A a  = 0" the shock wave is mostly swallowed 
by the viscous forces. For A a  = 2" the shock is 
relatively close to the windward side of the space 
vehicle and its spanwise extension is confined by the 
boundary layer. 
To get a deeper insight into the complex gap flow 
between upper and lower stage quasi-streamline plots 
in crossflow planes are considered. For the cross flow 
planes X = 52.3m and X = 68.42m Fig. 21 shows the 
inviscid results, while in Fig. 23 the viscous results 
are displayed. Note that the quasi-streamlines evidence 
only the flow direction, they do not give any 
information about the magnitude of the velocity. In 
the inviscid prediction no vortex pair can be observed 
within the trough. For A a  = 0" the bow shock of the 
space vehicle and the expansion at the edge of the 
trough already interact, for higher A a  , however, the 
interference sets in further downstream (Fig. 2 1 top). 
The difference in the reflected shock positions as a 
function of A a  can clearly be identified in the cross 
section X = 68.42m (Fig.2 1 bottom), where for A a  = 
2" and 4" the reflected shock waves still approach the 
windward side of the space vehicle, while for A a  = Oo 
the shock has already impinged the space vehicle's 
lower side. 
Turning now to the viscous flow a vortex pair that 
lies inside the trough can be identified at X = 52.3m 
(Fig. 23 top) in contrast to the inviscid results. At A a  
= 0" and 2" the bow shock of the space vehicle and 
the vortices interfere with each other. For the higher 
relative angle of attack A a  = 4" the interaction has 
not yet started. For the cross sections X = 68.42m 
(Fig. 23 bottom) no remarkable differences occur 
compared to the inviscid results. Again no shock 
boundary layer interaction at the windward side of the 
space vehicle can be observed for A a  = 4 " ,  whereas 
at A a  = 2" there is an incipient interference between 
the shock and the boundary layer leading to the 
production of two small vortices at the space vehicle's 
lower surface. 
For further analysis of the gap flow wall streamlines 
are plotted on the upper surface of the aircraft and the 

lower surface of the space vehicle (Fig. 24). In Fig. 25 
a partial view of the wall streamlines in the trough 
regime of the aircraft for Aa = 0", 2", 4" is given. 

X I L  = 1.59 X / L  2.65 

Fig. 25 Wall streamlines on the upper surface of the 
aircraft at Aa = 0", 2", 4" 
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Aa = 0' 

I I 
' K / L  = 2.36 .Y/L = 2.65 

Fig. 26 Wall streamlines on the lower surface of the space vehicle at A a  = 0", 2", 4" 

The downstream shift of the separation region at 
higher A a  values caused by the x-shift of the shock- 
boundary layer interaction can clearly be realized. The 
wall streamlines demonstrate that for variing A a  
values the separation and reattachment locations are 
functions of span. This means, when considered in 
streamwise direction, the reverse flow is smallest in 
the symmetry plane. In spanwise direction the 
separation region is generally confined by the edge of 
the trough. This is also true for the vortex pair 
upstream of the separation regime. Further 
downstream these vortices overflow the edges of the 
trough caused by the interaction of the bow shock of 
the space vehicle with the boundary layer of the 
aircraft. 
As mentioned above, the reflected bow shock of the 

0.04 7 I 

0.08 1 0.00 
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inviscid computation A] 
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Delta-Alpha 

Fig. 27 Aerodynamic coefficients of the upper stage; 
comparison of experiment and numerical simulation 

space vehicle at the upper surface of the aircraft 
affects the windward side of the space vehicle only 
for low A a  and Az values. This is illustrated by the 
wall streamlines on the windward side of the space 
vehicle shown in Fig. 26. At A a  = 0" the reverse flow 
region in streamwise direction and the spanwise 
vortices are encompassed by the C-like shape 
separation line. The separation bubble is vanished for 
A a  = 2" and only the vortex pair is retained, and for 
A a  = 4" the wall streamlines indicate that barely any 
interference occurs. For the considered gap with of 
& = 14 mm it is concluded that the larger the relative 
angle of attack the less the the impact of the lower 
stage on the aerodynamic characteristics of the upper 
stage. 
Since a strong interest exists in the aerodynamic 
coefficients of the space vehicle, the measured /19/ 
and predicted data are compared in Fig. 27. At all 
relative angles of attack the lift and pitching moment 
coefficients of the experiments and inviscid as well as 
viscous calculations agree quite well. Of course, the 
drag coefficient cdua) ( i.e., (fb) means forebody with 
base pressure p=O ) is not well predicted by the 
inviscid approach. For that the Navier-Stokes results 
have to be considered. Generally, the discrepancy 
between the experimental and theoretical values is 
less than 5% . This means that lift and even pitching 
moment can be sufficiently accurately predicted by 
solving the Euler equations, while the Navier-Stokes 
equations are mandatory for the determination of the 
drag. Especially with respect to the pitching moment 
this result might completely change when the gap 
width is reduced, since then the viscous forces became 
more dominant for the shock pattern. 

Real gas effects 

To investigate the influence of the real gas effects on 
the solution an inviscid flow field caculation at A a  = 

2" was performed. If, on the whole, real gas effects 
appear, they occur in the nose regions of the upper 
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Equations 

Euler 

Euler 

cd(fb) CI c m  Grid sue State of the gas 

coarse perfect 0.02204 0.02790 0.007ai 

fine perfect 0.02232 o.oza14 o.ooao5 

Euler 

Navier-Stokes 

Navier-Stokes 

Table 1: Aerodynamic coefficients of the space vehicle at Act = 2" 

fine real 0.02235 0.02a3a o.ooao3 

coarse perfect 0.02a00 0.03198 0.00758 

fine perfect 0.02903 0 . 0 2 ~ 3  0.00750 

and the lower stages and along the surface of the 
upper stage. Using a perfect gas the stagnation point 
temperature at a freestream Mach number M, = 6 is 
T,, = 1984 K and for an equilibrium real gas 
assumption To, ,  = 1888 K. This little difference 
indicates that a perceptible influence of the real gas 
effects on the flow field is unlikely. Plots of density 
distributions on the surface of the space vehicle for 
perfect and equilibrium real gas coincide completely 
(see /21/). In Tab. 1 the aerodynamic coefficients for 
the upper stage of a fine grid Euler solution for 
perfect and equilibrium real gas is compared. The 
differences between the numbers are so small that it 
is concluded that for this freestream conditions no 
noticeable real gas effects occur. 

Influence of grid fineness 

Besides the standard fine grid solutions (inviscid and 
laminar case: 91 1 770 cells), coarse grid solutions 
(inviscid and laminr case: 179 250 cells) of the Euler 
and Navier-Stokes equations at A a  = 2" are 
established in order to reveal the influence of the grid 
fineness on the results. In Tab.1 the aerodynamic 
coefficients are listed. Obviously, the Navier-Stokes 
solutions are more susceptible to such a drastic mesh 
reduction than the Euler solution. But nevertheless the 
overall agreement of these integrated values is quite 
good, except the value for the lift coefficient in the 
Navier-Stokes solution. 

Fig. 28 Mach number contours in the plane of symmetry at Act = 2" (turbulent flow, top; laminar flow, 
bottom) 
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11 turbulent I 0.04830 I 0.02967 I 0.00810 11 

Table 2: Aerodynamic coefficients for the space 
vehicle at Act = 2 O  

Turbulence effects 

Since it was not a priori known if the flow fields in 
the windtunnel tests I191 were entirely laminar or 
partially turbulent a fully turbulent Navier-Stokes 
solution was established I111 by applying the two 
equation k -U model of Wilcox 1231. For this 
comparison the A a  = 2' case was chosen. Fig. 28 
(top) shows the Mach number contours in the plane of 
symmetry for the turbulent case and Fig. 28 (bottom) 

the Machnumber contours for the laminar case. The 
flow upstream of the space vehicle, the flow pattern 
inside the gap, the interaction of the bow shocks in 
front of the nose of the space vehicle remain 
obviously almost unaltered. In /11/ there is an 
additional discussion given for the behaviour of the 
wall streamlines on the upper surface of the aircraft 
(mainly in the trough regime) and on the windward 
surface of the space vehicle. The overall outcome of 
this analysis is that under the flow parameter 
considered, comparable flow phenomena occur in the 
laminar and turbulent flows. However, as can be seen 
from Tab. 2 there is quite a drastic difference in the 
drag coefficient that, of course, evolves from higher 
shear stresses in the turbulent flow field. By 
comparing the computed (for turbulent flow) and 
measured results, it can be seen that the predicted 
drag coefficient is far too high related to the 
experimental value, whereas the laminar drag 

Fig. 29 Three-block grid for the aircraft with fins 

Fig. 30 Surface grid for the aircraft with fins 
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coefficient agrees quite well. Thus, one can conclude 
that the physics of the flow is better represented by 
assuming laminar instead of fully turbulent flow. 

4.3 Angle of attack sensitivity of the lower stage 

In this chapter the viscous flow field about the lower 
stage alone is considered, that is after the upper stage 
has been released. The freestream conditions used are 
the one of the windtunnel experiments performed in 
the RWG windtunnel at the DLR in Gbttingen /24/ : 
M, = 6.83, R e ,  = 1 . 7 ~  IO', T, = 59 K, wall 
temperature T ,  = 330 K. The model scale was 1:330. 
Perfect gas is assumed and the flow is considered to 
be laminar which corresponds with the conditions 
known from the windtunnel. In the experimental 
campaign only the angle of attack was varied, but no 
yaw angle variations has been considered. Therefore 
the flow was symmetric with respect to the spanwise 

direction and as such all calculations are conducted 
for the configuration in the half space. 
Since we reflect hypersonic flows, at all inflow 
boundaries freestream values are prescribed, at 
outflow boundaries the flow variables are determined 
by extrapolation, at the wall no slip condition, zero 
pressure gradient and isothermal wall condition are 
implemented. 
A more complex grid structure has necessarily to be 
generated for the configuration including the fins. A 
global view of the grid used for this shape is shown 
in Fig. 29. The front part of the configuration is 
embedded into a mono-block H-0  type mesh. At the 
rear of the vehicle, beginning somewhat upstream of 
the leading edge of the fin, the mesh is split into two 
blocks. One covers the domain located between the 
leeward symmetry plane and the fin and the other 
block encompasses the remaining spanwise region 
between the fin and the windward symmetry plane. 

Fig. 31 Density contours in several cross section at the aircraft 

Fig. 32 Wall streamlines for the aircraft at A a  = 3" 
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The outermost boundary was chosen such that the 
bow shock, taken from the Schlieren Photographs of 
the windtunnel experiments I241 was entirely 
encompassed by the grid. The total number of grid 
points for all the three blocks amounts to roughly 600 
000. The corresponding surface grid for the complete 
aircraft is displayed in Fig.30. 
For more detailed investigations like angle of attack 
dependence, flow inside the trough and trough design 
modifications a simplified shape is considered. First 
the fins at the rear are dropped and the configuration 
is cut off at the maximum wingspan 1211. This 
simplified shape enables one to perform a larger 
amount of computations in an efficient way and at 
comparatively low costs. The detailed investigations 
of the trough flow which are discussed in the next 
chapter are also carried out using this reduced 
configuration. The grid consists of 51 x 83 x 71 cells 
in normal x streamwise x spanwise direction which 
amounts to about 300 000 cells. 
An overview about the hypersonic viscous flow about 
the aircraft is given in Fig.3 1. In this case the angle of 
attack was a = 3". Density contours in several cross 
sections and streamwise grid lines on the vehicle 
surface are plotted. The bow shock produced at the 
nose of the vehicle exhibits in all planes upstream of 
the fins an almost circular shape. Downstream of the 
last but one cross sectional plane an interaction 
between the bow shock and the leading edge of the 
wing occurs. Despite the fact that the mesh used is 
too coarse for a detailed analysis of this impingement 
problem the streamwise location where the bow shock 
touches the wing leading edge can be determined 
from the numerical result to X/L ~ 0 . 7 3  ( L + length 
of the aircraft). This location is in an acceptable 
agreement with the outcome of the Schlieren pictures 
of Ref. I241 , where a value of X / L  z 0.75 is found. 
At the surface of the vehicle steep density gradients 
are encountered that indicate the extension of the 
boundary layer. The wall streamlines delineated in 
Fig. 32 provide supplementary information on the 
flow characteristics at the lower stage. The streamline 
pattem is strongly affected by the geometry of the 
trough. A clear spanwise separation line can be 
detected along the edge of the trough. At the rear end 
of the trough a region of reversed flow is indicated. 
A series of computations were performed with variing 
angles of attack applying the above defined 
simplified shape. For the three angles of attack a = 

3", 6", 9" the wall streamlines on the upper surface of 
the aircraft are displayed in Fig. 33. These figures 
evidence that the extension of the region of reversed 
flow decreases with increasing a .  At an incidence 
angle of a = 9" a reversed flow can no longer be 
detected. This behaviour can be explained by the 
pressure evolution due to the contour of the fuselage 
at the aft end of the trough. 

Fig. 33 Wall streamlines on the upper surface of 
the aircraft at a = 3" (bottom), a = 6"(middle), a = 

9"(tOP) 

At the wing surface the streamline pattem exhibits for 
a = 6" and 9" a separation and a reattachment line, 
while for a = 3" these phenomena do not occur. It 
should be mentioned that in all these cases no leading 
edge vortices could be detected in the flowfield, as it 
is known from slender delta wings. 
Aerodynamic coefficients for the aircraft are measured 
in the H2K windtunnel at DLR in cologne and the 
results are reported in 1191. Altough the freestream 
Mach number has been M ,  = 6 the comparison is 
justified due to the little dependence of the 
aerodynamic coefficients on such high Mach numbers. 
From Fig. 34, where the measured and computed data 
are displayed, one can conclude that the agreement 
between the values is quite good. 
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W F T  COEFFICIENT DRAG COEFFICIENT PITCHING MOMENT COEFF.  I 

Fig. 34 Aerodynamic coefficients of the aircraft as function of angle of attack a. Experiments I191 

4.4 Design of the hugh 

A more detailed discussion of the flow inside the 
trough will be given in this chapter. Special flow 
phenomena will be revealed and their effects on the 
aerodynamic loads will be pointet out. The simplified 
shape as defined in the previous chapter is used as 
well as the formulation of the boundary conditions 
and the computational grid, except for some grid 
refinement within the trough. There, the usual grid of 
51 x 83 x 7lcells is replaced in a first step by 51 x 

83 x l0 l  cells and in a second step by 51 x 124 x 

101, where all the 30 additional cells in spanwise 
direction and the 41 cells in streamwise direction are 
distributed in the trough area. In Fig. 35 a-c, where 
the Mach number contours in the plane of symmetry 
are plotted, the overall flow fields of the 
configuration with and without trough, and for the 
spanwise refined grid in the trough regime will be 
compared. As expected, the location and the 
characteristics of the bow shock emanating from the 
nose of the configuration are not affected by the 
presence of the trough (Fig. 35a, b). Due to the 
slender forebody of the fuselage and the small angle 
of attack ( a = 3' ) the curvature of the bow shock in 
the vicinity of the nose region is extremely high and 
therefore, the shock wave further downstream is 
relatively weak, whereby the flow deflection is small. 
A further comparison of the Mach number contours 
shows that the flowfield in all the three cases ( Fig. 
35 a - c) on the upper side of the vehicle upstream of 
the trough is nearly identical. The Fig. 36 and 37 give 
a three-dimensional impression of the flow field with 
and without trough, where the density contours in 
several cross flow planes are displayed. From the 
Figs. 35 -37 the extension of the influence caused by 
variations of the trough contour can be estimated. To 
focus on the trough regime itself one can realize that 
the flowfield in close proximity to the surface is 
affected by the contraction of the contour at the 

beginning of the trough. Compared with the fuselage 
without trough the pressure decreases as long as the 
depth of the trough grows and increases again when 

Fig.35 a-c Mach number contours in the plane of 
symmetry; 

(a; top) shape without trough, coarse grid 
(b; middle) shape with trough, coarse grid 

(c; bottom) shape with trough, fine grid 
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the aft end of the trough is approached (Fig. 38). 
Between the rear end of the trough and the outflow 
boundary the Mach number contours are quite 
different. Therefore, the flow region influenced by the 
modification of the trough extends from the beginning 
of the trough up to the outflow boundary. 
Another evaluation tool to analyze flowfields is give 
by the wall streamlines. In this case these wall 
streamlines give an even clearer picture of the changes 
in the flowfield caused by contour variations of the 
trough regime. In Figs. 39a and b the wall streamlines 
for the cases without (a) and with trough (b) are 
contrasted. Again, also by these plots we can see that 
the flow pattern outside of the trough region, which 
is extended to the outflow boundary, is not affected 

11-21 

by the contour variations. Those streamlines that 
encounter the trough in close proximity of the 
symmetry plane spread over the bottom of the trough 
turning outward to the edge of the trough. Coming to 
the rear end of the trough the concave contour of the 
fuselage causes a positive pressure gradient, which 
leads to a spanwise deflection of the wall streamlines 
and even to a small reverse flow region (Fig. 39b). In 
opposition to this, the wall streamlines of the contour 
without trough evidence a smooth flow over the 
whole upper surface of the vehicle (Fig. 39a). 
The oilflow picture taken from /24/ (Fig.40) shows 
qualitatively similar flow directions than the plots of 
the wall streamlines of the flow field simulations. 
A further analysis of the properties of the trough flow 

Fig.36 Density contours in cross flow planes plotted at several X/L locations; shape with trough a = 3" 

Fig.37 Density contours in cross flow plancs plotted at several X/L locations; shape without trough a = 3' 
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Fig. 38 Pressure coefficients in the plane of symmetry versus streamwise coordinate; a = 3' 

upper r ide  

Fig. 39 Wall streamlines on the upper surface of the aircraft; a = 3O; (without trough, top; with trough, 
bottom) 
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I can be attained by evaluating the quasi-streamline 
pattern in selected cross flow planes. In Fig. 41 those 
quasi-streamlines are drawn in several cross flow 
planes, where also the sensitivity of the solution with 
respect to the grid refinement is addressed. The coarse 
grid includes 2 1 cells in spanwise direction within the 
trough while the fine grid uses 5 1 cells. At X / L  = 0.5 
the quasi-streamlines demonstrates the deflection of 
the flow towards the symmetry plane. In addition, the 
fine grid solution has a small vortex resolved close to 
the edge of the trough. Further downstream the cross 
flow planes show the generation of two streamwise 
vortices, where their center moves from the edge of 
the trough ( X / L  = 0.53 ) to the plane of symmetry 
( X / L  = 0.67 ) . The presence of the vortex causes the 
flow at the bottom of the trough to turn outward as 
was already exhibited in Fig. 39b. Generally, the 
center of the vortex predicted by the coarse grid is 
located closer to the edge of the trough than the one 
of the fine grid prediction. The vortex itself has in the 

coarse grid approach a more oblate shape than in the 
fine grid approach. For both meshes the last cross 
section ( X / L  = 0,72 ) looks quite similar. Altough the 
vorticity produced by the flow separation is still 
present it does not form in this cross section a visible 
vortex. 
Fig. 42 gives a direct comparison of the wall 
streamlines at the trough region for the coarse grid, 
the spanwise refined grid, and the spanwise and 
streamwise refined grid. The basic flow 
characteristics, also known from the experiments 1241 
are reproduced in all three cases, but with different 
accentuation. One remarkable difference beween the 
solutions exists and that is the extension of the reverse 
flow region. The influence of the positive pressure 
gradient at the rear end of the trough travels upstream 
leading to a deflection of the wall streamlines and 
creating a reverse flow region. This pressure impact 
is much better resolved in the fine grid solutions. 
At last, the question has to be answered, in which way 

I 
4 
1 
, 
i 
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the modification of the trough shape influences the 
global aerodynamic coefficients. These aerodynamic 
coefficients are established by assuming that the 
pressure at the base is set to zero and that the 
reference area and the reference length are taken from 
he simplified shape. In Table 3 the lift c,, drag cd and 
pitching moment c, as well as the lift over drag ratio 
LID for the different trough geometries and 
resolutions are compiled. The lift produced by the 
configuration with trough is barely increased 

compared to the modified version without trough. The 
drag is a bit stronger increased than the lift leading to 
a slight decrease of the L D  value. On the contrary the 
pitching moment is reduced by the trough shape. 
Considering the pressure distribution displayed in Fig. 
38 this behaviour is apparent. At the beginning of the 
trough the pressure diminishes and at the rear part it 
rises. Both effects leads to the reduction of the 
absolute value of the pitching moment. Also, the 
small deviation of the lift can be explained with the 

Fig. 40 Oil flow picture at the upper side of the aircraft, taken from 1241 with a= 3' 

X/L = 0.50 (K=45) 

X/L = 0.62 (K=60) 

XIL = 0.55 (K=SO) 

X L = 0.7.. 
X/L = 0.67 (K=56)  

Fig. 41 Quasi-streamlines in cross flow planes at the trough area (left: coarse grid; right: fine grid) 
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Configuration 

Fig. 42 Wall streamlines in the trough area; 01 = 3" ; ( coarse grid, top; spanwise fine grid, middle; 
spanwise and streamwise fine grid, bottom ) 

number of cells CI 'd cnl UD 

no trough 

trough 

trough 

51 x 83 x 71 0.01455 0.00944 -0.00135 1.5413 

51 x 83 x 71 0.01484 0.00991 -0.00119 1.4975 

51 x 83 x 101 0.01463 0.00966 -0.00116 1.5145 

Table 3 Aerodynamic coefficients versus trough modifications and grid refinement 
X - Z  €bene 

pressure distribution along the trough surface. The 
additional lift generated at the front part of the trough 
is not completely compensated by the pressure 
increase at the rear end of the trough. The rise of the 
drag coefficients can be seen as a consequence of all ' 7  
the shear stress effects inside the trough, in particular 
the generation of the vortices according to the flow 
separation at the edge of the trough. 

4.5 Fin / winglet interaction 

An important question for the controllability and 
maneuverability of a two-stage system is the 
interaction between the vertical fin of the lower stage 
and the winglets of the upper stage during ascent ( see 
Fig. 3 ). To allow parametrical investigations a model 
problem has been defined, where a simplified fin I 
winglet configuration is placed on a flat plate (Fig. 
43) 1251. The parameters Mach number M ,  , relative 
v- uosition between fin and winelet AV and anele of 

I X  

't 

XAXM 
X-Y Ebene 

I X  
V - 7  Eh-,., . .  " ,  " 

yaw /? are varied. Inviscid flowfields are computed 
using the finite volume approach of the three- 
dimensional Euler equations reported in 1261. At the 
wall boundaries the kinematic boundary condition 
together with the locally one-dimensional 

the freestream conditions are prescribed, at outflow 
boundary the variables are extrapolated, in the configuration 

Fig. 43 Grid structure of the simplified wingletlfin 
characteristic relations are used, at inflow boundary Y 
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Fig. 44 a,b Mach number contours in z = 0 plane 
Ma, = 2.0; p = 6" case a; top 

Ma, = 4.5; p = 6" case b; bottom 
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Fig. 45 a,b Aerodynamic coefficients of aircraft fin 

symmetry plane symmetry condtions are applied and 
at the upper plane as well as at the streamwise 
vertical plane the variables are extrapolated. Solutions 
are computed for six Mach numbers, three angles of 
yaw and three relative y - positions. Generally, 
increasing the yaw angle and the freestream 
Machnumber leads to a reinforcement of the tip 
shock at the windward side and of the recompression 
shock at the rear end of the leeward side of the 
winglet, which means that the shock angles decrease. 
Due to this behaviour, beyond specific angle of yaw 
and Mach number combinations, the recompression 
shock of the winglet will impact on the leeward side 
of the fin of the aircraft. Fig. 44a shows the Mach 
number contours in the (x, y ,  z = 0) - plane for Ay = 

0.1 with M ,  = 2.0 and p = 6". In that case the 
recompression shock has no influence on the surface 
of the fin. But in the case of M ,  = 4.5 and p = 6" 
the recompression shock impinges upon the leeward 
side of the fin (Fig. 44b). Nevertheless, these 
flowfield perturbations have only little influence on 
the aerodynamic coefficients as can be seen in the 
Figs. 45a and 45b, where the axial and the normal 
aerodynamic coefficients are drawn. Neither the 
smooth contour of the axial coefficient function nor 
the one of the normal coefficient function are 
disturbed perceptibly. 

X-2 Ebene 

I X  

'I 
' Y. 

Fig. 46 Grid structure for the real winglet/fin 
configuration 

.Z Ebene 
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as is shown in Fig. 46 together with the computational 
grid. A sketch of the delta wing, which has the same 
aspect ratio than the Stinger configuration is shown in 

-- 

Machnumber 

3.5 

4.5 

A result for the 3.) trajectory point is shown in Fig. 
48. The figure on top evidence the Mach number 
contours in the crossflow plane, from which the 
inflow conditions for the block containing the 
finlwinglet configuration are taken. The figure on 
bottom exhibits the development of the front and the 
tail shocks of the winglet. Since no tail shock of the 
winglet impinges the surface of the fin, the influence 
of the winglet flow on the fin characteristic remains 
small. In Tab. 4 the aerodynamic coefficients of the 
winglet and the fin are compiled. These data agree 
well with the ones of the simplified configuration with 
d y  = 0 and p = 0" (Fig. 45). 

Fig. 48 Mach number contours in a cross flow plane 
(top) of the delta wing and in a x,y-plane of the 

wingleufin configuration@ottom) 

shape 

4.5" 0.001502 -0.01 4420 -0.000187 winglet 

cx CY cz angle of attack 

0.000076 -0.001 554 0.004032 fin 

6.0" 0.001275 -0.01 4580 -0.003969 winglet 
0.000124 -0.003746 0.000245 fin 

5.3 

6.6 

~ ~~ 

5.1' 0.000873 -0.01 3730 -0.004313 winglet 
0.000121 -0.004755 -0.000799 fin 

7.2" 0.000936 -0.006816 -0.002402 winglet 
0.000087 -0.003599 -0.001 156 fin 

Table 4 Aerodynamic coefficients of the winglet and the fin mounted on the leeward side of a delta wing 

I I 
I 

I 
i 
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5. CONCLUSIONS 

Several flight situations during the mission of a Two- 
Stage-To-Orbit System are investigated. During ascent 
the hypersonic aircraft transports in a pickaback 
configuration the space vehicle up to an altitude of 
about 35 km. This flight phase has been considered, 
where special attention has been drawn on the wall 
radiation effects lowering the thermal loads and the 
interaction of the winglet J fin configuration, which 
affects the controllability and maneuverability of the 
flight system. Hereafter the space vehicle is released 
from the hypersonic aircraft it continues the ascent to 
the orbit propelled by a rocket system. The separation 
process has been analyzed in very detail including 
possible real gas effects and turbulent aspects of the 
windtunnel tests. After separation the hypersonic 
aircraft has to fly back to the landing site. The 
aerodynamics during this flight phase is effected by 
the flow behaviour within the trough where the space 
vehicle was located during ascent. The influence of 
the trough flow on the aerodynamic coefficient was 
evidenced. All these above mentioned flow situations 
and flow phenomena were investigated by numerical 
simulation methods and were compared with 
experimental results when available. 
Generally, the numerical simulation methods, here 
applied, have the capability to predict such 
complicated flow fields with a satisfactory to good 
reliability as was demonstrated by the comparison 
with the experimental data. 
Of course, nevertheless there is still a necessity for 
further development work of numerical methods, since 
the convergence behaviour, the accuracy and some 
aerodynamic (transition and turbulence modelling) and 
thermodynamic (real gas effects, transport coefficients) 
properties have to be improved. 
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SUMMARY 
In the German Hypersonics Technology Programme a Techno- 
logy Development and Verification study was performed in 
order to structure the at that time planned European Technolo- 
gy Maturation and Verification Phase. Elements of this study 
are discussed in this contribution. After an introduction to the 
topic a classification of hypersonic vehicles is given and the 
general design process is sketched. The structure of the Ger- 
man Technology and Verification Study is shown, the reference 
concept and the major flight parameters are presented. It 
follows an assessment of aerothermodynamics simulation 
means, a consideration of some selected results of sensitivity 
studies and an explanation of the Transfer Model approach, 
which was developed in the study. Some remarks on flight 
testing with experimental vehicles lead over to a summary of 
the results of the study. 

1. INTRODUCTION 
Advanced space transportation systems, especially winged 
airbreathing vehicles pose very large technological challenges. 
The demand to reduce substantially transportation costs on the 
one hand and the attempt to achieve large technology steps on 
the other hand makes large and well planned and directed 
efforts necessary. Hypersonic aerodynamics, also called aero- 
thermodynamics, is a key technology for the design of such 
vehicles. Compared to ordinary aircraft a very strong coupling 
of aerothermodynamics, propulsion, structures and materials, 
and flight dynamics exists with winged airbreathing hypersonic 
vehicles. This complicates the design and development of such 
vehicles to a very large degree, espcially in view of the fact 
that almost no experience from earlier projects is available. 

In the aerothermodynamics area, but also in the propulsion, and 
in the structures and materials areas major deficiencies and 
shortcomings exist in the two main classes of simulation means 

- ground-facilities simulation 
- computational simulation. 

This is a large problem in the vehicle design and development 
processes, because the simulation means are the prerequisite for 
effective design work. Even more important is that this also 
holds for the verification processes, which are indispensable 
with high-risks and high-costs products like aircraft and especi- 
ally spacecraft. 

Hence new ways must be found to overcome this problem. A 
possible way out is the Transfer Model concept, which combi- 
nes and structures the triad ground facility simulation, compu- 
tational simulation and in-flight simulation. 

In the following the role of aerothermodynamics is dicussed in 
the frame of the vehicle design process, major problem areas 

are identified, and the Technology Development and Verifica- 
tion Concept of the German Hypersonics Technolgy Program- 
me is sketched. 

2. CLASSIFICATION OF HYPERSONIC VEHICLES 
When discussing aerothermodynamics it is necessary to specify 
the class of hypersonic vehicle, which is in the background of 
the discussion. The term "hypersonic vehicle" is here used in 
the widest sense, not only for hypersonic airbreathing vehicles, 
as it recently became customary in some places. The reason to 
distinguish classes of vehicles is, that very different key tech- 
nology demands exist for the different classes, although, of 
course, also a large number of common features is present. 

In general it is sufficient to distinguish the following major 
classes of hypersonic vehicles, which are shown in Fig.1 
(Ref. 1): 

o winged reentry vehicles (RV), l i e  the USA Space Shutt- 
le, BURAN, HERMES, 

o cruise and acceleration vehicles with airbreathing propul- 
sion (CAV), like the ShJGER lower stage, HYTEX, 
STAR-H, RADIANCE, 

o ascent and reentry vehicles with airbreathing and/or rocket 
propulsion (ARV), l i e  the X30. ORIFLAMME and HO- 
TOL as SSTO-systems, and the rocket propelled upper 
stages of the TSTO-systems ShJGER, STAR-H, RADI- 
ANCE, 

o aero-assisted orbital transfer vehicles(A0TV). 

Fig. 1 Four major classes of hypersonic vehicles and major 
aerothermodynamic features, Ref: I 

Each of these four classes has special aerothermodynamic 

Paper presented at the AGARD FDP Special Course on "Aerothermodynamics and Propulsion Integration for 
Hypersonic Vehicles", held at the von Kdrmdn Institute for Fluid Dynamics (VKI) in Rhode-Saint-Genhse, 

Belgium from 15-19 April 1996 and published in R-813. 
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Mach number range 

features, which must be regarded in design work, and which 
lead to different research and development needs, Table 1 
(Ref.l). It is evident, even without a quantification of features 
and effects in Table 1, with CAVs 

Table I 
0 

Comparative comideration of the aerothermodynamic 
features of the major classes of hypersonic vehicles, 
Re5 I 

RV CAV ARV AOW 
ascenl lmnlq 

28 - 0 0 - 7 (12) 0CO-B 20.35 

flighl tim 

angle ofatlack 

UMdrag 

Uvrmal poblem 

flow field 

rarefactim effects 

lbnmcdyoamic 
elfeela 

aitileal ccmponeols 

Stl0l-l 

large 

large 
sman 
loads 

pressure-Geld 
daminaled 

initially skmg 

sumg 

cmud surfaces 

rpedal problem large Mach I o u m k  span 

weak 

weak. except for 
O o u l C h X  

ae1.  O o z z l C h X .  
m u d  surfaces 

propllam ink- 
glatim 

@a &m& a1 
asanland reeolry 

ShQlI 

"ge 
smannarge 

opposllc situatiom 

hmiboldnca& 

virarily-effecla 
daminated I 
pressure-Geld 
daninaed 

weak I initially s m g  

mdiumlsuong 

and ARVs viscosity effects. notably transition laminar-turbulent 
and turbulence play a major role, while thermochemical effects 
arc very important with RVs, ARVs and AOTVs, and with the 
latter especially plasma effects (ionization, radiation emission 
and absorption). It should be mentioned that future RVs will 
have demand of larger down and cross range capabilities. Then 
L/D "small" actually should read "small to medium". Heat 
loads always must be considered together with the materials 
and structures concept of the respective vehicle. and its cooling 
concept. The thermal household of an CAV or ARV must take 
into account all heat loads (sources), cooling needs and cooling 
potentials of airframe, propulsion system, sub-systems and 
cryogenic fuel system. 

Table 1 does not include explicitly the new concepts under 
discussion, like rocket-propelled aeroassisted and non-aeroassi- 
sted SSTO systems. The main purpose of this discussion is to 
sharpen the perception, that a TSTO airbreathing, aeroassisted 
system, like the reference concept S m G E R ,  Ref.2, (actually 
the lower stage of that system was the reference concept) of 
the German Hypersonics Technology Programme defiiitely 
poses a design problem, that is different from that of a pure 
reentry vehicle, which is more or less "only" a deceleration 
system. 

3. AEROTHERMODYNAMICS IN THE DESIGN PRO- 
CESS OF HYPERSONIC VEHICLES 

The aerothermodynamics design process is embedded in the 
vehicle design process. Aerothermodynamics has, in concert 
with the other disciplines, the following objectives: 

o Definition of the outer "aerodynamic" shape of the vehicle 
in order to ensure its aerodynamic performance, flyability 
and controllability. This objective, which is the classical 
objective of aerodynamics in aircraft design, holds for all 

of the four vehicle classes mentioned in Chapter 2. For 
TSTO systems like S m G E R  the aerodynamic upper 
stage integration and separation is to be added. 

Integration, where it applies (CAV. ARV). of the airframe 
and the propulsion system (forebody shape definition, 
inlet design, external nozzle (SERN)/afterbody design and 
overall integration of these components with the airfra- 
me). 

Determination of the mechanical (surface pressure and 
skin friction) loads and the heat loads for the layout of the 
structures and materials concept, the sizing of the structu- 
re and the extemal or internal thermal protection system, 
including possible active cooling systems of the airframe. 
This also holds for all four classes. 

Definition of the surface properties (necessary radiation 
emissivity, permissible surface catalycity. permissible 
surface roughness and waviness, etc.). The first two items 
between the brackets are important with regard to the heat 
loads (surface radiation cooling, heat loads increments due 
to catalytic surface recombination) and the second two 
with regard to heat loads and viscous drag increments, but 
also, very importantly, with regard to the manufacturing 
tolerances. which drive manufacturing costs strongly, if 
they are very small. 

These objectives on purpose have been detailed somewhat in 
order to show the strong couplings of aerothermodynamics with 
the other major diciplines of hypersonic vehicle design, to 
which vehicle control should explicitly be added. These coup- 
lings are extraordinary large for airbreathing vehicles, which 
are drag sensitive, and where the effective integration of the 
(elastic) airframe with the propulsion system is of utmost 
importance in order to achieve positive "thrust minus drag". 

Of course the performance demands on the vehicle must be 
met on all trajectory segments, including take-off, landing and 
also on abort trajectories. Structural heat loads pose a special 
problem, because they are cumulative on the trajectory, with 
postive and negative increments. Another problem typical for 
hypersonic flight are strong interaction phenomena including 
gap and sneak flow phenomena. which can lead to very large 
heat loads and mechanical (pressure) loads increments. Their 
locations and their strengths vary with vehicle attitude, speed 
and altitude, which is difficulty to predict with the presently 
available simulation means. In the structure layout this can lead 
to special risks or to weigth increments out of safety considera- 
tions. 

The objectives of aerothermodynamics are discussed here 
without special regard to the particular design problems, which 
are connected to the vehicle classes discussed in Chapter 2. 
The demands on the design strategies, the tools and the inter- 
disciplinary couplings are very different, although commonali- 
ties exist. The similarities of, for instance, the vehicle plan- 
forms, Fig.2 (Ref.3). would be misleading in this respect. None 
of the vehicle classes can be considered as to be established 
like in aircraft design the classes "wide body transport aircraft", 
or "slender fighter aircraft". The design experience, if available 
at all , is very limited in each of the classes. 

I 
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ph.8. major tools re8ults obJectlve I n  vehlcle deslgn 

prcdesign hand book methods approaimate aerodyne- configuration definition. trades, 

loads performance. sendtlvltles, flight 

- 
approximate methods mic performance data, preliminary vehicle feaslbiilty: 

BO m I A 

Fig. 3 Schematic of the approach in the Hypersonics Tech- 
nology and Verification Concept study, Ref. 6 

CAVs : - 

60 m 

RVs: - 

IIERHES 

' *  development wind tunnel -+ mechanical and Input for structural design of 
numerical methods thermal loads. vehicle and components. aero- I 1 'elastilied' 1 elastic increments 

aerodynamic data bare 

- 

- 

identification of necessary Transfer Models, 

definition of technology development and verification 
strategies for the technology areas and of the overall 
strategy, 

identification of long-term basic research and development 
work, 

- 

- development of a simulation-hardware master plan 
(ground-simulation facilities, super computers. experimen- 
tal vehicles), with time schedules and costs estimations. 

The approach to develop this concept is sketched in Fig.3, 
Ref.6. With the results and knowledge obtained in the Techno- 
logy Programme, including the reference concept studies, the 
requirements on the key 

dynamics. propulsion. materials 

design approaimate methods vehicle feasibility. configuration 
-+ numerical methods finalization, input lor other 

disciplines: 

performance 
1 cycie t 

4. THE TECHNOLOGY DEVELOPMENT AND VERI- 
FICATION CONCEPT OF THE GERMAN HYPER- 
SONICS TECHNOLOGY PROGRAMME 

The perceived large technological risks of the reference con- 
cept S w G E R .  the apparent shortcomings of simulation means, 
and the large costs of an as necessary considered experimental 
vehicle, Ref. 4, led early in the Technology Programme to 
plans to develop a Technology Development and Verification 
Concept, Ref. 5. 
The objectives of this concept for Phase II (technology matur- 
ation and verification) of the Technology Programme, which at 
that time was seen as a continuation of Phase I in a European 
frame. are: 

- structuring of the technology development (maturation) 
and verification process, 

identification of interdependencies between the four tech- 
nology areas propulsion, aerothermodynamics, structures 
and materials, guidance and control, subsystems, 

identification of simulation needs (ground-facility simula- 
tion, computational simulation) and of shortcomings and 
deficiencies of simulation means. 

- 

- 

technologies are assessed. Then the demands on the simulation 
means are compared with their potentials. Deficits are identi- 
fied, also necessary Transfer Models. Technology development 
and verification strategies are formulated. These in turn have 
demands on the simulation means, for instance, new ground- 
simulation facilities and techniques for basic R&D work can 
become necessary. They may also have demands for one or 
more experimental vehicles, which must allow to obtain data 
(e.g. flow-physics data for Transfer Modells, which cannot be 
obtained in wind tunnels), to test component technologies, and 
to verify the design strategy, Transfer Models, etc. (see Chapter 
lo). The experimental vehicles themselves must be designed 
and developed, and may have their own requirements on key 
technologies. Hence the doubly recursive structure in Fig. 3. 

The major topics treated in the study were, Ref. 6, 

o the reference concept (flight parameters, configuration/ 
component structuring, beyond the refence concept, poten- 
tial experimental vehicles), 

o the design problem (design strategy, airframe/propulsion 
integration with regard to the flow path from tip to tail, 
airframe/propulsion integration with regard to flyability 
and contr\ollability. heat-loaded structure, component tech- 
nologies, 'simulation means, sensitivities and the implica- 
tions, the Transfer Model concept), 

for each of the four technology areas propulsion, aerothermo- 
dynamics, structures and materials, guidance and control, sub- 
systems 

o technology demands of the reference concept and of po- 
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tential experimental vehicles, 

potentials and deficits of simulation means, 

technology development and verification strategies 

upper stage 

32,45 m 

5,40 m 

5,20 m 

17.7 m 

flockel (LHULOX) 

1 

1500 kN 

unmanned: 7 lo 

l l S t 0  

and finally 

o certification issues and the general technology develop- 
ment and verification concept (problem summary, the 
general concept, implementation issues, cost estimation, 
risks consideration, alternatives). 

5. THE REFERENCE CONCEPT OF THE GERMAN 
HYPERSONICS TECHNOLOGIES PROGRAMME 

The reference concept of the German Hypersonics Technology 
Programme was the lower stage of the space-transportation 
system S m G E R .  It was documented in several publications, 
see e.g. Refs. 2 and 7. In the following a short description of 
it is given. 

The space-transportation system S m G E R  is a fully reusable 
two-stage-to-orbit system with an airbreathing first stage and a 
rocket-propelled upper stage. The stage- separation process is 
initiated at M = 6.8 at an altitude of about 32 km. The only 
fuel is liquid hydrogen, burned by air in the lower stage, and 
by onboard liquid oxygen in the upper stage. Both stages take 
off - the upper stage on top of the lower stage - and land 
horizontally like airplanes, making use of aerodynamic lift. 
Fig. 4 shows a three-sides view of the space-transportation 
system. 

Fig , 4 The SiihGER configuration, Ref: 7 

The payload is 7 Mg for the unmanned version, and 3.3 Mg 
plus up to 5 astronauts for the manned version, which is taken 
into the Space Station orbit. The launch and landing site requi- 
rements - launch from and landing in Europe - are met by a 
cruise capability of 3100 km for the lower stage, and a cross- 
range capability of 2500 km for the upper stage. The major 
data of the S m G E R  system are given in Table 3. 

Table 3 Major data of the SiihGER system, Re$ 7 

fuselage length 

fuselage height 

fuselage widlh 

span width 

engines 

number 

thrust 

paybad 

gross takeoft weigM 

The aerodynamic shape of the lower stage represents a blended 
body configuration with a double delta wing, Fig. 4. The long 
and slender forebody is flat on the lower side in order to achie- 
ve so much precompression, that the capture area of the inlets 
is reduced to a sufficient degree. The propulsion system, in- 
cluding the inlet and the nozzle, is located at the lower side 
between 60 and 90 per cent of the fuselage length. The last 10 
percent are the outer expansion ramp of the nozzle. Control 
surfaces at the trailing edge of the second delta of the wing, 
together with the thrust vector, control the longitudinal move- 
ment. The lateral movement is controlled by two fins at the 
end of the configuration. The upper stage sits in a trough on 
the upper side between 50 and 90 per cent. 

At hypersonic flight, the lower side of the vehicle is a highly 
integrated lift, propulsion and control system, Ref. 8. The 
upper side does not contribute much to the lift at hypersonic 
speed. The lower stage is viscous-effects dominated, in contrast 
to the upper stage, which is pressure-field dominated. The 
airbreathing propulsion system consists of five turbo/RAM-jet 
engines. The RAM duct surrounds the turbo engine and is 
completely closed during turbo-mode operation, Fig. 5. The 
transition from turbo to RAM-jet mode occurs between M = 
3.3 and M = 3.8. The RAM-combustion chamber and fuel 
injection devices 

Ram Duct AnerJRambulner Erpansion Ramp 
Divetier Duct \ \ 

\ / 
Fronl Closure Mechantsm 

/ \ , 2D.N0zzle 

Rear Closure Mecharuzm Engine 

Fig. 5 Lower stage airbreathing propulsion system, Ref: 7 

serve also as the afterburner devices during turbo operation. In 
order to adapt the engine to the actual flight Mach number, the 
air inlet and the twodimensional nozzle need to have variable 
geometry. 

For the lower stage airframe two structural concepts are possi- 
ble in principle: 

- a hot thin-sheet load carrying (primary) structure without 
heat protection system, 

a cold load-carrying (primary) structure with a heat pro- 
tection system. 

- 

Due to the maximum Mach number of M = 7 there is no need 
of active cooling of the structure, or parts of it, which holds for 
both concepts. Surface-radiation cooling is so effective, that the 
actual structure, the concept of which is a combination of the 
two extremes mentioned above, predominantly has a hot prima- 
ry structure made from advanced titanium alloy, Fig. 6. 
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Fig.  6 Lower stage reference structural concept, Ret 7 

There is certainly no doubt. that a Mach 6 to 7 airbreathing 
hypersonic aircraft can be developed and flown today. Howe- 
ver, the technological challenge is enormous, Fig. 7. if a space 
transportation system of S m G E R  size is to be developed, 
which is supposed to reduce orbit transportation costs by one 
order of magnitude compared to he costs of the presentday 

a0 -I 

Fig. 8 shows the flight Mach number over the flight altitude. 
The largest Mach number M = 6.8 occurs shortly before the 
staging manoeuvre. The descent trajectory lies higher than the 
ascent trajectory. The flight time, Fig. 9. is about 45 min for 
the ascent. and about 40 min for the descent. The angles of 
attack and yaw ranges are given in Fig. 10. 
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Fig. 8 Mach number M of S,&VG.FR lower stage vs. altitude 
A h .  Ref. 6 
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Fig. 7 Comparison of the total energy of airbreathing air- 
craft and the XI5 to that of the reference concept 
s,&VG.FR, Ref. 5 

Fig.  9 Time history of laver stage flight, Ref. 6 

6. FLIGHT PARAMETERS OF THE REFERENCE 
CONCEPT 
The technology demands, and hence also the demands on the 
technology means for the development of any flight vehicle are 
directly depending on the physical parameters, which are pre- 
sent on the trajectory. In the following some of the flight para- 
meters most important for the technology area aerothermodyna- 
mics of the lower stage of the reference concept S m G E R  are 
given, Figs. 8 to 15, Ref. 6. In Figs. 11 to 15 data are included 
from the "beyond- the- reference-concept'' considerations in 
Ref. 6 (v = 3 km/s and v = 4 km/s, with the same reference 
length, L = 82.5 m. where it applies, as that for the reference 
concept). 
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Fig. 10 Angle of attack a, and limiting yaw angle p for the 

SmGER lower stage as functions of the Mach num- 
ber M, Re$ 6 

Because the ascent trajectory lies at a lower altitude, where the 
loads are larger, the flight parameters in the following are 
given only for this trajectory. The flight velocity follows al- 
most linearily the Mach number, Fig. 11, because the static 
temperature does not vary very much along the trajectory, 
Fig. 12. Although the static pressure, and hence the density, 
soon becomes very loow, Fig. 12, the Reynolds number, which 
is based on the vehicle length, L = 82.5 m, is so large, Fig. 11, 
that the flow on the configuration becomes turbulent. 
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Fig. 11 Reynolds number Re and velocity v as functions of 

the Mach number M, Re$ 6 

0 2 4 6 8 1 0 1 2 1 4  

M [-I 
Fig. 12 Static temperature T, and static pressure p,  as 

function of the Mach number M, Re$ 6 

The total enthalpy, the total temperature for both perfect and 
equilibrium real gas (forebody nose tip, Euler calculation) are 
given in Fig. 13. At M = 6.8 the real gas effects are not yet 
strong (ATo = 200 K), but appreciable. Beyond the reference 
concept they become overwhelming, and certainly nonequi- 
librium effects, Refs. 9, 10, will have to be regarded in the 
flow past and through (propulsion system) the vehicle. Note, 
that the total temperature (more exactly the total enthalpy) at a 
given Mach number and altitude is constant everywhere on the 
airframe and in the propulsion system, except where energy is 
added or substracted. With regard to structural heat loads, 
however, it must be remembered, that external configuration 
surfaces are radiation cooled. Therefore the total temperature, 
or, respectively, the recovery temperature, actually is only an 
independent variable in the radiation-adiabatic temperature 
relation, Ref. 11. 
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Fig. 13 Total enthalpy H, total temperature perfect gas To,, 

and equilibrium real gas Tor as function of the Mach 
number M, Ref: 6 

An important parameter is the Knudsen number, Refs. 9,lO. 
For values above approximately 0.01 rarefaction effects must 
be regarded in the aerothermodynamic design of the vehicle 
and its components,. The Knudsen numbers given in Fig. 14 are 
based on the free-stream mean-free path and different charac- 
teristical lengths. Up to the highest Mach numbers considered 
the Knudsen number for the whole vehicle is not critical. For 
the two smallest length scales & = 1 cm and lmm, which 
may represent inlet-lip diameters, measurement orifices and the 
like, however, rarefaction effects must be regarded for Mach 
numbers larger than M = 6. 

Fig. 14 
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Knudren number Kn for different characteristical 
lengths L,, as functions of the Mach number M, 
Re$ 6 
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7. GENERAL ASSESSMENT OF AEROTHERMODY- 
NAMICS SIMULATION MEANS 

Two major classes of simulation means are distinguished in 
aerothermodynamics: 

- computational simulation, which encompasses approxima- 
te and numerical methods, notably transfer models, 
ground-facility simulation, which encompasses wind tun- 
nels, shock tubes, etc., with appropriate sub-scale models 
of vehicle configurations and configuration components 
like the inlet and the nozzle/afterbody. 

- 

In this chapter an overview is given over their abilities to 
simulate aerothemodynamic phenomena, which appear on the 
respective vehicle configurations and their components. These 
abilities are partly very restricted. Considered are phenomena, 
Table 4, which come on top of the phenomena, which are dealt 
with in aerodynamic design work for aircraft with a speed up 
to M= 3. 

i 

-;zh 

Table 4 Assessment of simulation means for potentially criti- 
cal aerothermodynamic phenomena, Ref1 (RV: ren- 
try vehicle, CAV: cruise and acceleration vehicle, 
ARV: arcent and reentry vehicle, AOTV: aeroassisted 
orbital transfer vehicle) 

No. 

1 

Phenomena Vehlcle class Slmulatbn means 

eomputa~onal ground I ~ C I I R I ~ S  

tran?lilion laminar-turbulent CAV. ARV (RV) poor lpoor 

2 

3 

attached turbulent lbw CAV. ARV (RV) lair lair (7) 
--> Re. tripping 

laminar strong Interadion R V , A O N  good good 
(boundary layer I shock I vortex) 
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4 

5 

6 

turbulent strong Interadion CAV. ARV (RV) poor lair (7) 
(boundary layer I shock I vortex) -3 Re, tripping 

laminar separation R V . A O N  good good 

turbulent wparatlon CAV, ARV (RV) poor lair (7) 
--> Re. IriDdng 

RV. ARV, AOTV (CAW poor poor 

I RV. ARV. A O N  

Table 4 shows the big problems with presentday aerothermo- 
dynamic simulation means. Especially viscosity-effects domina- 
ted vehicles with turbulent flows (CAV, ARV. partly also RV. 
if they are to have large down range and cross range capabili- 
ties) are most affected. In the design process especially the 
verification step in ground facilities has the biggest shortco- 
mings. 

The reason why viscosity-effects dominated vehicles with 
turbulent flow are affected, are the ground-facility shortco- 
mings to simulate properly transition laminar-turbulent and 
turbulent flow, and in computation methods the shortcomings 
of transition models, of turbulence models for separated and 
strongly interacting flows, and of uncertain models for turbu- 
lent heat and mass transport, especially if thermochemical 
effects play a role. This affects both viscosity-dominated phe- 
nomena (items No. 4 and 6 in Table 4). and heat and mass 
transfer (items No. 10.1 1). Of course, depending on the flight 
domain, the shortcomings can be more or less important, and 
the predictability might even be fair to good. Surface catalytic 
recombination (item No. 14) can be described well only in the 
limiting cases of fully catalytic or non-catalytic surfaces. Finite 
catalycity causes major modelling problems. Surface accommo- 
dation (item No. 15) refers to slip and temperature jump (item 
No. 7). The dependency of these phenomena on the respective 
accommodation coefficients is not very strong, as experience 
sofar indicates. 

However, the message of Table 4 demands a very differentia- 
ted consideration. A major rule is, that not each of the conside- 
red phenomena necessarily needs a simulation of high accuracy 
in the design process of a hypersonic vehicle (this is a general 
rule, which holds for every design problem). The accuracy 
demand is a function of the sensitivity of the vehicle/compo- 
nent performance, property etc. on the respective phenomenon. 
For the recovery temperature, for instance, it does not matter 
much, whether the flow is laminar or turbulent. This is in 
contrast to the radiation-adiabatic temperature, which is very 
strongly affected by the state of the boundary layer, Ref. 11.  
Hence, if only the recovery temperature is of interest, and the 
structure and materials concept chosen permits small uncertain- 
ties, the location of transition laminar-turbulent does not play 
a deciding role. It could be assumed in numerical simulations 
that the flow is completely turbulent, and, if possibel at all for 
other reasons, in wind-tunnel simulation boundary-layer trip- 
ping near the tip of the configuration would suffice. 

On the other hand the radiation-adiabatic temperature, for 
instance at the radiation-cooled lower side of a M = 7 CAV - 
type configuration, not only affects the structure and materials 
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concept, but also the viscous drag of a large part of the vehi- 
cle, and the onset-flow to the inlet. Even this would not make 
an accurate determination of the transition location necessary in 
the begin. Instead first it would be studied parametrically with 
numerical simulation tools, how the transition location affects 
the structure and materials concept, drag and the inlet-onset 
flow. If all these are insensitive to the parametrical changes, 
and the whole design is not affected, the flow could be consi- 
dered as completely turbulent as in the recovery-temperature 
case. Only if one or more of the above would emerge as sensi- 
tive to the laminar-turbulent transition location. the designer 
has a simulation problem. This concems then not only transi- 
tion (item No.1). but also items No. 2. 10, 12 and 13 of Ta- 
ble 4 (unfortunately the prediction of the location of transition 
laminar-turbulent is a major problem with CAV- and ARV- 
type configurations. very large with a SmGER-type vehicle 
(M = 7), and extremely large with a X30-type vehicle (M = 
12 - 16)). 

This short discussion reveals why a technology programme 
needs a reference concept, which must be studied to a suffi- 
cient depth in order to identify sensitivities, technology gaps, 
etc.. Actually it must go through the pre-design phase (Ta- 
ble 2), in order to insure the vehicle feasibility, although this 
feasibility is only a preliminary one, because the key technolo- 
gies are not available by definition. Once the technology base 
has been improved, the reference concept must be reconside- 
red. It may happen then that sensitivities have shifted, and that 
other problems, phenomena etc. become more important. In the 
best case, the reference-concept work focusses and shapes the 
technology programme in an optimum way with regard to 
funding and time. However, the larger the technology steps, the 
larger are the risks. Therefore a technology programme must 
not be defined too narrow, in order to cover key-technology 
demands, which might be hidden initially, and surface only if 
the reference concept and/or the technology programme has 
evolved sufficiently. 

Table 4, however, also shows that large concerted efforts of 
research in flow-physics and in thermochemical modelling are 
necessary (this also holds for structure physics). Necessary are 
also new types of ground-simulation facilities, for instance with 
regard to hot-surface effects (radiation cooling, catalytic surfa- 
ce recombination, strong interaction effects). Ref. 11. 

Finally, Table 4 gives the motivation to develop the Transfer- 
Model approach sketched in Chapter 9. The major reasons for 
it are several principle shortcomings of ground-facility simula- 
tion, see also Refs. 12 and 13, which cannot be overcome to a 
sufficient degree by improvements. It gives also the motivation 
for experimental vehicles, which are needed because of the 
ground-facility simulation shortcomings, to acquire the data 
base to check the design strategy, the design tools, and to give 
the final input into flow-phyics and thermochemical models for 
the computational simulation tools and transfer models. 

8. SENSITIVITIES OF THE REFERENCE CONCEPT 

Sensitivity studies reveal critical items, performance and sy- 
stems risks, technology risks, and in the extreme, non-feasibili- 
ty of a technical product. The results of a sensitivity study 
must be considered very cautiously, because of the assumptions 
made, the general description level of the product, and becau- 
se they are just a snapshot of the present status of the design. 

In the following a few selected results from sensitivity studies 
of the reference concept S m G E R  (1 1Dl-configuration, Ref. 
7) and its propulsion system are discussed. These results must 
be considered with care, because the underlying assumptions 
and the investigation logic are not obvious. In the frame of this 
presentation they are used only to illustrate and quantify to a 
certain degree the technology demands of the reference system, 
which must be perceived as "frozen" during the discussion. 

In Fig. 16 the sensitivity of the take-off gross-weight of SAN- 
GER is given as function of the increments of the net thrust, 
the specific fuel consumption, the total drag, and the structural 
weight, Refs. 14, 15. Engine weight and size are fixed. The 
largest sensitivities exist for the thrust, where a decrease of 
about 3.5 per cent already causes the divergence of the design. 
The same happens, if the total drag is only about 6 per cent 
larger than the nominal one. The other sensitivities are not so 
large. 
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Fig. 16 Sensitivity of the rake-off gross-weight of the refe- 
rence concept (engine size and weight are fued)  
(after Refs. 14J.5) 

At the high Mach number end the viscous drag accounts 
roughly for about one third of the total drag. Fig. 17 shows the 
skin friction at the lower symmetry line of the lower stage of 
the reference concept, Ref. 16. The flow is assumed to become 
turbulent at x/L = 0.1, where L is the length of the forebody. 
Apart from the fact, that today the location of transition cannot 
be estimated to a reasonable degree of accuracy, the different 
assumptions with regard to perfect gasheal gas. and cold surfa- 
ce/radiation-adiabatic surface/adiabatic surface result in a pre- 
diction uncertainty of the viscous drag alone, which by far 
exceeds the permissable uncertainty of the total drag in Fig. 16. 
Note the curve representing a (computed) typical wind-tunnel 
result (H2K. DLR KSln-Porz. Re = 3*106, T, = 61 K. T, = 
300 K), Ref 17, which apparently is far away from reality, and 
note in addition the fact, that it is not known how good the 
turbulence models are. which were employed for the computa- 
tion of the different cases in Fig. 17. 

i 

1 
I 
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Skin friction at the laver symmetry line of the S;ihr- 
GER lower stage computed with different assump- 
tions (Refs. 16,17), legend see Fig.  18 ( M  = 6.8, 
Re, = I  .22 lb (L=55m), a = 6 ', (XJL),, = 0.1) 

Fig.  17 

With regard to the uncertainty of the location of the laminar- 
turbulent transition region, it has been reported on the X-30. 
that there this uncertainty had affected (in the design studies) 
the gross take-off weight by a factor of two and more, Ref. 18. 

The skin friction exerted by the turbulent boundary layer de- 
pends strongly on the wall temperature. In the radiation-adiaba- 
tic situation (nominal design situation) the wall temperature 
depends much more on the state of the boundary layer - lami- 
nar or turbulent - than in the adiabatic-wall situation, Fig. 18. 

0 0 1  0 2  03 0 4  0 5  0 6  0 7  0 8  0 9  1 0  

XlL 
Fig. 18 Wall temperature at the lower symmetry line of the 

S U G E R  lower stage computed with different as- 
sumptions (jlight parameters see Fig.  17). Ref. 16 

Accordingly, the heat loads on the airframe structure are not 
known very accurately, because of the uncertainties in turbu- 
lence modelling, and because of the present impossibility of an 
experimental simulation of the flow and the actual heat loads, 
Ref. 11. Of very large concem is the fact, that in the transition 

region the radiation-adiabatic wall temperature rises by about 
400 K. In Fig. 18 this rise occurs over about 1 m due to the 
fact that the turbulence model simply was switched on. In 
reality this distance might be larger. It is, however, very likely 
that the transition region does not simply wrap around the 
forebody like a band, but that narrow tongues might develop 
with resulting large temperature gradients not only in longitu- 
dinal but also in transversal direction. As a result, these uncer- 
tainties will lead to excessive weight. but also to uncertainties 
with regard to the static and dynamic aeroelastic properties of 
the airframe. 

Fig. 19. Refs. 14, 15, illustrates the static deformation of the 
S m G E R  forebody at flight condition (M = 6.8) with the cold 
forebody as reference. A hot primary structure was assumed 
with such a structural design, that the heating results rather in 
deformations than in additional stresses. Because at the flight 
condition considered (M = 6.8) the (nominal) radiation-adiaba- 
tic temperature is about 250 K (turbulent flow) lower on the 
upper side of the forebody than on the lower side, Fig. 18. a 
"bananization", Ref. 15, with a nose-up displacement of about 
2 m occurs. Secondary effects reduce this displacement so- 
mewhat. And, of course a proper insulation, or even a cold 
primary structure concept with a thermal protection system 
could reduce it almost completely. Much more effective would 
be a tayloring (reduction) of the surface-radiation emission 
coefficient on the upper side of the forebody in order to avoid 
the temperature differences. This would in addition reduce the 
turbulent viscous drag on the upper side. 

effect of 
insulation 
(bonomJ 

2 -  

1 -  

0 -  
primary. + secondary + trim 
static + aero. load 

Fig.  19 Idealized effect of the temperature difference between 
the lower and the upper side of the forebody 
(L=55 m) of the SANGER lower stage on its static 
aeroelaslic behaviour, Ref. 15 (M = 6.8 at 31 k.m 
altitude, a = 64 Ah,,,: nose-up displacement) 

Remains the dynamic deformation of the forebody in flight. 
Preliminary estimations of the amplitude range for the present 
structure concept from 1" to 3". with complicated eigen- 
modes, with frequencies from 1 to 3 Hz, Ref. 6. Such dynamic 
properties of the forebody structure certainly are not accepta- 
ble. A solution would be to make the structure stiffer, however, 
this would be possible only with severe weight penalties. Con- 
sidering the fact that the ratio payload/"dry-mass empty" of 
SANGER is only 4.4 percent, Ref. 6 (it is one order of magni- 
tude smaller than that of modem passenger aircraft), structural 
weight is a problem, even if the overall take-off gross-weight 
sensitivity is relatively small, Fig. 16. In the design of modem 
fighter aircraft a contingency of about 7 to 8 percent for the 
"dry-mass empty" is worked with today (e.g. Ref. 19). From 
first flight to full mission employment another 2.5 to 3 percent 
mass growth is the rule. These numbers and the very small 
payload/"dry-mass empty" ratio illustrate the very large chal- 



12-10 

lenges in the structures and materials field. The "dry-mass 
empty" must be exactly the nominal one with the f i s t  copy of 
the STS. 

These results must be seen in connection with the sensitivities 
of the propulsion system. Fig. 20, taken from Ref. 20, demon- 
strates a very large sensitivity of the net installed thrust on 
changes of the angle of attack. The net installed thrust is the 
actual thrust produced by the nozzle minus the flow momen- 
tum entering the inlet. the drag due to forebody boundary-layer 
diverting, spill drag, bypass drag and bleed drag , Ref. 20. 

1.10 

1 .oo 

0.90 

0.80 

Fig. 20 Influence of (effective) angle of attack changes A a  of 
the lower side of the SiihrGER forebody on the net 
installed thrust FNre, , Re$ 20 

The main mechanism of this sensitivity is to be seen in the 
influence of the amount of precompression on the propulsion 
system. At M = 6.8 only one degree less than the nominal 
angle of attack (of the lower side of the forebody) reduces the 
net installed thrust by about seven percent. One degree more 
would give four percent more thrust. Both numbers, however, 
must be connected to the wave-drag changes, associated with 
the angle of attack changes, which is not done here. The im- 
portant result is, that the effective angle of attack of the lower 
side of the forebody must be controlled very delicately. The 
real static and dynamic deformations of the forebody must be 
known very early in the design process in order to design the 
necessary control means (sensors, flighVpropulsion-control 
system, aerodynamic control surfaces). If this structure system 
cannot be controlled, the discussed sensitivity must be reduced 
by structural changes, or, for instance, by an adaptation of the 
inleVpropulsion control system to this situation. 

As was said initially, all these results must be considered very 
carefully. They represent a snapshot picture of the system at a 
given moment in the design process. The designer must try to 
find means and ways to reduce the sensitivities to acceptable 
ones. Acceptable are those risks, which can be met. This is the 
case, when the functional properties of the whole system and 
its components meet the performance needs. This, however, 
can only be determined with adequate simulation means. This 
implies, that the sensitivities govern to a large extent the de- 
mands on the simulation means. 

9. THE TRANSFER MODEL CONCEPT 
The very large design (technical, financial) and operation 
(personal, performance) risks make it necessary to find altema- 
tives to the classical design process in all technology fields 

considered here, because of the many serious simulation pro- 
blems and shortcomings encountered in hypersonic vehicle 
design. Examples are the propulsion system, airframdpropul- 
sion integration, upper-stage separation etc. Fig. 7 illustrates 
the very large technology challenge by comparing the nominal 
total energy of airbreathing aircraft and the X15 to that of the 
reference concept of the German Hypersonics Technology 
Programme. 

While the design objectives of the classical design process 
remain valid, kind and role of the design tools must be redefi- 
ned. In the frame of the German Hypersonics Technology 
Programme the Transfer-Model philosophy, Ref. 5, was develo- 
ped, which is valid for all involved technology areas. The main 
reason is always the shortcomings of ground simulation in the 
verification step to cope with the parameter demands, and 
partly with the sheer size of the vehicles and their components. 

Transfer models are disciplinary and especially interdisciplinary 

steady and unsteady 

- 

and partly very sophisticated 

- scaling methods 

numerical simulation methods of highest complexity 

of such power and accuracy that the demands of all design 
steps including the verification step are covered. Essentially 
they must allow to transfer knowledge and data found with 
ground simulation (sub-scale tests) and computational simula- 
tion to the full-size design problem without the classical 
ground-facility verification step. 

The term "Transfer Model" has been introduced deliberately, 
because not simply computation methods are meant like those 
of computational fluid dynamics (CFD), or computational 
structural mechanics (CSM), etc. It must be clearly understood, 
that Transfer Models are numerical simulation methods (and 
scaling methods), which describe real life processes, which are 
characterized in the present context by severe flow/structure 
interactions, and by dynamic phenomena due to these inter- 
actions, but also due to flow separation (the Reynolds or Favre 
averaged Navier-Stokes equations by definition do not describe 
the real "granularity" of turbulent flow, Ref. 21), acustic phe- 
nomena, and combustion instabilities. On the other hand the 
true dynamic behaviour and responses of extreme light-weight 
structures presently are not known before fully representative 
samples have been built and tested. 

Transfer Models on the other hand are nothing new. They are 
used in many fields, also in aerodynamics, however, not in 
such an interdisciplinary environment. In the present context 
they pose an enormous challenge, because the very fact. that 
the design verification in ground-simulation facilities is not 
possible to a sufficient degree, hampers also the development 
of such models. The development of such models solely from 
fmt  principles would be utopian. Instead a pragmatical appro- 
ach with much engineering judgement and a systematic use of 
all simulation means including experimental vehicles is neces- 
sary. 

Several basic requirements exist for the successful development 
of transfer models: 

- high performance interdisciplinary computation methods, 
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computer architectures with true teraflops and even higher 
performance at very low cost levels, 
flow-physics and thermochemical models of sufficient 
accuracy, 
dynamic structural models with sufficient accuracy of 
material properties and the modelling of joints (structure- 
physics models), 
novel special ground-simulation facilities and test techni- 
ques for the creation of appropriate experimental data 
bases, 
appropriate hypersonic experimental vehicles for the ga- 
thering of experimental data, which cannot be obtained in 
ground-simulation facilities, for the validation of flow- 
physics, thermochemical and structure-physics models and 
finally for the validation of Transfer Models, other design 
tools and the overall design strategy. 

The development and the application process of Transfer Mo- 
dels in general is shown in Fig. 21 in a very schematic way. 
Basically the classical simulation means are employed. In Step 
1 a generic configuration or component is designed with the 
available methodology and computational tools. A model is 
tested in a suitable ground facility. With the knowledge and 
data gained the Transfer Model, which in general will be a 
(interdisciplinary) computation method, or a combination of 
(interdisciplinary) computation methods, is improved. A pre- 
operational design is made in Step 2 with the improved Trans- 
fer Model, and a model is tested in a preferably larger ground 
facility. Methodology, simulation tools and the Transfer Model 
have reached the first validation level at the end of Step 2. 
Note that not only the computational tools, and the Transfer 
Model must be validated, but also design methodology and 
ground-facility simulation. All is put in Step 3 to the first 
decisive test. An operational experimental vehicle is designed. 
Preferably models of the configuration and its major compo- 
nents should be tested, if ground facilities are available (size, 
parameter range). The flight tests and experiments then show 
whether the design methodology and the design tools (compu- 
tational simulation, ground-facility simulation) have reached a 
sufficient validation level (level 2). In addition the information, 
which cannot be gained in ground facilities (flight data as final 
input into flow-physics and thermodynamic models, notably 
laminar-turbulent transition and turbulence data) is obtained. 
Level 2-validation by definition means that the enabling tech- 
nology is available, and especially the Transfer Models, to 
design a space-transportation system of the reference-concept 
type. 

Fig. 21 Schematic of the development, verification and ap- 
plication process of transfer models (EV: experimen- 
tal vehicle, TST: space transportation system), Re/. 5 

However, the flight tests may reveal, that level 2-validation of 
a particular Transfer Model cannot be reached, and that for 
instance. a pre-STS configuration or component must be desi- 
gned, which is then to be tested in a very large and costly, 
newly to be created, dedicated ground facility (Step 4'). The 
data and knowledge then gained could lead to the necessary 
level 2'-validation of the respective Transfer Model. In the 
worst case the result of Step 4' could be, that the necessary 
enabling technology cannot be provided. History has seen such 
situations. 

Basic research in flow-physics and thermodynamic modelling 
plays a major role, and must combine all kinds of research 
efforts and tools in continuous long-year Unified Approaches, 
Ref. 21, which also holds for structure-physics modelling. It 
will give input into the Transfer Models, will get data from 
ground-facility simulation, and very important, from the flight 
experiments. Dedicated ground facilities, computational tools 
etc. will be developed and employed. 

10. FLIGHT TESTING WITH EXPERIMENTAL VE- 
HICLES 

In Chapter 4 i t  was explained that potential experimental vehi- 
cles, as well as all simulation means, must be considered for 
the Technology Development and Verification Concept, too, 
Fig. 3. This is necessary because they can pose technology de- 
mands different from that of the reference concept. The design 
risk and the operational risk of such vehicles are of concern, 
too, even i f  low-cost approaches are chosen. 

Hypersonics technology development in the USA has relied on 
many experimental vehicles, Ref. 22. especially for reentry 
purposes (X-23. X-24). In Russia the BOR I to IV vehicles 
were flown to prepare the technology needed for BURAN. In 
the frame of the NASP-programme originally the X-30 was 
conceived as an experimental vehicle. For the European HER- 
MES project the experimental vehicle MAIA was envisaged, 
Refs. 12.23. An overview over the known hypersonics experi- 
mental vehicle programmes, especially the programmes to 
explore reentry and lifting-body technology at both high and 
low-speed in the USA, is given in Ref. 23. 

The primary objectives of experimental vehicles are, Refs.5.23: 

- 

- 
- 

validation of overall system design, 

validation of overall design methodology, 

validation of design tools and simulation means (Transfer 
Models), 

validation of the aerothermodynamic design methodology, 

in-flight testing of propulsion system, 

in-flight testing of propulsion integration, 

proof of flight-vehicle stability and control properties, 

gathering of flow-physics and thermochemical data, which 
cannot be obtained in ground facilities (Transfer Model 
aspects). 

- 

- 

- 

- 
- 

The following demands must be put on experimental vehicles: 

- 

- 
they must be cheap, low-risk vehicles, 

they must be reusable in order to perform a "step by step" 
programme. 

they must be large enough and fly an envelope such that - 

I 
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the needed information can be obtained (functions and 
phenomena must be present, and not unduely mixed or 
masked), 

they must be in time in the whole technology programme 
schedule. 

- 

The problems then encountered are 

- experimental vehicles themselves must be designed with 
all their own problems and risks, which however can be 
reduced by a stepwise approach with several vehicles 
from smaller to larger ones (cost? time?), 

in-flight measurements of data with sufficient accuracy, 
data rates and repeatability. 

(speed and atmospheric inhomogenities as driver). 

weight, volume, energy demand, cooling demand, flight 
qualification, availability and cost of measurement sy- 
stems, 

vehicle system behaviour (stability and control, flight 
quality, transient states, aerothermoelastic effects), 

numerical analysis methods for the investigation and 
correlation of the measured data, and the isolation of the 
functions and phenomena in question and their parame- 
ters. 

- 

- air data measurements (v-, p-, T,) and data rates 

- 

- 

- 

In the frame of the German Hypersonics Technology Program- 
me, experimental vehicle studies were performed continuously 
in parallel to the technology development work. The techno- 
logical demands of the reference concept led to a first concept 
of an "aircraft-like" experimental vehicle, HYTEX 5.6, Refs. 
24.25. The abbreviation "HYTEX" stands for b e r s o n i c s  
- Technology m r i m e n t a l  vehicle. Fig. 22 shows this manned 
vehicle with two turbo-RAM combined cycle engines, which 
could meet nearly all requirements with regard to the popul- 
sion system, aerothermodynamics, materials, structures and 
subsystems resulting from the flight path of the S m G E R  
lower stage including horizontal take-off and landing. 

n 

i 
i 
i 

f j 

Fig. 22 HYTEX 5.6 ( M  = 5.6) - baseline configuration 2/91, 
Ref. 24 

The last one finally led to an altemative concept, which had its 
emphasis on RAM-engine testing. HYTEX D2 (R-A3), shown 
in Fig. 23, is based on an existing drone produced by RADU- 
CA in Dubna. Russia. This drone has been launched success- 
fully several -hundred times from a Tupolev Tu-22M3 aircraft 
at M = 1.6. The rocket-propelled vehicle can reach Mach 
numbers up to 6' and maintain constant speed during its flight 
envelope for a short time. It has originally been developed to 
be used as a target vehicle. The basic idea was to attach the 
RAM-engine to be tested on the lower side of the vehicle 
(passenger test) and to ignite it during flight at constant speed. 
The feasibility of the RADUGA drone D2 to cany the test 
engine has been investigated and proven by the latest study 
work together with Russian partners, Ref. 26. This demonstra- 
tor vehicle concept seems to be the easiest and cheapest means 
to demonstrate the RAM-engine operating in real flight envi- 
ronment within a short time schedule. It is based to a large 
extent on already existing and available flight hardware (RA- 
DUGA Drone D2 and Tupolev TU-22M3), flight testing expe- 
rience and infrastructure available at the Russian Flight Testing 
Institute (LEE) at Zhukowsky. Only the development and 
manufacturing of the RAM-engine to be tested in flight-rated 
hardware would have been required. 

A first assessment of costs for the development and procure- 
ment of this vehicle resulted in the recommendation to investi- 
gate less costly demonstrator vehicle concepts. Several studies 
have been performed since, see e.g. Refs. 4. 26. 6. 

Finally it is remarked. that experimental vehicles must strictly 
be seen as an integral part of a technology development effort. 
They are to be the "capstone" in the "vault" of the technology 
programme. Actually they must play the role of a precursor 
reference concept, which is in parallel of the actual reference 
concept. but.must not be just a down-scaled vehicle. This 
anyway in general is not possible because of, at least, heat 
loads issues, Ref. 11. 

11. TECHNOLOGY DEVELOPMENT AND VERIFICA- 
TION: GENERAL RESULTS 

System studies. including sensitivity studies, and technology 
work have identified the critical technology issues of future 
airbreathing space transportation systems, i.e. the lower stage 
of the two-stage-to-orbit refence system S m C E R  of the Cer- 
man Hypersonics Technology Programme. This regards all four 
technology areas. The critical topics are mainly connected with 
simulation problems (computational simulation, ground-facility 
simulation, in-flight simulation) of structure and functions of 
the lower stage and its components. 

In view of the technology development processes and finally 
the system definition. development and verification processes 
of an space transportation system and its components, four 
most critical items were identified in the study, Ref. 6. In a 
sense, they encompass almost all key-technology items, and 
aerothermodynamics is always involved directly or indirectly. 
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These four items are: 

The determination and verification of the viscous drag of 
the lower stage, the viscous forebody (inlet-onset) flow, 
and the (especially) forebody mechanical and heat loads 
in view of the identified sensitivities of the system (drag, 
airframe/ propulsion integratiodcoupling, structures and 
materials concept). Viscous flow in presence of the nose- 
tip entropy layer, a radiation cooled surface, low to medi- 
um real-gas effects, multi-mechanisms laminar-turbulent 
transition and turbulence make these issues very hard to 
simulate computationally. and impossible to simulate fully 
in any ground facility (wind tunnel). 

The design and especially the ground-facility verification 
of a M = 3 to 7 RAM propulsion inlet in a realistic envi- 
ronment with real-gas effects, hot (although partially 
cooled) elastic surfaces, laminar-turbulent transition, tur- 
bulent strong interaction effects, and realistic viscous 
inlet-onset flow, with and without forebody boundary- 
layer diverter effects. A full ground test, which allows to 
answer all technology. performance and sensitivity issues 
is considered as not possible. 

The ground-facility verification (free-jet test) of the lower 
stage propulsion system, i.e. the system inlet/RAM bur- 
ner/nozzle for the M = 3 to 7 regime under real flight 
conditions. With 2 meter diameter of the RAM burner, 
and an overall length of the propulsion system of about 
30 m, such testing is not possible in view of the necessary 
facility size and the power demands. Costs would be 
prohibitive and the simulation fidelity not assured. 

The ground-facility verification of the static, but especial- 
ly the dynamic properties of the lower stage airframe (hot 
primary structure at a maximum temperature level of 
about 1000 K. mechanical and heat loads of M = 3 to 7 
flight (problem of laminar-turbulent transition zone shape, 
strong-interaction zone loads)). In view of the sensitivities 
(airframe/propulsion coupling) and the sheer size of the 
airframe static tests appear feasible at that temperature 
level, but not the dynamic tests, because again of prohibi- 
tive costs, power demands, and not assured simulation 
fidelity. 

No attempt was made in the study to classify all technology 
items according to, for instance, the NASA technology readi- 
ness levels, Ref. 27. Although such an exercise would be 
highly useful, and should perhaps be done at a later stage, it 
would not have suited the present study, which looked at the 
overall system issues, and the related component and compo- 
nent-integration issues. Important is the understanding of the 
systems and components sensitivities and their implications for 
the simulation means, if they cannot be eliminated or defused 
during the definition and development processes by altemative 
technical solutions. 

Finally a note on the sensitivities discussed in Chapter 8. As 
was already stated above, altemative technical solutions must 
be found, if the sensitivities lead to unacceptable design and 
operation risks, and/or to inacceptable or not realizable simula- 
tion demands. With regard to the mass-flow sensitivity of the 
propulsion system, this could, for instance, be an inlet ramp 
control system with much higher complexity than considered 
now, in order to adjust to mass-flow fluctuations due to the 
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dynamic deformation behaviour of the forebody. It could also 
be a stiffer cold primary structure of the airframe with a ther- 
mal protection system. Such a concept could be tested statical- 
ly and especially dynamically, because the heat-loading would 
be a secondary problem. However, both of these possible 
solution examples imply other and new problems, which need 
a full understanding, before they could be adopted. No easy 
solution can be guaranteed, if new and very demanding techno- 
logies are to be developed, which has led to the cancelling of 
many projects in the past. A noteworthy study in this respect, 
but also with regard to the whole subject of the present study 
is the report Ref.28 on the design evolution of a supersonic 
transport aircraft. 

The above concentration on the four most critical items must 
not distract the reader from the fact, that in all technology 
areas dedicated long and continuous development work would 
have been necessary in order to reach the goal of Phase 11. the 
readiness of the enabling technologies for the development of 
a new advanced space-transportation system. 

The simulation means and the design and verification proces- 
ses, especially with regard to aerothermodynamics can be rated, 
according to the results of the study, Rcf.6. as follows: 

Ground-simulation facilities: in general available, as- 
sessment and re-calibration with numerical methods ne- 
cessary, Hot Experimental Technique with hot, quiet 
hypersonic tunnel needed, principal restrictions of facili- 
ties to be overcome with Transfer-Model concept. 

Computational simulation: in general available, very 
large growth potential with massively parallel processor 
(MPP) computer architectures, urgent need of interdisci- 
plinary computation tools, flow-physics, thermochemical. 
structure-physics etc. models and general validation 
shortcomings to be overcome with the Transfa-Model 
concept. 

General verification work: wherever possible with clas- 
sical ground-facility simulation, otherwise with the Trans- 
fer-Model concept. 

Formalized and computer-based definition and deve- 
lopment processes: urgent need of a a holistic description 
of the highly integrated and sensitive vehicle system in 
view of the very large development and operation risks. 
The objectives are: 

- highly reliable feasibility assessments in any stage of 
the processes, 
initiation of altemative studies and approaches in due 
time, 
identification and assessment of technology issues, 
focussing of technology development efforts. 

- 

- 
- 

The final recommendation given in Ref. 6 for the technology 
development and verification in Phase II is a fully integrated 
and highly interdisciplinary approach, which combines work 
on technologies. experimental vehicles, and transfer-model 
development with extended reference concept studies in the 
following five elements, Fig. 24: 
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and Verificalion 

Fig. 24 The jive elements of the general Technolo- 
gy Development and Verification Concept 
of Phase I1 of the German Hypersonics 
Technology Programme, Re$ 6 

1. 

2. 

3. 

4. 

5. 

Development of Airframe Technology 
In this element the development work of the three classi- 
cal technology areas Aerothermodynamics, Structures and 
Materials, and Guidance and Control, Subsystems is com- 
bined into one entirety, in order to reach highest efficien- 
cy, because of the partly very strong coupling of the three 
areas. Consequently the related transfer models are combi- 
ned to the transfer model "outer flow path", which con- 
tains appropriate subsets. 

Development of Propulsion Technology 
This element sofar was rather self-contained, compared to 
the airframe technologies, and remains so. To it belongs 
the "inner flow path" transfer model, with appropriate 
subsets. 

Development of Integration Technology 
This is a new element, which makes use of the presently 
emerging formalized computer-based product definition 
and development processes. This element is to combine in 
the sense of the Virtual Product, Ref. 29, formalized 
processes, the transfer models as multidisciplinary super 
modules, multidisciplinary numerical optimization me- 
thods, cost models, mass budgeting, "ilities" models (see 
element No. 5 ) ,  etc. into a tool of concurrent engineering. 
This element is proposed in order to permit to describe 
the.physica1 properties of the to the highest degree inte- 
grated flight vehicles (the space transportation system and 
the proposed experimental vehicles), to determine their 
performances, sensitivities, critical elements, etc.., and in 
order to perform trade-offs, study alternatives, etc.. The 
integration technology development work culminates in 
formalized and computerized definition and development 
processes, which describe the future space transportation 
system and the experimental vehicles as virtual products. 

Development of Experimental Vehicles 
In this element the proposed experimental vehicles and 
their variants are developed or modified, respectively, by 
employing the transfer models emerging from elements 1 
and 2 and the integration technology (element 3), while 
the experimental vehicles themselves are elements of the 
transfer-model concept . 

Space Transportation System Concept Study 
This element iterates permantly the reference concept by 
applying the emerging and maturing technologies, the 
transfer models, the integration technology. It is structured 
and works to a degree, as if the actual development (Pha- 

se In) would already happen. Depending on discovered 
sensitivities, critical elements, etc., the reference concept 
is evolving, new technological solutions are identified, if 
necessary, and the overall direction of the work especially 
in the elements 1 to 3 is checked and adapted, if necessa- 
ry. The emerging overall simulation needs must be moni- 
tored, because they lead to high costs, when experimental 
vehicles become evolved. This element must also look at 
the "ilities" of the Space Transportation System. These are 
"reliability", "maintainability", and "testability" of any 
hardware component of the STS. The "ilities" are potenti- 
al operation cost drivers. They must constantly be consi- 
dered in the concept study and must be regarded in the 
technology work already in the early phases. 

Details of the Technology Developmentand Verification Con- 
cept, which assumed a begin of the STS development in the 
year 2006, the first flight in the year 2016, and the full opera- 
tionality in the year 2021, can be found in Ref. 6. 

12. CONCLUSION 
The technological challenges of airbreathing space-transporta- 
tion systems are extraordinarily large. Ground-facility simula- 
tion is restricted in all technology areas, also in aerothermody- 
namics. The classical design and verification approach therefo- 
re is partly no more feasible. The Transfer-Model approach, 
based on ground-facility simulation, computational simulation 
and in-flight simulation, which addresses especially the strong 
interdisciplinary couplings between the technology areas, appe- 
ars to be the only possible way out of the problem. The Hyper- 
sonic~ Technology Development and Verification Concept was 
to structure the maturation and verification pathes of the en- 
abling technologies in the European Phase I1 of the Technology 
Programme. The basic results, insights and conclusions are 
valid for the technology development of any new advanced 
space transportation system or hypersonic vehicle. 
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