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Air Trafific Management: 
Support for Decision Making 
Optimisation - Automation 

(AGARD R-825) 

Executive Summary 

As a contribution to the increasing cooperation between NATO and former Warsaw Pact countries, the 
Mission Systems Panel of AGARD organized a Workshop on Air Traffic Management; held in 
Budapest, Hungary on 27-29 May 1997. 

Emphasis was placed on the fundamentals of air traffic handling and an effort was made to establish a 
fruitful dialogue between experienced experts and young mathematicians, physicists and engineers, 
offering a fresh approach to the on-line conduct of traffic management. 

The main characteristics of Air Traffic Handling were outlined; it is a large-scale, international, 
multidisciplinary and complex system. 

The aircraft, the basic element of air traffic, was given considerable consideration: the manner in which 
it is flown and its dynamics, the potential role of the on-board flight management system, the current 
and expected level of automation, and the ardvent of unmanned military aircraft. 

Could Air Traffic Handling become a discipline in itself as part of the academic subject of aerospace? 
What assistance could be made available to the human controller in the present types of operation? 
Finally, if it was intended to make major improvements to the management of all flights, what 
optimization techniques were suitable for on-line operations? These important questions were debated 
in a session devoted to the fundamentals of air traffic management. 

An attempt was then made to illustrate some trends in the optimization and automation processes: 
arrivals management in the PHARE progranme; application of genetic algorithms to mid-air collision 
avoidance; the detection and resolution of conflicts using coupled force field techniques and a broad 
look at global traffic optimization. 

Plans and prospectives were presented: human-machine interface in the Hungarian MATIAS project; a 

EATCHIP-EATMS concept offered as a European perspective. 
I US view of the situation as seen by the FAA; the CNS/ATM concept as an ICAO prospective and the 

The Round Table which ended the meeting offered strong encouragement to the academic and scientific 
I 
, 

communities to inform their members of the nature, complexity and interest of the problems - 
numerous and varied - raised by the need to improve the presently critical air traffic situation. Examples 
of outstanding doctoral dissertations were included in this Workshop programme. 



Gestion du traffic a6rien: 
aide ii la dkcision 

optimisation - automation 
(AGARD R-825) 

Dans le cadre de sa contribution B la coopkration croissante entre 1’OTAN et certains pays de l’ex Pacte 
de Varsovie, le Panel systitmes de conduite de mission de 1’AGARD a organid un atelier sur la gestion 
de la circulation aCrienne, h Budapest, en Hongrie, le 27-29 mai 1997. 

L’accent a CtC m i s  sur les aspects fondamentaux de la gestion de la circulation aCrienne en vue d’Ctablir 
un dialogue productif entre les spkcialistes avertis et les jeunes mathkmaticiens, physiciens et 
ingenieurs presents. Cette dCmarche a permis une nouvelle approche de la gestion en ligne de la 
circulation aCrienne. 

Les principales caracteristiques de la gestion de la circulation aCrienne ont CtC CvoquCes, il s’agit d’un 
systkme complexe, multidisciplinaire, international, de grande envergure. 

Une attention particuliitre a CtC portCe sur les avions, ClCments de base de la circulation aCrienne: leur 
pilotage, leur dynamique, le r6le possible des systitmes de gestion de vol embarquCs, le niveau 
d’automation actuel et prkvisible, ainsi que sur l’arrivCe des avions militaires sans pilote. 

La gestion de la circulation aCrienne, pourrait-elle devenir une discipline h part entikre au sein des 
sciences akrospatiales? Quelles sont les aides qui pourraient etre mises B la disposition de l’opCrateur 
humain dans le cadre des opkrations actuelles? Enfin, si des amCliorations majeures sont B apporter B la 
gestion de l’ensemble des vols, quelles sont les techniques d’optimisation qui conviendraient le mieux 
aux opkrations sur ligne? Ces questions importantes ont CtC discutCes lors d’une session consacrCe aux 
aspects fondamentaux de la gestion de la circulation aCrienne. 

La confkrence a examink ensuite un certain nombre de tendances dans les processus d’optimisation et 
d’automation, B savoir: la gestion des arrivCes dans le cadre du programme PHARE; l’application 
d’algorithmes gCnCtiques pour l’kvitement des collisions aCriennes B moyenne distance; la dktection et 
la rksolution de conflits B l’aide des techniques de couplage des forces en jeu et un tour d’horizon de 
l’optimisation globale du trafic. 

Des plans et des perspectives ont CtC prCsent.Cs: l’interface home-machine dans le projet hongrois 
MATIAS; une perspective US de situation comme envisagke par la FAA; le concept CNS/ATM 
prospectif de I’ICAO; et le concept EATCHIP-EATMS en tant que perspective europeenne. 

La table ronde qui a cl8turC la rCunion a tenu B encourager les communautCs universitaires et 
scientifiques B informer leurs membres de la nature, de la complexit6 et de 1’intCret des divers et 
nombreux problkmes soulevds concernant 1’amClioration de la situation critique B laquelle la circulation 
aCrienne est actuellement confrontke. Des exemples d’exposCs doctrinaires, de haut niveau, illustrent le 
Programme de cet atelier. 
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Pireface 

An appreciable number of symposia, colloquia, serninars, workshops, conferences and meetings are currently 
devoted to studies, research and developments in air traffic handling. For the period May 1993 - November 1995, 
at least 16 high-level public and international events were organized. In addition, the Federal Aviation 
Administration, the European Organisation for the Safety of Air Navigation, the European Civil Aviation 
Conference (with the European Space Agency, EUROCONTROL, the European Union and Member States), the 
International Civil Aviation Organization, the International Air Transport Association etc. organize - in addition 
to their specific work programmes - international conferences on general and specific aspects, a list of which (for 
the same period) would cover several pages. 

Consequently, if AGARD were to envisage the org.anisation of a comprehensive workshop on this subject, the 
programme should be carefully selected and complement (from a scientific viewpoint for example) the current 
topics debated by the relevant national or international professional institutions. 

The current interest in cooperation between NATO and the former Warsaw Pact European countries, together 
with the reservations expressed by several voices from both parties, requires careful selection of the topics to be 
addressed jointly. In our opinion, the efficient conduct of air traffic raises a number of questions (current 
problems, delimitation of control areas, development towards full automation, impact on natural resources and the 
environment, etc.) which justify bringing together experts from the two communities, as AGARD has done in the 
past within the context of NATO. 

To this end, the Federal Aviation Administration (FAA) Plan for Research, Engineering and Development is 
currently available, as is the Studies, Tests and Applied Research (STAR) work programme of the European 
Organisation for the Safety of Air Navigation (EUROCONTROL). The latter is complemented by the Programme 
of Harmonised Air Traffic Management Research in EUROCONTROL (PHARE), coordinated and conducted 
jointly by a series of research institutions within the Organisation’s Member States. The Future Concepts, the 
Very Long Term Concept Plans and the European User Requirements as defined in the European ATC 
Harmonisation and Integration Programme (EATCHIP) are also readily available. 

The professionals involved daily in the field of air tridfic have access to developments in the rest of the world via 
the International Civil Aviation Organization. For scientists, developers and researchers working in their 
(possibly theoretical) scientific environment, such contacts are definitely more difficult. AGARD’s mission to 
improve co-operation among Member States in aerospace research and gradually extended development to the 
Eastern European States is another reason for bringing together scientific experts from both communities. 

The selection of general Air Traffic Management topics is the responsibility of the Sponsoring Panel. The 
selection of a main theme and formulation of the main guidelines as well as the constitution of the programme - 
subjects, papers, authors, Session Chairmen - form part of the responsibilities of the International Programme 
Committee. 

In terms of theme, this event was undertaken in support of scientific and technical studies and developments 
made in the context of a long-term conceptual approach. Technological achievements - actual or expected - 
constituted an appropriate background and provided a source of working hypotheses for further dissertations, 
studies and developments. 

Andre Benoit 
Programme Chairman and Editor 

Mission Systems Panel 

Disclaimer 

The views expressed in the papers presented in this document are those of their authors. They do not necessarily 
reflect the policies of the Institutions to which they belong. 
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Theme 

The present interest in cooperation between NATO1 and the former Warsaw Pact European countries, together 
with the reservations expressed by several voices from both parties, calls for a careful selection of the topics to be 
approached jointly. In our opinion, the efficient conduct of air traffic raises a number of questions - present 
problems, extent of the control, evolution towards full automation, impact on natural resources and environment, 
etc. - which all justify bringing together experts of tlhe two communities, as AGARD has done in the past within 
the NATO world. 

The Federal Aviation Administration (FAA) Plan for Research, Engineering and Development is currently 
available, as is the Studies, Tests and Applied Research (STAR) work programme of the European Organisation 
for the Safety of Air Navigation (EUROCONTROL). The latter includes the Programme of Harmonised Air 
Traffic Management Research in EUROCONTROL (PHARE) coordinated and conducted jointly by a series of 
Research Institutions of the Member States of the Organisation. Also readily available are the Future Concepts, 
the Very Long Term Concept Plans and the European User Requirements as defined in the European ATC 
Harmonisation and Integration Programme (EATCHIP). 

The professionals involved daily in the field of air traffic have access to the developments undertaken in the rest 
of the world through the International Civil Aviation Organization. For the scientists, developers and researchers 
working in their scientific, possibly theoretical, (environment, such contacts are definitely more difficult. 
Refemng to the Mission of AGARD for improving the co-operation among member nations in aerospace 
research and development gradually extended to the Eastern European States, this, for us, constitutes an 
additional reason to bring together those scientific experts of both communities. 

The selection of a main theme and the formulation of the main guidelines are part of the responsibility of the 
Sponsoring Panel. Subsequently, adequate input from possibly interested Panels - should be invited and the 
resulting programme should be discussed and finalin,ed jointly with our Eastern counterparts, duly designated by 
the AGARD Authority. 

In terms of theme, this event should be undertaken in support of scientific and technical studies and developments 
undertaken in the framework of a long term conceptual approach. Technological achievements - factual or 
expected - should constitute an appropriate background and provide a source of working assumptions. 

AndrC Benoit 
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Air Traffic Handling 

Over the past 25 years, the Guidance and Control Panel and now the Mission Systems Panel of the Advisory Group for Aerospace 
Research and Development of the North Atlantic Treaty Organization have devoted part of their activities to the fascinating field 
known historically as Air Traffic Control, but covering most facets of Air Traffic Handling. 

The Panel’s contributions (listed below) cover, inter alia, the air and ground components considered as parts of a single system, the 
methods, techniques and technologies applicable to or usable for the management of the flows of aircraft and the control of 
individual flights, the integration of control phases over extended areas, the 4-D guidance of aircraft in critical conditions, the ever- 
increasing level of automation, the introduction of machine intelligence and its impact on the essential role of the human acting on- 
line in the control loop. 

The idea of a drastic revision of the present approach to Air Traffic Handling has recently been accepted and undertaken, Doctoral 
dissertations do bring fresh perspectives on the air transport situation - which is becoming more and more problematic - and this 
report intends to encourage their authors. 

AIR TRAFFIC CONTROL SYSTEMS 
Guidance and Control Panel Symposium Edinburgh, Scotland, UK, 26th-29th June 1972. 

A SURVEY OF MODERN AIR TRAFFIC CONTROL 
AGARDograph AG-209, Vols. I and II, July 1975. 

PLANS AND DEVELOPMENTS FOR AIR TRAFFIC SYSTEMS 
Guidance and Control Panel Symposium, Cambridge, Mass., USA, 20th-23rd May 1975. 
AGARD-CP-188, February 1976. 
AIR TRAFFIC MANAGEMENT: CiviVMilitary Systems and Technologies Guidance and Control Panel 
Symposium, Copenhagen, Denmark, 9th-12th October 1979. 
AGARD-CP-273, February 1980. 

AIR TRAFFIC CONTROL IN FACE OF USERS’ DEMAND AND ECONOMY CONSTRAINTS 
Guidance and Control Panel Symposium, Lisbon, Portugal, 15th October 1982. 
AGARD-CP-340, February 1983. 

EFFICIENT CONDUCT OF INDIVIDUAL FLIGHTS AND AIR TRAFFIC or 
“Optimum Utilization of Modem Technology (Guidance, control, navigation, communications, 
surveillance and processing facilities) for the Overall Benefit or Civil and Military Airspace Users” 
Guidance and Control Panel Symposium, Brussels, Belgium, 10th-13th June 1986. 
AGARD-CP-410 December 1986. 

AIRCRAFT TRAJECTORIES: 
Computation-Prediction-Control 
AGARDograph AG-301, Vols. I (March 1990), I1 and I11 (May 1990): 

Vol. I FUNDAMENTALS 

AGARD-CP-105, April 1973. 

FLIGHT IN CRITICAL ATMOSPHERIC CONDITIONS 

OPERATION 
IMPACT OF NEW ON-BOARD TECHNOLOGIES ON AIRCRAFT 

Vol. I1 AIR TRAFFIC HANDLING 

Vol. 111 ABSTRACTS 

GROUND-BASED GUIDANCE OF AIRCRAFT 

BIBLIOGRAPHY 
CONTRIBUTIONS 

MACHINE INTELLIGENCE IN AIR TRAFFIC MANAGEMENT 
Guidance and Control Panel Symposium, Berlin, Germany, 1 lth-14th May 1993 
AGARD-CP-538, October 1993. 
ON-LINE HANDLING OF AIR TRAFFIC: 
Management-Guidance-Control 
AGARDograph AG-321, November 1994. 

25 YEARS OF CONTRIBUTIONS TO AIR TRAFFIC HANDLING 
(Research, Development, Operations and History): 
A BIBLIOGRAPHY 
AGARD Report R-811, February 1996. 

Air Traffic Management 
SUPPORT FOR DECISION MAKING 
Optimisation - Automation 
AGARD Report R-825, 
Tentative Publication: December 1997 (this report) 
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Hungary: Home Country of the Founder of AGARD 

LIr Peter Moys 
ATS lntl Co-ordinator, ATAA 

Air Traffic & Airport Admin, PO6 53 
1675 t3udapest-Ferihegy 

Hungary 

Dr Theodore von Karman 
(17 May 1881 - 7 May 1963) 

as he addressed himself in his book “The Wn’d 
and Beyond was : a Pioneer in Aviation and 
Pathfinder in Space,’but what is more important 
to us, assembling here today, he was also the 
Founder of the NATO Advisory Group for 
Aeronautical Research and Development 
(AGARD). 
AGARD has now its first ever meeting in the 
home country of its founder, one of the greatest 
scientists in aviation of our century. Let us 
devote this morning some minutes to the 
memory of this great man. 

T.von Karman was born here, in Budapest, the 
capital of Hungary on 11 May 1881. His father, 
Karman Mor in this time was the Professor of 
Education at the Budapest University of Science 
- “Pazmany Peter” 
Theodor von Karman graduated in 1898 at the 
secondary school, in the famous “Minta”, a 
Model Gymnasium which his father had 
founded. “The Minta” gave this world such 
excellent men, like Prof. Dr. Thomas Balogh of 
Balliol College in UK or Prof. Nicholas Kaldor of 
the Kings College at Cambridge. Leo Szilard of 
Columbia - who wouldn’t know this name- and 
the Nobel Prize winner Gyorgy Hevesy from 
Denmark graduated in this famous school too. 

After the secondary school T.v.Karman enrolled 
for courses at the Royal Joseph University of 
Polytechnics and Economics - Budapest. He 
finished here his studies and graduated in 1902 
as an eminent with distinction. 
After a few years with the Artillery of the 
common Royal Austro-Hungarian Army where 
he was to serve as “a volunteer for the King”, 
von Karman returned to the Royal Joseph 
University to be the Assistant of Professor 
Donat Banki, who improved the first carburetor 
for Otto motors. Also he was the first to use 
water injection in internal combustion engines to 
protect the walls of the cylinders from 
overheating. This is now a common method in 
the airplanes’ jet engines. Prof. Banki was a 
very good practical engineer and inventor of his 
age, but he was interested rather in practical 
problems to solve, than in the theory of the 
natural phenomena. So the young von Karman 
applied for a fellowship of the Hungarian 
Academy of Sciences for traveling abroad. This 

way went he to Gottingen in Germany in 
October 1906 for two years. 
In March 1908 he arrived at Paris, where he 
listened the lectures of Madam Curie at the 
Sorbonne. He was present at Issy-les- 
Moulineaux in August 1908, when Wilbur 
Wright made his first flight in France. It was still 
in this year that von Karman received the 
invitation of Professor Prandtl to return to 
Gottingen to cooperate in the development of 
the rigid airship “Zeppelin” Here was built the 
first wind-tunnel in the European continent. In 
1908 and 1909 Frederick William Lanchester 
paid visits to Gottingen and explained his 
theories on the “peripteral motion (the vortex) 
and on “forced waves” in aerodynamics. F.W. 
Lanchester made a great impression on the 
young scholar von Karman. Later in his book, 
published in 1916, Lanchester urged the need 
for a worldwide cooperation in the research in 
aviation. This hit a responsive chord in Karman 
and gave him the impetus when later in 1952 

45 years aqo- he proposed the 
establishment of AGARD, NATO’s 
aeronautical research arm. 

But back to 1911 when Prof. Prandtl in 
Gottingen let published Karmans’ theory on the 
vortex. This discovery became known later as 
the “Karman Vortex Street“. 
In 1912 von Karman arrived at Selmeczbanya, 
Hungary -(now this town is belonging to 
Slovakia) where he took over his Chair of 
Applied Mechanics at the venerable mining 
academy founded in the eighteenth century. 
Soon after that a vacancy occurred in Aachen 
and von Karman went there to occupy his 
intellectual base for the next 16 years as 
Professor at the Aachen Technische 
Hochschule , the center of mining and 
metallurgical engineering. There he met - 
among others - also Prof. Hugo Junkers, who 
was in one person also one of the greatest 
airplane designers and manufacturers of this 
time in Germany. 
In 1913 v. KarmBn began to build a wind-tunnel 
in Aachen, which he succesusfully completed in 
1914. In this year in cooperation with Erich 
Trefftz they worked out the mathematical model 
of the different winqshapes 
Professor von Karman also took lessons of 
practical flying at Koln military airfield. 

Paper presented at an AGARD MSP Workshop on “Air Traf%c Management”, held in Budapest, Hungary, 
27-29 May 1997, and published in R-825. 



In Fall 1914 von Karman received an official 
seal of the Army to report to the 61’‘ Royal Fort- 
artillery Regiment as First Lieutenant in reserve. 
In August 1915 the German General Staff was 
seeking for the scientists and technical experts 
in aeronautics to help with the further 
development of German heavier-than-air craft. 
In pursuing aviation experts to help them in this 
mission, the German authorities learned that 
Dr. von Karman served in the Austro-Hungarian 
Army and they sent a letter to the Ministry of 
War .-Kriegsministerium in Wien. Dr. von 
Karman from his station at Budapest was 
ordered to report in the Kriegsministerium. 
There he was told of the German request. 
“Then I am to be transferred to Berlin” - said 
First Lieutenant von Karman unhappily as the 
commanding officer finished with the letter. 
“Not at all my dear Karman” replied the colonel 
, stroking his mustache. “Since the Germans 
want you, you must be pretty good! You will 
remain in Wen! We are setting up a department 
for aviation and we can use you here.” 
So for the remaining time of WWI. Dr.von 
Karman served the K.u.K Army in Fischamend, 
a small town near Wien, where the 
experimental laboratory of the K.u.K. 
Luftfahrttruppe (Air Force) was set up. The first 
task for Dr.von Karman was to design and built 
up a large wind-tunnel for testing propellers in 
an airstream. Later in 1917 he started there 
also some pioneer helicopter experiments. Dr. 
von Karman assisted by too designers Asboth 
and Zurovecz, developed a “captive helicopter” 
for observation and this machine was the first of 
this kind all over the world! 

Theodore von Karman returned to Aachen in 
November 191 9. Since the Versailles Peace 
Treaty forbade to Germany to plan and to build 
motor driven airplanes, the German students 
founded the Flugwissenschaftliche Verein 
Aachen (FUA) and started to construct 
sailplanes. Professor von Karman gave them 
support in the design of the gliders. 

In 1926 Dr. von Karman received an invitation 
from Dr. Robert Millikan from the California 
Institute of Technoloqy (CalTech) at Pasadena. 
Here he gave advises and help for building - 
again a wind-tunnel, - the first one in the 
States. In this year he visited also Japan. The 
journey in 1926 was von Karmans first trip to his 
second home country, where he spent later his 
most active time as a leading scientist in the 
History of Aviation. In 1928 Dr. von Karman 
returned to the CalTech to see the preparatory 
works of the wind -tunnel. 
In July 1929 Dr. Millikan reiterated his offer to 
Professor von Karman to be the Director at the 
Guggenheim Aeronautical Laboratory in 
Pasadena. In December 1929 Dr. von Karman 
occupied this post and took Frank Wattendorf 

as his Assistant with him. Until 1933 he visited 
back to Aachen from time to time. In 1934 he 
paid his last visit to Germany before the end of 
WW I I .  

In 1935 T. von Karman was applying for an 
American citizenship and he had carefully 
prepared himself on the United States’ history 
and on the Constitution. When he appeared at 
the Court , the judge said: “So , you are 
Professor von Karman ! I read about you in the 
papers. Tell me, what happened with the Macon 
(USS Macon was an American airship which on 
February 12, 1935 met with a catastrophe.) The 
Professor explained the phenomenon of the 
occluded weather front, the judge listened 
intently then nodded. Without further 
questioning he asked the applicant to hold up 
his hand and Dr. von Karman was sworn in. He 
never did get a chance to show off his hard-won 
knowledge of the History of the United States. 

As Dr. Robert Millikan had foreseen, the year 
round temperate climate was attracting airplane 
manufacturers to Southern California. Douglas 
was already well established in Santa Monica in 
the 1930’s. Lockheed had opened up shop in 
Burbank and Consolidated Aircraft (predecessor 
of Convair) was building its complex in San 
Diego. The CalTech and Professor von Karman 
took an important role, a prominent part in the 
development of the airplane manufacture. This 
was the kind of thing they had been waiting for - 
an opportunity to provide facilities for the 
airplane industry and to see CalTech grow as it 
helped the new industry grow. Some of the first 
tests were actually paid for by the Guggenheim 
Foundation, since the industry had not yet 
clearly seen its role in sponsoring research. The 
first major problem they solved was the quite 
serious vibration caused by the turbulence 
created between the wings and the fuselage on 
DC-I and DC-2 type airplanes.. The sharp 
corner where the two came together caused the 
air to decelerate as it swept past and to form 
eddies. As these eddies broke from the trailing 
edge of the wings, they hit the tail, the stabilizer 
and the elevator, causing them to vibrate. Such 
buffeting, if allowed to appear above a certain 
airspeed could easily throw the airplane out of 
control ! 
To study eddy formation, especially the Karman 
Vortex Street, was the main field of interest of 
Professor von Karman. The solution proved to 
be very simple for the Professor, after some 
tests in the wind-tunnel. It was to apply a small 
fairing to the junction of the fuselage and the 
wing. This device created a striking change in 
the airplane’s behavior. The air eddies 
smoothed out and the tail no longer shook. It 
was a remarkable example of how a wind- 
tunnel could be applied in a practical way to 
save an aircraft. Later, DC-3 went into 
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production at the end of 1935 and began its 
long carrier as the workhorse of aviation. 
In Pasadena the Professor opened the doors of 
his house to his colleagues, students and other 
visitors, among them the world's most famous 
scientists of that time, like Niels Bohr, Enrico 
Fermi and Albert Einstein as regular visitors. In 
the middle and late thirties this world saw an 
enormous growth in aviation and Professor vori 
Karman took his share in this extraordinary 
development. Beyond receiving fellow scientists 
in his house, he traveled pretty much to see 
and experience the developments in the rest OB 
the world out of California. 

The Fifth Volta Congress of High Speed flight in 
Rome in 1935 was the first serious international 
scientific congress devoted to the possibilities of 
supersonic flight. All of the world's leading 
aerodynamicists - among them our Professor 
von Kirman -were invited. This meeting was a 
historic one, because it marked the beginning of 
the supersonic age. It was the beginning in the 
sense, that this conference opened the door to 
supersonics as a meaningful study in 
connection with flight and secondly because 
most developments in supersonics occurred 
rapidly from then on, culminating in 12 years 
later - on October 14th, 1947 - in Colonel 
Charles Yeaqer's piercinq of the sound barrier 
with the X-1 airplane, in level flight. 

In 1937 his former Assistant Frank Wattendorf 
invited the Professor to Peking, to inspect the 
new aeronautical engineering department at 
Tsing Hua University, China's leading technical 
school. On his way to China, he visited also 
Moscow, where he was shown the laboratories 
of the Central Aero-Hydrodinamic Institute 
(ZAGI). 
On July 23, 1937 Professor von Karman, 
accompanied by Frank Wattendorf left China for 
Japan, where he was scheduled to lecture at 
Tokyo Imperial University. 
Returning to the States Professor von Karman 
found himself introducing his scientific 
experiences into a variety of new industrial 
fields, ranging from turbines to wind mills, which 
had never before considered the science of 
aerodynamics as useful to them. 

Then one day in 1939, General Henry (Hap) 
Arnold, head of the US Army Air Corps called 
Professor von Karman to attend a meeting in 
Washington. There the General indicated his 
strong belief that the U.S. Army Air Corps could 
not reach the top in aviation and remain there 
without doing experimental work to advance this 
art. He wanted to hear Professor von Karman's 
opinion on what facilities the Air Corps needed 
to make a major advance in flight. 
"General - the Professor said, without 
hesitation- in my opinion the first step is to build 

the right wind-tunnel. It should be large enough 
to contain a full scale airplane engine 
installation and should be capable of generating 
winds of at least four hundred miles per hour. " 
"That's exactly what we do want - replied 
General Arnold. - the highest combination of 
speed and size. ' I  
So the General authorized a contract for the 
design of a 20 foot, 40.000 HP wind-tunnel, the 
first of its kind for Wright Field. 

In 1939 F. Wattendorf went to Wright Field and 
remained there in charge of design and 
construction for the two years, it took to build up 
this huge , fantastic structure. More importantly 
it started the U.S. Air Corps on their own 
experimental program. It also was the very 
beginning of a great and faithful association 
between Professor von Karman and General 
Arnold, and subsequently the US Air Force. 
Later the Professor consulted with Boeing and 
together with Prof. Markham they worked out 
the design of what was then the U.S. industry's 
largest high speed wind-tunnel. It reached the 
speed of sound. Boeing representatives later 
declared that this tunnel greatly influenced the 
development of such famous aircraft as 8-47, 
8-52 and later the B-707. 
During the WWII. Prof. von Karman became a 
consultant to the Army Bureau of Ordnance. In 
these years high-speed developments moved a 
quickened way, especially in propulsion. Still in 
1941 Gen. Arnold saw the first turbojet plane 
flying in England, powered by engines 
developed by Sir Frank Whittle. He immediately 
ordered jets built in the United States. The first 
US manufactured jet plane flew on 1st October, 
1942. 
It was then in early 1943 when the US Air Force 
began to consider supersonic flight in a serious 
way. Brigadier Gen. Franklin 0. Carrol, the 
Chief of the Engineering Division at Wright Field 
invited Professor von Karman to Dayton on a 
week-end and there he put a simple question to 
our Professor: 
"Would it be possible to build a supersonic 
airplane capable of flying at Mach 1.5, 1000 
miles an hour?" 
Here in this simple question was the culmination 
of all the theory and speculation on supersonic 
motion and flight in which Professor von 
Karman had been involved since almost the 
turn of the century! It was the first time that a 
practical question of this kind had been put to 
him. Had theory and technology arrived at the 
point where one could set a practical project 
into motion? 
Telling the General he would think about it, the 
Professor returned to his hotel in Dayton and he 
arranged with the General to call in a few 
engineers from Wright Field. Spreading the 
papers on the floor of the hotel room, they 
worked all day Saturday and all over next 
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Sunday. On Monday Professor von Karman 
returned to Wright Field. In his case he took a 
preliminary design with the main data on span, 
strength and weight of the plain he dreamed. 
He placed the papers before General Carrol 
and his aides. 
“Yes - the Professor told them - it is quite 
practical to build a plane that can fly at a speed 
of thousand miles an hour.” 
Later the Professor discovered that the General 
used his first, rough design as the basis of a 
major decision, resulting in 1947 in the famous 
Bell X-I, the first plane to pierce the sound 
barrier in level flight. 

In July 1944 his old friend General H. Arnold 
called the Professor. 
“What do you wish me to do, Generar‘ - he 
asked. 
“ I  want you to come to the Pentagon and gather 
a group of scientists who will work on a blue 
print for air research for the next twenty, thirty, 
perhaps fifty years.” 
This was quite a challenge and the Professor 
accepted it. 
Soon after the Scientific Advisory Group was 
set up and some three dozen leading scientists 
and engineers joined the Group. General Arnold 
himself briefed the Group at their first meeting: 
“For twenty years the Air Force was built around 
pilots, pilots and more pilots ...” -he said. “The 
next Air Force is going to be built around 
scientists - around mechanically minded 
fellows“ 

In 1949 General Hoyt Vandenberg, Chief of 
Staff of the US Air Force asked Professor von 
Karman to study the role of research and 
development in the Air Force from an 
organizational point of view. In his report 
“Toward new Horizons” the Professor made his 
recommendations for the improvement of 
cooperation between the Advisory Group and 
the General Staff. Also in this report he 
mentioned, that puttinq up an artificial earth 
satellite was well within existing technology! 

In April 1947 the birth of NATO, as a defensive 
alliance against the expansion of the Soviet 
Union, was published in the media. Also a new 

’ idea was born in mind of Professor von 
Karman: why not set up for NATO a Scientific 
Advisory Group, similar to the one of the US Air 
Force? 

The first move was to forward a memo to Mr. 
Robert A. Lovett, the Deputy Secretary of 
Defense. He suggested the Professor to go to 
Paris to confer with General Gruenther, 
Supreme Commander of the Allied Forces in 
Europe. 

General Gruenther favored the idea, but 
suggested to, limit the Group’s activity initially to 
aeronautics, rather than try to cover all the 
sciences as they bear on military planning. This 
was agreeable to Dr. von Karman. 

In the next few days the Professor and his 
associates made plans and in February 1951 
twelve NATO nations were invited to a 
conference at the Pentagon. Representatives of 
eight nations showed up. At the meeting the 
Professor explained the idea and basic 
purposes of a scientific advisory group. The 
meeting worked out and adopted a proposal to 
the high command of NATO on the formation of 
the NATO Advisory Group for Aeronautical 
Research and Develop men t (AGAR D) 

In pursuance of some high level debate, in 
February 1952 AGARD was approved and the 
Professor throw himself into the job of setting 
up really the organization, what he dreamed 
about. 

The Professor stated in his book: 

,,AGARD is young as international organizations 
go, but it has already given us valuable lessons 
in international cooperation, especially among 
the small nations.” This was written 34 years 
ago and the history of this three and a half 
decades is another tale, it is a part of your life. 

I wish to close this commemoration recalling the 
ceremony on the morning of February 18, 1963 
when Professor Theodore von Karman , then 
the world’s greatest aeronautical scientist, was 
awarded an honor never before bestowed on an 
American scientist - the nation’s first National 
Medal of Science. Von Karman at eighty-one 
had been selected over scores of candidates for 
his still unexcelled range of unique contributions 
to engineering, science and education. 

President Kennedy was to present the golden 
medal to Dr. von Karman. When the President 
arrived at the Rose Garden of the White House 
von Karman. stood there surrounded by friends 
from all over the world. Then the group of the 
festive party moved to the reception area. 
Shuffling along on arthritic feet, the Professor 
paused at the head of the staircase as if in pain 
and the young President quickly moved to his 
side and took his arm. Von Karman looked up 
at the President and gently shook off the 
proffered aid 

,,Thanks Mr. President, - he said with a wan 
smile, - ,,One does not need help going down, 
only going up”. 
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Ladies and Gentlemen, now here in Budapest organization and on the Human-Machine 
you may gain your own impressions about the Interface of our project MATIAS - the Magyar 
country and people of the founder of your Automated.and Integrated ATC System. 
Group - AGARD. My colleagues will present yciu 
detailed information on the airspace 





1-1 

DYNAMIC CONTROL OF AIR TRAFFIC 
Criteria - Control variables - Constraints 

GENER.AL INTRODUCTION 

Andre Benoit 
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In a recent presentation, Dominique Colin de Verdikre’ 
considered which areas of air traffic handling need lo be 
optimised. The question is not only pertinent, but must 
be answered if we are to meet with the intention of 
turning our attention to the same areas. 

Several optimisation and automation aspects will be 
discussed in the course of this Workshop. In this 
general introduction, the intention is simply to outline 
some essential and basic problems concerning the 
conduct of air traffic. 

Imagine the European area without geographical state 
boundaries -which even today impose severe constraints 
on or limitations to the integration of control- and 
consider all the flights taking place in this area. 

The following flight categories may be identified in such 
an area : 

flights conducted entirely within the area; 
0 flights initiated within the area, but ending outside; 
0 flights initiated outside the area, but ending inside; 

flights initiated and ending outside but crossing the 
area. 

For flights initiated and/or ending in the area, the path of 
the aircraft inside the area can be considered partially 
(from brake-release (or) to touchdown) or, ideally, in its 
entirety (from departure gate (or) to arrival gate). In the 
first instance, the aircraft path includes all or part of the 
flight phases. In the second case, it covers both the 
flight path -all or part of the flight phases- and ground 
movement. 

Centre d’Etudes de la Navigation Akrienne, Toulouse, 
France 

To what extent can ground movement and the flight 
phase be decoupled ? What would be the impact of a 
decoupling on overall ATC performance ? This, of 
course, would depend on the performance criteria 
selected but it is clear that today no one could answer 
this question consistently. Nevertheless, in this first 
session there will be a paper on this difficult subject 
presenting a State-of-the-Art Review and Perspectives 
of the Dynamic Control of Ground Movements. 

If the optimisation process intends to cover aircraft 
movement from brake-release to touch-down, or to exit 
of the area, or from entry to touch-down, or from entry 
to exit, as applicable, a detailed knowledge of the 
aircraft capabilities and careful control of the aircraft 
trajectories are necessary. 

For each flight, there is an optimum trajectory deriving 
from either the operator’s criterion (comprising time, 
consumption, and cost) or possibly constraints imposed 
by society (conservation of natural resources, noise 
abatement, minimum atmospheric pollution by chemical 
emission). This optimal or preferred trajectory is 
essentially expressed in terms of speed versus altitude 
profiles, given the prevailing geographical and 
meteorological flight conditions. 

Currently, the flight could easily be conducted in such 
optimum conditions, even in a fully or quasi automatic 
mode, but only if it were the only aircraft in the sky. 
This will be discussed in subsequent presentations. 

In reality, ATC authorities have to manage a 
considerable number of aircraft. Then, when an aircraft 
enters the control area, it will be allocated a trajectory 
whose profile corresponds as closely as possible to its 
preferred trajectory, but in such a way that it does not 
interfere with neighbouring traffic. The relevant profile 
should be selected from a global criterion based on 
economy and/or environmental protection and 
conservation of natural resources. 

Paper presented at an AGARD MSP Workshop on “Air Trafic Management”, held in Budapest, Hungary, 
27-29 May 1997, and published in R-825. 
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Avoiding interference with other traffic entails the 
assurance of standard safety separation, both 
horizontally and vertically, and compliance with landing 
separations. 

Conflict avoidance (usually local and of short duration) 
can either be included in the plan when the aircraft 
enters the system, or left in for subsequent resolution 
action, depending on the level of automation desired. 
This will be illustrated in some practical examples 
presented later in this Workshop. 

The landing separation matrix providing distance 
separation between given categories of aircraft is used to 
generate time separations between arriving aircraft at the 
runway threshold. 

The set of control variables may differ for the various 
categories of flights. For all categories, the speed versus 
altitude profile provides an essential set of control 
variables, probably the most important set for those 
flights ending in the area. For flights initiated inside the 
area, the departure time -at the gate or at brake-release- 
within a limited time interval is also included in the set 
of control variables. Limited variation of cruise altitude 
and moderate displacement in the horizontal plane will 
also be required for conflict resolution. 

A set of specific trajectories will be derived from: 

- the global criterion adopted, 
- the method/techniques used to achieve optimisation, 
- the best sets of information available on-line. 

These trajectories then have to be implemented and 
some of their critical aspects will have to be retained, in 
spite of all the disturbances which will occur. The 
conduct and control of the relevant flights can now be 
achieved with great accuracy, using either a flight 
management computer which is ground-based -as 
developed for the Zone of Convergence (ZOC) or 
similar control techniques- or integrated in the aircraft 
avionics. 

Despite clearly complementary aspects, the two 
approaches generate debates reaching almost 
philosophical proportions: controllers see everybody 
and should remain in control of all aircraft movement! 
the sky will become wide open and free flight is possible 
now ! 

This last remark will certainly constitute a reasonable 
starting point for our main discussions, including : 

0 The automatic aircraft and the unmanned air vehicle: 
are they compatible with present air traffic 
management or do they require a fully automatic air 
traffic control system ? 

0 The Flight Management System: 
Is it likely to become the panacea, the essential tool 
which opens the sky well beyond the classic routes 
or are we fooled by the manufacturers advocating its 
use ? 

0 Furthermore, can we envisage part -and, if so, which 
part - of traffic regulation being conducted on-board. 
What would be the respective roles of the air-based 
and ground-based control/regulation components ? 

To have any hope of success, the various concepts cited 
in such discussions need to be approached with a fresh 
perspective, with a mind unbiased by present operational 
methods. 

This is one of the reasons why great hopes are placed in 
the work undertaken at postgraduate level to produce 
theses in what is becoming a fascinating new multi- 
disciplinary field open to numerous kinds of studies and 
research and development programmes. Outstanding 
examples of this co-operative academic/operational 
effort will be given in the course of this Conference (see 
Durand, Zeghel , Trivizas, etc.). 

To all of you, we offer our best wishes for a very 
successful Conference. 
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1 Summary 

Air Traffic Management is a very complex and challen- 
ging domain. To cope with future traffic demand, while 
still maintaining or even increasing safety and efficiency 
of air traffic operations, intelligent machine funlctions 
have to be developed to assist the human operat,ors in 
their mental control tasks. The specific requirements 
of the ATM domain necessitate sophisticated and 
well-designed assistance tools. Their most signjificant 
characteristics, design principles and structures are 
discussed and examplified in a real-world application. 

2 Introduction 

The approach to handle future air traffic with increasing 
traffic density, very complex air traffic management and 
control functions and an increasing demand to manage 
air traffic operations more efficiently and economically, 
is to support the human Air Traffic Control Operator by 
intelligent machine functions for situation asses.sment, 
diagnosis, planning and decision-making. Computers 
should not only do “simple” information processing but 
should often also take over human cognitive abilities. 
In many applications a desired behavior of the world’) 
should be achieved by a “real-time plan-based cc~ntrol” 
(see e.g. / lo .  

3 Management and Control of Complex Systems 
Based on Dynamic Planning 

Most complex systems can only be managedcontrolled 
if future consequences of actions are taken into account. 
Skilled human operators normally try to predict the 
potential future systems behavior by using an internal 
model of the control task, whereby they are able to 
consider uncertain as well as incomplete information. 
But in unexpected strange situations, that require a fast 
reaction, the human operators interrupt their mental 
planning and focus their attention on the present control 
task to achieve a safe situation. This skillful human 
behavior suffers when the operator is over4oade:d with 
information and the operator’s information processing 
cannot follow system’s dynamic. 
Although a computer can process a much higher data 
volume, a technical copy of the human property of 
being capable of fast reaction (by switching the internal 

I )  the technical or environmental system which is controlled 

control structure) is also necessary as well as the ability 
to plan under uncertainty. For that purpose figure 
1 shows a suitable, general, three-level architecture, 
which can be derived from a hc t iona l  decomposition 
of a generic closed-loop decision making system /2/ 

The system to be controlled is’situated on the basic 
level. In the ATC domain it can be a certain traffic 
area (e.g. an airport) with an underlying structure 
(e.g. a network of taxiways and runways) containing 
a changing set of aircraft. On this level the dynamic 
behavior is described by a time-variant state vector 
(e.g. vector of aircraft positions, speeds, etc.)*) and is 
affected by the environment (events, disturbances) as 
well as by (re-)actions (e.g. controller instructions and 
commands, given guidance signals). 
A computer-supported control requires a state measure- 
ment that usually does a low-level kind of information 
abstraction by suppress,ing fault sensor information or 
by calculating “artificial” states in case of lack of sensor 
information, in order to present full state information. 
Further decision support- can be given by offering 
information about the environment that will have an 
influence on the system in future. 
In order to realize a plan-based control further abstrac- 
tion is necessary since planning can only be done in 
reasonable time if the model of the world has a suitable 
granulation. The result of this abstraction process is a 
time-variant situation that is assessed permanently3) and 
that is explored in the plan generation process which is 
started under certain conditions. Situation information 
might be delivered to the human machine interface, too. 
Situation assessment is based on the results of the 
monitoring process, checking the conformance between 
planned and actual situation, but goes beyond that 
by exploring the “severeness” of detected present and 
future differences in order to give necessary information 
for a suitable mode selection. For such switching of 
control structure it is necessary to consider situations, 
information (predictions) about relevant future events, 
if available, but also previous plans. Thus a further 
information loop exists. 

2, The state vector might contain qualitative information 
(e.g. weather conditions) that cannot be measured but that 
are observable by the human operator just as a part of the 
quantitative states (e.g. aircraft which can be seen by the tower 
controller looking through the windows). 

3, The term “permanently” should be interpreted as “ done highly 
frequent”. 

(fig. 1)- 

Paper presented at an AGARD MSP Workshop on “Air TrafJic Management”, held in Budapest, Hungary, 
27-29 May 1997, and published in R-825. 
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When an actual situation is assessed as “critical” since 
it causes an actual conflict, the human operator is 
provided with conflict information (e.g. aircraft which 
causes the conflict; involved aircraft; location). Under 
such circumstances a further decision support can be 
given by an automatic conflict resolution function’) 
that immediately influences the system (e.g. by using 
guidance signals) and/or proposes the right sequence of 
(re)actions in order to resolve the situation. However, 
under most operational conditions actions can be drawn 
from plans. 
It should be remarked, that such an hierarchical 
organized control should not imply a master-slave 
principle, since the human operator must have some 
means to have an influence on the planning according 
to his intentions 131. This kind of information feedback 
is not shown in fig. 1. 

I- predicted 
Plan MonItorIng and 
Situation Assessment 

Mode Selection $ 1  I -7-j 1. ... 

System / Process . 
envimnmental 
irlfluences 

World 

Fig. 
dan-based management and control 

1. A general architecture of an “intelligent” 

4 Planning Problems and Basic Concepts 

In a common sense planning can be described as the 
task to determine the actual and future interactions with 
the real world to reach well defined goals. This can 

’ )  Automatic real-time conflict resolution is not necessary in all 
applications. 

formally be expressed as the search for a transformation 
with operators or actions from a known state into 
another state, which satisfies the goal descriptions. It 
is clear that formal descriptions of states and operators 
are needed, too. 
In the domain of airport surface traffic management 
there are other important problems which are related 
to the required safety level. Because of the continuous 
traffic at major airports it is not practicable to alternate 
between planning and implementation of a whole 
plan. Instead planning and implementation must be 
interlaced. Of course, in this domain planning has to 
be based on a permanent plan monitoring to realize a 
closed information loop. The use of planning as an 
intelligent, look-ahead, closed-loop control (reactive or 
dynamic planning /4,5/) presupposes the solution of the 
following problems: 

0 planning under uncertainty, and 
0 planning under real-time demand. 

These problems will be described in more detail in the 
next sections and also some general approaches will 
be given. 
Of course, the design of the system as well as the 
accommodation of the present operational procedures to 
such a system have to be done in view of the controllers’ 
acceptance and their workload. These aspects have an 
backward effect not only on the HMI2) design but on 
the planning algorithms, too. Some questions about the 
controllers’ ability to exercise influence on the planning 
and the proper plan representation are answered in 
another section. 
Since dynamic planning with information feedback 
is not sufficient to fulfill all requirements, another 
important planning principle, that is termed as recurrent 
planning with sliding horizon is necessary which is 
covered in last section of this chapter. 

4.1 Uncertainty 

4.1.1 Reasons for Uncertainty 

If consideration is given to what information is neces- 
sary to describe a state, the chosen set of measured 
signals from the world and their derived values to 
extract the relevant information must be listed. But, 
the actual available knowledge about 

0 the intentions of the agents (aircraft controlled by 
pilots) according to their plans (the taxi-instructions 
given by the controller), 

0 the predicted future events which will influence the 
behavior of the world (the inbound traffic etc.), 

0 the actual and known future operational conditions, 
constraints and goals 

*) Human-Machine Interface 
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also belong to a description of a state. It should be 
noted that for all types of information there are different 
degrees of certainty. For instance, in spite of the 
unavoidable errors in measurement, the actual position 
of an aircraft is "better" known than the predicted touch- 
down time of an arrival. Beyond that, it is clear 1.hat 
the uncertainty of any predictions will increase with an 
expanding time-horizon. 
For that and other reasons, such as the human invol- 
vement, the limited accuracy of measurement, etc., any 
model is not able to copy the dynamics of the real 
world without errors. Thus, the uncertainty is caused 
by (a more detailed description is given in 16/:) 
0 the inaccurate assessment of world signals, 
0 the inaccurate and erroneous prediction of future 

0 the inaccurate modeling of the world. 
0 the uncertainty about future operational conditioas, 

Now some general approaches for planning under 
uncertainty are discussed, which are also used in the 
TARMAC') 17,8,9/ planning system, developed by the 
German DLR. 

events, 

constraints, goals, etc. 

4.1.2 Planning with Time Intervals 
If the world model is characterized by continuous time 
variables it is often useful to use time intervals for 
planning, which was introduced by Allen 184. This 
allows to include the uncertainty of the prediction about 
the exact time of an event in the planning process. The 
size of the time interval, within which the predici:ed 
event will happen, can usually be determined according 
to on-line statistics or the probability density functions 
of estimated model parameters (to predict an event). 
Otherwise a "fit" size has to be assumed "per definition" 
(this problem is discussed later). 
If events are related to time intervals, then a world 
model is needed which is able to extrapolate the 
intervals into the future. In general this leads to hvo 
possible views (fig. 2): 
0 a resource is always used bylallocated to an agent 

for a certain duration (at every certain location the 
aircraft may be there for a certain duration), 

0 at every certain time an agent may use several 
resources (at every certain time an aircraft may 
potentially be at several locations). 

If furthermore the inaccuracy of the model is taken 
into account, the sizes of the intervals will increase 
with time according to the growing uncertainty (lowest 
and highest expected speed of an aircraft). A better 
interpretation can be obtained if the durations*' for 
the use of a resource according to the dynamic world 
model are extended through buffer intervals (against 
uncertainty) on both sides (fig. 2). Such an extended 
interval shall be called occupancy interval (I). 

' )  Taxi And Ramp Management And Control 
') which are needed by an aircraft to pass certain taxiway sections 

of a certain taxi path 

taxiway sections 
qfa taxi path 

so 100 time 

Fig. 2. Occupancy intervals and their expansion 
:aused by the increasing uncertainty 

The figure shows the extension of the planned resource 
illocation time intervals and their expansion caused by the 
increasing uncertainty illustrated for the example of the taxi- 
path planning. Let the taxi path of an aircraft be A-B-C-D- ... . 
where A, B, C, D, ... are the consecutive taxiway sections of the 
taxi path; D,,, DH, Dc, DO, ... the corresponding durations 
:for this aircraft); to  is the present time, t.5 = 50 the predicted 
time when the aircraft will start its taxi operations (for instance 
the predicted runway-exit time); t p  5 tu the time when the 
prediction was made, and €0 = j( t.5 - tp )  the (assumed 01 

:alculated) uncertainty interval for this prediction. 

However, planning of an occupancy of a certain re- 
source for an interval I according to the knowdassumed 
uncertainties leads to two additional problems which 
have to be solved: 
0 The &-Parameter Tuning Problem 
0 The Conflict Evaluation Problem 

4.1.3 Plan Monitoring and Situation Assessment 

4.1.3.1 Basic Considerations 

Any reactiveplanning has to be based on a permanent 
or repetitive I51 comparison between the state of the 
real and the planned world at the present time. This 
can be called plan monitoring. 
First it should be noted that not every difference 
between the planned and the real state is discernible, 
because 
0 there is always a limited accuracy of the measure- 

ment of the world signals, and 
0 there might be a certain granulation of the world 

model, which is used to describe the planned state. 
However, even a recognized difference between the 
state of the planned and the real world does not 
inevitably mean that re-planning is necessary. For 
the judgement whether planning should be done, the 
planning system must contain a "look-ahead unit" 
I101 which extrapolates the actual world into the 
future considering the remaining operators (acts) of the 
present plan. This can be done better one abstraction 
level higher than the state-level - at the so called 
situation-level. Therefore any situation assessment 
requires the prediction of the future states of the real 
world. 
In the ATC domain usually an actual confict is caused 
by a pilot violating hislher plan, that means he or 
she does not follow the instructions of the controller. 



One example is the deviation of an aircraft from the 
instructed taxi path. A more general consideration of 
an actual conflict must include all circumstances that 
require an immediate action by controllers (commands, 
warnings etc.) and pilots of the certain aircraft or the 
set of involved aircraft. The detection of such rare 
conflicts is of great importance, but not the only task 
of situation assessment. 
Under “normal” operational conditions one has to 
expect a frequent non-conformity between planned and 
actual situations’). However, even in case of non- 
conformity adaptation of plans is not necessary as long 
as it is or seems to be sure that neither the world will 
be led into a critical situation nor any goals will be 
lost. But often the situation should be assessed as a 
potential conflict, that means there is a certain chance 
that planning is or will be necessary in the near future 
in order to generate proposals for suitable actions. 

Since there is no objective “belief measure” and hence 
it is not obvious whether planning process should 
be started, there is another objective of situation 
assessment to give some clues to the plan generating 
unit to answer these questions. So, besides detection 
of actual conflicts, a suitable evaluation of potential 
conflicts is required. 

The result of the plan monitoring and especially of the 
evaluation of a detected difference between the planned 
and the real world should be a classification of three 
categories: 

0 The difference is tolerable that means no conflicts 
were detected. 

0 The present situation requires a replanning imme- 
diately or at a later time (this point is viewed in the 
following section). 

0 The situation is crucial (runway incursions, devia- 
tions) in the sense that it requires an immediate 
reaction by the system (guidance signals) and/or by 
the controller (commands to the involved pilots). So, 
first of all the present situation of the world has to 
be transferred into a safe situation without planning 
which then later will allow a normal time-consuming 
planning. 

The evaluation of possible future conflicts through the 
situation assessment should be based on the same 
considerations as pointed out above. Finally it should be 
mentioned that the monitoring task can easily be decom- 
posed and distributed to several monitoring processes 
(units) corresponding to the involved aircraft and/or 
specific topological elements (taxiways, junctions, areas 
etc.). 

I )  In many cases the planning process does not calculate future 
(planned) sirucirions, but a sequence of actions. Giving a certain 
initial siridon, a planned sequence of actions, and the actual 
siriroriorz, the monitoring process is able to detect whether the 
actual behavior of the world differs from the planned one or not. 

4.1.3.2 Determination of the Planning Necessity 

The correlation between an increasing planning hori- 
zon*) and the increasing uncertainty already has been 
explained. This bears the thought that automatic 
planning should be done as late as possible to limit 
the planning horizon as much as feasible. “As late as 
possible” means there is enough time to compute a 
sufficient plan, but also enough time for the involved 
humans to accepdunderstand and possibly to transmit 
the plan. 
But there is a second aspect, which also has an influence 
on the determination of the planning necessity, and 
which relates less to uncertainty but rather to the quality 
of the best plan. If the plans for the agents (aircraft) are 
made in the same order as the agents become known (or 
have to be replanned as the result of plan monitoring), 
the limited resources are assigned to the agents in the 
same order, too. This “first-come-first-served” method 
is equivalent to a non influenceable ranking of the 
agents involved in the planning process. Therefore a 
skillful ordering might influence the quality of the plans 
by grouping some agents and computing their plans at 
the same time and/or (if the planning task becomes 
for complex) by determining a subset of aircraft which 
should be planned first. 

4.1.3.3 Situation Assessment in Real-Time 

As explained in the previous section, planning functions 
are based on situation assessment working permanently. 
So it is clear that it has to be done rapidly in order to 
achieve a highly frequent recurrence. Since detection 
of actual conflicts is one objective, situation assessment 
has not only to be performed fast but under well defined 
real-time conditions. 
A very promising approach to this need is the de- 
composition of situation assessment in sub-tasks which 
then can be executed in parallel if a network of 
computers is available. Beyond that, this possibly 
bears the advantage of being a rather fail-safe solution. 
Decomposition of situation assessment should utilize 
the circumstance that monitoring can be focussed on 
aircraft as well as on areas. 
Figure 3 shows a system performing parallel situation 
assessment that consist of: 
0 a variable set of aircraft monitoring processes Ai, 
0 a fixed set of area monitoring processes Nk, 
0 a supervisor process, that controls aircraft and area 

monitoring processes and performs conflict detection 
(D) as well as conflict evaluation (E), 

0 a knowledge base that serves as a data interface, too. 
Each process Ai observes the movement of the aircraft 
i and predicts its occupancy intervals for all sections of 
its taxi path that are delivered to the potential conflict 
evaluation process E. Furthermore it proves whether the 
aircraft is still able to execute the next planned action, 

?) Horizon means depending on the context either the farthest future 
time, up to which is planned, or the duration from the present IO 
this time. 



for exampl : whether the aircraft is able to stc 
planned) or is able to turn into the required tax 

(as 
vaY 

etc. Such information of short-time prediction is given 
to the actual conflict detection process D. 

potential conflict 
attributes, 
actual corlflict 
irlformation 

predicted events. 
plans 

Aircraft Monf toring 9.- 7 
4 Supervisor 1 

Area Monitoring 

Monitoring and 
Situation Assessment 

Knowledge Base 

Fig. 3. Architecture for real-time situation assessmenl 

;very process Nk monitors the compliance of the 
planned taxi paths and crossing order(s)’) of all aircraft 
moving on area k. Deviations of aircraft from the 
planned taxi path are always actual conflicts, whereby 
predicted changes of the crossing orders are asses:xd 
as potential conflicts since they might be tolerable with 
respect to the planning goals. 

4.2 Real-Time Demand 

Real-time demand leads to the most difficult problems 
in the field of automatic planning. Although a lot of 
work has been done under several perspectives it see:ms 
there is no general solution especially for complex 
domains like ours. 
Control in complex systems is in general hierarchically 
organized. From the lowest layer up to the highest layer 
the degree of abstraction rises as well as the considered 
time horizon. The specific task of each layer has to be 
solved under given constraints by the superior one I 1  11. 
For automated direct or tactical control at the lowest 
layer (e.g. in the aircraft control systems) a common 
agreement exists about the meaning of the term “real- 
time”. The control task (value computing of the control 
variables, handling of exceptional cases, etc.) has to 
be finished within a certain period. An appropriate 
duration of the period can usually be assessed hy 
analyzing the system’s dynamics. Since the computing 
normally is simple even for highly sophisticated control 

I )  an area k may contain several intersections 

algorithm 
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worst case study of the time consumption 
can be done. 
However, these statements cannot be applied directly 
to planning tasks on higher layers. The most important 
reasons for this are: 
0 An appropriate duration of a period in which any 

planning process should terminate cannot be fixed 
a-priori. Only the latest time can nearly be settled 
(regarding to a corresponding future event) when the 
planning process should finish. 

0 During a planning process the world cannot be 
assumed as invariable. Even cases have to be 
covered, where an ongoing planning has to be 
cancelled automatically and restarted, because the 
start conditions are no longer valid (non-monotonic 
planning). 

0 Planning is a very complex task which incorporates 
several sub-tasks, such as plan monitoring, determi- 
nation of the plan necessity time, single planning, 
etc., which have different time demand. 

0 Sometimes humans are involved in the planning 
process. . . 

This is a much worse situation than in the context of 
direct control. The main questions are: 
0 How can the planning process be speeded up ? 
0 How fast must the planning process run to ensure 

that the time demand problems can be solved ? 
There are two main options which might be useful to 
speed up the planning process. 

1) Whenever possible the planning task should be 
decomposed and be distributed to different planners. 
This can be done horizontally or vertically. 

0 A horizontal decomposition means to split the 
planning tasks into smaller, easier and faster 
solvable tasks so that the aggregation of all 
partial plans solves the original planning pro- 
blem. The decomposition should be oriented on 
the natural structure of the world for instance, 
different planners for the different aircraft or 
different areas of an airport. Of course, by doing 
this, a lot of difficult unsolved problems have to 
be solved, which are related to such fields like 
distributed planning, mtilti-agent planning, and 
cooperative planning / I  21. 

0 If the decomposition is realized in such a way 
that there are several layers of abstraction 1131 
it is called “vertical” and leads to the concept 
of hierarchical planning /1412) which is similar 
to the multi-layer control structure mentioned 
above. The planning of a sequence of world 
situations without (a detailed) conclusion on the 
actions is a special (but in the ATM-domain very 
useh1 and already practiced) variant of a vertical 
decomposed planning. In the subordinate layer 

2, This term is also used for a special architecture of the diswibu/ed 
plannitig of the TARMAC planning system where several, single- 
aircraft planners are coordinated by a superior planning unit). 
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of such a situation planning the experiences 
of the human-operator can be used for the 
determination of an appropriate sequence of 
actions (control instructions for the pilots) to 
achieve the desired situations. 

2) The characteristic of the second option is the 
reduction of the developmental possibilities through 
reduction or limitation of the planning horizon. 
This can be done either by generation of sub-goals, 
the execution of which guarantees or facilitates the 
satisfaction of the original goal, or by fixing of a 
certain limited horizon (incrementalplanning) 1151. 
If planning of future traffic handling is still done 
by the controller and only supported by a planning 
support system there is in addition the possibility 
that the horizon can also be chosen by the controller 
according to the available time for the planning 
process or according to his assessment of the final 
planned traffic situation. 

4.3 Human-Machine Interaction 

The problem of human-machine interaction is often 
reduced to the problem of human-machine interface 
design to answer the question how the human-operators 
can work with the system. Of course, the layout 
of the interface is very important for the human- 
operators’ acceptance, because it has a direct effect on 
their workload. However, in the context of automatic 
planning’) there are many other questions which have 
to be answered long before even a prototype of an 
interface can be made. These answers react upon the 
implemented planning algorithms and the used planning 
methods. 
So, how does a reactiveplanning, the plans of which are 
made for a human-operator, differ from others which 
are made to control machines, e.g. robots? Focussing 
our attention on planning for humans, especially for 
controllers, the main differences are: 
0 There is a general guideline that the controllers retain 

the authority in such a human-machine system as 
well as they should keep the responsibility for traffic 
handling. Both points presuppose a possibility to 
influence the planning system. 

0 For the controllers it should be possible to realize 
the plans without an increasing workload, therefore: 

0 Single-plans must not be changed as often as it 
might be desirable to achieve the planning goal 
in an optimal way (shortest time, least expense, 
etc.). 

0 If it is unavoidable to change a single-plan it 
should be done in such a way that the new plan 
is “similar” to the old one. This problem is 
called the plan stabilization problem. 

’) I t  is important to keep in mind that the human-machine interaction 
is only pointed out for the case that there is an automatic planning 
system, not an interactive one. 

The general problem of the role of a human-operator 
in a human-machine system should not be discussed in 
this paper 116/. However, if only the technical side is 
discussed, the question remains how a controller could 
influence an automatic planning system. Two ways 
of the controllers influence on an automatic planning 
system should be distinguished: the direct and the 
indirect influence. 
The direct influence is characterized by the controller 
modifying or replacing a calculated plan by his own 
one. An often discussed example is the ability of the 
controller to assign a new (in his mind better) taxi- 
path to an aircraft. But, as already pointed out, the 
plan of the controller is needed for plan monitoring and 
for further planning. Therefore the controller has to 
“inform” the planning system about his plan. Although 
there are modem communication methods (window 
surfaces, voice recognition etc.), which enable him to 
do this with little effort, a crucial problem is hidden - 
the difference between the controllers and the machines 
world model. There might be cases where only the 
planning system detects a planning conflict. Then the 
planning system would have to ask the controller how 
he would solve it (e.g. the future right of way order 
for the aircraft at a certain junction). Depending on 
the answer of the controller, the planning system can 
have the “impression” that plans of other aircraft have 
to be modified according to the controller’s intention. 
So in certain cases, either a very complicated time 
consuming human-machine dialog has to take place or 
further planning has to be done under the uncertainty 
of an old single-plan that unavoidably leads to a loss 
of optimality. 
If the controller has mainly the possibility to change 
planning conditions, constraints or the optimization 
criterion for traffic handling in the near future according 
to his intentions, he has an indirect infliience on the 
planning process. Of course a translation layer as part 
of the intelligent HMI is needed which enables the 
controller to do this without any knowledge about the 
details of the planning algorithm. Examples on how 
influence can be exercised, are: 
0 the aircraft should not stop at certain locations, 
0 the plans should change less frequently, and 
0 a certain aircraft should have the highest priority. 
The advantages in contrast to the direct influence are, 
that 
0 there is no time consuming dialog needed, 
0 the planning system has full information about all 

plans (consistency of information), and 
0 the controller is able to put influence on all future 

planning according to his intentions. 
It should be mentioned that there are many additional 
difficult problems in the design of the HMI which are 
closely related to the planning algorithms, for instance, 
the timely display of planned actions (plan translation 
problem), and the determination whether (and if so, 
what) actions are necessary to reach the (next) planned 
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situation’) (this is part of the plan transformation 
problem). But, since they do not feed-back to the 
design of planning algorithms they are not described 
here in more detail. 
Now the second point is again considered, namely: 
what has to be done to enable the controller to realize 
the plans without an increasing workload. To guarantee 
that the plans do not change very frequently a plan with 
a sufficient prevention against the uncertainty is needed. 
Forplan stabilization information of an old plan must be 
used for planning. Therefore it is expedient to introduce 
three types of planning: 
0 new planning or repeated planning without any 

information of an old plan (e.g. for new incoming 
aircraft), 

0 replanning, which means planning under considera- 
tion of old plan information either for constrairits or 
for the measure of the similarity between a currently 
computed and the old plan (e.g. the planning of taxi 
operations on a former planned taxi path for an 
aircraft), 

U plan modijication in which only one item (e.g. the 
push-back time) of a single-plan is adapted. 

In general the last two planning types are not only 
useful to change plans smoothly, but also to reduce the 
computation time for a plan. 

5 Example: Runway Occupancy 
Planning for Departures 

5.1 Problem Description 

5.1.1 Objectives of Occupancy Planning 

Although “capacity of an airport” is a commonly 
used term in the domain of Air Traffic Manageinent 
(ATM), its exact definition is still disputable. The 
main reason for that seems to be the dependence of 
the capacity on various “environmental” factors, such 
as weather situation (wind, visibility) and traffic mix. 
Of course, capacity is primarily based on the runway 
system and the prevailing operational procedures, like 
the runway configuration. Many of these factors cannot 
be measured quantitatively but can only be described 
qualitatively. Furthermore some factors vary in time, 
thus capacity is time-variable, too /17/. 
However, it is clear: airport capacity limits the nurnber 
of movements and in case traffic demand exceeds 
capacity for a certain time (arrival peaks) the delays 
of the arriving aircraft grow. Therefore in practice, 
capacity is often regarded as the maximum throughput 
or its definition can be based on the throughput at w:hich 
the average delay does not exceed a certain amount 
/1 I/ .  Since arrivals have to be served with priority, 
departing aircraft often do not reach their scheduled 
times, too. But the present operational procedures 
force a surprising interdependence between delays 

’ )  In this context only plans were considered, which do not contain 
a sequence of actions but a sequence of desired situations. 

and capacity: On the one hand airport overloading 
“produces” delays, but on the other hand certain 
departure delays are necessary to reach maximum 
capacity in case the same runway is used for arrivals 
as well as for departures. This can be explained as 
follows: In order to fill any gap in the arrival stream 
with departures the controller, who has no complete 
information about future events, about the curfent traffic 
situation on the apron etc., needs a queue of departures 
waiting (with running engines!) at the departure runway 
to react (skilfully!) so that at least no constraints which 
are critical for the safety are violated. 

Thus the main objective for an occupancy planning 
system is the enhancement of airport capacity by 
reducing the average departure delay. Moreover runway 
occupancy planning shall help 

0 to deliver the departures on time or within desired 
time intervals (slots) 

U to coordinate the ground handling procedures of the 
airlines, the apron activities, especially thc push-back 
sequences, and the superior departure planning 

and in the farther future 

0 to coordinate arrival and departure management 
0 to generate planning goals for other planning subsy- 

stems of a SMGCS /TARMAC. 

5.1.2 Present Operational Procedure (OP) 

Before an aircraft is able to depart, several activities 
are necessary which are done under the responsibility 
of four institutions: the airline itself, Apron Control, 
Tower Control, and Air Traffic Control (ATC). 

The duration of the airlines’ ground handling procedu- 
res determines the earliest time the aircraft could leave 
its parking position. The experience and knowledge 
of the pilots, their familiarity with the operational 
procedures of the airport and their own intentions lead 
to great variations of the times needed for push-back 
and taxiing. 

Apron Control done by several apron controllers mana- 
ges the traffic on the apron(s) of an airport. That means 
for departures: to schedule their push-back operations, 
to determine their taxi paths from gate to the movement 
area, and to give right of way instructions to the pilots. 

Tower Control done by a controller named PL is 
responsible for taxi guidance, for runway management 
(line-up and take-off clearances), and to maintain 
defined separations between aircraft on the standard 
(instrument) departures routes (SID) aircraft fly after 
take-off. 

ATC integrates the aircraft into the air traffic flow under 
consideration of superior aspects of the Air Trafic 
Management (ATM). 
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Apron 
TXR Control 

* A----------- 
Pig. 4. Present operational procedures from start-up 
request to take-off 

Dotted lines: observed events. 
Abbreviations: SUR = Start- Up  Request, SUG = Start-Up 
Given, PBR = Push-Back Request, PBG = Push-Back Given, 
TXR = To.vi Request; TXG = Taxi (Clearance) Given, HO 
= Hond-Over; LUR = Line-up Readiness; LUG = Line- 
Up  Given; TOR = Toke-Off Readiness; TOC = Take-On 
Clearance; TO = rake-off 

Today activities for a take-off are initiated by a pilot (see 
fig. 4). He requests a Starf-Up from ATC. Expecting 
that the aircraft will need a certain time to reach 
the runway and under consideration of ATM aspects, 
permission for Start-Up is given. Then the pilot 
requests the permission for Push-Back operation (and 
Spool-Up of the engines) from the Apron Control. The 
apron controller tries both to hand-over the aircraft in 
due time to the Tower Control and to coordinate the 
push-back and the taxi operation of this aircraft with 
all activities necessary for other aircraft. Under this 
consideration push-back and taxi instructions are given 
to the pilot. After hand-over suitable instructions for 
taxiing, line-up, and take-off have to be given from the 
PL to meet all constraints mentioned above. 

5.1.3 Given and Generated Information 
Human planning as well as Automatic Planning has 
to be based on relevant information that is obtainable 
(measurable, observable) from the system for which 
planning should be. done, called world. In order to 
reduce the quantity of information to a manageable 
amount, a certain level of abstraction is used which 
describes the state of the world through the sets of 
Events (E), of known arrivals A and departures D, 
Constraints (C) ,  and the previous Plan (P). 
An event e E E can be: 
0 a departing aircraft starting a new step of its OP 

0 the announcement of a new (up to the present time 

0 a changed prediction for the touch-down time of an 

(SUR, SUG, PBR, ..., TO; see fig. 4) 

to unknown) aircraft 

arrival 

0 the actual touch-down time of an arrival 
0 an alteration of other time constraints for the present 

Any planning has to take into account the following 
constraints: 
0 Wake vortex separations between two arriving or 

departing aircraft in dependence on their weight 
classes; stored in form of matrices W. 

0 SID separations between all navigation aids (see 
fig. 5) .  The separation between two departing 
aircraft RDD is than the minimum separation of 
the common flight path. 

or the future 

0 Departures slots SD 
0 Minimum runway allocation times for the known 

arrivals Y, and departures Yd 

0 Minimum sum times for all future steps of the OP 
OD for every departure from D. 

0 Some constraints resulting from the interdependence 
between the runway 18 and the runway system 25/07 
that will not be explained in. detail. 

For the computation of 00 a model M of the OP is 
needed, which is a set of tables containing average 
times for steps of the OP (e.g. push-back and taxi times) 
distinguished both for different areas or gates of the 
apron and aircraft weight classes (heavy, medium, light) 
or types (B747, A320, etc.). Since some constraints 
result from the events they change with time. 

FOXTO 

WRE 

ROTEN 
NDG NKR 

Fig. 5. (Simplified) Structure of the Standard Instru- 
nent Departure Routes from 25L+25R of the Frankfurt 
4irport 

Javigation aids: FOXTO. RAM, WRB, . . . I  NDG, 
.g. WRB= Warbutg 

t should be remarked that there are two kinds of 
onstraints: the “strong” constraints that are safety 

critical and must not be violated in any case (wake 
vortex separations, minimum runway allocation times), 
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and the “weak” ones that can be violated “slightly”, for 
instance in cases where no other solutions exist. 
When considering plans it is useh1 to distinguish 
between primary plans P for runway allocation and 
derivative plans p=p(M,P) which correspond to the 
departures from D. Any p contains latest times for 
the SUG, PBG, TXG, HO, and LUR of the OP of the 
respective aircraft. 

5.2 Functional Structure of the Planning System 

5.2.1 Superior Runway Allocation 

Considering the specific runway configuration of the 
Frankfurt Airport the planning system was subdivided 
into a Coordinator Unit and two planning units: for the 
runway 18 and for the parallel runway system (fig. 5) .  
The coordinator allocates the departures to a cexlain 
unit using a set of allocation rules. Beyond that it has 
to do some other tasks in connection with the planning 
algorithms of each unit (see following text). 

5.2.2 Functional Structure of a Planning Unit 

Each planning unit calculates a primary plan P for a set 
of departures D containing all departures which were 
allocated to the corresponding runway. This process 
is triggered by the coordinator after the occurrence 
of an initial event at time to. So planning has to 
consider the actual constraints C(b). However, there 
is no guarantee that under these constraints a permitted 
plan really exists. As it is necessary for ATM to modify 
a certain constraint, like a departure slot, immediately 
in such a case, planning is done by two subunits: 

0 Sequencer: determination of permitted deparhire 
sequences 

0 Optimization Unit: optimization of occupancy intler- 
vals 

5.2.3 Sequencer 

The sequencer determines such sequences si of aircraft 
for which permitted occupancy intervals for the depar- 
tures exist. 

The allocation of a corresponding set of occupancy 
intervals (a preliminary plan P,(sj,R>) is done by using 
a set of rules R.  When applying R, it has not only to 
be guaranteed that a Pp(sj,R) will be found for any si 
but, since in case that decisions are urgently required, 
the plans p for certain departures have to be derivled 
immediately from the Pp, the above mentioned aspects 
of plan stability and uncertainty have to be considered. 
As in general a large set of permitted sequences exist 
and also in order to cut the search tree, an evaluation 
criterionf(s1 is used to select an subset of ‘‘sensible” 
sequences. 

5.2.4 Optimization Unit 
The Optimization Unit does not only consider whether 
a plan is permitted, but moreover other aspects such as: 
0 similarity to the previous plan 
0 robustness against uncertainty 
0 priority of aircraft 
0 violation of (weak) constraints. 
Therefore an optimization function 

I 1 

is used where each gi measures a certain aspect 
depending on the 2nD boundaries of the occupancy 
intervals that are stored in v, and cui is a weight factor. 
Since in general there are a lot of (local) optimal 
solutions which minimize g, an advanced optimization 
technique is used which is able to find the global (or 
a sufficient) optimum. 
Every optimization process starts with the population 
of the previous planning, but with a changed evaluation 
of all individuals. During the planning process new 
individuals representing permitted solutions and gene- 
rated by the sequencer are added consecutively to the 
population. At any time the best solution found so far is 
accessible from the database. The coordinator decides 
by consideration of the available push-back preparation 
times whether for a departure j the p l anp iq  has to be 
fixed (fig. 6). Then the optimization is continued with 
a set start time of the occupancy intervalj. 

5.2.5 Coordinator Tasks 
Beside the allocation task the Coordinator Unit controls 
not only the planing processes in the planning units but 
also serves as an interface to the world (via other ATC 
systems) as well as to the controller displays. The 
Coordinator Unit 
0 updates the event list E and constraints C(E) 
0 proves whether a new event requires a new planning 
0 derives the plans p from P 
0 initiates the modifications of constraints in case no 

permitted P exists 
0 establishes priorities to those aircraft of which push- 

back is in preparation or already done, to avoid 
delays caused by changed plans 

Fig. 6. Functional Structure of the Occupancy Plan- 
ling System 
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5.3 System Development and Evaluation 

As explained in previous chapters occupancy planning 
requires a complex interaction of several subsystems. 
The influence of the implemented algorithms (sequen- 
cing, optimization etc.), of the several parameters and 
of th? optimization criteria on the departure delays, 
resulting from the plans of an event-driven recurrent 
planning, is not obvious and there is no theoretical 
method known to quantify this influence in advance. 
Moreover, the evaluation of a certain realization of 
the planning system cannot be restricted to average 
departure delays because the frequency and the amount 
of violations of weak constraints, or the number of 
slots which might have to be rearranged, are important 
aspects, too. 
Besides these technical aspects, the operational side has 
to be evaluated. So questions like, e.g.: what informa- 
tion should be displayed at which time (relating to a 
certain event time) in which way, have to be answered. 
This should be done as early as possible because this 
does not only has an influence on controllers’ workload 
but a backward effect on the design of the planning 
algorithms. 
The interdependence between planning algorithms and 
working procedures of the controllers can be investi- 
gated in the best way, by using a simulation system 
that is integrable into a realistic simulation environment 
including a tower mock-up which is already available at 
DLR. The simulation system which is currently under 
development generates all events based on realistic 
scenarios of arrival traffic and departure flight plans. 
The workload of the controllers that is very important 
for their acceptance is moreover affected by plan sta- 
bility. In order to decide whether (a certain realization 
of) the occupancy planning is able to generate “stable” 
plans a time-variable space of tolerable variation will 
be defined. 

6 Conclusions 

The management and control of complex systems by 
human operators can be improved considerably if they 
are assisted by an automated planner that considers all 
available information about future constraints, goals, 
events etc. as well as the present state of the 
system. Since in general the behavior of the world 
is not predictable with arbitrary accuracy a dynamic 
planning has to be designed that is characterized 
by information feedback and a permanently working 
situation assessment. 
Depending on the characteristics of a given domain, 
influencing factors like e.g. : planning with uncertainty, 
situation assessment in real-time, planning with time- 
intervals and recurrent planning with sliding horizon 
have to be considered in the design and development 
of intelligent planning systems. If furthermore human 
operators have to interact with the planning support 
system, which is typical for the ATM domain, special 

provisions have to be designed from the beginning into 
the planning algorithm. 
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Abstract 

European centralised air traffic flow management (ATFM) is still in its early stages o 

development and has urgent and extensive needs in terms of decision support tools. This paper 

provides a brief overview of research in ATFM and discusses the feasibillty of optimisation 

approaches to European ATFM. Three optimisation models for re-routing air traffic flows and 

their test results are presented and analysed. 
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1. Introduction 

Congestion in the air transportation system has been plaguing air traffic both in the 

US and in Europe for nearly 20 years. In order, to protect air traffic control (ATC) from 

overloads, a planning activity called air traffic flow management (ATFM) emerged during the 

seventies. ATFM, by comparing the available .capacity with forecast traffic demand sometime 

prior to the flights, tries to anticipate overloads and take control actions to prevent them. In 

simple terms, the capacity of an ATC sector is defined as the number of flights that the air 

traffic control team of that sector is able to supervise per period of time, usually one hour. 

When the traffic expected to cross the sector exceeds the capacity, traffic delays occur. In [SI 

it is claimed that delays caused by lack of capacrty cost European carriers around $3 billion 

annually. ATFM tries to limit the extent and impact of those delays. 

ATFM control actions range from departure delays to re-routing of flights. Departure 

delay, or grounddelay, means delaying departures of flights heading to congested areas. The 

idea behind it is that, if delays are unavoidable, it is safer and cheaper to delay the flights on 

the ground than in the air. Flights can be re-routed to by-pass already overloaded elements of 

the airspace or to prevent overloads occurring. 

In continental US there is a single body located in Washington DC which co-ordinates 

flow management: the Air Traffic Control System Command Center. Congestion problems in 

the US are experienced mostly at airports. In Europe, a continent with many countries each 

with its own airspace, co-ordinated air traffic control and flow management is more difficult to 

implement. As stressed by Benoit [6] many flights in Europe take only one hour or less but 

have to cross several airspaces. Congestion is fklt not only at airports, as is mostly the case in 

the US, but also in the airspace at the junction points of air routes (also called fixes). 

Therefore, the thrust of air traffic management and control efforts in Europe has been to 

integrate and centralise control activities. To this end, the Central Flow Management Unit 

(CFMU), located in Brussels, was created in 1989 to be the sole provider of air traffic flow 

management in the 33 countries of the European Civil Aviation Conference. 

Matos and Ormerod in a paper based on fieldwork done at the CFMU in 1995 [13] 

address the differences in timescale and organisation of ATFM activities between the US and 

Europe: in the US most of the planning is done a few hours before the flights depart by the Air 
Traffic Control System Command Center whereas in Europe the planning starts six months 

before the flights and involves not only flow managers but also different National 

Administrations, area control centres (ACC) and aircraft operators’ representatives. 

Accordingly, concepts differ: US authors tend to call all the planning done before the flights 
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take-off “Strategic” and after the flights take-off “Tactical”. In Europe, there is Strategic 

planning which goes from 6 months ahead to a few days before the flights, Pre-tactical 

planning which occurs on the two days before the flights and Tactical planning which takes 

place on the day of the flights until take-oE. Measures affecting airborne flights are considered 

strictly in the realm of ATC rather than A’TFM. 

These three levels of planning tiiffer in the timeframe considered, the uncertainty 

involved and the room for manoeuvre. At the strategic level, where the control measures are 

prepared a few months beforehand to last for a whole Summer season, there is scope for 

significant changes in the routing of flows. However, the information available on traffic 

demand a few months ahead is very uncertain. As the day of operations gets closer the 

information available becomes more accurate but the room for introducing changes diminishes. 

The distinction between the different levels of planning can also be blurred, for instance, when 

control measures are prepared a few weeks before the flights. 

Research on ATFM problems started in the late eighties: Odoni in [15,16] defined the 

air traffic flow management problem area, identified major issues in the field, and suggested the 

decision support needs, mostly based on ?;he US situation. In [ 131 some groundclearing work is 

done for European ATFM. Most of the ATFM research has concentrated on optimisation 

models for the allocation of grounddelays with nearly all models intended for the US case, 

with congestion limited to airports [1,2.,3,4,16,18,19,22,26,27]. Recently, research has been 

reported on grounddelay models where congestion also affects sectors en-route 

[7,11,23,24,25]. Examples of the application of Simulation to ATFM have also been reported 

[30]. There has been some work published exploring the application of artificial intelligence 

techniques to ATFM [5,9,10,17,20,21,~!9]. Research on decision support models and systems 

for re-routing of flights is just starting,: in [14] a re-routing demonstrator and optimisation 

models for the re-routing of air traffic flows are presented. In [23] an integer programming 

model that allocates both grounddelays and routes to individual flights is described. A research 

project aimed at developing decision support aids for re-routing of flights, Computer Aided 

Route Allocation Tools (CARAT), started in May 1995, at the Experimental Centre of 

Eurocontrol [12]. This project is exploring the use of meta-heuristics such as Simulated 

Annealing, Tabu Search and Genetic algorithms to re-routing problems. 

This paper looks at the feasibility and of optimisation approaches to European ATFM. 

h so doing, optimisation models intended for pre-tactical re-routings, that is routings of air 

traffic flows, issued a few days before the flights take place, are presented. 
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2. Feasibility of Optimisation Approaches 

Optimisation of the flow of air traffic is the second priority of ATFM, the first priority 

being to ensure the safety of air traffic. Defining and implementing optimisation of the air 

traffic flow is a complex problem: there are many different traffic flows interfering with each 

other and optimisation has different meanings to the different users of the airspace. These 

meanings can also vary dynamically. For instance, charter airlines tend to give prionty to the 

minimisation of the operational cost of flights, whereas scheduled airlines tend to give priorrty 

to the minimisation of flight delays but, these priorities may change: a charter airline on a 

certain day, to make sure that an aircraft is available at a certain airport for another flight will 

give priorrty to the minimisation of the delay of a flight going to that airport. 

European flow managers will typically use traffic loads and total delay as the main 

criteria to optimise the flow of air traffic and in order to ensure equity, flights are ordered by 

time of filing the flight plans or expected arrival time. The efficacy and degree of optimisation 

relies on the co-operation of the different stakeholders For example, if, at tactical level, delays 

are building up flow managers may try various control measures to reduce the delays: 1) to 

increase, in co-ordination with the Air Traffic Control Centre concerned, the number of flights 

that can cross the sector that is causing the delays 2) to convince some of the airlines whose 

flights have acceptable alternative routes to re-route thus by-passing the congested sector. 

There are clearly two very distinct levels of optimisation: The optimisation done 

dynamically in a real environment that results from the influences exerted by the various 

stakeholders (airlines, ATC, flow managers etc.) and the optimisation defined in a 

mathematical model. The mathematical model provides consistency, quantitative information 

and speed to the decision process but it cannot take into account all the dynamic and non- 

mechanistic decision criteria that guide the optimisation in a real ATFM environment. 

Considering that ATFM is a largely human centered activity with many different and 

sometimes conflicting stakeholders, optimisation models for ATFM have to be designed more 

as decision aids than as decision makers. 

Therefore, in the development of optimisation models for ATFM (and for any other 

human actiwty) the following questions have to be answered beforehand: Why are they used, 

who uses them, where and when are they used. In other words, the feasibillty of optimisation 

models relies on an adequate knowledge of the users, their decision support needs and the 

context in which the models are used. Other key more technical factors in the feasibility of 

optimisation models are their efficiency, defined in terms of execution time and size, and how 

easy it is to integrate them in a decision support system (e.g., the amount of data processing 

needed). 
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The acceptance of optimisation rnodels by the user and other stakeholders is a key 

factor in their success. Andreatta etal. [3] stress that in many circumstances optimisation 

models are seen as a “black box” and the: users do not trust them, preferring the use of more 

transparent heuristics. Ward [28] in an article providing arguments for the use of simple 

models recognises the importance of client involvement and acceptance of the models. At the 

CFMU, the algorithm in use for the allocation of grounddelays is based on a FIFO heuristic, a 

heuristic which has been used in practice for a while and that flow managers and airlines trust 

more. 

In many decision-making processes optimisation models have to be coupled with other 

types of approaches. Odoni [16] considers three types of approaches to address ATFM 

problems: 1) Manual solutions 2) Knowledge-based expert systems 3) Exact and heuristic 

algorithms. Winer [30] describes computer tools where optimisation approaches are coupled 

with simulation. 

In the following sections optimisation models for the re-routing of air traffic flows are 

introduced taking into account the feasibility aspects mentioned in this section. 

3. Optimisation Models For Rerouting Air Traffic Flows 

3.1 Modelling Approaches 

A key issue in determining the ejwectiveness of re-routing measures discussed in [13] is 

the degree of authority that flow managers at the CFMU can exercise. At present, only some of 

the routings at the strategic level, or those in contingencies or in severely congested situations 

are mandatory. All other re-routings tend to be advisory. Mandatory re-routing measures apply 

to flows, during certain periods and are usually negotiated beforehand with airline 

representatives and the area control centres involved, they cannot be imposed on an individual 

flight basis. The choice of air route for a particular flight is seen as a commercial decision to 

be taken by the airline. 

However, there is an on-going debate on the adequacy of the present situation, and 

whether there should be more or less regulation [13]. Some stakeholders in flow management 

argue in favour of a firmer regulatory control, where responsibillty for the provision of flight 

plans, includmg the flight route, lies with ATFM. In this case, airlines just file the airports of 

departure and destination, type of aircraft, number of passengers and state their preferences. 

The nascent research on optimisation models for re-routing measures [12,23] assumes 

that flow management do have the authonty to route individual flights. The modelling approach 

taken in CARAT [12] works at the level of the individual flight: the European airspace is 

represented as a network model and the objective of the model is to minimise the sum of 
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operational routing costs and of congestion costs. Congestion is measured by means of 

demandcapaclty imbalances. The input to the model is the initial flight plans, and the output is 

the flight plans resulting from the optimisation. This approach will work if flow management 

has the authority to change flight plans and if efficient algorithms are developed to solve the 

very large optimisation models resulting from it. 

In practice, at present, flow managers, when considering pre-tactical re-routing 

measures, group flights into main flows, according to origin destination areas. They then 

identify alternative routes for the flows and compare capacity with demand for ATC sectors, in 

an iterative way. The alternative routes have to be acceptable to airlines, that is, they cannot be 

too long or too costly. The modelling approach taken in this paper is based on this practice and 

assumes that flow managers have authority to issue re-routing measures applying to whole 

flows during a very well defined period, typically a day. Routes cannot be changed frequently 

nor be allocated on an individual flight basis. 

Flights are grouped into flows according to their origin-destination, and the problem of 

re-routing air traffic flows is solved in two stages: 1) Routes Problem: identify acceptable and 

alternative routes for each flow; 2) Assignment Problem: given a set of flows, a set of 

acceptable routes and a set of capacity constrained sectors, assign a route to each flow so that 

the total cost of re-routings and congestion is minimised. This approach results in smaller, 

easier to solve models but is less direct than the approach used in CARAT, as before reaching 

the optimisation phase flights have to be grouped into flows using simplifjmg criteria. 

However, it should be noted that if the flow variables are replaced by flight variables the 

models here presented can also be formulated in terms of individual flights. 

3.2 Formulations and Size 

When modelling the above mentioned assignment problem, there is the question of how to 

represent congestion. At least, two possibilities can be considered: (1) Use penalties whenever 

traffic demand exceeds the capacrty of an ATC sector. (2) Use grounddelays to keep the 

demand within the capacity. Possibility (2) is justified by the fact that congestion results in 

grounddelays, but it can lead to large-size integer problems. It should be stressed that at this 

level of planning, grounddelays are in the problem just to support the decision on the re- 

routing of flows. The actual allocation of grounddelays will be done by the CFMU computer 

system, TACT, on the day of the flights. Possibilrty (1) reduces substantially the size of the 

problems, but because it does not take into account the cumulative effect of capacity/demand 

imbalances over time it may underestimate congestion. Both possibilities are explored in this 
paper. 
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Models with grounddelays have two types of decision variables: (1) Variables 

assigning one route to each flow. (2) Variables assigning grounddelays (or departure time 

periods) to flights. The first type of variables depends on the number of flows and the choice of 

routes available. The definition of the grounddelay variables, given the large number of flights 

involved, is not immediate. If a binary variable is defined for each flight in a flow, on each 

route and time period, the number of variables easily reaches 100 000. This is an 

unmanageable number of variables for an integer programming model. For instance, if the 

following decision variables are defined: 

y.. = 

and considering a scenario, say, just including part of the French airspace, of 20 flows with 60 

flights and 2 alternative routes each, and a period composed of 50 time intervals the number of 

grounddelay variables t&ls 120 000. 

1 if flight z of flow i is.delayed on route j at t 
yzt { o otherwise 

Another possibility is to model grounddelay variables in terms of 'number of flights 

delayed". For example, considering the following variables: 

d, 
yit 

the number of variables for the above scenario is reduced from 120 000 to 3 000. A drawback 

of this approach is that the length of dehys affecting the flights is not taken into account. 

number of flights of flow i departing on route j at t 
number of flights of flow i ground - delayed at t 

To overcome this drawback, variables can be defined in a more detailed way (this 

formulation draws on a grounddelay model presented in [25]: 

dvrt, number of flights of flow i, on routej that are- 

scheduled to depart at t ant1 are departing at t '  

For the above scenario, this formulation results in 5 1  000 variables, a large number, but still, 

substantially smaller than the formulation with binary variables. The models with ground- 

delays that are now described are based on the two last sets of variables d~scussed above. 

3.3 Models 

The models now described are intended for the assignment problem defined in section 2. They 

assign a route to each traffic flow in order to minimise the cost of congestion and re-routings. 

Three integer programming models resulting from different ways of measuring congestion are 

presented (see mathematical formulation of the models in the appendix): 

BALDIST- Congestion is measured by means of penalty variables that are activated 

whenever traffic demand is above the capaclty of an ATC sector. The model minimises 
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the sum of the estimated cost of congestion and the cost of re-routings subject to 

capacity constraints and constraints on the assignment of routes to flows. 

DELINTl- Congestion is measured using grounddelay variables of the type “number 

of flights of flow i delayed at t”. The grounddelay variables are in the model to 

support the decision on re-routings, not to allocate grounddelays to individual flights 

Therefore, unlike BALDIST, flights grounddelayed can build up over time. The model 

minimises the sum of the estimated cost of grounddelay plus the cost of re-routings 

subject to capaclty and assignment constraints plus constraints defining and relating 

the two types of variables: assignment and grounddelay variables. 

DELINTZ- Congestion is measured using more detailed grounddelay variables than 

in DELINTI: number of flights of flow i scheduled to depart at t and departing at t’. 

Therefore, this model takes into account not only the number of flights grounddelayed 

but also the number of time periods flights can be grounddelayed. 

These models are based on the following assumptions: 

1- All flights in a flow, that is flights with the same origindestination, fly the same route, at the 

same speed. The limitations of this assumption are not serious because airlines tend to follow 

the same (cheapest) route and use the same type of aircraft for the same city-pairs. In addition, 

it should be noted that the time intervals considered are long and the models are not detailed to 

the point of providing exact times for individual flights. 

2- The period of time for which flow re-routings are being considered is divided into p identical 

time intervals. These time intervals work as time units: the events ‘Flight departure’, ‘Flight 

amval’, ‘Flight Entry in Sector’ are assumed to take place at the beginning of the 

corresponding time interval. Parameters like ‘the time it takes to get to a certain sector on a 

certain route’ are measured in ‘number of time intervals’. If a flight crosses two sectors in the 

same time interval then the number of time intervals it takes to get to both sectors is the same 

and the crossing time for these sectors is 0 time intervals. This assumption is consistent with 

the way capacity of an air traffic control sector is defined for air traffic flow management 

purposes: ‘number of flights per time interval’. 

3.4 Testing the Models 

The set of data used to test the models is based on the actual traffic crossing the French 

upper airspace on 25/04/96, from 03.00 to 22.00hY totalling 3582 flights. The French airspace 

was chosen because it is at the crossroads of the European airspace, with approximately 25% 



i months and can be broken down into four interrelated stages: identificatim of ATC sectors and 

capacities, ident8don offlows, deternunat ' ion ofroutes and so- ofthe 5ght.s. 

Aflow is here de6nedas a set of- departing from me airport or an airport area 
to another airport or airport area. The flows haw a tree-like structure: many flows haw very 

similar routes differing only in the Zengfb of the extremities, that is the fist andor last 
segments ofthe route. It should also be noted that the larger is the number offlows cansidered 
the larger is the possibhty set for routing flows, thus increasing the flexibility of ATFM. The 

total flows idedied for re-routing control measures is 138 c o r r ~ ~  to 920 flights. 

Ihe cost ofthe alternative routes is an estimate ofthe fuel cost incurred with the re- 
routing, by flying lcnger or at a lower altitude. To estimate the cost of wngestion or ground- 

delay several possibilities were wnsidered, three, one for ea& model are described below: 

BALDIST- g, = 400.2' z is the number of flights above capacity 

DELINTI- 

g(i.t) = a.(l+m(t)/max(l,f(i,t)) 
where 
a is a constant representing a basic cost of delay; the number used is a=147 
i is the flow index 
t i s  the timeperiod index 

m(f) a constant that depends on the potential capacity -demand imbalances at t 
f ( i ,  t) flights of flow i scheduled to depart at f 

DELINTZ- 

g(t* - t )  = a. (f' - t)' 
where 
a is a basic cost of ground -delay; the value considered initially is a = 2500 

f' departure timeperiod 

t timeperiod at which the flight was scheduled to depart. t < t' 

The period from 03.00h to 22.OOh is divided into 19 hourly t imeinterds with an 

a d d i t i d  20' for DELINTI and DELINTZ to allow delaymi flights to depart. The models 
were solved using GAMS 2.25 mcdeilmg system coupled with a standard integer 

programming package LAMPS 1.66 m a SUN/SPARC workstatim. 

~~~ ~- ~~ ~ ~~~~ ~ ~ ~~~ 
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The test revealed that the optimisation models developed can be of use in remuting 

flows and can provide s e c a n t  savings in delays. In the cases studied, compared with a 

situation where all fhghts take the best route, re-routine reduced total grounddelay in about 

60% and produced cost-savings (cost of congestion+c& of re-routiwp) between 42% and 
90%. However, these results should be seen in cmtext: they apply to an exrretne situation 

where all flights take the best route irrespective of the congestion situation, in a real 
envirmment, some airlines and flow managers re-route tlights to by-pass c o n g e s t e d  elements of 
the airspace. 

Comparing the models, the test suggests that BALDIST, the simplest model, is the 

most efficient model of the three: It is considerably smaller than the other models (917 

constraints and 303 decision variables compared with DELINT2 10854 umstraints and 30919 

variables), substanha@ &stex (30 sec of execution time compared with DELINT2‘ 5 minutes) 

and, despite not taking directly into account the buildurg-up effect of congestion, it provides 

results almost as pod as DELINTZ (see figures). DELINTl in spite of being smaller than 
DELINT2 proved harder to solve to optmaky and a feasible solution obtained in 
approximately 8 min of CPU, whose value is less than 0.8% far fiom the optimum value, was 
collected. DELINTZ offers the best results in alleviating congestion, and provides more 
information than the other models but it is a Iarge model thus requiring much more space than 
DELINTl and BALDIST and more time than BALDIST to be solved. 

Note: For this comparison, as BALDIST does not provide tlights delayed, DELINT2 was nm 
using the routes obtained fiom BALDIST. 



To assess the feasibility of the imodels several criteria can be considered: 

appropriateness of the support provided, flexibillty and acceptance by the user (the flow 

manager), data requirements, size and execution time. 

Support Provided: It is important to recall that these models are intended for pre- 

tactical ATFM, a planning stage with a time horizon of a few days where traffic is 

analysed in aggregate terms, by flows instead of individual flights. Therefore, what 

flow managers need to know, wlien considering re-routing control measures, is 

which flows to re-route, onto which routes and the effect these re-routings will have 

on congestion, measured in_gr_ounddelay andor capacity- demand imbalances. 

BALDIST provides routing schemes and their impact on capacltydemand 

imbalances, DELINTl and DELIlYT2 in addition to that information, provide an 

estimate of delay by flow and timeperiod, with DELINT2 providing also the length 

of delay affecting flights. 

Flexibility and Acceptance By the User: To assess hlly the flexibillty and 

acceptance by the user the models have to be tested by the user, which has not be 

done yet. Some of the parameters of the models are easily changed: traffic demand, 

capacities, constraints on which flows to re-route, costs of delay and of re-routings, 

number of timeperiods considered. Other features, such as the definition of sectors, 

routes and flows are not easily changed. In an environment where patterns of traffic 

change daily, ATC sectors are split or merged daily in different but predefined 

configurations, this difficulty to change is a limitation. 

Data Requirements: The centralised systems in place at Eurocontrol provide 

updated traffic and airspace data, liowever prior to running the optimisation models 

several data processing operations have to take place: flows have to be deked, the 
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alternative routes for each flow determined and represented in terms of the sectors 

they cross and the traffic data grouped into flows and departure timeperiods. These 

operations require, elther an experienced human user to define the relevant flows 

beforehand or a partly “intelligent” computer system able to define flows. 

0 Size and Execution Time: The execution time of the models is not as critical at 

pre-tactical as at tactical ATFM, however to be repeatedly and daily used by flow 

managers, the models have to provide solutions in relatively short timespans, say of 

30 minutes maximum. Considering the impact on congestion, the execution time 

and the size, BALDIST appears to be the most efficient model of the three. The 

comparisons done show that BALDIST results in alleviating congestion both in 

terms of capacwdemand imbalances and grounddelay are almost the same as 

DELINT2. 

Another key aspect in the feasibility of the models is whether they can be embedded 

in a re-routing decision support system. I fa  highly automated system is intended, optmusation 

models on their own cannot serve as a basis for a decision support tool which suggests whole 

routing schemes to improve congested situations. A tool of this type would have to comprise, at 

least, three subsystems: 

1 .  Definition of Scope 

A system which defines the boundaries and scope of the problem, addressing issues 

such as which areas of the airspace should be looked at and how to define and what the 

flows to be considered are. 

This system would need knowledge based on experience, traffic data, possibly in the 

form of case-based reasoning or heuristics, to work. 

2. Data Processing 

A mainly procedural system which pre-processes the traffic data in terms of routes and 

timeintervals, in order to be able to run it through the optimisation system, and can 

also process the output of the optimisation system in order to make it more 

understandable to the user. 

3. Optimisation 

A system which, given the boundaries defined in 1, and the data processed in 2 will 

provide the best routing scheme, suggesting which flows to re-route onto which routes 

and at what cost. 

The benefits of a tool of this complexity and level of automation, will have to be 

measured against the clearly substantial resources needed to develop it. It is also possible to 

consider, at least as an intermediate stage, a less automated system, where the flow manager 
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has a more active role in the definition of cope and in adjustin results, and the processing of 

data and optimisation are performed by the coimputer. 

If a more interactive and less automated system is intended, another possibility would 

be to couple the optimisation models with a simulation tool. The flow manager could use the 

optimisation model to obtain routing schemes and the simulation tool to assess, in a more 

detailed way, the feasibility of the solutions proposed by the optimisation model or vice-versa: 

use the simulation tool to build different routing schemes and the optimisation model to assess 

the deviation from the optimum solution. 

4. Conclusions 

In this paper, the feasibility of optimisation approaches to European ATFM is 

discussed and two classes of factors influencing feasibility are identified: 1) knowledge of the 

context and the needs of the different stakeholders (flow managers, ATC and airlines) 2) 

technical feasibilrty of the models (execution time, size and data processing needed). Drawing 

on this analysis, the pre-feasibility of three optimisation models for re-routing air traffic flows 

is assessed. 

Two main directions for future work can be identified: 1) The study and definition of 

the decision criteria to be used in ATFM op1:imisation. A related issue that also needs to be 

addressed is the definition and implementation of equity in ATFM. 2) The study of approaches 

integrating optimisation models with other techniques, namely simulation and artificial 

intelligence. 
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Notation: 
i index for flows. i = 1,. . . ,m 
n total number of flights 

z 

2 

N ,  set of flights in flow i. 

k index for sectors. k = 1, ... ,Z 
4 set of routes acceptable to flow i 

j index for routes. j E( U 4 ) 

each route is defined by a sequence of sectors k , k' , k" . . . and a corresponding 
sequence of entry times t,, , t,,, , t,," . . . 

Lk set of routes that cross sector k 
t index for time interval. t = 1,. . . , p + 1 
t,, time intervals it takes to get from departure point to sector k on routej 

t,, time intervals it takes to cross sector k on routej excluding the entry time interval 

index for the zth flight above capacity. z = 1 ,.. . , 2 

maximum number of flights allowed to exceed capacity. Z 5 n 
m 

IN, I = n 
1=1 

2 

t,, = max{O,t,,. - t,, } where'k' is the sector just after sector k in routej 

zikt  capacity of sector k during t 

f,, number of flights of flow i scheduled to depart at t . 

c, additional cost of route j 

gzk marginal cost of the zth flight above capacity in sector k 
g cost of ground - delay per time period 
g( t )  cost of t time periods of ground - delay 
c, , a constants in ground - delay cost function 

P 

f I t  = INi I (i = 1,. . . ,m) 
t= l  



Variables: 
1 if flow i is assigned to routej 
0 Otherwise 

1 if there is a zth flight above capacity at t in sector k 
0 Otherwise 

{ 
- {  

x.. = 

Oztk - 

yit number of flights of flow i ground - delayed at t 

dijt number of flights of flow i departing on routej at t 
dVH. number of flights of flow i on routej that were scheduled to depart at t and 

will depart at t '  

1. Model BALDIST 

For this model, a third assumption is added to the ones explained above: 

3- The cost of the nth flight exceeding the capaclty of an air traffic control sector is 

bigger than the cost of the (n- 1)th flight. 

rn P Z P I  

i=l j&, t=l r=l t=l k=l 

subject to 

i=l jaR,n.L*) r=O z= I 

& = l  ( i = 1  7 . .  . ,m) 

xV E{o ,~}  (i = ~ ~ . . . ~ m ; j  ~Urzl> 
OZtk €{0,1} (z=1, ..., Z ; t = l ,  ... 7p;k=17. . .71)  (5) 

(3) 

(4) 

idt 

1 

- 

/ Rem arks: 
1. another set of constraints could be considered: 

oztk  IO(^-^^^^ 
however as 

( z = 2 ,  ..., Z , t = l ,  . . . ,p ;  k = l  ,... , I)  

- 
g z k  > g ( z - l h k  (z = 2 7 . . . 7 Z ; k  = l7...7I) 

these constraints will always be observed. 
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2. Calculating the maximum difference between traffic demand and capacity, 

a tighter bound for 2 can be obtained 

The objective of the model, represented in (l), is to minimise the total cost of re-routings and 

congestion. (2) are the capacity constraints affecting each ATC sector at each time interval and 

(3) make sure that a flow is assigned to one and only one route. 

2. Models with Ground-delays 

For bath the following models there is also an additional assumption: 

3- the capaclty of sectors in time period p+Z, the time period just after the end of the 

period during which the re-routing measures apply, is infinite. In practice, this 

means that in the time-period after the end of the re-routing the difference between 

capacity and demand will be sufficiently large to allow the backlog of flights 

grounddelayed to depart. 

2.1. Model DELINTl 

m m u  

i=l jd?,  i=l t=l 

lk m c C C d v , t - t i k - r + l  I ukt (k  = 1 ,..., I;t = 1 ,'", p )  
i=l j @ R , n L t )  r=O 

t=1 

C d i ,  = A t  +Yi,t-1  it ( i=l ,  ..., m;t = 1 ,  ..., p+1) 

yit 2 0  and integer ( i = 1 ,  ..., m ; t = l ,  . . . ,p)  
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7' IO = 07.Yi,p+l = (2 = 1, ..., m) 

d ,  2 0 and integer (i = 1,. .. ,m;j E 4 . ; t  = 1,. . . , p  + 1) 

Remark: The above variables are not independent. For instance: 

d i j t  = U t  +Yi,t-1 - Y i t ) X i j  

The objective of the model, represented in (6), is to minimise the total cost incurred in the re- 

routings plus the aggregated cost of grounddelays. The unit cost of grounddelays is assumed 

to be constant. (7) make sure that all the flights present in a sector at a certain time period do 

not exceed the capacity of that sector. (8) are the same as (3) and (9) ensure that flights do not 

depart on routes that have not been assigned to their flow. Finally, (10) state that the total 

flights of a flow departing at a time period t equal the total flights of that flow scheduled to 

depart at t plus the flights grounddelayed at (t-I) minus the flights to be grounddelayed at t. 

2.2 Model DELINT2 

i=l jd, i=l jd?,  t=l t'=t+l 

m r e  t'- te-r+l 

t'=t+l t=1 

c d v n ,  = X t  (i = l , . . . ,m;t = l , . . , , p )  

xu E (0,l) (i = l,...,m;j € 4 )  (20) 

dvn, 2 0 and integer (i = 1,. . .,m; j ER, ;t  = 1,. . . , p ; t '  = t ,  . . . , p  + 1) (21) 
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The objective of the model is, again, to minimise the cost incurred in the re-routings and the 

estimated cost of grounddelays but taking into account the length of delays. (16) and (17), as 

in the previous model, are, respectively, the capacity constraints on ATC sectors and the 

constraints on the assignment of routes to flows. (18) ensure that no flights depart on routes 

their flows do not fly and (19) ensure that the number of flights departing equals the number of 

flights scheduled. 
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Conduct of the Aircraft: Flight Dynamics 

G. S c h e r  
Institute of Flight Guidance and Control 
Technical University of Braunschweig 

Hans-Sommer-Sa. 66 
38106 Braunschweig 

Germany 

Abstraet 
Safety, production and operation costs have an influence on the design of aircraft flight controllers and ,thus, as 
well on the necessary sensors and actuators. Reliability and safety have a dominating role in this design process. 
Taking these premises into consideration, this paper describes some important aircraft flight control design as- 
pects. 

Aircraft are potentially dangerous technical sys- 
tems. High velocity during take-off and landing 
(during the transition from a ground vehicle to an 
aircraft) is associated with many dangers. Addi- 
tionally, an aircraft, as opposed to a ground vehicle, 
has only a reduced number of possibilities for the 
correction of errors. For example, an aircraft can 
not simply be parked if the engine fails while air- 
borne. Air accidents are often serious and, as a 
result, of interest to the media. The effect of the 
media is to make the risk of accidents appear 
higher. In spite of these principally unfavorable 
conditions, aircraft are presently one of the safest 
means of transportation. The probability of a fatal 
accident during travel by train or by airplane is 
about the same (Figure 1) when calculated on the 
basis of the distance traveled. In contrast, the risk 
of fatality in an automobile is ten times higher. The 
average number of fatal accidents per kilometer 
traveled at a typical traveling speed of 500 kmm is 
given in Figure 2 and is also given per flight hour 
in Figure 3 for the period of time between 1962 and 
1980. 

A l  x ten icy towards a le in : safetv 
risk from year to year can be seen. The risk of acci- 
dents has decreased by more than half during the 
two decades shown. In spite of this distinct trend, 
there are periods, such as during 1972, when there 
are an especially high number of accidents, or dur- 
ing 1976, when there were especially few accidents. 
There is usually no plausible explanation for such 
deviations from the trend. Figures 2 and 3 expose a 
further problem; namely, the unimaginable numeri- 
cal values. Using the example of the trend values 
for 1976, an attempt shall be made to express these 
numbers in a comprehensible manner. The number 
of fatal accidents is at 3.10” per kilometer, respec- 
tively at 2.10d per hour. However, the reciprocal 
values appear to be easier to imagine. 3.10’ fatal 
accidents per kilometer correspond to accident-free 
fight of 300 million kilometers or circling the 
globe 7000 times. At an accident rate of 2.106 per 
hour, a passenger would fall prey to the fate of a 
fatal accident after an average of 500,000 hours or 
57 years of flight time. These values are within the 
bounds of normal risk to life. 

Paper presented at an ACARI) MSP Workshop on “Air Trafic Mmgemenr”,  held in Budapesr, ffungary, 
27-29 May 1997, and published in R-825. 
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Flgure 1: Average risk to passengers from 1974 through 
1976 relative to 1 billion kilometers per person. 

I962 19M 1964 968 1970 1974 1978 
1972 1976 1980 

Figure 2: Accident statistics for aviation: fatal accidents per 
kilometer. 

1962~qM lPM1q68 1972 1974~~1h197a19~0 

Figure 3 Accident statistics for aviation: fat.1 aceidentr per 
flight hour. 

The starting point for the design of a technical 
device or vehicle often b e g m  with the issue of the 
quality of the safety criteria. The technical solution 
depends strongly on this issue. Two axioms shall 
serve as the basis for the discussion of this problem: 
There is no such thing as absolute safety. Every 
technical and biological system can fail. 

Every technical system is a compromise between 
contradictory requirements wlth regard to safety 
and efficiency. 
The second axiom shall be explamed with an ex- 
ample: The more stable an aircraft is constructed, 
the more robust it is against external influences 
such as turbulence and hard landings. However, as 
it becomes heavier, it also has a correspondingly 
reduced payload. An extremely safe aircraft can no 
longer fly. 
If the basis for accident statistics is broad enough, 
meaning that a sufficiently large number of acci- 
dents have been analyzed and broken down ac- 
cording to cause, important conclusions can be 
drawn: Human error (crew, maintenance, au W i c  
control) is the cause of more than 80% of all acci- 
dents (Figure 4). The aircraft as a machine plays 
only a subordinate roll at 8%. If we want to in- 
crease the safety of air transportation, methods and 
procedures whch support human beings in avoid- 
ing accidents must be improved. In order to solve 
these problems, it is helpful to look at the risk of 
accidents during the individual phases of fhght 
(Figure 5) .  The mosf important and longest phase 
of flight, for which transportation aircrafl are pri- 
marily designed, is cruise flight. However, such 
flights are only involved in 12% of accidents. All 
other accidents occur in the vlcinity of airports. The 
most critical of the flight phases is the landmg, with 
about 50% of all accidents occurring during this 
phase. Thls can also be seen in Figure 6 in which 
the difference between the performance capacity 
and the stress load of a pilot is shown. This may be 
an indicator of the risk. A detailed discussion of 
safety problems, as well as the methods of solving 
them can be found in [l]. The requirement of sup- 
porting human beings, especially during landings, 
results &om these observations. 

Pigure 4: Break-down of aircraft accidents according to 
cans?. 
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Figure 5: Risk of accident in different phases of flight. 

A brief summary of the most important methods 
shall provide an impression of the possibilities and 
efforts which are being used in order to attempt to 
increase safety in air traffic. 
Increase in performance capacity by means of: 
selection of the most suitable pilots (both physically 
and mentally) - in other words, formation of an 
elite group 
intensive training as preparation for the task 
practicing critical situations in a flight simulator 
high experience levels as a result of frequent flying 
Reduction of stress by means oE 
Good layout of the workplace. The cockpit of a 
transportation aircraft 30 years ago (Figure 7) and 
today (Figure 8) illustrate an increase in clarity, 
although an ever increasing amount of information 
is displayed and conveyed. 
Processing of essential information. The informa- 
tion needed for individual phases of flight differs 
and is not all needed simultaneously. A drastic 
reduction of elements has been achieved with the 
audio/visual information transfer which is presently 
available. The possibility of confusion during op 
eration of multifunctional displays or controls is a 
problem. 
Automation, meaning relieving the pilot of secon- 
dary activities. The task of a pilot is increasingly 
shifting from a manual control task to one of sys- 
tem management. 

Figure 6: Performance ability and stress on pilot during the 
different phases offlight. 

Figure 7 Older cockpit (Canvdle) 

Figure S: Modern cockpit (A 340) 

The controller shc tu re  primax . results from the 
guidance tasks, as well as the control of distur- 
bances. The former are determined for the most 
part by air traffic: due to the usually high density of 
traffic, maintaining predetermined paths is an ab- 
solute necessity. Since the method of flying fol- 
lowing waypoints has been commonly applied for 
more than 30 years, the paths consist of straight 
lines and arc segments. The paths must be reliably 
adhered to with an accuracy of better than 50 m as 
the vertical separation distance is 300 m. In the 
azimuth, the airways have a generous width of 
about 16 km. Consideration is being given to 
changing these procedures in order to gain air 
space. An azimuth accuracy of 300 m can be 
achieved with present technology. Errors due to 
inadequate sensors or faulty interpretation can be 
included in accident statistics as serious navigation 
errors. The precision requirements during the fmal 
approach, especially in adverse weather conditions, 
are substantially increased. There is a rule that the 
less visibility there is the higher the required preci- 
sion and reliability of the technical system must be. 
For so-called blind landings (or more precisely: 
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CAT IIIa), a precision of 60 cm vertically and 
about 5 m horizontally must be proven at the run- 
way threshold for maintaining the flight path. This 
must be achieved with a probable rate of failure of 
better than 10.' mors  per hour. When air condi- 
tions are calm, this precision is routinely, if also 
with effort, attained 

Figure 9 Influence of wlad on tligbt path. 

Figure 1 0  Controller outpub of an aircmft 131. 

I 

Figure 11: Flight eontnllcr murtore. 

If no external disturbances are present, the d i c  
cussed precision is primarily dependent on the 
quality of the sensors. Precision in the decimeter 
range IS possible globally with the new satellite 
navigation systems 121. Disturbances in the flight 
path primarily originate from amospheric distur- 
bances (Figure 9). The higher frequency distur- 
bances are caused by turbulence and also by 
storms. Low tlequency disturbances are wind and 
wind shears. n e  disturbances are mainly spatially 
oriented and only become effective when flying 
through them. The higher the velocity, the higher 

the frequencies are. Typical unpleasant frequency 
ranges are between 10 Hz and charactenstic vibra- 
tion periods of ten minutes. The characteristic 
quantity is the wing surface of an aircraft relative to 
the aircraft mass. The larger the surface/mass ratio, 
the more sensitive the reaction of the aircraft. Even 
large aircraf? can be substantially disturbed due to 
atmospheric disturbances. For fhis reason, one of 
the primary tasks of flight controllers is to control 
the effects of gust disturbances. 
The motion of a rigid aircraft is described by means 
of a state vector with twelve elements: 

n'=(b,b,Y,@,@,Y,u,v,w,x,y,z)  (1) 

The best controller is the one in which all states are 
fed to all Controller outputs. The usual controller 
outputs for an aircraft are (Figure IO): 

aileron 
siderudder 
elevator 

0 thrust 
wingflaps 

5 
6 
11 
F 
K. 11. 

A good flight controller should consist of open and 
closed control loops [4] (Figure 11). Everything 
which is known about the controlled system should 
be processed in the open loop. Feedback primarily 
serves in the adjustment of eigen values and to 
compensate for control errors. Due to major 
changes in the controlled system which are depend- 
ent on the flight state, "trimming" (a weak integra- 
tion of the state variables) has proven reliable. 
Trimming allows for shock-free switching between 
the Meren t  controller modes. 
A special culture has developed in flight control 
during the last 70 years. Among other things, this 
is due to the fact that the airplane is one of the few 
controlled systems for which a description exists in 
the form of an independent technical discipline: 
flight mechanics [5]. It originates from the eight- 
een seventies. The major advantage of this disci- 
pline is an excellent knowledge of the controlled 
system, including relevant simplifications. Most 
phenomena can be described analytically. By 
means of an open loop controller, the substantial 
changes of the flight state can easily be brought 
under control. More current developments attempt 
to describe the inverse controlled system analyti- 
cally [6]. 
For simple flight maneuvers (e.g., cruise flight), the 
flight motion can be separated into the longihldinal 
and lateral motion with 6 states each [3; 51. 
Due to their extremely lightweight construction, 
aircraft are very flexible. Local buckling of skin 
plates is intentional. During your next flight, pay 
attention to the distortions of the wing surface. In 
order to describe the flexible degrees of freedom, 
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two states each are typically required for each of 
both of the types of motion. 
With the exception of smaller, slower and inexpen- 
sive general aviation aircraft, the safety critical 
actuators are designed hydraulically and with ex- 
tremely high requirements for control performance, 
precision, dynamics and reliability. Control per- 
formance of several hundred kilowatts at charac- 
teristic time constants of less than 100 ms are typi- 
cal. The elevator actuator of the Tornado requires, 
for example, movements of the control surface of 
20" during slow flight. In contrast, a rapid adjust- 
ment of the elevator of about 0.6' during a low 
level flight at about the speed of sound (for exam- 
ple, as a result of an error in a subsystem) leads to 
vertical acceleration of ten times the acceleration 
due to gravity, which neither the pilot nor the air- 
craft can sustain. 
During the design of a flight controller, the dy- 
namics of the control system must be considered. 
This usually more than triples the number of rele- 
vant states with respect to the rigid aircraft. State 
vectors with 50 or more elements are not unusual 
during the design phase. 
Natural vibration modes of the flexible aircraft 
depend on the amplification of the flight controller. 
At lower amplification rates, especially in the rota- 
tional degrees of freedom, the aircraft can be con- 
sidered rigid, while higher amplification rates influ- 
ence the elastic modes. In the design of such con- 
trollers, there is the difficulty that the structure of 
the controlled system changes with the amplifica- 
tion rate. Certain amplification rates are often held 
constant during optimization tasks. In such cases, 
experience in design plays an essential role. 

3. Hierarchical Control 

After the somewhat general observations about 
safety, reliability and controller structures, the 
needs of pilots in relation to the requirements will 
now be discussed in more detail. Using the example 
of student pilot [4], in which, starting with simple 
tasks, one control level after the other is practiced, 
the hierarchical structure and the requirements for 
the relevant sensors shall be discussed. The four 
levels of the training and the control hierarchy are: 

stabilization 
heading and velocity control 
flight path control and 
flight maneuvers 

a) Stabilizer 

During the first hour of training, the instructor asks 
the student pilot to keep the attitude of the aircraft 

level with the horizon. He must measure roll and 
pitch and control them to the value zero. During 
conditions of good visibility, it is easy to observe 
the deviation of the symmetrical aircraft from the 
horizontal plane. The pilot can simply correct dis- 
turbances by means of the control stick in the 
training aircraft which generally exhibits well- 
damped oscillation characteristics. What can be 
considered easily controllable has been determined 
in many studies. The methods which are presently 
accepted world-wide are based on studies by Coo- 
per and Harper [7]. The Cooper-Harper scale rates 
flight characteristics with something similar to 
school grades. Assessments which can easily be 
replicated are attained with well-trained test pilots. 
The eigenfrequency is plotted above the damping 
ratio in Figure 12 for the mode "fast oscillation of 
angle of attack". The shape of the "thumb print 
curve" is typical and provides clear statements on 
the optimal eigenfrequencies and dampings. 
While it is easily possible to realize the optimal 
requirements for training aircraft with their small 
flight regime, this is no longer possible in the case 
of high performance aircraft. In this case, the pilot 
requires the support of a controller. The measure- 
ment of the angular velocity in all three rotational 
axes and the feedback of the signals to the corre- 
sponding aerodynamic rudder is the lowest level of 
the hierarchy. This type of controller is known as a 
''damper". The measurement of the angular veloc- 
ity vector is performed with gyroscopes. There is 
presently a juxtaposition of mechanical and op- 
tronic gyroscopes- e.g., "fiberoptic" and "laser 
gyroscopes'' - for which the constancy of the speed 
of light is used. As the failure of components in the 
sensors, in the controller and the actuators has fatal 
consequences for the controllability of the aircraft, 
the number of sensor and actuator chains is multi- 
plied [l]. 
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Figure 12: Requirements of oscillation of angle of attack 
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3 x 4 gyroscopes are necessary for a system of 
quadruple redundancy. The required consistency of 
measurement values of four gyroscopes in one axis 
in order to recognize the failure of an axis also 
during dynamic maneuvers has proven to be tech- 
nically very complicated and costly. 
It is easy to understand that the data bus systems 
represent are technically very complex and require 
a large effort in order to reliably connect the sen- 
sors, computers and actuators which are installed at 
great distances from one another. In a large trans- 
portation aircraft, distances of 30 meters and more 
of connection length in an electromagnetically 
unfriendly environment are common. International 
standards for parallel and serial bus systems have 
been in existence for a long time. However, the 
standards for civil and military applications differ. 
In cases of bad visibility or for automation, the 
attitude is measured with the assistance of attitude 
gyroscopes. As the attitude gyroscopes can meas- 
ure two Euler angles each, at least two attitude 
gyroscopes are required for the determination of the 
three Euler angles. In this case, the fourth meas- 
urement, which is superfluous, is used for moni- 
toring failures and for increasing accuracy. As the 
attitude angles can also be derived from the angular 
rate by means of integration and a corresponding 
complicated coordinate transformation, the obser- 
vation of values which are not measured plays an 
important role in flight control in order to be able to 
realize the high requirements with regard to safety 
and accuracy in a cost-effective manner. 
The display of the Euler angles for pilots is per- 
formed in the so-called "artificial horizon''. In 
modern aircraft this information is displayed in 
color on cathode ray tubes. Flickerless images with 
a frame frequency of 70 Hz (due to the dynamic 
environment), as well as extreme fluctuation of 
brightness in the cockpit, represent high technical 
requirements for the design of such Electronic 
Flight Instrument Systems (EFIS). Such systems 
are also priced accordingly (compare to Fig. 8). 
One speciality of flight control should be men- 
tioned at this point: the so-called "Flight Director". 
In this procedure, the pilot is integrated into the 
control loop. The pilot primarily has the task of an 
actuator. As humans react comparatively slowly, 
the actuator information is provided with a corre- 
sponding lead time. The display is realized in the 
form of a cross pointer. The pilot must keep the 
vertical and lateral deviation as close to zero as 
possible. Such a solution can easily be integrated 
into an EFIS. The reason for this method, which 
seems absurd at the first glance, has its origin in the 
human ability to recognize complex errors rela- 
tively rapidly. Consequently multiple actuators are 
not necessary. Relatively inexpensive systems for 
adverse weather approaches can be manufactured 
using this basic principle. A further advantage, in 

contrast to automatic flight controllers, is that the 
pilot stays in practice, thus solving a problem with 
en route flights half way around the Earth with few 
landings which could otherwise only be solved with 
great effort by means of flight simulation. 

b) Course and Velocity Control 

After the first lesson of maintaining the attitude has 
been learned successfully, the flying student is then 
given the task of additionally controlling course 
and velocity. This task requires that the aircraft is 
well damped. This additional task is to be per- 
formed with the same actuators as the damping. 
The associated modes have a frequency about ten 
times lower than the angular oscillation. The de- 
termination of the course angle is performed with 
the oldest navigation instrument known to man: the 
compass, which is more than one thousand years 
old. The compass is often coupled complementar- 
ily with a directional gyroscope for better dynamic 
characteristics of the compass. Such complemen- 
tary sensor systems are typical for flight control. 
For reasons of cost, one sensor is responsible for 
stationary accuracy and the other, for the dynamic 
accuracy. If these systems are properly designed, 
there is no phase lag error. 
Maintaining the desired flight velocity is very im- 
portant for safe and economical operation of an 
aircraft. There are several optimum velocjties each 
for optimum ascent, optimum fuel use during en 
route flight, as well as for economical flight. The 
maximum permissible velocity of the aircraft must 
not be exceeded. Otherwise, there is a danger of 
'lflutter". These are structural instabilities which 
are excited through large aerodynamic forces and 
which lead immediately to the failure of compo- 
nents such as the stabilizers and wings. On the 
other hand, velocities which are too low are also 
dangerous as the flow separates and lift instantane- 
ously stalls. As stall usually occurs asymmetrically 
on the wings, in such a case a strong rolling motion 
and a loss of altitude occur at the same time. This 
can be fatal especially during take-off or landing. 
Already at the normal traveling velocity of trans- 
portation aircraft of about 1000 km h i  at altitudes 
of 12 km, the maximum permissible flight speed 
and stall speed are rather close together due to the 
low air density, such that the permissible velocity 
regime is very limited and the flight velocity must 
be maintained accurately. A further reason for 
precise velocity control is the horizontal separation 
of aircraft in narrow air spaces. In cases of ex- 
tremely narrow separation, such as above the North 
Atlantic, aircraft fly at a constant distance, which 
requires that they travel at the same speed. 
The current method for measuring velocity, which 
originates from the beginning of aviation, is based 
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on the measurement of dynamic pressure. The 
dynamic pressure is proportional to the air density 
and the square of the flight speed. The measure- 
ment, as well as the display, are nonlinear due to 
the measurement regime and the resolution. 

c) Flight Path Control 

After the first two lessons have been learned, the 
flying student can practice controlling the path: this 
means maintaining the altitude and the path above 
the ground. The flight altitude is usually measured 
indirectly using barometric pressure. The model of 
the standard atmosphere serves as a reference. 
Temporal and local changes in pressure must only 
be adjusted for during take-off and landing. The 
distance of separation between aircraft plays a pri- 
mary role in cruise flight. However, the zeroing 
error due to changing ground pressure is negligible 
since it is the same for all aircraft. The transition 
procedures between standard pressure and adjust- 
ment to ground pressure are regulated precisely and 
legally for safety reasons. 
A special problem in the measurement of the static 
atmospheric pressure is the flow around the air- 
plane. There are few places on the outer skin of the 
wings and fuselage where the surface pressure is 
the same as the static barometric pressure of the 
undisturbed atmosphere. The ideal points of meas- 
urement move with altering flow conditions. The 
temperature and the flow velocity ought to be 
measured additionally as close as possible to the 
pressure port in order to determine the true atmos- 
pheric pressure. The complex flow equations’ are 
solved in so-called air data computers in order to 
determine the barometric altitude, flight speed and 
atmospheric temperature. 
The distance of the aircraft from the Earth’s surface 
can be determined by means of radar methods. 
Microwave radar systems are common. The accu- 
racy, as well as the resolution, of laser altimeters is 
higher. However, the range is drastically reduced 
during adverse visibility conditions. 
Simultaneous maintenance of altitude and velocity 
require variations in energy with the assistance of 
the engine thrust. Thrust may only be adjusted 
slowly and sparingly for a number of reasons, espe- 
cially psychological ones, such that this controller 
output is relatively slow [4]. 
Maintaining the azimuth of the path requires a 
location sensor. Usually, location systems are 
based on radio navigation with differing accuracies 
and ranges. Due to the possibilities of satellite 
navigation, a revolution is about to occur in the 
field of location [2; 81. 
Altitude and velocity are the parameters for the 
potential and kinetic energy of an aircraft. The 
control problem of maintaining the path shall be 

explained in hrther detail. The flight path azimuth 
is obtained from the lateral acceleration of the air- 
craft by means of simple integration. In order to 
generate this lateral acceleration, the lift vector, 
which is approximately the same as the aircraft 
weight, is tilted through rolling of the aircraft. The 
lateral acceleration is approximately proportional to 
the roll angle. There is almost no damping of this 
system which consists of two integrators. The 
difficulty of maintaining the path is comparable to 
balancing a vertical stick. If we remember, fur- 
thermore, that the roll angle is produced through 
double integration of the control moment, it be- 
comes clear that the entire problem of lateral guid- 
ance is comparable to balancing two sticks which 
are placed one on top of the other. This double- 
stick model can easily be transferred to helicopters 
which are difficult to fly. In the case of airplanes, it 
is at least possible to accomplish that the sticks stay 
more or less connected by means of proper damp- 
ing of the rotational degree of freedom. During 
good visibility conditions, the lateral velocity of the 
aircraft above the Earth’s surface can be estimated. 
During adverse visibility conditions, this is no 
longer a possibility and the corresponding damping 
must be displayed in the flight director by means of 
measurements or observations. 

d) Flight Maneuvers 

Figure 13: Digital map. 

The last and most difficult lesson is the precise 
flying of maneuvers. It requires the mastering of 
the first three lessons. Such maneuvers occur dur- 
ing curved noise-reducing approaches. The diffi- 
culty is increased even more by time-accurate fly- 
ing (4D). As a result of currently available experi- 
ence, such maneuvers can only be performed fully 
automatically by a pilot, who basically monitors the 
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procedures. In such cases, it became apparent that 
also during fully automatically flown curved ap- 
proaches, the pilot requires a corresponding display 
of the state vector in order to be properly informed. 
The current highly abstract type of display for in- 

strument flight in aircraft (in which the flight path 
consists of polygons) must be supplemented with a 
better display of information, such as a digital map 
(Figure 13). 
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Abstract 

The new ATM environment will place 
additional requirements on Flight Management 
Systems. It will be necessary to provide data on 
position and aircraft trajectory to be used by 
other aircraft and by ground based air traffic 
managers, at a level of availability and integrity 
which is consistent with the safety of the air 
traffic system. Corresponding data from the 
other aircraft in the airspace must be analysed 
in order to identifjl potential conflicts. 
The algorithms for the resolution of potential 
conflict with other aircraft must be based on a 
common strategy which applies throughout all 
aircraft 
The way in which such conflict resolution could 
interface with the FMS flight plan and with 
optimisation are discussed. 

1. Introduction. 

For the last twenty years the Flight 
Management System has been an element in the 
avionic systems of an increasing proportion of 
commercial aircraft. During that time the 
sophistication and power of the Flight 
Management Systems has increased, but the 
concept has remained substantially unaltered. 

The Flight Management System was introduced 
as an aid to the flight deck crew at the time of 
the reduction from three to two crew 
operation. Its essential feature was to provide 
a system which could accept the concept of the 
total route to be flown and could be responsible 
for the guidance of the aircraft along that route. 
In the environment of increased hel, prices it 

also became the focus for the means of flying 
the aircraft in an economic way. 

The Flight Management System became the 
location for the synthesis of several 
independent methods of position determination 
including IRS, DME, VOR to provide a best 
estimate of aircraft position. The interface with 
the flight deck crew allowed routes to be 
planned and changes to the routing to be 
introduced. The effort of doing this was 
considerably reduced by the inclusion of a 
navigation database within the flight 
management computer. The crew were then 
able to identifjl whole routes or route segments 
directly from the database without the need to 
type in a series of geographic coordinates. 

The display interface provided the flight deck 
crew with information on the position of the 
aircraft with respect to the route and 
predictions concerning progress toward the 
destination. 
The performance database, containing airframe 
and engine data allowed the cost of routing 
alternatives to be compared. 

Additional features have included, control to 
achieve a time of arrival constraint, the 
inclusion of minimum safe altitude information, 
the use of GPS navigation data, the interfacing 
to datalink information from ATC. 

The concept of the Flight Management System 
has however remained constant throughout. It 
is the means whereby a single aircraft can steer 
its way through a route which is defined by 
constraints, waypoint sequences, cruise 

Paper presented at an AGARD MSP Workshop on “Air Trafsic Management”, held in Budapest, Hungary, 
27-29 May 1997, and published in R-825. 
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altitudes, altitude and speed constraints at 
waypoints, procedures, etc., plus constraints 
applied by the ATC controller, in a manner 
which achieves the goals of economy. 

The FMS identifies the most economic way of 
flying the route given these constraints and 
enables the flight deck crew to evaluate the 
benefits or otherwise of potential changes to 
the routing either lateral or vertical. 

The anomaly has been that over the years more 
and more aircraft have become fitted with FMS 
all of which are capable of routing the 
individual aircraft independently of the existing 
airway structure, and yet all have been 
constrained to follow this existing structure. 

2. New ATM Concept. 

The new concept of ATM is to increase the 
usable capacity of the airspace and allow more 
efficient operation, by allowing aircraft to fly 
outside the present airway constraints and to 
utilise more direct routings between origin and 
destination. Additionally aircraft may be 
allowed to fly at whatever flight levels they 
determine to be most efficient for their 
operation. 

However some constraints will remain. 

In those areas for which the capacity of the 
take-off or landing runways is the limiting 
feature, aircraft will necessarily have to accept 
some constraints. 
These may be, not being able to take-off at the 
desired time because of the presence of a queue 
of other traffic waiting to use the same runway. 
There may be areas of congestion as aircraft 

arrive in the terminal area to begin their 
approach and maintaining separation criteria 
may result in aircraft having to change their 
routing, speed and altitude, or a delay may be 
necessary because of a queue of other aircraft 
waiting to make their final approach.. 

During en-route flight, flight-level constraints 
may be necessary to maintain separation from 
crossing traffic. 

It is possible therefore that although the en- 
route portion of the flight may be accomplished 
with fewer constraints than at present, the 
savings, which are obtained from that and the 
more direct routings, may be eroded in areas of 
congestion at the origin and destination. 
The significance of these to the overall 
economics of operation will depend upon the 
average duration of the flight. In Europe where 
the average flight duration is of the order of 90 
minutes then any en-route savings could be 
easily be dissipated by terminal area delays. On 
trans-oceanic routes the economic significance 
of the terminal area delays will be less, but none 
the less such delays will be annoying to the 
passengers. 

Strategic constraints on traffic volume will 
continue to exist. These may take the form of 
controlling the number of aircraft planning to 
land per unit time to the capacity of the 
particular airports to accept such volume. This 
is likely to be effected primarily by the control 
of take-off times, because such controls can be 
introduced at almost zero fuel cost. 
Such strategic controls will have to be 
implemented by the ground portion of the Air 
Traffic Management system which has a 
visibility of the whole scene of aircraft 
movements. 

However since aircraft motion will suffer 
uncertainties due to, last minute delays in take- 
off, weather variations, the actual route flown, 
etc., interactions with other traffic will occur. 
In consequence strategic planning and control 
is not able to prevent all potential conflict 
between aircraft. A function of conflict 
detection and resolution will need either to be 
present in the aircraft or present on the ground 
from where it can be implemented by ground 
controllers requiring particular aircraft 
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manoeuvres or flight plan changes. 

Whichever method is applied, the Flight 
Management Systems constraints will be 
dynamic and will be the result of specific 
conflict. That is they will be related to the 
presence of other traffic rather than being 
imposed as away of making routing invariant of 
other traffic. 

However whether potential conflict is detected 
by aircraft individually and resolved mutually 
between the involved aircraft, or whether the 
resolution is imposed by the traffic controllers 
has a significant impact on the Flight 
Management Systems. 

3. FMS Implications 

The changes in the ATM concept mean that, 
apart from the setting of overall flow rates, 
individual aircraft will be able to follow their 
own preferred routing. Potential conflict 
between aircraft is maintained by actively 
monitoring for such conflict and then 
introducing remedial action to maintain an 
adequate separation. 
This is in contrast to the existing situation in 
which the airspace is structured to maintain 
separation and monitoring is limited principally 
to checking that aircraft are maintaining the 
allocated routings. 

in a manner which will either remove the 
projected infiingement or at least make its 
projected time of occurrence later. 

The resolution strategy may be imposed in an 
open-loop manner, (i.e. an algorithm is 
applied), or it may be applied in a closed-loop 
manner in which the consequences of applying 
the algorithm are examined, by a second 
forward projection in time, and only if that 
projection shows that the conflict situation 
would be removed or substantially alleviated is 
it applied. If the projection shows that the 
conflict will persist then a second level of 
resolution algorithm could be applied. 

The data upon which the conflict monitoring is 
based arises from the Flight Management 
Systems in the individual aircraft. 

The required data will include, Present Position 
and estimated variance, Altitude or Flight 
Level, Speed, Track, Control mode with 
appropriate parameters, Flight Plan for the next 
period of time, (say, 20 minutes), it may also 
include status of the aircraft and its systems, 
(e.g. descending due to all engine flame out), 
which may limit that aircraft’s ability to make 
flight path changes. 

The principal impact on the Flight Management 
System relates to the integrity requirement and 
to the speed of operation. 

3.1.  Monitoring 
3.1.1.  Integrity 

Within the proposed ATM system safety is 
maintained by actively monitoring for conflict 
and reacting to resolve that conflict. 
Monitoring requires information to be provided 
by each aircraft in the airspace and an analysis 
of this information in the form of a forward 
projection in time to see whether separation 
constraints remain satisfied. This process is 
then repeated at suitable intervals. If the 
forward projection indicates that a separation 
constraint will be infringed then some or all of 
the affected aircraft must alter their flight path 

The detection and resolution of potential 
conflicts can be disabled by defects within the 
equipment fit of any of the aircraft involved. 
The possible situations can be summarised 
under three headings: 

- The silent aircraft 

In which one of the aircraft does not annunciate 
to the others the information which is necessary 
for them to detect conflict. (An extreme case of 
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this would be the prese ce of an unequipped 
aircraft in the airspace.) 

Clearly if such information was lacking the 
ability to detect the existence of potential 
conflict would be compromised. To avoid this, 
the ability to provide such information must 
exist within each aircraft with a level of 
probability which does not conflict with the 
requirement for safe operation of the airspace. 
This is likely to require a greater level of Flight 
Management redundancy than is provided at 
present. 

- The lost aircraft 

In which one of the aircraft does not know its 
position accurately and therefore provides 
incorrect information to the others in that 
airspace. 

The potential to provide misleading information 
must be made sufficiently remote to not 
compromise the safety of the airspace. This will 
require more redundancy in position 
determination than exists within Flight 
Management Systems today. 

- The disabled aircraft 

In which one of the aircraft is unable to take 
normal action contributory to resolving conflict 
because of some failure which has occurred. 

The important characteristic is that the ability 
to communicate the information should not be 
influenced by the defect itself Segregation and 
independence of the means of detecting and 
communicating the status information must be 
maintained in presence of a defect. 

3.1.2. Speed of Operation 

An increase in the redundancy level can ensure 
that the information necessary to detect 
potential conflict is available, or when such 
information is known not to be available can 

ensure that this is a nunciated to the other 
aircraft in the airspace. However it is not 
certain that every potential conflict can be 
resolved simply. 
(Simple resolution is used here to mean that the 
initial actions to resolve do not cause the 
occurrence of another potential conflict within 
the same time frame.) 

The problem of resolution clearly becomes 
more difficult as the density of aircraft in the 
airspace increases. Thus as aircraft approach 
the terminal area the degrees of freedom for 
resolution of conflict become more restricted. 
This will be reflected in the complexity of the 
algorithms for resolution. 

At a particular time, an aircraft has available for 
analysis, data fiom other aircraft whose 
distances lie on or within the boundaries of a 
spatial envelope which surrounds the aircraft. 
The boundary defines a minimum time that 
aircraft at the boundary would take to reach the 
subject aircraft. The detection algorithm 
operated in the subject aircraft extrapolates the 
path of each of the other aircraft and monitors 
the distance between each of the other aircraft 
and itself, over time. The time horizon will 
extend to the shorter of either, the time of a 
hture conflict or, the time limit of the input 
data projection. 

If the conflict detection is being conducted 
within each aircraft then, since each aircraft is 
in a separate location and therefore has a 
separate boundary envelope of interest, there 
may be several independent potential conflicts 
detected. 

Thus if the set of aircraft is A,, A,, ....,A,, ...A,,, 
then A, may detect a potential conflict with A, 
which will occur at time t,,, but A2 may detect 
a potential conflict with A, which will occur at 
time tz ,which is earlier than t,, . 

This non reciprocal conflict detection may 
propagate through the aircraft set until 
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eventually there will be a reciprocal pair which 
corresponds to the earliest predicted conflict in 
the airspace. 

Thus when A, makes its conflict avoidance 
manoeuvre it may be that A, is in process of 
invoking a manoeuvre to avoid the potential 
conflict with A, . 
In consequence at the next iteration of the 
conflict detection the potential conflict between 
A, and A, may or may not have been resolved. 
It may, for example, have been made worse as 
a result of the aircraft A, planned manoeuvre to 
avoid the conflict with A,. 

For a given aircraft density the chances of this 
overall system remaining stable is clearly a 
function of the iteration time which can be 
achieved in the conflict detection and conflict 
avoidance cycle. 

3.2 Algorithm Complexity 

The algorithms to be applied for conflict 
resolution must be able to be applied 
independently by the involved aircraft. In 
consequence the fundamental rules for conflict 
resolution, to which each conforms, must be a 
standard set which apply to all circumstances. 
These rules for resolution must remain constant 
over time so that the actions to resolve conflict 
taken by the aircraft involved, complement one 
another whether the aircraft are using 
algorithms designed a decade apart or exactly 
the same algorithm. 

It seems intuitively plausible that if the traffic 
density is increased there will come a time 
when a given set of algorithms, being evaluated 
at some particular rate, is unable to 
satisfactorily resolve certain conflict situations. 
Given that the local traffic density could exceed 
the threshold for satisfactory operation even if 
the average density is maintained at some lower 
level, for what set of circumstances would a 
given set of algorithms be validated? 

It would appear essential that there is an overall 
ATM strategic plan which limits the traffic 
density in the airspace without requiring any 
detailed knowledge of the routings which 
individual aircraft will follow. Algorithms can 
then be qualified for use up to some multiple of 
that average density. 
However aircraft equipped with algorithms 
qualified for different maximum traffic densities 
could well co-exist in the same airspace. In 
consequence, knowledge of the capability of 
the equipped aircraft needs to be available to 
the ground-based air traffic managers who 
would monitor the temporal fluctuations of 
traffic density and themselves intervene if any 
algorithm limits were being approached. 

3.3. Interaction of Conflict Resolution and 
Route Planning 

The task for which each operator is using its 
aircraft is to transport the payload to the 
destination safely, economically and on time. 
The consequence of other aircraft being present 
is potentially to introduce delays and therefore 
to make the operation less economic. 

The interaction with other aircraft may occur, 
on the ground during push back and taxi, 
waiting for availability of the take-off runway, 
in the terminal area during climb, en-route, in 
the terminal area during approach and landing, 
on the ground during taxi and at the arrival 
gate. At any point having to defer to an other 
aircraft carries a potential penalty in terms of 
the economics and timeliness of the service. 

In consequence each operator will seek to 
minimise such effects on their own particular 
aircraft. 

The FMS is the centre within each aircraft 
which has the data and the capability to 
calculate the consequences of delays, diversions 
and constraints on the timing and economics of 
the flight. In current operation, it enables the 
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flight deck crew to assess the consequences of 
any constraint applied by ATC and to propose 
alternative flight plan changes which would 
improve the economics of the flight for that 
aircraft. 

Any change which is imposed from outside will 
be treated like this. If it imposes a penalty then 
an alternative will be sought by the flight crew. 
If it relaxes a previously applied constraint and 
improves the economics of operation for that 
aircraft it will be accepted. 

However because the existence of a potential 
conflict with other aircraft does not itself have 
a consequence which can be quantified within a 
Flight Management System, then any action to 
resolve such a conflict will be perceived by the 
FMS as something which alters the economics 
of the operation in a negative way. 

Could conflict resolution be treated as a Flight 
Management Function? 

Suppose that when a potential conflict is 
detected the flight plan is altered by imposing a 
constraint on that point in spacehime, e.g. At 
the identified conflict time the aircraft must be 
more than x miles from the potential conflict 
point, or more than w thousand feet above or 
below it, or that the aircraft must arrive at the 
potential conflict point either more than y 
minutes before or y minutes after the conflict 
time. Could conflict be avoided? 

Clearly as a static problem this could be solved 
by the FMS. However the other aircraft with 
which the potential conflict will occur also 
possesses an FMS and to this FMS also a 
corresponding flight plan constraint will have 
been applied. 

In seeking to optimise the flight plan there is no 
logic which would prevent the two FMSs 
adopting mutually cancelling resolution 
manoeuvres. This is fbndamentally because the 
strategy within each FMS is to optimise the 

remaining portion of its own flight in the 
presence of this imposed constraint and the two 
aircraft are engaged on different flights and 
therefore have different flight plans The 
constraint is static, there is no information 
about why the constraint exists or about the 
flight plan of the other aircraft. 
Clearly it is impractical for aircraft to exchange 
their flight plans, performance models and cost 
criteria so that each can solve the “two aircraft 
problem”. 

In consequence it is considered essential for the 
resolution strategy to be independent of the 
FMS flight planning fbnction and to be a 
fbnction only of the geometry of the situation. 

The instruction to the FMS may then be to 
introduce a waypoint, or series of waypoints, 
together with altitude and time constraints in 
order to steer clear of the potential conflict. 
The other aircraft will have, depending on the 
situation as perceived by it, done nothing, made 
a complementary manoeuvre, or possibly, 
begun a manoeuvre to address a more 
immediate potential conflict between itself and 
another aircraft. 

Clearly the fbrther ahead in time that a potential 
conflict can be predicted the less abrupt can be 
the manoeuvre to resolve the situation. The 
manoeuvre will be a fbnction of the state of the 
two aircraft at the potential conflict point. 

The interface between the conflict resolution 
and flight planning is illustrated in Figure 1. A 
potential conflict is detected by an analysis of 
the data received from other aircraft in the 
airspace together with the predictions for the 
flight path of own aircraft. If the algorithms 
applied to this data detect a potential conflict 
then the conflict resolution algorithm imposes a 
modification to the flight plan of own aircraft. 
This may be in the form of an altitude 
constraint, a speed constraint, a new waypoint 
or waypoint sequence or some combination of 
the above. These changes are introduced into 
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the flight plan and a new set of flight plan 
predictions run. Normally this will serve to 
clear the conflict or replace it by another at a 
later time. 

If there is no potential conflict, either because 
the original conflict has been cleared or because 
on the basis of present information none exists, 
then the FMS is free to optimise the flight plan 
on the basis of the current aircraft state and the 
iatest meteorological data. This optimisation 
proposal may take the form of a Temporary 
Flight Plan, that is for the moment it is separate 
fiom the Active Flight Plan to which the 
aircraft is being controlled. The consequences 
of the Temporary flight plan are revealed by 
running the Flight Plan Predictions on that plan. 
These predictions can be examined in 
conjunction with the data fiom the other 
aircraft to see whether potential conflict would 
ensue. In the absence of conflict the Temporary 
Flight Plan can be promoted to Active. On the 
other hand if the detection algorithm indicates 
one or more potential conflicts the Temporary 
Flight Plan can be cancelled. 

4. Situation Awareness 

Existing Flight Management displays are 
designed to provide the flight deck crew with 
the awareness of where the aircraft is with 
respect to its flight plan including the 
constraints which it is required to meet. 
Flight deck crews obtain there awareness of 
other traffic by monitoring ATC voice 
communication. However in the new ATM 
situation the data to be appreciated will be 
more complex partly because of the additional 
freedom which aircraft have to follow their 
own desired routing and partly because much 
of the existing voice communication with ATC 
will be replaced by data link messages. 
Potentially the conflict detection hnctionality 
of an aircraft’s Flight Management system has 
all of the data relevant to supporting situation 
awareness. However the format and context for 

the presentation of this information which is 
most readily intelligible to the flight deck crew 
remains to be determined and will require 
perhaps additional displays and certainly 
additional display logic compared with those 
available in today’s Flight Management 
Systems. 

5 .  Conclusions 

The provision by each aircraft in the airspace, 
of its true position, velocity and fbture path 
predictions to all of the other aircraft in order 
that they can each determine whether a 
potential conflict exists, is an essential element 
in the maintenance of flight safety in the new 
ATM environment. If such data is incorrect or 
is not provided then the operational safety 
within that airspace is prejudiced. Failure by 
any one aircraft diminishes the level of safety 
for all of the aircraft in the airspace. 
To ensure that such data is validated before it is 
transmitted and that a failure of transmission 
can be, at least, annunciated, requires that a 
sufficient level of redundancy is available at all 
times. This is a more severe requirement than is 
currently addressed by Flight Management 
Systems and will require the provision of at 
least one additional level of redundancy. 

If one aircraft has a failure which results in it 
losing the ability to detect potential conflicts, 
this is less serious since each involved aircraft 
will separately manoeuvre to avoid the conflict. 
However two aircraft each failing to detect a 
potential conflict between them could seriously 
reduce the operational safety. In consequence 
there will need to be monitoring of the conflict 
detection hnction so that when a failure is 
detected it can be rectified when that aircraft is 
next on the ground. This will serve to reduce 
the time at risk associated with such a failure. 

Similarly the calculation and implementation of 
a conflict avoidance manoeuvre must be 
monitored. Undetected failures which caused 
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reversal of the sign of the conflict avoidance 
manoeuvre could have a serious effect on the 
operational safety and may require additional 
redundancy to reduce the probability of their 
occurrence. 

The summary of this is that there may need to 
be significant changes in the redundancy level 
associated with Flight Management Systems in 
addition to the increased fbnctionality which is 
required by operating in the new ATM 
environment. 
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1 - TRAFFIC GROWTH 

In 1990 a study commissioned by EU/DG 
XI1 the Air transport demand was estimated to rise 
by 4.5 % per year. - implying an almost threefold 
increase in air transport demand in the next 25 years 
- while cargo traffic was expected to grow by about 
8 % per year. Since that time, the real increase was 
above 5 YO. 

In a EUROCONTROL report entitled 
(( Time-based Air Traffic Control in an Extended 
Terminal Area )) a summary of the expected rate of 
growth as perceived by the Organization was given: 
average annual passenger growth evaluated at 6 % 
in Europe with a peak at 10 % around 1999. At such 
a rate the number of passengers would double by 
the year 2000 and triple by 2010. The rate of 
growth of freight was quite linear between 1985 and 
1990 (about 12 %) with a temporary stagnation 
around 1991. 

From these data we will accept that tke 
1995 trafic rate is expected to double between 
2008-2010 and triple by 2015. 

Short-haul traffic is expected to decrease at 
least in Europe and in some other congested parts 
of the world owing to the rapid development of rail 
and highway networks. Scheduled air traffic 
between cities 400-600 km apart will gradually 
disappear over the next 15 years. On the other hand, 
very large aircraft (600-800 passengers) will 
become commercialised, probably around 2005- 
2008. 

2 - MAJOR TECHNICAL EVENTS IN THE 
NEAR FUTURE 

In the near future two major innovations 
will appear: the automatic data transmission sub- 
systems and the GNSS-I (Global Navigation 
Satellite System). The automatic data transmission 
comes from the CNS/ATM (Communication 
Navigation Surveillance/Air Traffic Management) 
set up in 1991 by the FANS (Future Air Navigation 
System). The innovation is the capability of 
transmitting data through the A” (Aeronautical 
Telecommunication Network). The constaints are : 
# to be able to use the public or private 
telecommunication networks because messages re- 
transmitted by satellites can be relayed by these 
networks 
# inside the civil aeronautical community, to be 
coherent with the other means of data transmission. 
In 1987, ICAO asked the SISCASP (SSR 
Improvement and Collision Avoidance System 
Panel), in charge of the standardisation of SSR 

Mode-S messages to develop protocoles ‘insuring 
the interoperability of all the data transmission 
systems used in Aeronautics. Protocoles comply 
with the OS1 (Open System Interconnection) de 
I’ISO. 

For the automatic data transmission, three 
systems will be implemented soon: 
a) theVDL (VHF Digital Link). In fact, it is already 
in use on a private basis (ARTNCS and SITA 
networks, A m C S  622 protocole) for Airline 
operations. Three modes will be available: 
* mode 1 which is the development of the ACARS- 
SITA bandwidth and protocoles OS1 
* mode 2 which corresponds to a rate of 3 I .5 kE3 
* mode 3 which uses the same layers as mode 2 but 
with an access mode TDMA (Time Division 
Multiple Access). This system accepts both voice 
and data. 
For modes 2 and 3 the bandwidth is 25 kHz with 
D8PSK modulation 

Experiments are in process for flight plans 
transmission. 
b) the data package both air to ground and ground 
to air associated with the SSR Mode-S. Up and 
down messages can be exchanged between the 
plane and the controllers each time the radar lobe 
hits a plane. Frequencies: up 1030 MHz; down 
1090 Mhz. The on-board transponder is also used in 
the T-CAS and ADS-B to broadcast position (and 
possibly other parameters) on request (T-CAS) or 
on a periodic mode (ADS-B). Messages are 56 bit 
long; they can be extended to 112 bits. The data to 
be transmitted are not yet standardized! 
Mode-S radars should be interconnected for 
exchanging data; they use the GDLP (Ground 
Datalink Processor) Experiments have started in 
1991. 
c) the satellite networks. a Dart of CNS. Today on- 
board public telephones are already installed in 
some planes. They operate on 1670-1675 Mhz. A 
particular sub-system in CNS concept is the ADS 
(Automatic Dependent Surveillance) and, namely, 
the ADS-C (C for Contract). In this system, identity, 
position and other data are transmitted on a periodic 
basis. The period can be adjusted according to the 
phase of the flight. It is recommanded that position 
comes from the GPS (or GPS-GLONASS) receiver, 
eventually checked or coordinated with other data 
available on board. A performance index depending 
of the on-board equipments is added to the message. 

Another innovation which is coming 
concerns the reduction bandwidth for voice VHF 
channels from 25 kHz to 8.33 kHz (the modulation 
will still be in amplitude, but with the use of double 
side lobes modulation). The number of channels 

Paper presented at an AGARD MSP Workshop on “Air Traffic Management”, held in Budapest, Hungary, 
27-29 May 1997, and published in R-825. 
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will be muliplied by three (in Europe, 
implementation on January lS‘, 1999) 

The potentialities offered by these systems 
must be optimized as soon as possible. 

First, research projects aimed at 
developing senarios for exchange of data between 
the plane and Control should be developped soon 
because the automatic data transmission may 
modify deeply the crew / controller behaviour. 
Some experiments have been conducted in 1991 
under a Eurocontrol program with a Mode-S radar 
located in Bedford (UK). Experiments are in 
process with Mode-S radars located at Brttigny and 
Rouen (France). Coordinated experiments should be 
undertaken because it is not only a national problem 
but a world wide problem. 

Secondly, it is important to decide what 
kind of data should be transmitted. For example, it 
would be possible to show the local traffic on 
board; it is not obvious that it would be a (( plus D 
because ambigous situations may appear between 
the instruction transmitted (automatic mode) by the 
controllers, the T-CAS indications and what the 
crew is willing to do. 

The second major innovation, the GNSS-1 
and later GNSS-2, has a dominant importance. It 
will be commented in paragraph 5 .  We think that 
during the last 50 years there were only 2 or 3 
technical jumps of such an amplitude (we can 
mention the radar outcome for civilian use 1950, the 
jet engines 1960 and the electronic control of the 
plane 1980). 

The two major innovations to come soon, 
if well managed, will lead to a simplified aircrafr, to 
a more automatized than present aircraft and to a 
safer Air Transport System. 

3 -KEYWORDS 

Safety: actually 0,5 lO-’/h it should reach 0,5 lO-*/h 
within the next decade, mainly for mediatic 
reasons. Air safety is good; a little below train 
safety if time is the parameter considered (for 
durations of less than 5 h), a little better if distance 
travelled is the considered parameter (for distances 
above 5000 km). 
Efficiency: it involves attractive time tables, 
regularity (on-time with regard to the schedule) and 
comfort not only during the flight but also during 
the walks inside the terminals and the luggage 
service. Efficiency concerns the aircraft 
manufacturer, the airline operator and the air trfic 
control 
Environment: a strong request already exists : to 
reduce noise and to minimize chemical pollution 
(short term CO, CO2 and longer term NO,) both in 
flight and during the movements on the platform 
(Fig 1 from Ref [l]). Some countries already 
modulate the landing taxes according to the type of 
engines used. 

In the next paragraphs we will evaluate the impact 
of automatisation on these three items. 

4 - DIRECT IMPACT OF AUTOMATISATION 
ON SAFETY O F  THE FLIGHT 

4.1 Typical examples 
a) Some 30 years ago, once the efficiency 

of ILS was proven, the cross-pointer instrument was 
replaced by a (( zero reader )) instrument: go toward 
the pointers; whence at zero, maintain them to zero. 
Once the pointers are at zero the meaning is (( your 
situation is correct, maintain the cross pointers at 
zero n. It was a tremendous progress because for an 
approach without visibility the pilot’s workload is 
high. The mental (( computations )) that the pilot had 
to perform are done automatically by a simple 
computer (analogous type) which solves a second 
order differential equation fed by data from on- 
board instruments (the ILS signal, the compass and 
the artificial horizon). Pilots are more confident in 
this type of instrument. However, for safety reasons 
ILS deviation signals are indicated on board on the 
PFD (Fig 2a). 

b) More recently, due to electronically 
controlled plane (A 320 : 1988, B 777 : 1996) it is 
possible to unify the control law in pitch and roll. 
This is the C* law: a given displacement of the stick 
(lateral sticks in the Airbus family) leads to a given 
load factor for the plane whatever the velocity, the 
altitude and the atmospheric parameters are. This 
law is unique during the wholeflight except during 
the flare at landing. Effectively during the last 
instants prior to touch down the main parameter to 
be controlled is the pitch attitude (transient phase 
between the airborne phase to the rolling phase). If 
the landing is performed in C A T 3  (necessarily in 
an automatic mode) the evolution of the control law 
is gradual according to the signal given by the 
radioaltimeter. 

c) In case of panic, the crew may forget 
about the minimum safe indicated airspeed (which 
could vary between 1,3 Vs and 1,12 Vs, Vs being 
the stall speed). In fact the interesting part of the 
flight domain appears on the Primary Flight Display 
(see Fig 2). It is mandatory to avoid reaching 
Vs(stal1 velocity). Automatic control of the engine 
(FADEC: Full Authority Digital Electronic Control) 
receives data fiom the angle of attack probes and 
react in order to avoid an angle of attack greater 
than the one reached at 1,12 Vs (stick shaker 
speed). 

d) The duality stability / manoeuvrability 
corresponds to a (( positive balance )) of the plane in 
any phase of the flight. However, positive stability 
implies a negative lift on the rear empennage which 
should be compensated for by an equivalent 
additional lift on the wings and, thus, an additional 
drag. In modem aircraft, the stability margin is 
reduced due to high efficiency automatic pilot. But 
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it is possible to reduce the negative lift on the 
empennage by transfering fuel 6om the tanks which 
are located in the wing to the rear vertical 
empennage. For a specified positive balance the 
negative lift on the empennage is reduced and, 
consequently, the additionnal drag on the wing. 
Thanks to the experience gained with Concorde (the 
fuel transfer is mandatory prior to reach M=l)  the 
A3 IO, A330 and A340 have automatic fuel transfer. 

To conclude this paragraph let us say that, 
in modem aircraft, the flight domain appears on the 
PFD, at least in the vicinity of the present flight 
state. On the IAS indication (vertical scale on the 
left) the amber and red signs indicate 1.3 Vs and Vs 
at the altitude of the flight. At the other extremity of 
the speed scale the VMO (maximum operational 
speed) and the VNE (never exceed) are quoted as 
well. In addition, the speed which will be reached 
by the plane 10 seconds later fthere is no action 
on the controls is indicated by the arrow which is 
attached to the pointer. Fig. 3 shows the 
"protections for high angle of attack". Fig 4 shows 
the speed indications for a typical manoeuvrer. 

4.2 Atmosphere -aircraft interaction 
The (( standard atmosphere )) is used for a 

p r e l i a r y  design of a plane. The atmosphere in 
which the plane flies is quite different from the 
standard atmosphere. In the troposphere vertical 
and horizontal air motion exist. The vertical local 
velocity may reach 20 to 30 m/s in cumulo-nimbus 
clouds. In the statosphere vertical motions are rare 
and not intense while horizontal motions with high 
velocities (100 d s  or more) are frequent (jet 
steams); they are like tubes of some hundreds of 
meters in diameter; the flux may be laminar inside 
but strong turbulence is present on the boundary. To 
be certified, an aircraft should cope with the 
(( vertical gust )) of the (( specifications )) (FAR or 
JAR in Europe; the profile of the gust has a shape in 
(( I-cos U) and with a von Karman spectrum (it 
concems structure fatigue mainly). 

It is far from sufficient. In the troposphere 
some phenomenas, called downbursts, which have 
been diseovered and explainded by Theodore Fujita 
(University of Chicago) in 1975, were responsible 
for the loss of some 5 commercial aircraft each 
year. Downbunts result from the sudden instability 
of a cold mass of air due to a decrease of the 
vertical ascending flow of air produced by 
evaporation. When the mass of cold air collapses, 
the center of this down flow may be laminar and 
vertical velocities as high as 40 kts have been 
detected. Arriving on the ground, a giant toric 
vortex is created. It becomes larger and larger, 
moves along the surface while a new vortex is 
generated. Th Fujita has studied many accidents 
which were considered as ((pilots errors)), for 
example Continental 426, Denver Aug 7, 1975, or 
Royal Jordanian 600 at Doha, May 14,1976. 

Since that time, much research and 
experimentation have been developped. 
Modelisations are very often correct. The detection 
either on the ground or on-board is difficult because 
the secondary phenomenas induced by the primary 
one. In addition, real experimentations (for example 
identification of the axis of the downburst and the 
location of the centers of vortices) are difficult 
because of the rarety of such phenomenas. 

Nevertheless, modem aircraft are equipped 
with on-board warning system. Airbus philosophy 
first defmes a windseverity factor SF which reflects 
the instantaneous loss of total energy due to global 
shear (longitudinal and vertical) 

where: SF=--- dW, gw, 
dt V 

w, longitudinal wind (negative if headwind) 

w, vertical wind (negative if downwind) 
v indicated airspeed of the plane (US) 

SF is filtered and compared to a fixed 
threshold, typically 0,13 g (which corresponds to 
2,5 Ws). A 4 s lag was found the best compromise 
to avoid false alarms with a probability of less than 
IO4 per landing (this the probability of 
encountering a windshear) 

However, for better waming and escape 
manoeuvre capability, the waming system is a 
compromise between SF, the actual aircraft energy 
and a safe minimum energy. 

4.3 Transient between airborne and 
ground phases; landings. 

Currently, modem planes are equipped to 
perform NPA (Non Recision Approach) and 
Precision Approach. 

In the NF'A procedure a beacon which can 
be a VOR, an ADF or a Locator is placed in the 
axis of the Q N  at a known distance from the 
threshold. Flying over it, at a requested height or 
altitude, the pilot engages a descent at a prescribed 
slope with regard to the ground at the correct 
heading. The difficulty lies in the knowledge of the 
wind. If the wind is known with an error of less than 
6 to 8 kts, the descent could satify the condition 
(slope with regard to the ground) and the 
alignement with the runway requests a m i n i u m  
Vertical visibility of 120 m. If the wind is unknown 
or if the accuracy is less than 8 kts, the minimum 
vertical visibility should, at least, be 150 m 
- for Precision Approach the only certified means is 
the ILS. Tbe types of approaches are called CAT I 
(good visibility of the runway at a height of 60 m), 
CAT 2 (30 m) and CAT 3 (0 m). However for CAT 
3 no airline operator has authorized their crews to 
land ((0-0)) (vertical visibility 0 m, horizontal 
visibility 0 m). A HD (Height of Decision) is 



specified this is the height (under the wheels) at 
which the pilot must see the runway (at least 3 high 
intensity lights, which are along the center of the 
runway) and check that it is on the axis within 2 
m. If correct, then the landing and the breaking are 
performed automatically; if not, the pilot activates a 
a g o  around)). The HD depends on the aircraft 
equipment, the runway equipment and the crew 
qualification; for example, at Toulouse Blagnac 
airport, runway 15 R, for Aulnter A-320, with a 
crew fully certified, the HD is I5 ft (under the 
wheels) 

To comply with the second keyword 
(( efficiency )) it is necessary to generalize CAT-3 
landings. There is a problem. ILS is installed in 
most of major european airports while it is installed 
on only 40 airports in US (fog is less frequent in US 
than in Europe). The frequency bandwidth just 
below the one reserved for ILS (boundary 
kequency 108.1 Mhz) is used by FM radioes. The 
power spectrum attributed to each frequency is 
specified it is well known that they are not always 
respected and some complaints are collected every 
week by pilots reporting interferences between the 
ILS identification code and ((private radioes N. Is it 
safe to go on a CAT 3 landing procedure when an 
interference is detected. Morever, the power 
allowed to each frequency for private radioes will 
no longer he limited starting January Ist, 1998 
(France has decided to postpone this international 
recommandation to 2001). 

The MLS (Microwave Landing System) is 
quite different from ILS though the objective are the 
same: CAT-2 landings. This system based on 
oscillating beams in the horizontal and vertical 
planes operates at 5 Ghz and, consequently, is less 
sensitive to jamming than ILS (108-112 Mhz). In 
addition it scans a 60" sector with regard to the 
axis of the runway and allows ((curved 
approaches )) while ILS implies an alignment some 
10 nm in fiont of the runway threshold; in addition, 
to avoid interferences on the follower aircraft it is 
recommended that planes are always 5 nm a part. 
However, in spite of these attractive performances, 
the M L S  will not he installed on the US territory 
according to a statement &om FAA (1995). Europe 
is supposed to make a decision this year. The 
probability of a positive answer is low. 

As we will see in parag.5, GNSS-I (Global 
Navigation Satellite System) does not authorize 
landing CAT-3 (CAT-2 is right on the border of 
landing specifications). 

It is mandatory to make a decision because 
the present rate of growth of Air Traffic raises the 
question: will the airport be a limiting factor IO the 
present rate of growth? 

Already now, in some airports the 
reduction of separations (from 5 nm to 3 nm) 
between planes in the final approach is considered. 
The reduction of separations points out the need to 
detect the presence and to evaluate the intensiw of 
wing vortices. 

The three major parameters attached to 
vortices are the energy of the vortex, its damping 
and its displacement; they are related to the aircraft 
(type, mass, configuration, position of center of 
mass) and to the position of the plane above the 
ground. There is an interaction between the two 
vortices which are created at the wing extremities: 
they go down and diverge a little. If they reach the 
ground, they bounce and diverge more. A second 
vortex, rotating in the opposite direction may be 
created by each main vortex. Fig 3 shows the 
evolution of vortices close to ground (from 
ONERA, numerical simulation). 

If the vortices develop in a turbulent 
atmosphere, the evolution could be different: 
dislocation of the vortices with augmentation of the 
local turbulence. 

In order to arrive at the minimum safe 
separation between planes it is mandatory to 
automatically idenri5, detect the aris, evaluate the 
intensiw and estimate the trojecto@ of the vortices. 
Sensors already exist (UHF and VHF Wind 
profilers, acoustic radars RASS, Doppler acoustic 
radars SODAR and conventionnal meteorological 
radars TDWR; Doppler lidars). Besides the ground 
detectors connected to high speed processor, on- 
hoard sensors are under study and experimentation. 
We can mention the eumpean M-FLAME 
(Multifunction Future Laser, Atmospheric 
Measurement Equipement). The detection of vake 
vortices has been proved in flight using a Doppler 
lidar which acts as an anemometer. The objectives 
of the studies concern the extension of the 
possibilities: 

-detection of windshears, of clear air 
turbulence, of dry hail, of the large scale mountain 
vortices and of the volcano ashes 

-test of a pulsed 2 pm lidar for wake 
vortices and windshear. 

-integration of the lidar into the on-board 
avionics in compliance with the certification 

requirements 
Positively, though the main objective was, 

and still is, the reduction of separation in the 
approach phase, all the potentialities of new on- 
board equipment should be studied. This is why a 
large part of the study is devoted to the connexion 
to the FMS. New equipment intalled on-board will 
be accepted easily if some present equipment can be 
eliminated the GNSS goes in this direction. 

The concept of ((autonomous sub- 
systems )) has disappeared now. A modem aircraft 
is equipped with (( diseibuted informatics D: 
parameters (static and dynamic pressures, total 
temperature, position of the mobile surfaces ...) are 
picked up everywhere in the structure of the 
aircraft, they are partially processed, for example 
digitalized, and then fed on a bus (or buses). 
Processors pick up the data they need, and send the 
results either on a bus (IAS, TAS, static 
temperature, attitude ...) or to actuators for control 
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due to an unexpected high value of an internal 
alignment function called BH (Horizontal Bias) 
related to the horizontal velocity sensed by the 
platform. The value of the BH was much higher 
than expected because the early part of the 
tarjectory of Ariane 5 di@erssfi.om that ofAriane 4. 

This is why the final responsability for the 
design of the equipments in the aircraft could only 
be in the manufacturer’s hands. 

4.4 CFIT (Controlled Flight Into 
Terrain) 

It concerns flights in which the crew was in 
good condition and no failure occured on board. 
There are about four accidents of that type per year. 

It is clear that only automatic means, at 
least, for detection and evaluation of the risk of 
collision with the terrain and possibly for evasion, 
could lead to safety because the crew is unconscious 
of any danger. 

For some 20 years GPWS (Ground 
Proximity Warning System) have been fitted on 
major commercial aircqft. A GPWS collects data 
from a radio-altimeter’ which gives the minimum 
distance between the plane and the ground; it can be 
an inclined distance when the plane has a bank 
angle. The beam of the radio altimeter, which is tied 
to the fuselage may look to hills which are located 
on the sides of the prescribe route. 

Such systems are becoming obsolete 
because there is no anticipation; when the alarm 
sounds, the collision with the ground is very 
probable even at the maximum load factor. 

New systems are already being developped 
and tested. They are called MSAW (Min ium Safe 
Altitude Warning) or GCAS (Ground Collision 
Avoidance System). In the MSAW it is assumed 
that the aircraft is seen by a radar (at least one). 
From this position the height above the ground is 
computed and according to the instructions given by 
the controller to the crew, the sequence of heights 
within the next 30 s is derived. As soon as the 
height falls to the safe height an alarm is sent to the 
aircraft; when the distance to the ground along the 
trajectory reaches the minimum value for a safe 
recovery at the maximum safe load factor a (( pull 
up, pull up )) alarm is sent to the crew. 

In the GCAS, the terrain profile around 
airports is stored in a large memory on board. The 
reference grid is the WGS-84. The usual mesh is 
9”x12” (about 230x280 m at 45O latitude). Ground 
altitudes are quoted with 4 digits. Military maps 
correspond to a 3”x 3” (75x75 m) mesh. They are 
often in WGS-72; they are not all available. 

surfaces. In addition, the temptation to re-use 
reliable software in new similar equipment may 
lead to catastrophies. The analysis of the accident of 
Ariane 501 (June 4th, 1996) is valuable. Below we 
give some comments extracted from the Inquiry 
Board Report [Ref I]. 

The flight control system of Ariane 5 is of 
standard design. The attitude of the launcher and its 
movements in space are measured by an Inertial 
Reference System (SRI). It has its own internal 
computer, in which angles and velocities are 
calculated on the basis of information from a strap- 
down inertial platform (laser gyros and 
accelerometers). The data from the SRI are 
transmitted through the databus to the On Board 
Computer (OBC), which executes the flight 
program and controls the nozzles of the solid 
boosters and the Vulcain cryogenic engine, via 
servovalves and hydraulic actuators. There are MO 
SRIs operating in parallel with identical hardware 
and software . One SRI is active and one is in (( hot 
stand-by n. If the OBC detects that the active SRI 
has failed it immediately switches to the other one, 
provided that this unit is functionning properly. 
Likewise there are two OCBs. The design of Ariane 
5 SRI is practically the same as the one used on 
Ariane 4. 

The launcher started to disintegrate at 
about H0+39 seconds because of high aerodynamic 
loads due to an angle of attack of more than 20 do 
that led to trigger the self-destruct system launcher. 

The high angle of attack was caused by full 
nozzle deflections of the solid boosters and the 
Vulcain engine. These nozzle defections were 
commanded by the OBC software on the basis of 
data msmit ted by the active SRI (no 2). Part of 
these data at that time did not contain proper flight 
data, but showed a diagnostic bit pattern of the 
computer of the SRI-2, which was interpreted as 
flight data. The SRI-2 did not send correct attitude 
data because the unit had declared a failure due to a 
sofiare erception. The OBC could not switch to 
the back up SRI-I because that unit had already 
ceased to function during the previous data cycle 
(72 ms period) for the same reason as SRI 2. 

The internal software exception was 
caused during execution of a data conversion fiom 
64-bit floating point to 16-bit signed integer value. 
The floating point number which u’as converted had 
a volue greater than what could be represented by 
a lbbi t  signed integer. This resulted in an Operator 
Error. The data conversion instructions (in Ada 
code) were not protected from causing an Operator 
Error, although other conversion instructions of 
comparable variables in the same place in the code 
were protected. The error occured in a part of the 
software that only performs alignment of the strap- 
down inertial platform. This sofiare module 
computes meaningiull results only before Ifl-ofl 
Based on the Ariane 4 requirements, the alignment 
is operative for 50 s after starting of the Flight 
Mode of the SRIs. Then the operand error occukd 

I a radio altimeter is not an on board radar looking 
at the ground; a frequency modulated signal is 
periodically sent toward the ground in a cone of 
about 40 do) overture; the frequency of the 
maximum reflected signal is delayed by the transit 
time between the aircraft and the ground. 
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The DassaultBagem G-CAS privileges the 
extrapolation of the aircraft trajectory from the data 
collected on the GPS receiver, the baro-altitude and 
the radioaltimeter. The ground speed comes from 
GPS / INS. The actual maximum manoeuvers of the 
aircraft are also in the data base. The collision risk 
is derived from the evolution predictive model and 
the ground profile stored on board. 

Thanks to the rapid development of earth 
ground profile data (Spot Hnd other satellites) and 
the very high density achieved in memories (1 Go / 
5cm2 ) it soon will be possible to embark the eanh 
profile on a 100 m xl00 m mesh with a height 
precision better than 50 m. The anti collision with 
terrain will be automatic; it implies the 
determination of the escape trajectory on a precise 
route when this situation appears in a mountain 
area. 

5 - EFFICIENCY 

First let us say that most of the 
improvements which occured during the last IO 
years, provide a better efficiency of the flights. 
However the large variety of electronic navigation 
aids (VOR, DME, ADF, DECCA, LORAN, 
OMEGA, ILS, GPS ...) is a source of incidents or 
accidents if we compare it to what it would be (we 
can say, it will be) if there is a unique, worldwide, 
precise navigation means (GNSS). 

5.1 Present deficiencies of GPS and 
GLONASS. 

The main deficiency is the non integrizy of 
these systems. Precision (S/A mode) is insufficient 
for landings. The worldwide cover is not provided 
24 h / 24 for each individual system. The absence of 
an international agreement on the management of 
these systems leads to a strange ambiguity. 

5.2 Near Future situation: WAAS, 
EGNOS, MTSAT 

The lack of integrity may be compensated 
by permanent surveillance of satellites and 
information about failures to users through 
geostationary satellites. To do so, ground stations 
should be implemented. They should be 
interconnected; they can reset the satellite clocks 
and load the ephemerids. In addition the 
geostationary satellite can broadcast GPS time and 
ephemerid it becomes an additionnal satellite. 

This is in progress in US with the WAAS 
(Wide Area Augmantation System) with some 30 
ground stations, in Europe with the EGNOS 
(European Geostationary Navigation Overlay 
System) and in Japan with MT-SAT. 

Though no international agreement has 
sealed these programmes it is a fust step towards 
cooperation. However, the key problem with these 
systems is the fact that satellites are controlled by 
military organisations of two countries. 

5.3 ADS, ADS-B (Automatic Dependent 
Surveillance; B: Broadcast). 

As mentionned previously, it has been 
agreeded to use the radar transponder either upon 
request (stimulation identical as the radar one) or 
periodically (the rate can be adjusted from half a 
second to 10 mn). Hence, in the B mode, identity of 
the plane, altitude or flight level, plus additional 
data which are not yet specified could be collected 
automatically. In flight experiments have prooved 
the validity and the value of the concept. 

5.4 Medium term future (2005 - 2008): 
GNSS-2. 

The present localisation systems will be 
tumed off gradually. US authorities will tum off 
two Omega Stations in 1997. The programme 
EATCHIP I EATMS (European ATM System) 
forecasts the turn off of OMEGA in 2002, of VOR 
in 2005 and the up coming of GNSS-I between 
1999 and 2002 (GNSS-2 in 2015 ...) They also have 
decided to abandon ILS in 2003. ICAO will decide 
about the replacement of ILS by MLS in 1997 
though the USA already decided that MLS will not 
be installed in the States .... A confusing situation, to 
say at least!. 

The GPS concept was finalized in 1973. 
Protocoles have not changed since that time. The 
volontary degration of signals (time and 
ephemerids) will no longer be acceptable in the 
future. The World Aeronautical Community is 
facing a strange problem. The only solution is to 
call for an international management of a 
worldwide navigation sysfem . This will be the 
GNSS-2. Europe seems the most active in this 
future project. Propositions will be released next 
October. We can say that, obviously, it will be a 
civilian international project (satellites will not be 
protected against a nuclear flash and they will be 
much simpler than the present constellations; cost 
will be divided by 5), precision will be of the order 
of 10 m, landing CAT 3 will be possible with 
ground beacon(s) located on the airport 

The automisation of the flight will be 
simplified and will lead to a higher level of safety if 
the integrity and safety of the unique positionning 
system are guaranted. The basic equipment will 
then be: 

- INS, doubled with auto-check or tripled 
with voting device 

- radar Mode-S transponder with a squitter 
(for the ADS-B mode) 

- GNSS-2 receiver(s) associated with 
Differential signal processor 

The data coming from the GNSS will be 
correlated with the INS data to give the best 
estimated position and velocity, namely during 
landings. They also will be connected to the G-CAS 
processor. The radioaltimeter could be used due to 
its simplicity. The flight processor (FMS) will be 
simpler than the present one but its safety and 
integrity must be proved at a level of 109/h. 
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The last and very impoltant problem to 
solve is the Cat 3 landing. It does not seem possible 
to assume it with the present system. Up graded D- 
GPS will satis@ the precision and integrity 
requirements for such landings. Systems based upon 
phase lock and ambiguity resolution on the carrier 
6equency of GPS (LI = 1.5 GHz) may lead to 
accuracy of the order of 1 cm. Some details will be 
given below about the localisation of mobiles on the 
airport plateform. Many experiments have been 
carried out with planes for precision landings; they 
all need ground beacons@) called (( pseudolites n 
(for pseudo satellites). Stanford University is 
working actively in this field. 

6 -POLLUTION REDUCTION 

The Air Transport System is criticized for 
acoustical and chemical pollution. In a report, dated 
Novembeer 8*, 1990, a working group on 
"Transportation" held by the EUiDG XI1 (LOTOS 
report) gave the pollution rate, expressed in 
gkdpax, for TGV and aircraft. Electricity for 
TGV is supposed to come 60m coal or fuel for 100 
% (not kom nuclear energy). 

In a study undertaken in 1973 by 
Amspatiale, the possibility of moving the aircraft 
by hydraulic motors located in the landing gear and 
getting the energy from the APU was considered. 

Assumptions: ground velocity 
kmh slope of runways 3 % 
Before tnke-off: 

- starting jet engine 3 mn 

- engines: 60 kg 

wilhout wheeh motorization: 

- APU: 5 kg 

- groundmovement 10 mn 
-APU 18 kg 
- engines 169 kg 

-duration 13 mn fuel consumed 252 kg 

with wheeh motorization: 
-ground movement 9 nm: 

-starting up the engine 3 mn 
- APU: 23 kg 

- APU: 3 kg - engines 60 kg 
- alignement 2 mn APV: 3 kg engine 34 kg 

25 

- duration 14 mn fuel consume 
After landing: 

125 kg 

wiihout wheeh motorization: 
-duration 5 mn - APU 9kg 

- engines: 84 kg 
with wheeh motorization : 

- duration 5 mn 
-APU 13 kg 
- engines 0 

Balance additional mass: 237 kg 
Fuel: -additional fuel due to the additional mass 
duringthe flight (500 m)lO kg 
- saved during the ground phases 205 kg 
- saved during for a 500 nm flight I95 kg 
Maintenance system cost was taken into account. 
The net results are : 
-gain on DOC 0,65 % 
- fuel saved per year (for a A 3 10) 350 t 
- amortization: 1,5 year 
It is surprising that nothing is suggested in this 
domain. 

Hence, we will focus our comments on one 
subject: the ground movements ofplanes -and other 
vehicles- on the airport platefrm because this 
subject concern not only pollution but also safety 
and eflcienqv. 

a) Nowadays, on some airports, ground 
movements are the limiting factor for landinghake- 
off rates. In bad mete0 conditions planes may land 
in an automatic mode (CAT 3) at a rate of one 
landing per 120-150 seconds, a rate which is not 
acceptable for ((driving )) the plane 60m the exit of 
the runway to the gate. 

b) Very often, a plane has to stop on the 
apron and wait for the freedom of the gate which is 
assigned to the flight; it can block other traffic ... 

c) A 150 seat plane consumes 360 kgh of 
fuel per jet engine when taxiing. A twin engine 
consumes 180 kg of fuel for each 15 mn taxiing or 
waiting. A diesel tractor needs about 15 kg to tow 
the plane from the gate to the threshold, holding and 
return included. 

d) Due to the fact that the setting for the 
thrust is not (yn) controlled during the ground 
movements the thrust used conesponds to a 
maximum head wind and a maximum slope of the 
taxiway. Thus the pilot must use the brakes to adjust 
the speed. When the brakes (carbon type) are cold 
their degradation is extensive. 

e) Noise during taixiing is not accounted 
for at the present time @elow the prescribed 
threshold). However it is quite obvious that the 
ecologist pressure will react to this noise which are 
continuous all day long. 

f )  The jex engines deliver a high level of 
CO when taxiing, or holding (Fig.1). It would be a 
difficult problem to decrease the CO level when the 
jet engines are on taxiing setting M. 

Consequently, it is time to develop a means 
which will drive the plane as soon as it exits from 
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the runway, to the gate and from the gate to the 
runway threshold prior to take-off. The plane will 
no longer use its engines for taxiing. It could be the 
wheels motorization. It could be a tractor which 
should be automatized in the h u e .  Then it is 
necessary to look for an automatic clutch between 
the plane and the tractor without stopping the plane. 
It is a difficult problem; once solved, the plane will 
be driven automatically from a control center with 
its jet engines stopped. 

It is mandatory to control all vehicles on 
the apron either automatically or with electronic 
aids, if man-driven. During the fust semester 1995 
there were 150 (( collisions )) between vehicles and 
planes on the Orly platform. 

The fvst problem to be solved is the 
precise positionning of all planes and vehicles on 
the platform. Some of the positionning systems 
listed below give also an instantaneous value of the 
speed (the speed vector obtained by derivation of 
the positions is not precise): 

- radar for ground movements. Position is 
known at the control center and identity of the plane 
through the transponder. Guidance of the plane 
needs data transmission fiom the control center to 
the plane. The major problem concerns the masks 
due to buildings. No additionnal equipment on 
board requested. 

- magnetic loops on the taxiways and on 
the apron in front of the terminal buildings. 
Localisation by the control center, no identity of the 
plane ; indication of the position on board with 
simple additional equipment. Magnetic loops can be 
identified. Experiments have been carried out on 
Toulouse-Blagnac airport. 

- D-GPS tracking: position (and velocity) 
obtained on board ; could be transferred to the 
control center through an automatic data link. 

- phase lock and ambiguity resolution on 
the carrier frequency L,. If a reference position on 
the ground can be selected, the computation of the 
position of the center of phase )) of the antenna on 
the mobile does not request a large number of 
computations. If not, the relative position to a 
ground antenna reference is available but a large 
number of computations are necessary. In both 
cases the position of the reference point on the 
mobile lies between 1 dm and 1 cm. From these 
positions the trajectory of the reference point can be 
determined with accuracy. Identification may be 
collected through ADS-B 

The second problem is to compute the 
present occupied volume, to extrapolate the 
trajectory and to compute the volume which will be 
swept during a prediction time (IO s for example). 
To do so it is necessary to assume that the automatic 
control system of the vehicle or the driver assisted 
by electronic aids for guidance does not follow 
exactly the guidance law. The predicted volume is 
in fact much wider that the one which will be 
occupied. It should be graduated in probability; no 

((predicted volume)) must be in contact in the 
"0,999" contour. 

The european project DAFUSA (Data 
Fusion for Airprts) concerns the collection of data 
h m  various sensors on the airport and the 
validation of data prior to their injection into a data 
base. The objectives are the detection, the 
identification, the prediction of conflicts and their 
resolution. The sensors include M o d e 4  signals, 
GPS, D-GPS, D-VHF and primary radar data. 

The thud problem concerns the guidance 
laws which allows the safe guidance of the mobile 
and the final positionning (about 1 dm) for tractors 
attached to a plane 

Mathematical solutions exist for an 
articulated vehicle even if it goes way back. The use 
of a neuronal network for driving the h c t o r  in such 
a way that the trailer be aligned at a precise position 
provides good solution after the necessary training 
period by a driver. Recently, mathematical solutions 
(.: flat systems D) have proved their validity in the 
case of a tractor to which is attached two trailers (an 
approach to the train of mcks for luggage 
conveyance). 

The automatic circulation of planes on the 
airport plateform is a difficult problem, but the issue 
would double virtually the number of gates in the 
terminals: as soon as the last passenger has 
disembarked, the plane could be pushed back to a 
location on which it can be cleaned, refuelled and 
catered. It will be tracked to a gate just prior to the 
embarkment. 

As to the chemical pollution, it is 
worthwhile noting that the present ejection of CO 
and NOx is ten times less than it was 20 years ago in 
the cruise phase. Attention is placed on the other 
phases of the flight including the ground 
movements as stated above. 

Going back to noise in the approach phase, 
curved approaches with D-GPS (or GLONASS) is a 
solution. The curve approach can be used to dilute 
the noise effects over a large area and avoid the 
concentration of planes on the axis of the runways; 
it also permits to shorten the approach path for 
planes coming from the opposite direction of the 
QFU. During these phases hard coupling between 
the GPS receiver and the M S  is mandatory namely 
if CAT 2 landings are performed. [Ref 31 

7 - SYNTHESIS AND CONCLUSIONS 

Today, planes are nearly fully automatized. 
If there is no interference with other planes in the 
sky a commercial flight can be performed 
automatically except for the acceleration on the 
runway and the rotation. Once the plane has reached 
the correct attitude for initial climb the pilot may 
engage subsequent phases by pressing the adequat 
button (IAS, vertical speed or attitude; reach such 
altitude, take such heading or follow such route 
which is stored in the FMS; idem for the descent: go 
to such fuc, capture ILS, make Cat 3 landing...). The 
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pilot may also engage after take-off the vertical and 
horizontal profile of the route to destination which 
is stored in the FMS (or FMGC). But normally 
interference with other traffic occurs and the initial 
flight plan stored in the FMS; is modified by the 
control. Pilots may control the plane through the 
automatic sub systems in accordance with the 
instructions given by the control or he can modify 
the data stored on board to comply with the 
instruction. Ambiguity may rise through the T-CAS; 
if the alarm is activated, the pilot reacts 
accordingly, whatever the instruction of the control 
be. 

The automization of the acceleration and 
rotation would be difficult to monitor for many 
reasons. However the automatized flight as 
described above is tied to cornea adjusment of the 
fiequencies of the beacons which are used during 
the flight. Morever, the precision of localisation of 
the plane varies according to the type of beacon 
used during the flight. Ground radar position data is 
not received on board. 

The introduction of automatic data 
transmissions, both ways, will improve the safety 
level of the flight: data sent by a controller (for 
example, an insuuction which modify the flight 
level) will be displaid on boar4 if the pilot accepts 
the instruction, he transfers it to the FMS or to the 
automatic pilot by pushing a button; instructions are 
sent back to the ground and checked for 
correctness. The ADS (common mode, i.e. query 
fiom the ground) will send high value data picked 
up on board, for example, bank angle, indicating the 
rate of turn of the plane or, at least, data (2 digits) 
indicating if the plane is turning right or left. Such 
data will improve the prediction of trajectories by 
the controllers 

The arrival of a unique world wide 
positionning system (GNSS-I), will simplify the 
type of operations which are cwied out on board 
and consequently increase the safety of the flight. 
The position accuracies of all the planes flying in a 
given vicinity will be the same. At least Cat 2 
landings could be achieved with the GNSS-I . 

Due to the ADS-B positions of planes 
flying in the vicinity of another plane will be laown 
by the latter on a permanent basis without any 
request fiom the pilot. 

To take into account all these 
potentialities, Boeing and Airbus have decided to 
enlarge the capabilities of the FMS. For Airbus the 
new FMS, which will be delivered starting June 
1998, will include the processing of the GPS / 
GLONASS data and the monitoring of fhe 
automatic data uansmission between the ATC and 
the crew; this is the ATSU (developped by 
Aerospatial). Data concerning the approach and 
departure regulation on most world wide airports, 
which are renewed every 28 days, will gradually 
include data concerning GPS approach, namely 
curved approaches (at least one airport is already 
certified by FAA for curved approaches -Juneau, 

Alaska). The exchange of data between the FMS 
and the elecfronic card which controls the automatic 
pilot and the power setting (FADEC: Full 
Automatic Digital Electronic Control) will include 
the automatic protection of the flight envelope. This 
new FMS will be able to automatically control the 
descent in order to arrive at a given point, threshold 
of the runway for example, at a precise time (better 
than 10 seconds) set up at the begining of the 
descent; errors on wind estimations will be 
compensated, real time during the descent. 

Then, can we say that around 2000 quasi- 
fully automatic flight up to landings CAT I would 
be possible? 

However, the on-board data processing 
should be carefully checked; it is quite impossible 
to simulate all the possibilities which may happened 
during the flights. Abnormal situations may appear 
though no failure are present on board (Ariane 501 
accident). A tempomy degraded state, allowing 
some time for deeper investigations, could be a 
recommended solution for the present time. 

The role of automation is clear, the U h e  
flight concept )) will be a good solution to solve air 
uaffic pwth .  For the en-route phase, in the near 
future, it can be assumed that ~ ( k e e  flights will 
concern flights with a U flight plan )) which do not 
necessarily use the routes registered on the maps, 
but registered before the flight; an agreement 
between the ATM and the Captain will be 
mandatory The major problems which are without a 
solution at the present time concern the airport 
saturation around 2005- 2010. A global approach to 
the problem is mandatory. For example, it will point 
out the necessity of automatizing the ground 
movements of all mobiles on the plateform or to 
arrive at a unique quasi-real time wind data base on 
the airport, accessible by pilots and controllers in an 
automatic way. 
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SUMMARY 

Unmanned Air Vehicle (UAV) systems are 
evolving with unprecedented mission area 
capabilities. Next generation military UAV’s 
offer the potential for achieving a revolutionary 
reduction in the total cost of conducting tactical 
air warfare. Exploiting the full potential of 
UAV’s in terms of overall cost and mission 
capability is highly dependent on the ability to 
safely operate quasi-autonomously in a dynamic 
multi-vehicle combat environment. Continuous 
remotely piloted techniques and fixed pre- 
determined way point flight trajectory systems of 
the past, are giving way to more highly automated 
vehicle management systems to provide variable 
autonomy consistent with mission needs, overall 
system integrity and user confidence. 
Development of multi-dimensional guidance and 
control, adaptive agent based flight management 
and information fusion technologies represent the 
essential enabling elements to permit safe and 
effective operational employment of unmanned 
strike aircraft. As the military community 
develops and matures the UAV technology base, 
commercial spin-off applications are also 
beginning to emerge, e.g. law enforcement, 
ground traffic surveillance, maritime patrols, and 
wide area telecommunication. The combined 
commercial and military UAV application trend 
will have serious implications with respect to 
civil airspace usage and associated vehicle 
certification requirements and standards. 

INTRODUCTION 

Historical Persmtive 

Emergence of reusable unmanned military 
vehicles dates back to the 1950’s. 

The NATO military community has employed 
unmanned systems for the past several years, to 
achieve stand-off engagement advantages over an 
opposing adversary for a variety of mission 
functions, including reconnaissance, surveillance 
and lethal strike. For definition purposes, 
unmanned military flight vehicles can be classed 
into two general categories: a.) non-returnable 
powered “launch and leave” weapon systems, 
e. g., cruise missiles, “flying bombs”, etc. and b.) 
reusable Unmanned Air Vehicles (UAV). This 
paper concentrates on the evolution and 
implications of UAV systems in the context of air 
traffic management decision aiding, automation 
and flight path optimization considerations. 

Serious UAV concepts, such as the Teledyne 
Ryan AQM-34 began to emerge in the early 
1960’s. This type of vehicle began to distinguish 
its predecessor “flying bomb” unmanned systems, 
by introducing autonomous internal guidance and 
more system functionality. Historical examples of 
unmanned combat system applications are 
highlighted in Figure 1. 

1982 

* Chief, Wright Laboratory (WL / FIGS), Contml Systems Development Branch 

Paper presented at M AGARD MSP WorRphop on “Air TraDc Mamgemenf”. held in Budapest, Hungary, 
27-29 May 1997. and published in R-825 
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Early application of military unmanned systems 
was limited primarily by technological 
capabilities as opposed to military operational 
acceptance of unmanned elements. For example 
over 3400 combat reconnaissance missions were 
flown using the Firebee series UAV during the 
Vietnam era conflict. Clearly, the UAV concept 
of operation was successfully employed in a 
limited recce role, for which no other system 
alternatives could provide the same level of cost 
effectiveness, within the required mission 
parameters of survivability, area coverage and 
time criticality, resolution etc. Today, for these 
same reasons, the Predator UAV is used 
extensively in Bosnia as the vehicle of choice for 
surveillance missions. 

In times of war, necessity is often times the 
“mother of invention”. The Israeli’s are widely 
reported to have successfully employed UAV’s 
during a 1982 raid to carry out highly effective 
diversionary tactics and surveillance functions in 
connection with defense suppression missions. 
While these and many other noteworthy examples 
clearly attest the emergence of militarily viable 
UAV systems, they were inherently limited in 
their mission utility. These limitations are 
attributed to a general lack of real time 
adaptability and reliable automated control for 
mission applications, involving precise time 
critical positioning under fluid battlefield 
situations. 

Technological Trends 

Over the past 25 years, UAV capabilities have 
evolved with unprecedented capabilities, as a 
result of unrelenting NATO investments in 
critical technologies, such as vehicle 
optimization, guidance and control techniques, 
computers, information processing, 
communications, and remote sensing. Today 
military UAV’s are on the threshold of yet 
another significant revolution, as these 
technologies are further developed and refined to 
permit more “manned aircraft like” attributes at a 
fraction of the total cost of manned weapons 
systems. The underlying core technology trends 
are highlighted in Figure 2. 

Several recent studies, notably the USAF New 
World Vistas and the NATO AGARD Aerospace 
2020 technology forecast assessments, have 
consistently highlighted the ever expanding role 
of UAV’s in virtually all traditional military 
mission functions, such as reconnaissance, 
surveillance, lethal strike and battle damage 
assessment. Figure 3 depicts the emergence of 
UAV sophistication using a relative Figure of 
Merit (FOM), which represents composite UAV 
capability in terms of basic vehicle attributes, on- 
board mission systems and overall mission utility. 
The message is clear; UAV systems are rapidly 
taking on mission functions, which have 
historically been assigned to manned aircraft 
weapon systems. 

Militarv Im~lirations 

One of the central issues facing the NATO 
military community is affordability of aerospace 
systems. Future requirements will likely be driven 
by diverse military capability needs, rather than 
explicit monolithic threat based scenarios. The 
rapidly expanding technology base coupled with 
sharply declining defense budgets, has forced 
senior military planners and system developers to 
seriously re-examine future military mission area 
needs, in light of the projected potential of 
unmanned systems. 

The aforementioned AGARD study projects 
fundamentally new weapon system concepts 
centered around a class of unmanned tactical 
aircraft (UTA). Vehicle size and performance 
capability are envisioned to range from a micro 
vehicle (2 to 20 Kg) size to hypersonic vehicles 
and ultimately to conventional tactical fighter size 
vehicles, with virtually all of the manned 
attributes without accompanying penalties. 

The UTA concept offers significant potential for 
achieving a revolutionary reduction in the total 
cost (acquisition, 0 & M and human life) of 
conducting tactical air warfare across the full 
mission area spectmm, e.g., peacekeeping, 
interdiction, RTSA, etc. This reduction arises 
from the realization of several key UTA 
attributes: 
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GUIDANCE, CONTROL, & AVIONICS TECHNOLOGY IMPACT 

Pilot Centered 

Figure 2 -Core Technology Trends 
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figure 3- UAV Capability Tmd 
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Reduced peace-time training and 
support infrastructure 
Increased stand-off precision 
engagement capability 

0 Missionized vehicle modularity and 
storage 
Long endurance / rapid response 
Extended long range I endurance 
capability 
Automated decision aiding for rapid 
reaction 

Achieving the full military potential of UTA'S is 
highly dependent upon resolving numerous 
crucial acquisition and employment issues. For 
example, interoperable system assets must be 
consistent with multi-national mission objectives. 

System attributes and requirements need to be 
optimized across multiple mission capabilities 
and cost constraints. With respect to operational 
employment, there are further serious 
implications associated with UTA: 

Concepts of operation 
Infrasuucture (maintenance, basing, 
training, etc.) 
Terminal area ops and airspace 
management involving mixed manned 
and unmanned vehicles 
Degree of autonomy with respect to 
mission management, command and 
control functions 

0 

Force m i x  balance 
- Manned vs. unmanned 
- Specialized vs. multi role assets 

Enabling UAV Technoloeies 

On the technology side, investment in the 
development of the several key technologies is 
essential for continued evolution of expanded 
UTA mission capabilities. 

Integrated vehicle configuration 

Multi dimensional control optimization 
tailoring 

techniques 



Agent based adaptive guidance and 

Automation and decision aiding 

System wide integrity management 
Vehicle I flight management systems 
Man machine interaction 
Information fusion and distribution 
Secure data link communication 
Long term storage systems 
Multi spectral sensors 
Micro mechanical & E-0 devices 

control 

methods 

UAV STATE-OF-THE-ART 

Predator (Tier II): The Predator (Tier 
11) is a relatively low speed (75 -1 10 knots) 
medium altitude endurance (25000 ft) UAV 
manufactured by General Atomics Aeronautical 
Systems. Designed for 4C+ hours endurance 
missions at 500 mile range from the launch and 
recovery zone, Predator carries a 450 pound 
payload, which includes an electro-optical (E-0) 
and infrared (IR) sensor package or a synthetic 
aperture radar. The Predator vehicle also has the 
capability to collect video imagery and transmit 
near real-time via satellite or line of sight data 
link. Predator has been used extensively in Bosnia 
for reconnaissance and surveillance rniGcions. I 

Figure 4 - l’redator UAV 

DarkStar (Tier III Minus): The Tier III 
Minus DarkStar Unmanned Aerial Vehicle 
completed its fmt successful flight 29 March 
1997. Manufactured by Lockheed Martin in 
Palmdale, Calif., and Boeing Defense and Space 

Group in Seattle, Wash., DarkStar has a short, 
disk-shaped body and 69-foot wingspan. With its 
wings off, it can be carried aboard a C-130 
transport. DarkStar is a high-altitude, high- 
endurance UAV optimized for reconnaissance in 
highly defended areas. Planned for operation 
within the current military force structure, and 
with existing command, control, communications, 
computer and intelligence equipment, DarkStar is 
capable of operating at a range of 500 nautical 
miles at altitudes up to 45,000 feet, while 
loitering over a target area for more that eight 
hours with either electro-optical or synthetic 
aperture radar sensor payload. 

Global Hawk (Tier II Plus): On Feb 
21, 1997 a new chapter in reconnaissance history 
began with rollout of the Tier II Plus Global 
Hawk Unmanned Aerial Vehicle at Teledyne 
Ryan Aeronautical in San Diego, Calif. Global 
Hawk joins its sister UAV, the Tier III Minus 
Darkstar, as part of a family of uninhabited, 
aerial reconnaissance vehicles under development 
by the U.S. Department of Defense. Global Hawk 
is a high-altitude, long endurance UAV that will 
relay near-real-time imagev day or night, in good 
weather or bad, at one-foot resolution over 
geographic areas of approximately 50,000 square 
miles. Capable of traveling up to 40 hours and 
14,000 nautical miles from its Main Operating 
Base (MOB), Global Hawk will be able to remain 
on station at 65,000 feet over a forward target 
area 3,000 miles away for more than 22 hours. 
Returning to the target area, it can then remain on 
station up to 3 1 hours at a time before heading 
back to the Forward Operating Base. With a 
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wingspan of 116 feet and total weight of 25,600 
pounds, the 44.4-foot-long craft can carry 
payloads up to 2,000 pounds, cruise at 340 knots 
above 60,000 feet, and operate from conventional 
5,000 foot runways. Once deployed, Global Hawk 
can be programmed to take off and land 
automatically by the Launch and Recovery 
Element (LRE) of a companion, manned ground 
segment, located at the FOB and equipped with a 
Differential Global Positioning System (GPS). 
Once Global Hawk is airborne, commanders 
located on the ground will be able to select radar, 
infrared and visible wavelength reconnaissance 
modes, and use the SAR / h4TI simultaneously 
with either of the other two sensors. Potential 
threats to Global Hawk will be detected through 
an Air Force Mission Support System-based, 
automated mission planning system, and the 
vehicle's flight profile will be automatically 
adjusted to avoid threats. Future plans for the 
new UAV include working in concert with 
Advanced Warning and Control System 
(AWACS) aircraft and the Joint Strategic Tactical 
Airborne Reconnaissance System (JSTARS). 
Allowing ground-based operators to monitor and 
operate the air vehicle and its sensor suite at all 
times almost anywhere in the world, Global 
Hawk's communications system will feature 
multiple satellite and line-of-sight data links for 
mission control, launch and recovery elements of 
the ground segment. Wide-band data links will 
help Global Hawk transmit large amounts of data 
to the mission control element, which can be 
located thousands of miles from the aircraft's 
operating area. Global Hawk will offer battlefield 
commanders unequaled situational awareness in 
future armed conflicts. 

., . . . 

Figure 6 - Global Hawk 

Future Concept 

Unmanned Tactical Aircraft (UTA): The term 
Unmanned Tactical Aircraft (UTA) (also 
referenced as Uninhabited Combat Air Vehicle 
(UCAV)) embodies the next generation of 
military UAV concepts, based on current 
technology trends and future projection. The 
concept reflects integration of several key 
technologies into a complete tactical airpower 
system to enable a general purpose high 
performance aircraft to perform a full range of 
lethal missions, without the physical presence of a 
pilot in the aircraft, at a fraction of today's 
tactical aircraft cost. 

The UTA concept encompasses a broad class of 
recoverable vehicles designed to conduct the full 
range of tactical missions using ordinary aircraft 
weapons, onboard sensors and tactics. UTAs will 
exploit the many sources of off-board information 
available in the modern theater of operations. 
Flexible off-board control of the air vehicle places 
the operator at the center of the information 
architecture, whether the control station is 
ground, air, or sea-based. This will allow the 
operator to exploit information from on-board 
sensors, off-board reconnaissance and 
surveillance sensors, and theater d. abases or 
information from all sources. Tht b 1 A concept is 
envisioned to support a range of missions of 
increasing complexity from reconnaissance, at 
the low end of complexity, to air-to-air combat, at 
the high end. At the highest levels of complexity 
and capability, buman operator intervention is 
essential. Although the UTA is uninhabited, it is 
capable of functioning in much the same fashion 
as a piloted vehicle; thereby enabling a remote 
operator to use the full range of human judgment, 
intellectual capabilities and moral authority. 
Human interaction is the key, which will allow 
UTA'S to operate as flexibly and effectively as 
manned aircraft. UTA's will be capable of 
operating from ordinary airfields and fly in 
controlled national airspace with varying degrees 
of operational autonomy, dictated by mission 
requirements and inherent system limitations.. 
They will conduct missions in peacetime 
situations, in crisis situations and in wartime. 
UTA operators will be able to observe rules of 
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engagement and make the critical decisions to use 
or refrain from using force and operate in 
uncertain and confusing situations. For less 
complex missions, such as reconnaissance, fully 
autonomous aircraft are already a reality. For the 
more complex missions, the objective is to 
automate all but the highest level decision making 
processes which require human judgment. 

The UTA control architecture necessitates a 
modular design to allow multiple control options 
for operational flexibility. The location of the 
control station (ground, air, or ship-based) and the 
degree of autonomy between the station and the 
air vehicle will be variable to facilitate a general 
tactical air vehicle which can be adapted to 
accomplish a full range of missions. Variable 
autonomy and allocations of tasks will allow each 
control station to control more than one UTA, 
since the operator only has to focus on high level 
mission functions. An appreciation of the state 
transitions which will characterize UTA 
operations is shown in Figure 7 below. UTA 
operational state diversity has significant 
ramifications on control system technology 
requirements, because of the different 
environments in which the system must function, 
ranging from runway operations and operations in 
controlled national airspace through full combat 
operations. Each control function and the 
technologies which support its accomplishment 
must have the flexibility to adapt to these 
changing environments. 

Figure 7 - State Transitions for a UTA System 

KEY TECHNOLOGY CHALLENGES 

IFlieht Management and Control 

Exploiting the full potential of Uninhabited 
Combat Air Vehicles (UCAV's), in terms of 
overall cost and mission capability is highly 
dependent on the ability to safely operate quasi- 
autonomously in a dynamic multi-vehicle combat 
environment. Continuous remotely piloted 
techniques and fixed pre-determined way point 
flight trajectory systems of the past, are giving 
way to more highly automated vehicle 
management systems to provide variable 
autonomy consistent with mission needs, overall 
system integrity and user confidence. Realizing 
effective and practical military UAV weapon 
systems, centers around the development of 
viable technology approaches to the basic flight 
control problem as illustrated in Figure 8. 

THE U C A V  FLIOHT CONTROL PROBLEM 

RELIABLE AUTOMATION. SVSTEM INTEORITV AND 
FLIOHT SAFETV 

Multi-Vehicle Intemted Control System 
ADDroach 

Multi-ship integrated control technologies are 
essential for internetting multiple platforms, 
manned or unmanned. The cooperative 
employment of multiple platforms enhances 
situation awareness, survivability and mission 
effectiveness. A highly integrated multi-ship 
control system allows teams of manned and 
unmanned strike aircraft to enter combat under 
the management of an "On-the-Scene" fighter 
pilot/crew member or airborne mission controller. 
This concept embodies the control strategy for a 
composite multi-ship flight management system 
that will automate and integrate on-board 
planning and control functions. It integrates 
flight control, integrity management, flight and 
mission management technologies with advanced 
processing and communications systems that can 
be employed in a variety of military missions and 
theaters of operation. The core flight control 



technologies depicted in Figure 9, represent the 
essential enabling elements to permit safe and 
effective operational employment of unmanned 
strike aircraft. 

Figure 9 - Core Flight Control Technologies 

A combat strike package could comprise a 
composite set of manned and unmanned lethal 
vehicles, or a composite set of all manned or 
unmanned vehicles. A fully integrated vehicle 
flight management system would provide 
significant advantages to the warfighter, through 
the automation of flight control and mission 
functions including, cooperative flight path 
management, trajectory generation, re-planning, 
rerouting, as outlined in the integrated system 
architecture of Figure 10. 

A w t e r a h .  h r  R.lhbh A1tea.mem. Op.mtbs 

Figure 10 - UCAV Integrated Flight Control System 

Development of credible automated control 
techniques and autonomous decision making 
algorithms, along with the means for assuring 
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compliance with operational doctrine, mission 
objectives and constraints represent the essential 
central focus in achieving versatile UCAV's. 
Specifically, the UCAV integrated flight 
controvflight management system should embody 
the following important features and capabilities: 

(1) At least fail-safe integrated control 
system implementation; system wide integrity 
management, automated fault tolerance, package 
reconfiguration strategies, and graceful 
degradation techniques, e.g., degradation of link, 
loss of link, loss of leader; dispersed and 
cooperative control architectures; appropriate 
self-health monitoring for the multi-vehicle force 
package health assessment, assets availability, 
and communication 

(2) Effective response to remote operator 
authority; 

(3) Basic autonomous operations; 
terminal area (take-off, land, ground ops). fly 
tohold orbit, refueling, execution of pre-selected 
tactics with appropriate response to unplanned 
events and emergencies; automated collision 
avoidance, formation control and dynamic 
deconfliction; 

(4) Variable levels of system 
autonomy/interaction and transition from remote 
pilot control to semi-autonomous control and 
operation in a fully autonomous mode; multi-ship 
flight path management and cooperative 
trajectory generation algorithms; advanced 
optimization techniques and adaptive control 
a l g o r i t h ,  e.g., fuzzy logic, neural nets, genetic 
algorithms, and knowledge based systems; real- 
time automated multi-vehicle task allocation, 
tactics, doctrinal constraints, cooperative 
planning and distributed decision making 
algorithms; 

(5 )  Acceptable user workload; 
management and supervision; 

(6) Beyond LOS control, situation 
awareness, adaptive response and status 
information feedback; 



(7) Consistent tracWshared data 
coordinate system transformations for accurate 
presentation of information, situation awareness 
and operational safety parameters: information 
fusion and transfer via secudanti-jam 
communication; enhanced situation assessment 
using machine perception, synthetic vision and 
virtual reality techniques 

Autonomous Multidimensional Control 
Techniques 

The central notion of system autonomy is 
intimately connected with advances in 
information and control technology. An 
autonomous system must be designed with the 
capability to generate goal directed behavior 
patterns relative to uncertain real world dynamic 
environments. Goal directed behavior in 
autonomous systems is achieved through closed 
loop feedback control. Interaction of the 
autonomous system within its environment can be 
decomposed into the following essential feedback 
functions: monitoring, diagnosis, plan 
generation, selection and execution. Automation 
of these feedback elements requires a system 
implementation based on learning, problem 
solving, inferencing, decision making and conflict 
resolution. In the case of unmanned autonomous 
systems, information processing and control 
algorithms must be developed using knowledge 
based machine intelligence techniques to 
effectively perform the required feedback 
functions. Because of the tremendous real world 
complexities and uncertainties, traditional top 
down hierarchical computational methods must 
be complimented with a behavior oriented 
architecture, in order to solve the mlt i -  
dimensional autonomous task conml problem. 

The resulting goal directed structure provides the 
appropriate paradigm for self organized learning 
and globally optimized adaptive agent based 
cooperative performance, relative to ever- 
changing real world situations. Cooperative 
knowledge based agents represent the classical 
"manned" aircraft piloting functions, such as, 
sensor fusion, situation assessment, route 
planning, trajectory generation and flight path 
management, etc. Realization of robust adaptive 

agent based autonomous systems over the next 
20-25 years, is predicated on continued 
development and application of new computing 
methodologies, such as, neural networks, fuzzy 
logic and genetic algorithms in concert with 
projected increases in computer processing 
power. 

AIR TRAFFIC MANAGEMENT 
IMPLICATIONS 

As the military community develops and matures 
the UAV technology base, commercial spin-off 
applications are also beginning to emerge, e.g. 
law enforcement, ground traffic surveillance, 
maritime patrols, and wide area 
telecommunication. The combined commercial 
and military UAV application trend will have 
serious implications with respect to civil airspace 
usage and associated vehicle certification 
requirements and standards. Specific issues are 
highlighted below: 

Enroute Flieht Path Management 

Maximum number of vehicles operating 
in congested sectors with respect to 
mixed manned and unmanned vehicle 
operations 

Minimum safe separation requirements 

Dedicated data link vs interactive voice 
communication requirements 

Command and control response 
verification 

Human oversight and intervention 
methods 

Terminal Area Operations 

- Extent of on board UAV functional . 
capabilities, such as: computer vision, voice 
recognition, 4-D auto route trajectory generator, 
and deconfliction algorithms 



- Recovery techniques: autonomous UAV 
approach and landing vs continuous man in the 
loop control 

- Safety considerations with respect to 
inherent vehicle reliability and system wide 
integrity 

Safety considerations will obviously limit the 
introduction of UAV’s along very conservative 
lines. However, as key UAV technologies mature, 
one can expect increased levels of reliable system 
automation and credible autonomous operation to 
the point, where UAV operations could become 
transparent to the civil airspace infrastructure. 

CONCLUSION 

Emergence of sophisticated unmanned military 
vehicle concepts is evolving at accelerated pace. 
Current military needs have spawned a new era in 
the development of versatile UAV systems. 
Highly innovative configurations and system 
capabilities are opening the door to broader 
mission area applications. Projected technology 
advances in information processing and control 
techniques are expected to result in 
unprecedented levels of reliable automation and 
safe autonomous operation. Senior military 
leaders are beginning to seriously plan for the 
long term introduction of next generation UAV 
systems in the inventory and operational 
infrastructure. Commercial applications are also 
emerging, with attendant implications on civil 
airspace and associated certification requirements 
and standards. 
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ABSTRACT 
T h e  p r o b l e m s  of chang ing  t h e  

traditional aerospace engineering curriculum to 
provide a n  educat ion for young engineers 
interested in developing the new forms of ATM 
systems is discussed. The new ATM systems 
will introduce qui te  different concepts for 
operational procedures and a much higher level 
of traffic handl ing  performance using new 
technologies for Communications, Navigation, 
a n d  Surveillance identified by the FANS 
Committee of ICAO, and will introduce digital 
datalink and  automated d1 ecisioin support  
processes in the cockpit and  a t  the ATC 
sontroller’s console. It is concluded that subjects 
in H u m a n  Factors and  Operations Research 
pertinent to ATM operations are badly needed, 
and that there is not enough time in the normal 
curriculum to teach all necessary subjects for a 
completely qualidied ATM Project engineer so 
that short courses are needed for engineers from 
industry to prepare them for this responsibility. 

INTRODUCTION 
The recent increased interest in the 

development of new forms of Global Automated 
ATM Systems (GATS) based on recent advances 
in CNS technologies raises various issues in the 
educa t ion  of young  engineers capable of 
designing, testing and  implementing such 
systems over the next 25 years. To introduce a 
global system which has new concepts for ATM 
operations which allow a higher level of traffic 
handl ing performance, and which introduce 
automated digital communications and human 
centered automation for decisionmaking both in 
the cockpit and on the ground engenders quite 
different tasks from the traditional problems 
over the past 50 years. These problems were 
much simple and much smaller concerning only 
the introduction of incremental improvements to 
various components of the existing manual 
ATM systems (such as primary and secondary 
radar, radar displays, voice communications 

Paper presented at the NATO AGARD Mission 
Support Panel Workshop in Air Traffic Control, 
27-29 May 1997, Budapest, Hungary 

between air and  ground elements, various 
ground-based radionavigation aids, landing 
aids, etc.) 

The unde rg radua te  a n d  g r a d u a t e  
c u r r i c u l u m  of a e r o s p a c e  e n g i n e e r i n g  
departments in the western world has always 
reacted to the changing needs of the civil and 
military markets for both aeronautical and space 
activities, and  is ideally si tuated to make  
curriculum changes which will supply young 
engineers who can meet the requirements of the 
new tasks for development of GATS. 

TODAY’S AEROSPACE CURRICULUM 
The multi-disciplinary curr iculum of 

aerospace engineering departments today can 
usua l ly  be descr ibed  in t h e  fo l lowing  
generalized manner: 

For the undergraduate education; 
1. basic courses in mathematics, physics, and 

2. technology courses which introduce the 
four aerospace techologies essential to the 
engineering of aerospace vehicles, namely; 

science 

Aerodynamics, 
Propulsion, 
Structures and Materials, and 
Guidance and Control 

For the graduate education; 

a diversified set of advanced courses in one 
of the technology areas supplemented by 
advanced courses in mathematics, physics, and 
science, all of which are tailored to be pertinent 
to s tudent  thesis research activities of a n  
experimental or theoretical nature.  Most 
aerospace engineers complete  a t  least the 
Master’s degree level, either before or after 
employment in the aerospace industry. 

Current trends - Undergraduate 
Some aerospace engineering departments 

have been making changes in the traditional 
subjects by adding computer science courses 
and basic telecommunication courses to the 

Paper presented at an AGARD MSP Workshop on “Air Traffic Management”, held in Budapest, Hungary, 
27-29 May 1997, and published in R-82.5. 
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undergraduate curriculum. This reflects the 
growing importance of the applications of 
computers and digital datalinks in the overall 
design of aerospace vehicles. 

Current trends - Graduate 

In the graduate education, departments 
have been adding courses and research activities 
in Human Factors and Automation, and 
developing programs which are designed to 
educate "systems engineers" to lead the 
mu1 tidisciplinary teams which develop modem 
aeronautical and space vehicles. Both of these 
activities are pertinent to educating the type of 
engineer needed to lead the engineering teams 
which develop the new GATS. 

ENGINEERING OF ATM SYTEMS 

engineering: 
Let me remind everyone of the definition of 

"Professional Engineering is the art of 
applying validated Technologies to real 
world problems in a manner which is cost 
effective, aesthetic, and environmentally 
acceptable" 

Although calling themselves "engineers" many 
never get the chance to practice the profession of 
engineering as defined above. Persons trained 
in Science and Technology can participate in 
three different types of highly interrelated 
activities after graduation: 

1. Research, 
2. Technology Development, and 
3. Engineering. 

Let me distinguish between these three different 
types of activities to make clear their 
interrelationships since there is a need to 
educate persons for all three types of activities to 
accomplish a good practice of ATM engineering. 

"Research is the activity of collecting and 
organizing existing technological knowledge in 
some area, and then creating new knowledge". 

"Scientists", or "Research Engineers" are 
highly trained in some area of science and 
technology and  interact with other 
scientists/researchers and technologists. They 
do not deliver real world systems to customers. 
They deliver research results to Technologists. 

'Technology Development is the activity which 
uses existing knowledge and technology to 
create a prototype which validates an extension 
or improvement the performance of a given 
technology product." 

"Technology Development Engineers" or 
"Technologists" engage in the development, 
testing and validation of new technologies 
which have been created by Researchers. They 
interact with Researchers on one hand and 
Professional Engineers on the other. 

Using the previous definition of Professional 
Engineering, I can now define the "Professional 
Engineer" as a person who delivers the benefits 
of a new technology to some "end-use" customer 
who is not trained in science and technology but 
who has a real world application for the 
products of the new technology and considers 
the price of the new product to be reasonable in 
terms of its improved performance. Engineers 
interact with Technologists on the one hand, and 
customers with dollars on the other. They must 
be broadly skilled in many disciplinary areas of 
technology, but also knowledgeable in areas of 
finance, political science, environmental science, 
law, economics, probablility and statistics, 
reliability and safety, manufacturability, and 
maintenance, real world operations and human 
factors in the area of application, interpersonal 
skills in dealing with a team of engineers and 
the customers (who also may be a diverse team 
of people with different value sets), etc. 

Professional Engineers are not developed by 
universities - it takes several years of industrial 
experience in a learning environment to create a 
qualified Professonal Engineer. Universities can 
only start a person on the career track which 
creates a person with such a formidable array of 
skills by making the student knowledgeable 
about the existence of these areas and their 
importance to becoming a complete, fully 
competent Professional Engineer. 

THE ATM SYSTEM 
We now must provide a definition for an 

ATM system to see what can be done to provide 
educated personnel needed for pertinent ATM 
research, ATM technology development, and 
ATM engineering activities. 

"An ATM system is a continuous operation, 
real time, multi-operator, multi-centered, semi- 
automated, large scale information handling 
system (ie., in military terms, it is a Command 
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and Control system) designed to handle in a safe 
and expeditious manner problems caused by the 
normal and especially the abnormal operations 
of air traffic in conditions of varying traffic 
density and traffic flow rates." 

The ATM system deals with information 
inputs  which can be classified as 
normal/abnormal/emergency, and which 
display different degrees of time varying 
uncertainty. It must be able to handle safely 
unexpected, emergency and abnormal 
operations at any time, and this requirement 
often limits the efficiency of its normal 
operational capability. 

Given this definition, we can see five areas of 
technology and three other "operational" areas 
where persons trained for a career in ATM 
engineering need to be educated: 

First, there are six areas of technology: 

1. Telecommunications- particularly, radio 
communications (VHF,HF, UHF, and Satcom in 
all its forms), and all forms of datalink (Satcom, 
VHF, HF, and Mode S secondary radar). These 
should encompass various air/ground and 
ground /ground communications. 

2. Navigation - particularly Satnav, GPS, 
ILS/MLS, Loran C, and the problems of 
differential navigation and hybridization of 
navigation systems. 

3. Surveillance - particularly the capabilities 
of Mode S secondary radar, and the capabilities 
of ADS and ADS-B to supply more than just the 
traditional surveillance information in the form 
of past path and current position/groundspeed 
of aircraft. This extended surveillance 
information in the form of intended path and 
changes in the intended path is vital to higher 
performance, automated ATM systems. 

4. Aircraft GuidanceKontrol - particularly 
the capabilities, limitations, and possible 
extensions of manual, and automated digital 
guidance and cockpit display systems such as 
the first generation FMS onboard current airline 
aircraft. 

5. Aircraft Performance - particularly, 
knowledge about the performance limitations of 
various kinds of aircraft in climb, descent, 
takeoff, landing, and missed approach as a 
function of environmental conditions. 

6. Software Engineering - since the new 
ATM systems will consist of distributed 
computers and local area networks tied to a 
similar complex at some distant location, and all 
of the operations will be controlled by software 
there is a need for good knowledge of modem 
software engineering. 

Secondly, there are three areas of operational 
knowledge: 

7. Current ATM operations and procedures 
for various types of ATM systems, and current 
operations of military, general aviation, and 
airline aircraft. The relationships of current 
procedures to the limitations of the currrent 
aircraft and current CNS elements of today's 
ATC system needs to be understood. 

8. Human Factors and Automation which 
provides knowledge about the limitations pf the 
human operators (both pilots and controllers) in 
using current and future display systems and 
different forms of automated decision support in 
the cockpit and a t  the ATC console. 
Inparticular, research is required in this area to 
produce new knowledge about mental workload 
and human performance in using various new 
forms of computer displays. Before good 
Human Factors research can proceed, there 
must be a good functional description of all 
ATM functions, processes and sub-processes, 
and the nested and complex interrelationships 
between these elements. This lack of a good 
functional description has inhibited the creation 
of a good plan for Human Factors research in 
ATM operations for the last 25 years. 

9. Operations Research which can 
mathematically describe problems in handling 
stochastic traffic operations such as queuing or 
merging, which can characterize different types 
of traffic flows, or which can estimate flow 
capacities for various ATC processes such as 
landing flow capacity rates, takeoff capacity 
rates, capacity flow rate along an airway or 
across an airway fix, etc. It is also possible to 
estimate the encounter rates for different areas 
as a function of traffic flow patterns and traffic 
density. These mathematical techniques are 
needed to guide/direct and minimize the efforts 
currently being spent with another experimental 
technique of Operations Research called 
computer simulation. 

These nine areas of knowldege exceed the 
normal content of graduate/undergraduate 
education for engineers 
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THE PROBLEM OF ATM EDUCATION 

There is simply too much knowledge in the 
above nine areas to be included in the normal 
education of an  engineer or doctor of 
engineering, and probably not enough demand 
to warrant a regular continuing curriculum to 
produce ATM engineers The answer lies in 
providing subsets of the nine areas as regular 
courses at universities for engineers concerned 
with the development of large scale computer 
systems in a wide spectrum of future 
applications other tham ATM systems Then, for 
engineers who become involved with ATM 
systems, their education could be supplemented 
with short courses as their work and career 
progression requires. 

SUMMARY 

1. The engineering of Automated ATM 
systems is a very multi-disciplinary activity, and 
there is no one person now capable of fulfilling 
the position of Team Leader or Project Engineer 
for an engineering team charged with 
developing a new Global Automated ATM 
system. This is a very critical deficiency when 
the 186 nations of ICAO must agree on a 
common design for the new global system. 
There must be enough detail in the common 
design to show a capability for simultaneous 
operations with the current system, and the 
acheivement of phased benefits during a phased 
implementation of the new system over a very 
long period as the needs of the high traffic 
density areas arise around the world. This 
means the new GATS procedures must be 
established and agreed before the design can be 
accepted. No one knows how to do this at this 
point in time. 

2. The role of Human Factors cannot be 
minimized. It is paramount since the system 
will eventually be operated by human 
controllers and pilots in the airspace over all the 
nations of the world. The system must be 
designed for them, and retraining in the new 
system and their need to probably work both th 
old and new systems is a major factor in the 
design of the new system. There is a need for 
goad research in many Human Factors problems 
which prevents the engineering from going 
forward at this time. This deficiency has been 
recognized for over 25 years, but the research 
has not been funded since a good research plan 
has not been created. 

3. The task of introducing automation into 
ATM will be a long an tedious effort over the 
next 25 years. It will require a greatly expanded 
effort over what has been expended over the last 
25 years. The need to create some formal 
educational activities is long overdue. It can still 
contribute to creating an efficient path to future 
progress. 
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1. 

Airspace Organisation and Optimisation 
GBbor MavrBk 

Air Traffic & Airport Admin 
Area Control Centre, POB 53 

H-1675 Budapesflerihegy 
Hungary Historic background 

The beginning 

At the beginning it was easy. Until the early 70th-es only some 5 
miles wide air-corridors were available for the international traffic, 
anything outside was strictly prohibited area. Even these corridors were 
frequently confined to determined levels, usually from FL 160 to FL 
3 10. Military traffic enjoyed absolute priority, restrictions were 
implemented even for a simple fighter’s flight. Under the law, the 
Minister of defence was the supreme co-ordinator of the airspace. 
Route-planning precluded the possibility of overflying danger or’ 
restricted areas, it was no matter weather they were active or not. 

Those few airlines, which planned flights via Hungary despite 
these, met another difficulty, namely the requirement of preliminary 
permission. They had to have the clearance of the Aviation Authority at 
least 5 days before the flight, a petty administrative mistake lead to 
sure rejection, any minor change (e.g: type) required another 
permission. It is understandable, among these conditions, the civil 
traffic demand was restricted to 120 - 160 f l ightdday.  

1972 ICAO 

Some changes ensued in 1972, when Hungary - first from the 
region - j o i n t  the ICAO. Corridors widened out to 10 miles, we adopted 
the FL system, the rigidity eased a little, we tried to consider the ICAO 
standards. Until the middle 80th-es the strict military control turned a 
little bit flexible civil demands were considered at tactical level. The 
traffic grew up to 300-350 movement/day. 

Early 90th-es ,  essential  changes 

The first basic changes came up at the end of the 80th-es,  
together with the political changes. The corridors were replaced by 
routes, when the military traffic paused, diverging was possible. Civil 
interests were considered during strategic planning. 

The second decisive changes came up in 1991 , after the eruption 
of the South-Slavonic crisis. The traffic increased abruptly, up to  1000 
IFR movement/day. New routes were implemented according to traffic 
demand, military traffic had to be executed within assigned TRAs. 
Civil interests were considered at every level of airspace management. 
Fortunately, by the withdrawal of Soviet troops, the military demand 
dropped down significantly. In 1992 Hungary - also first in the region - 
joint Eurocontrol, and the re-organisation of the whole airspace 
structure and management went on very fast, in accordance with the 
Eurocontrol standards. Hungary joint  the FUA concept among the first 
states. In 1994 TSAs were assigned for military traffic. AMC was set 
up in 1995, civil priority was acknowledged in law. 

Paper presented at an AGARD MSP Workshop on “Air Traffic Management”, held in Budapest, Hungary, 
27-29 May 1997, and published in R-825. 
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Naturally, a huge technical-operational development was 
necessary, and the re-organisation of the whole air defence system was 
unavoidable. During the rush hours one aircraft/20 second enters to our 
airspace, the confident identification must be solved. 

2. Hungarian peculiarities 

In the course of strategic planning the following peculiarities 

0 8 5 %  of IFR traffic flows in the upper airspace, above FL 245 
0 There is significant difference between winter and summer 

traffic 
0 The highest demand is between 10-16 UTC 

Increased demand during weekends 

The yearly increase is situated in the next graph: 

must be considered: 

3. Airspace classification 

At present 3 main airspace categories are ruling in Hungary: 

0 Cat. ,,A” above FL 195 and within Budapest TMA 
0 Cat. ,,C” between 7500’ - FL 195 
0 Cat. ,,G” from ground up to 7500’ 

Beside these we can find cat. ,,D” airspace as well, where the 
ATS is provided by Kosice TRCC/TWR. There are TSAs assigned for 
OAT traffic. Some minor VFR aerodromes have own TIZs, for more 
airspace they appeal for AMC. 

4. ATS delegations 

Only a few weeks ago, from 04.April 1997 mutual ATS 
delegations took into effect between Austria-Hungary and Slovak 
Republic-Hungary. Simplified sector lines were staked out between 
ACC Wien and Budapest above 7500’, so the boundaries of ATS don’t 
follow the geographical borders. We mutually consider or 
classifications in our procedures. We have already started negotiations 
for some’ kind of ,,unified” classification along the boundary. 

A portion of route between BUD-FMD crossing Slovakian 
airspace. The ATS is delegated to ACC Budapest above FL 155, while 
within the already mentioned ,,D” class airspace the ATS is delegated 
to the Slovakian Kosice TRCC/TWR. There are negotiations in progress 
to create a simplified ATS boundary, similar to the existing Austrian- 
Hungarian one. According to the first signs, the ATS delegations 
fulfilled our hopes extensively, the possibilities of strategic planning 
widened, the management of traffic became much more flexible and 
simple, the capacity increased. 



A typical example for the growing possibilities of strategic 
planning the implementation of the BUB-FMD route. Since long, it was 
one of the most serious problems of Budapest ACC, that the westbound 
traffic out of Budapest, and the eastbound traffic inbound to Wien 
airport used the same route (TPS-GYR). These traffic streams crossed 
their levels, which required frequent radar vectoring. It is typical, while 
Budapest ACC has five sectors, half of the radar-vectoring procedures 
were used in the west sector. Even these procedures were confined by 
the closeness of the state boundary north, and the Budapest arrival 
traffic south. These appreciably limited the capacity of the west sector. 
By delegation of ATS, these two main traffic stream was separated 
strategically, the number of radar-vectoring decreased to  minimum, 
consequently the sector capacity increased by 15%. 

5. Dynamic management 

Hungary joined the EATCHIP Flexible Use of Airspace (FUA) 
concept among the first states. The management of the whole airspace 
is in accordance with this. As in the majority of the states, the 
management is divided for three main parts: 

1 .  Strategic planning 
2. Pre-tactical planning 
3. Tactical phase 

Strategic planning 

The strategic planning is done mutually by Civil and Military 
Aviation Authorities. During the planning process they gauge and co- 
ordinate civil and military demands, and work out the necessary 
procedures. In case of needs, they implement new routes, modify TSAs. 
According to the FUA concept, for sake of optimised utilisation of the 
airspace conditional routes (CDR) were implemented. With the 
introduction of FUA concept, the possibilities of strategic planning 
widened further. A typical example for this is the implementation of 
route UB43 in April 1996. 

Before April 1996 Budapest ACC had two main neuralgic, 
capacity-reducing points. BUG in the East sector, at the crossing of the 
main streams, and BABIT, where the crisis-area avoiding traffic flows. 
The high southbound traffic demand over BUG excluded the dualisation 
of BABIT for two tracks, and confined the capacity of east sector as 
well. UB43 was available on weekends only, considering the fact, that 
it crossed the ,,razgon” route of Kecskemet air-base, the route, where 
the flights over supersonic speed is  executed. With FUA procedures, we 
could implement UB43 as CDR1. Naturally we had to work out the 
bypass procedures, which suppose close civil-military co-operation. 
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Considering the fact, that a CDRl  can be planned in RPLs, the 
majority of the Scandinavian-Greece traffic stream could be redirected 
to this route, via the rarely utilised north sector, where free capacity 
was available. Consequently, the load of BUG was reduced, which made 
possible the dualisation of BABIT (BABIT-TOMPA), so the traffic 
stream avoiding the crisis area could use two tracks instead of one. The 
final result: 

1 .  The capacity of East sector increased from 32 to 38 (19'Yo) 
2. The capacity of South sector increased from 35 to 43 (23%) 
3. By the better utilisation of North sector, the global capacity of 

4.  Despite of 6% traffic increase, delays caused by Budapest 
Budapest ACC increased by 20% 

reduced significantly 

Pre-tactical planning 

The pre-tactical planing is the task of the Airspace Management 
Cell (AMC), which was set up in March 1996. The AMC is manned by 
the authorised participants of civil and military ATS, and works with 
close co-operation with the FMP, which provides AMC with the 
necessary data for planning. The AMC must consider the priority order 
during decision taking, which is  set up by the Authorities, consensus 
desirable. Very important rule, that in the lack of consensus the final 
decision is made by the civil supervisor, carefully weighting all 
circumstances. The priority order is authoritative, but the AMC must 
solve its task - weighting possible alternates, modifying some periods - 
to fulfil all requests. After decision the AMC prepares the Airspace Use 
Plan (AUP), closes CDRs l ,  opens CDRs2 accordingly. 

Some practical examples for AMC operations: 

0 Papa air-base is planing flights over supersonic speed between 
10-13 and 15-17. These flights have primary effect on the 
South sector, mainly on the TOMPA-SVR westbound traffic. 
These traffic must be redirected to the assigned bypass route 
(TOMPA-TIRAT). It is obvious that it can be solved in the 
easiest way, when the demand in the South sector is relatively 
low, or it is high, but inside this, the proportion of the 
redirected traffic is low. The FMP provides AMC the necessary 
data (expected traffic of South sector and TOMPA westbound). 
The figures indicate, that the first period should be executed 
between 09-12, while the second one can be done as planned. 
The AMC takes decision accordingly, prepares AUP, closes 
temporarily CDRs. 
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Kecskemet air-base is planning supersonic flights from 14 to 
17. This time AMC analyses the situation on UB43, which 
reflects high demand between 15- 16. Considering this, AMC 
offers two periods for the military planers to choose, between 
12-15 or 16-19. According their decision, the AMC arranges 
the closure of the CDR1, and publishes the bypass routes. In 
this very case, the Hungarian AMC co-ordinates with the 

‘ Slovakian AMC as well. 

Tactical management 

The AMC is continuously monitoring the situation of the 
airspace, and in some cases it is executing tactical tasks. Considering 
the actual changes it prepares the Updated Airspace Use Plan (UUP). In 
the cases of unexpected demand it co-ordinates between the parties 
involved. 

6. Ongoing projects 

In the near future the main projects are being developed: 

1. The MATIAS project 
2. Re-classification of airspace 
3.  Further development of AMC 

MATIAS 

The MATIAS project is introduced in a different presentation. 
However, it is important to mention here, that in the field of civil- 
military co-operation - with the necessary technical means - the tactical 
co-operation will be more determining, the education of the OAT 
controllers has recently finished. Fortunately all these coincide with the 
planned introduction of FUA Level 3 in 1998. The development of the 
AMC considers this fact. 

Airspace re-classification 

Considering the Hungarian peculiarities the introduction of new 
airspace categories, and advanced VFR control are being planned. The 
main elements of the concept under project are the followings: 

0 Airspace cat. ,,G” from ground to 5000’ (no radio contact 
required) 

0 ,,E” between 5000’-FL 125 controlled by the FIC, which is 
planned to be developed to Advisory Service 

0 ,,D” where it is reasonable, e.g. along the Hungarian-Austrian 
border west of GYR 

0 ,,Cy’ between FL 125-195, and within the TMAs/TSAs 
0 ,,A” above FL 195, and in the TMAs where justified 
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I t  is very important to recognise those Hungarian features, that, 
meanwhile the military demand is confined for mid-days, the VFR one 
is much higher during weekends. Accepting this, two classifications can 
be introduced within the lower airspace. It means, during weekends the 
classification of TSAs can be changed from ,,Cy’ to ,,E” or ,,G”. 
Furthermore, in accordance with FUA concept all kind of airspace - 
excluding prohibited areas - will be managed by AMC, including 
danger areas. 

AMC development 

In accordance with FUA concept and the. Hungarian peculiarities 
the developed AMC will provide the next tasks: 

In te r  nat io n a1 tasks : 

0 Preparation and publication of AUP and UUP 
0 Checking and evaluation of the CRAM 
0 International co-ordination mainly with the cross-border CDRs 
0 Co-ordination with NATO and USAF 

Supervision of state flights 

Internal tasks: 

0 Continuous information provision for VFR flights within ,,G” 
airspace. The form of presentation will be the next: 

By faxlphone 
0 Continuous, frequently refreshed information on the 

Teletext near the Airport Information 
0 Automatically by fax for VFR aerodromes on request 
0 Using Internet, primarily for foreign users planning VFR 

via/to Hungary. This information can contain further 
information, e.g.  the VFR rules in Hungary. 

0 Continuous co-operation and refreshment with the users of 
restricted and danger areas 

7. Summary 

As you could see, the organisation of the Hungarian airspace is in 
accordance with the international requirements, continuously integrates 
the recommendations of the Eurocontrol and the NATO, the 
management and permanent development of the airspace are daily tasks, 
and the result of the good job  of our military and civil experts. 

Gabor Mavrak 
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Human role in ATM : Support for Decision Making 

by 

Carlos Garcia-Avello and Sip Swierstra 

E UROCONTROL 
Rue de la Fusee,96 

B- I 130 Brussels 

Abstract 

The ever increasing demand for air traflc is silting up the Air Traflc control system. As a response, the high level 
management moves towards a business approach: increase system capacity to meet the demand, monitor the quality 
of the product, in particular safety, and reduce the cost. 

Air Traftic Control is a complex task that involves human controllers and machines. Today, there is a consensus 
such that, at least in the enroute environment, the human controller is a major bottle-neck. Accordingly, the 
introduction of a higher level of automation is considered to be the way forward. 

The EATCHIP programme of Eurocontrol, in close cooperation with its member states is defining the EATCHIP 
Phase III ATC system generation that aims to improve ATC capacity andfright economy whilst at least maintaining 
the present safety level. It intends to achieve this by introducing automation in a human-centred approach. 

The paper describes some human characteristics related to the introduction of automation in general, current trends 
in future system automation and associated safety risks. The paper concludes with a proposal for a pragmatic way 
ahead including how to gain controller acceptance. 

1. Introduction 
The ever increasing demand for air traffic is silting up 
the Air Traffic Control system. As a response, the high 
level management moves towards a business approach: 
increase system capacity to meet the demand, monitor 
the quality of the product, in particular safety, and 
reduce the cost. 

Air Traffic Control is a complex task that involves 
human controllers and machines. Today, there is a 
consensus in that, at least in the enroute environment, 
the human controller is a major bottle-neck. 
Accordingly, the introduction of a higher level of 
automation is considered to be the way forward. 

In order to keep the developments on the right track, it 
is essential to evaluate the proposed concepts using 
objective criteria. These include the impact on safety, 
ATC capacity, flight economy, technical feasibility, 
and, by no means the least, cost-benefit aspects. 

Likewise, the human role in the future ATC system 
needs to be considered. 

It is expected that the controller will remain an active 
part of the control loop for a significant period of time. 
Developments that follow the directions of the "human 
centred automation" concept are underway. They 
provide the controller with automated tools to make 
hisher decision making more efficient. 

This paper describes some human characteristics 
related to the introduction of automation in general, 
current trends in future system automation and 
associated safety risks. The paper concludes with a 
proposal for a pragmatic way ahead including how to 
gain controller acceptance. 

2. The ATC "dream" system 
The ATC "dream" system provides a global 
optimisation for all air traffic from push back at 
departure airports until the shut down of the engines at 

Paper presented at an AGARD MSP Workshop on "Air TrafJic Management", held in Budapest, Hungary, 
27-29 May 1997, and published in R-825. 



10-2 

arrival airports, considering the interest of all parties 
involved. Passengers expect a safe arrival and 
adherence to the published schedules, operators want 
to fly at minimum cost and the public authorities wish 
to minimise the impact on the environment. It is clear 
that such a global optimisation is a very complex issue 
with many conflicting requirements which can not be 
handled without the help of automation. The 
compromises sought will have to consider, besides 
political considerations and technological capabilities, 
the cost-benefit aspect of the possible solutions. As this 
last aspect has a direct impact on the demand for air 
travel and its efficiency as a whole, we all know that 
today we are still far away from this dream and that 
there is a long way to go. 

3. The present situation 
During an 1FR flight from A to B, the safe and 
expeditious progress of the flight is constantly ensured 
by ATC. To that effect, the total airspace is divided 
into ATC sectors which constitute contiguous volumes 
of airspace with vertical as well as horizontal 
boundaries. Area Control Centres (ACC) and terminal 
control facilities thus comprise upper and lower 
airspace sectors, as well as Terminal Manoeuvring 
Areas (TMA). The latter constitutes the lower airspace 
around an airport. In each sector an executive 
controller is in direct contact with the flightcrew of all 
aircraft for which he or she is responsible. Depending 
on the traffic load in the sector, the longer term 
planning of the traffic flow through the controller’s 
own sector and the coordination with the adjacent 
sectors is done by the planning controller possibly 
helped by further assistants. 

The airspace structure has continuously evolved. As 
the number of aircraft a control team can handle is 
limited, the increase in air traffic resulted in a 
reduction of the volume of airspace for certain highly 
loaded sectors. This lead to an equivalent increase in 
the number of sectors that the aircraft have to fly 
through. This geographically limited responsibility 
results in a situation where optimisation can only be 
performed at sector level with relatively low co- 
ordination with adjacent ones, placing us far away 
from the “dream system”. 

Today the point has been reached where a further 
reduction of the volume of airspace per sector does not 
increase the overall capacity. This is due to the 
increased workload associated with the co-ordination 
with neighbouring sectors. In order to avoid the 
overloading of sectors, flow control restrictions came 
into force which resulted in the allocation of ”slot 
times“ for flights through such areas during busy 
periods. The capaciv barrier has been reached! 

A further increase in capacity can only be obtained 
through an increase in the efficiency of the control 

team such that, at an equivalent workload, more 
aircraft can be controlled at the same high level of 
safety. Where can we improve? 

3. I The decision making loop 
Figure 1 presents a graphical description of the ATC 
decision making loop. The flightcrew provides Flight 
Director (FD), Auto-Pilot (AP) and Auto-Throttle 
(AT) inputs assisted by the Flight Management and 
Control System (FMCS). The aircraft positions are 
tracked by radar systems. In the Flight Data 
Processing System, the 3D positions of aircraft are 
linked to available flight plan information. This 
compiled “present traflc situation“ is presented on the 
Controller Working Position. On the basis of this 
information, the controller builds in his mind a 
representative picture of the observed traffic. This is 
often referred to as “situational awareness”. He/she 
then estimates the probable evolution of the traffic, 
identifies potential problems, elaborates tentative 
solutions, evaluates their likely consequences and 
decides on the implementation. The executive 
controller communicates the instructions to the 
flightcrew. 

The “present trafflc situation” is periodically updated, 
reconsidered and the loop is repeated. 

3.2 Introducing automation in the A TC loop 

In most ATC systems in operation today, automation is 
limited to radar data and flight data processing. These 
systems merge the information from different sources 
and perform monitoring and consistency checking. In 
more advanced systems, a Short Term Conflict Alert 
module will warn the controllers for a potential loss of 
minimum separation between aircraft. Although the 
individual algorithms used may be very complex (e.g. 
multi radar tracking, etc.), in general, these machines 
perform straightforward data processing and present 
the results to the controllers through a convenient 
Human Machine Interface (HMI). 

Indeed the level of the automation in present systems is 
limited to the conversion of “raw” data to valuable 
“information” that can be more efficiently used by the 
human. But, very limited functionality has yet been 
implemented to help the controller in his decision 
making process. 

In a manufacturing or industrial control process, 
automated tools can be introduced with a high chance 
of success as clear boundaries can be established 
between the responsibilities of the humans and the 
machines involved. However, the introduction of 
automated tools that provide decision support to 
humans in a real-time system, i.e. a system that 
typically operates under time pressure, is a 
considerably more complex task. By time pressure, we 
mean that the time can not be ‘Yrozen” to compensate 
for insufficient human reaction speed. In particular, 
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Figure 1 ATC loop 

this aspect affects the safety level of the system as, 
when the capacity barrier is approached dangerous 
situations can easily develop. In contrast this “time 
freezing” option allows automated manufacturing 
processes to run close to capacity limits at acceptable 
risk levels. 

3.3 Role of the Man in llte ATCIoop 
To perform their role in the present Air Traffic Control 
environment, controllers rely mostly on indirect 
information which is: 

provided before the flight, 
sensed by ground-based installations, 
transponded from aircraft, 
computed from collated data, 
radioed by flightcrew, 
telephoned by other controllers. 

Once captured, processed, stored and sustained, this 
information is presented to the controller through a 
Human Machine Interface (HMI). Figure 2 depicts the 
Decision-Making process of the controller which is 
based essentially on the prediction of the medium-term 
future. If the predicted future seems unsatisfactory then 
remedial action is undertaken in order that safety is 
assured. This Decision-Making process is a distributed 
one because several controllers are often involved and 
good system support for co-ordination is therefore 
required. 

The performance of the overall control loop is limited 
by the performance of the weakest component in the 
chain. In terms of capacity for the enroute 
environment, it has been identified that this is the Air 
Traffic Controller. To optimise the overall 
performance it is essential to understand the specific 
merits and limitations of humans in the particular tasks. 

4. Human characteristics 
In any task to which the human is assigned, 
information must be perceived, interpreted and either 
responded to immediately or stored in memory for later 
action. Finally, the consequences of a response become 
available again to perception as feedback. Generally 
feedback (especially when it is immediate) creates a 
positive impact on the performance, in particular for 
the novice. 

The performance of the activities illustrated in Figure 2 
can be described in terms of capacity of two generic 
forms: ( 1 )  the limits in the speed of its functioning and 
(2) the amount of information that can be processed in 
a given unit of time. There are also limits to the total 
resources available for information processing, i.e. the 
mental energy (Reference 1). 
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Control instructions 

flight plans, 

3 from Reference 2. In this experiment, test persons 
were presented with sentences of the form, ”I’ll 
complete my studies at the .......”. The final word 
would be displayed for very brief duration thereby 
producing a degraded sensory stimulus. The 
experimenters controlled the duration of the stimulus 
and could vary the amount of words in the context 
between nothing, four and eight. 

Figure 2 Human Decision Making Process 

The characteristics that describe the human 
performance are summarised below. Many reference 
books have been published on these subjects. We 
found that Reference 2 holds an excellent compilation 
of papers indicating the state-of-the-art in Human 
Engineering. 

4.1 Perception of information 
The decision making process of the controller is based 
on the mental picture of the actual traffic situation. In 
order to achieve this, a controller needs to gather large 
amounts of perceptual information, then store this in 
his working memory, before responses are initiated. 

The perceptual recognition can be described as the 
association between an incoming event and a 
recognised “template” that is stored in the memory 
(References 3-4). For example, the perception of the 
letter “A” results both because the features of the “A” 
are analysed by the visual system and because “A” is a 
familiar concept and therefore has a strong 
representation in the memory. The speed of the 
recognition process and the accuracy with which it is 
performed are important parameters for the 
optimisation of human - machine interfaces. 

The quality of perception is affected by the expectancy 
supported by the context of the event and the sensory 
quality of the event. The relation is illustrated in Figure 

The results illustrate the trade-off in recognition 
accuracy between stimulus quality and redundancy. In 
effect when the amount of information that needs to be 
transmitted to the controller in a given time frame 
increases, it becomes more essential that the quality of 
the presentation is optimised in order to maintain an 
acceptable perception rate. The results also indicate 
that the order of magnitude of textual information that 
can be transferred visually is very limited, namely only 
a few bytedsec. 

4.2 Working memory 
The human memory consists of two main components: 
the long-term and the short-term, or working memory. 
The long-term memory holds our permanent store of 
information and facts about the world and relates to 
issues of learning and training. The working memory is 
the limited store of “conscious” information. 

Complex decision making often relies on the working 
memory of the human to entertain, weigh and compare 
the various alternatives. No surprise that decision 
making suffers from a number of memory related 
drawbacks. 

The capacity of the working memory is limited by the 
number of unrelated items that it can hold. Even when 
full attention is devoted to rehearsal, this number is 
ranging somewhere between 5 and 9, also known as the 
7k2 limit (Reference 5) .  This limit is dangerously 
restrictive in complex systems. It often leads humans to 
process perceived data incorrectly. For example, the 
problem becomes apparent in menus that offer sets of 
options. Ideally, within any given list, these options 
should be constrained to no more than the capacity of 
the working memory. 

The association that exists between perception and the 
working memory is relatively strong. It can be 
reinforced by the finding that a single object, e.g. the 
callsign of a flight, can act as a sort of “chunk” that 
supports the memory of its attributes. Humans have a 
considerably better memory for a small number of 
objects with many attributes, than for many objects 
with a small number of attributes (Reference 6). 
Translated to ATC, the type, altitude, airspeed and 
heading of two aircraft would be better retained than 
the altitude and airspeed of four aircraft although in 
each case eight items are to be kept in working 
memory. 
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Figure 3 Stimulus quality and redundancy 

4.3 Making rlie choice 
An ATC problem can often be solved in several ways. 
Each of these potential solutions has associated 
attributes like workload, safety, cost, effectiveness, etc. 
In the decision making process, first, a quality factor is 
established for each potential solution. It is derived by 
multiplying “importance weights” on each attribute by 
the attribute “value”. The solution with the highest 
value is the optimal choice. 

As controllers must perform the mental multiplication 
necessary to integrate all attributes of all solutions, the 
major limitations in human choice performance result 
from the load on the working memory. Instead of 
loading the memory in this fashion, people often resort 
to simplifying strategies in which major components of 
the information are ignored. For example, they may 
attend only to the most important attribute and 
subsequently eliminate from consideration all solutions 
that do not score highly on that attribute (Reference 7). 
To a certain extent, ‘‘importance weights” and attribute 
“values” are subjective. This explains why different 
controllers favour different solutions to the same 
problem. 

4.4 Use of predictive displays 
Humans are not very good at predicting future states 
on the basis of the “now” information. In addition, this 
creates a heavy load on the limited cognitive resources 
of the controllers. It is not surprising that predictive 
displays have almost been uniformly found to improve 
control and scheduling performance (Reference 8). 

Predictive displays can work according to different 
principles. One possibility is input preview. The 
system knows or estimates the inputs to which the 
controller must respond before they arrive. This allows 
the presentation of a default response that is computed 
by the system on the basis of the available information, 
e.g. the automatic positioning of the display cursor on 
the most probable response in a menu. 

When it is not possible to establish the hture state of 
the system with sufficient certitude, the future state 
may be inferred by a fast computer simulation, e.g. the 
predicted flight leg, Conflict and Risk Display, etc. 
The information is generated on the basis of the current 
system state, available planning data and expected 
inputs. 

If the future trend is not sufficiently known, it can be 
envisaged that the approximate future system state is 
obtained through linear regression using the present 
aircraft state and history data. A typical application is 
the Short Term Conflict Alert function available in 
some Flight Data Processing Systems. 

Controllers will use predictive information as long as it 
is accurate. However, the accuracy of the information 
degrades with look-ahead time. Its quality will reduce 
more rapidly as the environment has a greater 
uncertainty (wind, aircraft performance, etc.) and 
when the humans in the control loop i.e. the pilots and 
controllers, have a greater opportunity to exercise 
control. These factors affect how far into the future the 
predictive information should be presented to the 
controllers (“look-ahead” time). 

Note that, to a certain extent, the use of information 
presented to the controller through predictive displays 
also complicates the decision making. This is due to 
the fact that a certain element of uncertainty or risk 
needs to be added, i.e. what you see is probably NOT 
what you are going to get. When considered in 
conjunction with the attribute “values”, this could 
sometimes lead to further deviation from optimal 
behaviour. This is because the human intuitive 
estimates of probability and value do not always 
correspond to the actual objective values of these 
quantities. In particular, for predictive displays these 
are very difficult to assess or interpret. 

4.5 Impact on HMI design 

Following the concepts of “human centred 
automation”, to a large extent, the HMI is the driving 
force for the definition of the required functionality of 
the new automated tools. With the increase of the 
traffic density in a sector, the information content of 
the data displayed on the Controller Working Positions 
needs to be enhanced. For the next generation of 
operational ATC systems this is achieved through more 
intelligent HMls (Reference 9). Information filters that 
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control the presentation of the data pertaining to a 
given flight in function of the information contents are 
introduced. Redundancy is added through Sector 
Inbound Lists, Message Windows and the dynamic 
formatting of the radar identification label on the 
Controller Working Position. However, by adding 
redundancy, the total amount of information to be 
transferred to the controller team increases thereby 
degrading again the sensory stimulus. Optimisation is 
not obvious and requires a lot of experimentation. 

Another potential step forward could be the move 
towards “stripless systems”. This approach 
concentrates the presentation of all relevant flight 
information onto one medium thereby increasing the 
maximum data throughput. However, in order to 
maintain a given safety level it will be required to 
provide some backup facilities in case of 
contingencies. 

5. Trends in automation development 
The EATCHIP Phase Ill operational concept 
(Reference 10) aims to optimize the Air Traffic 
Control in the individual sectors. It is intended to 
achieve this by introducing “stripless” Controller 
Working Positions supported by automated tools such 
as Medium Term Conflict Detection, filtering 
problednon-problem traffic (Co-operative Tools) and 
safety nets like Short Term Conflict Alert. In the 
EATCHIP Phase Ill concept all aircraft are always 
under positive control by successive ATC sectors. 

Free Flight (Reference 11) holds that aircraft are 
totally free to decide where and how to fly without 
requiring a specific clearance from ATC. Air Traffic 
Control only intervenes if a risk of conflict occurs, and, 
in areas close to the airports of departure and arrival. 
Prerequisites are the capability to obtain position 
information through the use of GPS and a 
communication facility compatible with ADS-B 
(Automatic Dependent Surveillance Broadcasting). 

In contrast, the Air/Ground Distributed approach 
(Reference 12),as advocated by the PHARE 
consortium, aims at “freezing” a 4 dimensional volume 
of airspace around an optimum trajectory. This 
trajectory is the result of a machine-to-machine 
negotiation process that ensures a conflict free path for 
a given period of time, say 20 minutes. It is required 
that each aircraft is equipped with an advanced flight 
management system that is capable of keeping the 
aircraft with high accuracy within the agreed 4 
dimensional “tube”. A high performance air-ground 
datalink is a pre-requisite. 

Considerably more simple is the dynamic planning of 
the trafflc over multiple sectors based on the Zone of 
Convergence concept (Reference 13). Following this 
approach, the automation performs sequencing and 

scheduling at all points where traffic converges. 
Subsequently it compares the actual progress of the 
flights against optimum flight profiles. The system 
generates speed control advisories if a subject aircraft 
appears to be outside a “Region of Conformance”. The 
dimensions of the “cocoon” represent the remaining 
flight profile control capabilities with respect to the 
constraints at the specific convergence point. The 
system is dynamic in that the traffic situation and 
advisories are continuously re-assessed when new 
position data become available. In this way, the 
“system plan” is automatically updated following the 
controller’s decisions. 

Autonomous Flight is the extension of the Free Flight 
concept to all phases of flight, so including operation 
in the Terminal Areas. No active control by the ground 
will exist anymore except maybe for ground 
operations. In effect this is the “engineers’ dream”. 

6. Benefits of automation 
In a “Iow~’ to “medium” density sector one experienced 
executive controller can perform all tasks required to 
ensure a safe and expeditious flow of traffic through 
hisiher sector. When the traffic density increases, the 
number of potential conflicts increases exponentially and 
a planning colntroller is added. The planning controller 
searches for potential conflicts on the basis of flight 
profile data predicted by the Flight Data Processing 
System. If ,  on the basis of a set of criteria, a potential 
conflict is detected, the planning controller tries to 
modi@ the transit conditions of the flight, in particular 
the entry and exit levels. This will lead to a reduction in 
potential conflicts for the executive controller, but this is 
achieved at the cost of less optimal fright profiles for 
those aircraft that are affected. 

Present high computing power, good aircraft 
performance data, accurate environmental data (e.g. 
weather, winds, airspace management constraints) and 
a knowledge of the flightcrew intentions (through 
updated flight plan data) will permit accurate trajectory 
prediction data to be produced. Hence automated 
assistance can be provided throughout the decision 
making loop : 

flight path prediction will permit early 
detection of potential problems such as 
aircrawaircraft conflicts or aircrawairspace 
infringements. A given controller usually 
knows the traffic he/she controls, plus the 
aircraft due to enter hisher area of 
responsibility in the next few minutes. The 
“system” has knowledge of the whole traffic. 
Through the use of multi-sector planning, 
”smoother“ problem resolution will be 
possible, reducing the amount of instructions 
to be delivered by the executive controller 
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and sharing the remaining ones over the total 
workforce; 

appropriate algorithms will permit some 
filtering between “problem“ and “non- 
problem” traffic, thereby reducing the 
controller’s mental workload by minimizing 
the number of variables to be considered for 
predicting the future ; 

intelligent software mechanisms, using a trial 
generator (” What-if’) approach, will help 
resolving problems by computing the “Best 
Next Clearance“ to be delivered to the flight. 
The overall problem density will be reduced, 
and therefore the volume of amendments to 
be communicated to the flightcrew will be 
kept to a minimum. This Best Next Clearance 
will be reassessed regularly/continuously and 
corrections will be provided if necessary. 

Ultimately, an overall reduction of the situation 
complexity will be achieved, and the controller’s 
situation awareness will be reinforced. By providing 
controllers with automated assistance, the use of 
trajectory prediction derived functions will be the way 
to cope with the increase in the traffic expected for the 
coming years, while maintaining a high degree of 
safety and efficiency. 

7. Safety risks of automation 

7. I Contingencies . 

When automation is introduced in the safety critical path 
of a process, it is paramount that the correct operation of 
the tools is ensured at all times. For example, on board 
of a commercial aircraft the auto pilot fimction is often 
tripled. The three systems used are of a different design 
and use different sensors where possible. 

In ATC systems the situation is different. The basic input 
data for the automated tools consists of the current 
system plan and radar track information. In this context 
the predicted trajectories constitute only processed 
information, i.e., the integration over look-ahead time of 
the information contained in the system plan. This holds 
that it is very difficult to ensure or check the consistency 
between the strategy in the mind of the controller, the 
information contained in the system plan and the plan 
executed in the flight management system of the aircraft. 

The safety risks introduced by automation depend to a 
large extent on the increase in capacity that is achieved 
by its functionality when it is working properly. For each 
automated tool introduced it needs to be investigated 
what the safety risks are for the following three 
contingency cases: 

1 .  The controller is aware that the tool does not work; 
2. The tool does not work but the controller is not 

aware of its malfunctioning; 
3. The tool works but generates wrong information for 

one or more flights. 

How can a controller be sure that the information 
provided is generated correctly, or worse, if a warning 
function is operating correctly? In this respect it is clear, 
that the more intelligent the tools are, the higher the 
information content that they produce will be, but also 
the more difficult it is for the controllers to identifjl any 
malfunctioning. Accordingly, monitoring the correct 
operation of the tools could result in a considerable 
workload, typically in high density situations when the 
tools are relied on the most. 

7.2 Categories of safety risks 
On the basis of the type of information generated, the 
automated tools in ATC can be divided into two 
categories, namely: 

Category A: Tools that summarize certain 
characteristics of the traftic situation: 
These include the “radar window”, the 
“Conflict and Risk Display (CARD), 
the co-operative tools (ERATO), the 
Horizontal and Vertical Aid windows, 
etc. 

Category B: Tools that generate advisories: 
Examples include Monitoring Aids, 
Departure and Arrivals Management 
Aids, Conflict Resolution Aids, etc. 
These tools try to enhance the 
correlation between the flight profiles 
predicted by the Flight Data 
processing System and those actually 
flown. Although the information 
generated only consists of 
“advisories”, it is quite 
understandable that, after some time, 
controllers will follow them more or 
less automatically. This category can 
be sub-divided in function of the 
information content of the advisories, 
namely: 

( 1 )  times or a traffic sequence over a 
- fix: 

Advisories of this category 
affect the global flow 
characteristics of the traffic. 
They are the least dangerous 
and it is relatively easy to 
detect if they are incorrect. 

\ 
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(2) speed advisories: 
If advisories of this category 
are incorrect, conflict 
situations could develop, but 
relatively slowly. 

(3) advisories containing a change in 
heading and/or altitude: 

If these advisories are 
incorrect, the risk of a 
conflict can be imminent. 
Advisories of this category 
are risky and can only be 
presented to the controllers 
after careful checking by an 
independent validation 
function. 

7.3 Back-up functions 
Fortunately, in the Air Traffic Control system two back- 
up functions are available as a safety net. In the first 
place, the Short Term Conflict Alert function tries to 
detect potential conflict situations within a look-ahead 
time of about 2 minutes. Its “sensor” data are the radar 
track information and therefore are independent from the 
system plans in the Flight Data Processing System. 
Secondly, in the future a large number of aircraft will be 
equipped with TCAS facility. In case that the ground 
system fails to detect and resolve a conflict situation in 
time, the pilots of the aircraft concerned will be alerted. 

The discussion on the safety aspects of the interface 
between TCAS alerts and the Air Traffic Control system 
are outside the scope of this paper. This also applies to 
the tools that perform trajectory negotiation between the 
air and the ground systems as proposed in certain 
aidground distributed concepts. 

8. Automated tools 

8.1 Filtering tools 
The filtering of problednon-problem traffic can reduce 
the workload of the controller team considerably. The 
more intelligent the implemented filtering algorithms are 
the more efficient the function will be. However, the 
efficiency reduces rapidly in complex situations. 
Moreover, safety might become a problem as the risk of 
unexpected events increases when a combination of 
unforeseen situations occurs and, as a consequence, one 
aircraft too many is filtered out. 

8.2 Medium Term Conflict Detection tools 
Most Medium Term Detection tools have a target look- 
ahead time of 20 to 30 minutes. Due to the uncertainties 
associated with “open-loop’’ trajectory predictors, the 
information presented to the controller team for look- 
ahead times of 15 minutes or greater is more at the level 

of the filtering tool described above. For look-ahead 
times below 4 minutes it is similar to the information 
generated by the Short Term Conflict Alert tools. For 
look-ahead times between 4 and 15 minutes, the 
reliability of the information presented depends largely 
on the level of correlation that can be ensured between 
the predicted and actually flown flight profiles. The 
controller team will need to carefully monitor the correct 
operation of the tool else dangerous situations could 
develop rapidly. 

8.3 Monitoring tools 
An example is the Monitoring Aid, MONA, function in 
the EATCHIP I11 system. MONA monitors the evolution 
of the flight and “reminds” the controller of a planned 
action, e.g. to change heading or level, etc. 

8.4 Departures and Arrivals Management tools 
Depending on the complexity of the tool, it could 
generate all three categories of advisories, i.e. the 
optimum landing sequence and target times over certain 
fixes, the best speed profile to meet these constraints and 
heading advisories in the TMA to actually build the 
sequence. 

9. Moving the capacity barrier 
With today’s level of technology only human-centered 
automation techniques can be applied. The major tasks 
to be performed by the controller team in a sector 
consists of standard communication, monitoring of the 
traffic situation, prediction the future evolution of the 
traffic and detection of potential conflict situations and 
their resolution. The relation of these tasks is depicted 
in Figure 4. Although the relative workload values 
presented are only indicative, Figure 4 highlights that 
the workload associated with basic communications, 
monitoring and the prediction of the future evolution is 
close to a linear fhnction of the number of aircraft in 
the sector. However, when the trafic includes 
potential conflicts, the workload increases 
exponentially. Indeed, it has been often observed in 
real-time simulations that even a small increase of e.g. 
2% in traffic density can, change the working 
atmosphere from relaxed to hectic (Reference 14). 

When the traffic enters a sector in nicely organized 
continuous, streams and there are no particular exit 
constraints, the capacity barrier is met at a 
considerable higher number of aircraft in the sector 
than when aircraft are entering randomly. Therefore 
when automation tools are introduced in a human- 
centered ATM concept they should 

0 primarily aim at smoothing the trafficflows, and, 
0 generate information for the controller team that is 

not safety critical. 
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It has been shown in Reference 13 how, when planning 
the traffic flows over more than one sector using speed 

control possibly enhanced with an associated 
adaptation of cruise levels, can achieve this very 
efficiently. 

10. Human resources 
A considerable amount of work has been done by 
Human Factors specialists (Reference 15) studying 
vulnerabilities in flightcrew management of 
automation, in particular: 

Pilot understanding of automation’s capabilities, 
limitations, modes, operating principles and 
techniques. “Surprises” where automation behaved 
in ways the flightcrew did not expect, lead to 
remarks like “Why did it do that?”, “What is if 
doing now?” and “What will it do next?”. 
Potential mismatches between the designers 
assumptions on how the flightcrew will use the 
automation and the reality. 

Today, in most countries of the European “core ”area, 
the minimum initial education level required to be 
admitted to the training for Air Traffic Controller is a 
High School certificate (Baccalaureate). Nevertheless, 
to succeed the training additional, special skills are 
required as the rate of recruitment success is below 
10%. Moreover it may be expected, as was the case for 
flightcrews earlier, that with the introduction of 
automation, the skill level of the air traffic controllers 
needs to be enhanced. Indeed, in the future system, 
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they will also need to be capable of working with the 
automated tools and monitoring their correct operation. 

It can be expected that this increase in controller 
responsibilities and required capabilities will make it 
more difficult to find controllers that can match the 
required performance. The enhancement of the future 
responsibilities must considered already today when 
defining the selection criteria for being admitted to a 
training for Air Traffic Controller. In addition, it must 
be expected that a number of controllers presently in 
active duty will have difficulties in adapting to the new 
working environment and therefore need to be 
promoted. 

11. Will it work? 
Despite all theoretical studies and dedicated 
demonstrations still the question remains if the 
introduction of a tool or a concept indeed brings the 
practical advantages that were envisaged at its 
conception stage. Will the reduction in controller 
workload due to information generated by the tool not 
offset by the workload required to perceive the 
information, checking its validity and the monitoring of 
the correct operation of the tool? 

From the past we know of several strategies that 
performed beautifully as engineering prototypes but 
failed partly or sometimes completely when exposed to 
a more realistic ATC environment. (Reference 10). In 
was found that the major reason most often was that 
the automated tool was limited to a reduced set of 
possible solutions whereas the controllers, when 
working without the tools, better used their 
imagination. Often controllers found globally better 
solutions be it at the cost of sometimes very high 
workload which was difficult to sustain over an 
extended period of time. In general, the safety aspects 
could not really be assessed. 

Where large scale, real time simulations were very 
successful in validating new airspace organizations and 
coordination procedures, they seldom lead to clear 
conclusions in “study” simulations. Typical problem 
areas are: insufficient time for the controllers to train 
with the new tools in the specific operational 
environment as it is often different from their normal 
working one, and, a technical simulation environment 
which is not really capable of supporting the 
technology required by the new tools, e.g. response 
times, reliability of computed flight profiles, stability 
of the air system, etc. So new ways are required. 

12. The EATCHIP demonstration programme 
The EATCHIP I11 demonstration programme brings 
the prototypes of HMI components and advanced 
ATM functions to the control centres in the member 
states. Local controllers can have hands-on experience 
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with the proposed facilifies and discuss the why’s and 
why not’s. In this way a large percentage of the active 
control community can be reached providing the feed- 
back required to keep the system designers with their 
feet on the ground. 

This demonstration programme is facilitated by a small 
scale, real-time simulation platform that is designed 
and maintained by the Rapid Prototyping Facility in 
Eurocontrol Headquarters (Reference 16). Special 
attention is given to human-machine interface aspects 
and the simulation of system failures. The simulator 
can be implemented on generic Unix platform. Tested 
versions exist for Silicon Graphics, DEC-Alpha, HP, 
Data General, SUN and Intel platforms (PCs) running 
Lmux or Solaris. The s o h a r e  is freely available for 
use by the ECAC member states and to industry for 
evaluation purposes. At the time of writing this 
simulator has been installed in nine member states. 

13. Conclusions 
Today in certain instances, the capacity barrier has 
been reached. This results in increasing delays, cost 
and frustration. The EATCHIP programme of 
Eurocontrol, in close cooperation with its member 
states is defining the EATCHIP Phase In ATC system 
generation tbat aims at improving ATC capacity and 
flight economy whilst at least maintaining the present 
safety level. It intends to achieve this by introducing 
automation in a human-centered approach. This 
approach means that humans decide and machines 
support. 

The paper highlights some of the human characteristics 
that affect the capacity and safety aspects. It indicates 
safely risks depending on the type of supporting 
information that is generated by automation. 

There are indications that, when organizing the traffic 
flows over more than one sector using speed control, 
possibly enhanced with an associated adaptation of 
cruise levels, an optimum symbiosis between humans 
and machines can be achieved without compromising 
safety. 

An adequate training programme of the present 
controller community is required to provide them with 
sufficient skills to work with the automated tools and 
to perform the monitoring of their correct operation. 
Possibly this may also affect the selection criteria of 
new controllers. 

In order to get feedback on the applicability of the 
concepts developed they need to be exposed to the 
active controller community. The EATCHIP 
demonstration programme is a positive step in the right 
direction. 

Unfortunately full automation as applied in the 
Autonomous Flight concept is still some time away. 

The best thing about the future b that it comes on& 
one day at a time. 

-Abraham Lincoln 

14. Disclaimer 
The opinions expressed in this paper are those of the 
authors. The paper is disseminated under 
EUROCONTROL ‘s sponsorship in the interest of 
information exchange. EUROCONTROL assumes no 
liability for the contents or use thereof: 
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1. INTRODUCTION 

In the frame of this workshop dedicated on support 
for decision making optimization and automation, it 
appeared useful to the organizing team to include a 
general presentation of what optimization means and 
of the various existing methods to solve optimization 
problems. 

In this paper we will try to classify the optimization 
techniques according to the type of problems they are 
intended to solve and to the type of solutions that may 
he expected for each of them. 

We do not pretend to any exhaustiveness since our 
concern is more to describe the wide methods families. 

In fact many methods exist. For all types of meth- 
ods, adaptations, improvements have been developed 
in order to increase their efficiency, their rate of con- 
vergence or decrease computing time. For specific ap- 
plications, the best results are often obtained from the 
combmation of several algorithms. In taking advan- 
tage of the specificity of eaeh, efficient methods are 
then obtained. 

2. OPTIMIZATION PROBLEM 
STATEMENT 

The choice of the “hest” solving method among all 
existing depends on the way the problem is settled. The 
formulation of the mathematical optimization problem 
results from the following three steps: 

- problem analysis 

- mathematical statement or modelling of the system, 
of the objective function and of the constraints. 

- choice of a solving method. 

The process is thus as indicated in the figure. 

ancrlysis 
Analysis and formulation of the problem are the key 
points in any attempt of optimization of a system. 
One’s has to carefully analyze. the problem in detail in 
order to clearly identify his objectives, the parameters 
and the associated constraints, with their degree of 
importance. 
Modefig 
The purpose of modelling is to give a mathematical 
representation of the problem, that has been identified, 
that is to give a model of the system and to specify the 
parameters to optimize. The objective function should 
also 6nd a mathematical formulation reflecting as well 
as possible the required objectives. 
choice of a solution method 
The last step is the choice of an adequate method for 
solving the mathematical statement of the optimization 
problem. 
In practice the statement and the modelling of the pmb- 
lem are tightly related with the solving method. It is 
clear that the. mathematical formulation of a real pmb- 
lem is not unique. It always results from approxima- 
tions, simplifications, even linearizations or disnetiza- 
tiom. 

Paper presented at an ACARD MSP W o r b b p  on “Air Traflc Management”, held in Budapest, Hungary, 
27-29 May 1997, andpublished in R-825. 

~~ 
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The domains of variation of the variables, for example 
continuous or discrete, may also result from a choice 
in the modelling process; for some problems the do- 
main of variation of the variables is naturally discrete, 
for other problems some variables may be or not dis- 
cretized. 
Another aspect of the multiplicity of modelling for a 
real problem is the fact that in a real problem, objective 
function and constramts are not clearly distinct. So 
in practice the modelling may be the result of an 
examination of the existing methods and an adaptation 
to them. If the implementation of the solving method 
turns out to be too tricky, a new formulation of the 
problem may be necessary. 
In other cases, from the examination of the obtained 
solution, it may be concluded that it doesn't fit with 
the original intentions, and then the problem has to be 
reexamined, the objectives and constraints restated. 
This iterative process between formulation-modelling 
and solution is represented in the figure by the feedback 

The process is thus as indicated in the figure. 
arrow. 

3. CLASSIFICATION OF 
OPTIMIZATION METHODS 

This section presents a attempt of classifying the ex- 
isting methods according to the type of problems they 
may solve, and to the domain of variation of variables. 

Static problems 
The problem being: 

J ( 2 )  

we adopt the following classification according to what 
I ,  J ( z )  and D are. 
In the case where the z variables are continuous: 

methob, 

In the case where the 2 variables are discontinuous or 
discrete: combinatorial optimization 

Find z which minimizes the objective function 

with constraints z E D ,  

nonlinear programming, steepest descent type 

linear pmgramming. 

integer linear pmgramming. 
Branch and bound, 
CSP : constraint pmgramming. 

New methods 
apply for any kind of variables, and for the same kind 
of 
problems, 

neuronal methods, 
genetic algorithms, 

simulated annealing. 

Dynamic problem 
It is the case where the system equations are dynamic: 

i = f ( z , u , t )  

for continuous systems, 01 

for discrete systems. 
In that case the problem is to find the control u( t )  or 
U that minimizes the objective function: 

J (2, U ,  t )  

in the continuous case or 

in the discrete case 
variational methods, maximum principle, 
with particular case of singular perturbations, 
and dynamic pmgramming. 

4. STATIC PROBLEMS IN 
CONTINUOUS DOMAIN 

4.1 Lineer programming 

This method applies to problems in which the objec- 
tive function is a linear function of the variables to 
optimize, with linear inequality constraints: 

minimize fT z 
subject to A z  2 b 
and z 2 0. 

It can be shown that it is always possible to put the 
problem in the following canonical form: 

minimize g T  y 
subject to By = c 
and y 2 0. 

The solution is obtained through very well known sim- 
plex method. It is based on the fact that the objective 
function assumes its minimum at an extreme point of 
the convex polyhedron generated by the set of the fea- 
sible solutions of the problems, that is all the solutions 
of By = c and g 2 0. 
The obtained solution, when it exists, is the exact 
solution of the problem. 
The algorithm is the following: 
- find a feasible solution, 
- test for optimality of this solution, 
- if the solution is not optimal, select another solu- 
tion corresponding to a lower value of the objective 
function. 



- test again for optimality and so on .... 
We may then interpret the simplex procedure in terms 
of moving from one extreme point to an adjacent 
extreme point, until the minimum is obtained. 
Other approaches exist to linear programming such as 
interior point methods. 
In [7], linear programming is used in conjunction with 
heuristics to manage airlift operations. The number of 
crew involved in the airlift is minimized, by computing 
the arrival times of aircraft on legs and the connections 
of crews. 
The problem of assigning aircraft to gates in order to 
minimize the walking distance for passengers is stated 
and solved in [5] in terms of linear programming, with 
addition of heuristics. 
Linear programming is also used to solve the ground 
holding policy problem in [6] : The ground delays 
are there optimized by minimization of total expected 
delays cost. 

4.2 Nonlinear programming 

The field of nonlinear programming includes all meth- 
ods enabling to find the minimum of a nonlinear ob- 
jective function, subject to nonlinear constraints. 
The general problem of mathematical programming 
may be stated as: 

Find the vector x which minimizes the nonlinear 
function J ( x )  

subject to the nonlinear inequations: . 
gi(x) 5 0 for i = 1,m. 

Many computational algorithms exist for solving this 
problem, and we limit the description to the general 
principle of the most current ones. 
One of the main difficulties encountered is the determi- 
nation of a global optimum, that is a solution which op- 
timizes the objective function over the complete range 
of the solution space. . 
Obtention of the global optimum may only be guaran- 
teed for convex-programming problems, that is prob- 
lems in which both objective function and constraints 
are convex. 
The different techniques rely on the optimality condi- 
tions, which are: 

J x ( x )  = 0 and 

J x x  (x) positive 

, where J (x) denotes the vector of partial derivatives 
(gradient) of J with respect to the x variables and 
J 5 , ( x )  is the Hessian matrix, that is the matrix 
of the 2nd order derivatives. The first condition is 
the necessary condition for a local extremum, and the 
second is a sufficient condition for a relative minimum. 
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We consider hereafter the case where the optimal so- 
lution cannot be obtained explicitly, and where the so- 
lution is computed by an iterative process. 

4.2.1 Gradient or Steepest Descent Method 

Let x i  be a solution at iteration i, and define 

A J =  J ( X ~ + ~ )  - J ( x i )  

Since 

J ( X i  + a,) = J ( X 2 )  + J f  ( X i )  6 2  

for 16x1 5 we may write 

t A J z J  (xi) 63: 
X 

Thus 62: with bounded norm that maximizes - A J  is 
the vector with norm 6 and colinear to J :  ( x i )  . 
Since c is not known, the algorithm uses the iterative 
formula: 

(.a) 
X .  = x .  - k J  

X 2 + 1  2 

where k is a parameter of the algorithm, fixed or 
decreasing with i. 
We may interpret this procedure in terms of moving 
in the tangent plane to the objective function, in the 
direction of steepest descent. 

4.2.2 Newton's method 

This method is derived from the iterative Newton 
Raphson method for solving a nonlinear equation 

dx) = 0 

The solution at step i+l is computed from: 

2 .  = 3 : .  - k G y  g ( z i )  
2 + 1  

where G 5  is the matrix with elements &. The next 
point i+l is the intersection of the curve tangent at 
point i with x axis (when k=l) .  
The stationarity equation for the objective function 

'j 

I.(.) = o  
is solved using this method and the scheme is then as 
follows: 

Taking into consideration the second order develop- 
ment of the objective function at point x i :  

J ( X 2  + d z ) = J ( x ; )  + J t ( x . ) 6 x  x 2  

1 t  + - 2 62: J x x  ( X i )  62: 

we may observe that the value of 61: which minimizes 
this quadratic expression is given by: 

-1 6 ~ =  - J  
xx 
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4.2.3 Implementation 

The equality constraints are taken into account by intro- 
duction of the Lagrangian multipliers, which increase 
considerably the complexity of the algorithm. Another 
way of taking the constraints into consideration is to 
express them as penalty functions added to the objec- 
tive function. 
The inequality constraints may always be expressed as 
equality constraints, by adding fictitious supplementary 
variables. 
Convergence of these algorithms depends of course 
on the choice of parameter k in the iterative process, 
and on the initial point. Generally speaking, the rate 
of convergence of gradient type methods is very low. 
The convergence properties of the Newton’s Method 
are better, but it requires the inversion of the Hessian 
matrix J Z z ,  which increases complexity of the com- 
putations at each iteration. 
Numerous methods have thus been developed, trying 
to increase the convergence of the Gradient method 
and to avoid inversion of Hessian matrix. 
As mentioned before, the minimum obtained is a local 
exact minimum. Global optimality .requires a convex 
objective function. 
The Lagrangian multipliers are often used to split large 
problems in several smaller ones. For instance, in the 
case of temporary closure of airports re-scheduling of 
the flights was performed by maximization of system 
profit with respect to flows in flight arcs. The La- 
grangian multipliers, updated by a gradient algorithm, 
are used to coordinate several subproblems solved by 
the simplex method.[ 101 

5. DISCRETE DOMAIN - 
COMBINATORIAL PROBLEMS 

We include in this section all methods suitable for solv- 
ing static optimization problems in which the variables 
belong to a finite discrete set. 
One of these methods is integer linear programming, 
which gives the exact solution of a minimization prob- 
lem with linear objective function and constraints, in 
the case of discrete domains of variation for variables. 
Besides this method, we present below Branch and 
Bound and CSP. 

5.1 Branch and Bound 

In order to find the optimal solution, in terms of an ob- 
jective function, among a finite set of feasible solutions, 
the principle of this method is to part (or “branch”) 
the set of solutions in smaller subsets, and to evalu- 
ate a lower “bound’ of the objective function for all 
solutions of the subset. The process is repeated until 
obtention of the optimal solution, 

Implementation of the method relies on the definition 
of a separation principle for the solutions, and on the 
evaluation of a lower bound of the objective function. 
This evaluation of course should not require to detail all 
solutions of the subset, but should result of an analysis 
of the common characteristics of them. 
The subsets of solutions have a treelike structure, and 
the algorithm for moving in this tree is as follows: 
After partition of the current subset in smaller subsets 
and evaluation of the lower bound of the objective 
function for each of them, all endpoints evaluated so 
far are considered and the algorithm starts from the 
point with smaller lower bound. 
The process is repeated until obtention of a single 
solution subset, with a objective function below all 
bounds. This solution is then the optimum solution, 
since all other solutions correspond to higher valued 
objective functions. 
The efficiency of the method, that is the number of 
evaluated nodes, relies on the relevance of both separa- 
tion and evaluation principles. No general method ex- 
ists for determining them, and they should result from 
a fine analysis of the problem. 
This method guarantees obtention of the exact optimal 
solution, but it doesn’t guarantee the number of steps. 
In the worst case, the solution may be obtained after 
complete examination of the tree. 
We may mention two applications of this algorithm. 
The first one is again the on-line assignment of aircraft 
to gates in order to minimize the walking distance 
for passengers [2]. This example highlights the fact 
that the same problem may be stated in diverse forms, 
leading to different solution methods. 
The second one is the real time scheduling of landing 
sequence of aircraft. The objective function to be 
minimized is the operating cost, and the variables are 
the sequence of aircraft and their descent speed [3]. 

5.2 CSP (Constraints Satisfaction Problems) 

The purpose of CSP algorithms is to solve discrete 
constraints satisfaction problems. The main idea is to 
use the constraints to limit the search space of solu- 
tions through constraints propagation algorithms. This 
propagation iteratively reduces the domain of variation 
of variables. 
Resolution mechanisms and, among them, constraints 
propagation principles which are implemented in the 
various Constraints Programming Languages (CPL), all 
rely on the same concepts. 
The resolution consists in 2 steps: 
- an a priori constraints propagation phase, which 
reduces through a filtering algorithm the domain of 
variables. After this step threes cases are possible: 

- failure if one or more constraints cannot be 
satisfied, which means that the problem has no solution. 
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- obtention of the solution if all variables are 
instantiated, i.e. they can only take one value. 

- some of the variables are not instantiated, and 
in that case a solution is derived from the generation 
phase. 
- the generation phase making use of “choice and 
propagation” type methods. 
Those methods, dedicated to constraints satisfaction 
problems may be used for solving optimization prob- 
lems, by use of the following mechanism: 
- In a first step the constraints satisfaction problem is 
solved. 
- The objective function of the obtained solution is 
then computed. 
- A new constraint is then added to the problem, 
expressing that the objective function should be less 
than this value. 
- and so on until obtention of a satisfactory solution. 

6. NEW METHODS 

By “new” methods, we mean a series of methods that 
have developed recently, due to the tremendous in- 
crease of computing power. Those methods are rather 
general and enable to solve a variety of problems. 
We present here the simulated annealing, the neural 
methods and the genetic algorithms. 
Simulated annealing and genetic algorithms are sto- 
chastic methods. The part of random search that they 
include implies that the obtained solution is not the ex- 
act optimal solution to the problem. But they provide 
a set of “good” solutions. 

transition is accepted with the probability 

- AJ/T 
p = e  

where T is the simulated annealing temperature. In the 
case where the transition is accepted, the new value os 
state is: xitl = xnew, otherwise another value for 
zneW is tried. 

The temperature is chosen such that the transitions 
corresponding to a high worsening of the objective 
function are accepted at beginning of the algorithm, so 
that the whole state space is explored. After a while, 
the temperature decreases so that less and less objective 
function worsening are accepted. 

The parameters to be adjusted are: 

and its profile, 
- the temperature variation, that is its initial value 

- the definition of vicinity of a state, in which 

- the criterion for ending the procedure. 

next point is randomly chosen, 

Initial temperature is usually set such that initial prob- 
ability is equal to 0.5, for an acceptable AJ and the 
temperature profile is often made of several levels. 

Convergence of the algorithm to the absolute optimum 
may be established in ideal conditions (finite state 
space, infinitely slowly decreasing temperature). From 
a practical point of view, the method usually efficiently 
leads to a neighborhood of the solution. 

6.2 Neuronal Methods 
6.1 Simulated Annealing 

This method relies on the analogy with the physical 
process of materials annealing. The process consists in 
bringing the solid to very high temperature up to fusion, 
and in cooling it slowly, with a specific temperature 
profile, which enables it to reach a minimum energy 
solid state. 
The simulated annealing algorithm, as applied to an 
optimization problem, is derived from this process with 
analogy between solid energy and objective function. 
It is an iterative algorithm as described below: 
Let J i  be the current value of the objective function 
at iteration i and x the value of the variables. 
Let a new value of x, x n e w ,  be chosen at random and 
in the vicinity of x i ,  and let J new be the corresponding 
value of the objective function. 

transition is accepted and the new value of state is 
- If Jnew < J i ,  

= ’new’ 

- If Jnew 2 J ; ,  

Neuronal techniques enable construction, through ex- 
amples, of classifiers which have the ability to recog- 
nize the membership class of a pattern, after a learn- 
ing phase where examples with their membership have 
been presented to the neural network. This kind of 
neuronal model is used in 90% of the presently known 
applications. 

But other models have been elaborated in order to 
perform other functions with neuronal networks. As 
an example we present here the Hopfield network. 
It is a recursive and completely connected network 
with a feedback of the output to the input. It may 
assimilate to a dynamic system with N possible states. 
Among them, p are stable, and initial states may be 
split into attractionfields, in which all states lead to the 
same stable state. When functioning the network looks 
for those attraction states, which correspond to local 
minima when the network is used for minimization. 
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I I 

v l  
v2 

vi 

- vn 

initial forced input I 

Hopfield Network 

The network state is the state of the n cells. The rule 
for ith cell state change is as follows: 

V . ( t + l )  = 1  if u ; ( t )  > 0 

V . ( t+  1) = V . ( t )  if U . ( t )  = 0 

v , ( t +  1) = 0 if U , ( t )  < 0 
I 

a 2 

with: 

n 
3 =  

U . ( t )  = . w . .  v .  - I .  
C l  3 2 

The Hopfield network is convergent, that means that 
whatever the starting point, it moves towards an at- 
traction point. So there exists a Lyapunov function, 
which is bounded and decreases along the system tra- 
jectories. It is called Hopfield energy: 

1 n  n n 
2 j = 1  j = 1  a3 a j = 1  a a 

E =  - - E .  E .  W . . V . V . + C .  V . I .  

So for this network the synaptic weights are not 
learned, but computed from the function to minimize. 
Hopfield solved the salesman problem with this net- 
work, but we must admit that, besides that, this tech- 
nique is not commonly used. 

6.3 Genetic Algorithms 

The genetic algorithms perform an iterative search of 
optimum,.by improvement at each iteration of the set of 
the solutions, and by complementation with randomly 
generated solutions. 
The vocabulary is derived from human genetics. The 
successive iterations constitute the “generations”, a so- 
lution is an “individual”, and the set of solutions is the 
“population”. 
The principle is depicted at the figure below. 

Let consider the population of ith generation. A solu- 
tion is represented by an informatic code called “chro- 
mosome”. The mechanism of production of the pop- 
ulation of generation i+l consists of three steps, the 
selection, the crossover and the mutation. 

Two individuals or “parents” are selected in the pop- 
ulation, P I  and P J  . 
A crossover operator is applied to those parents, which 
results in two children C I and CJ . This operation aims 
to improve the existing solutions, 

A mutation operator is then applied to those two chil- 
dren, which randomly produces two new children C :  
and C 3 .  Crossover and mutation operators are applied 
with respective probabilities p and p m .  Randomly 
generated individuals are produced,and this operation 
guarantees that the whole solution space is explored. 
The value of the objective function, called here “ j t -  
ness”, of those new solutions is assessed and decision 
may be taken to include them in the new population. 

Selection 

PC 

fi 
Crossover 

6’ 

Q 

Genetic Algorithms Principle 

Several parameters have to be settled to implement a 
genetic algorithm: 

- the size of the population, 

- the choice of the initial population, 

- the solution coding (bits or real codes), 

- the choice of the selection algorithm with associated 
probability, 

- the choice of the crossover process, that is the mech- 
anism itself and associated probability, 

- the choice of the mutation process, that is also the 
mechanism itself with the probability, 
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- the number of generations to create before stopping 
the algorithm. 
The number of choices is. rather wide and the quality 
of convergence of the algorithm of course depends on 
those choices. 
Some results exist concerning asymptotic convergence, 
but from a practical point of view, the algorithm is 
usually stopped after a predefined number of genera- 
tions. The optimal solution is then not obtained, but 
at the end of the algorithm, several “good” solutions 
are available. 

7. DYNAMIC PROBLEMS 

In the dynamic problems, the system evolution is de- 
scribed by a differential equation: 

with initial conditions 

Z O O )  = x  
0 

Let U be the vector of variables to optimize. Those 
variables usually are the control variables for the sys- 
tem. 
The objective function to be minimized is function of 
x, U, and may or not depend on time t .  

J = J ( z , u , i )  

It is often expressed as an integral over a time period. 
Final time may be set or not. The final state may be 
free, partly or completely set. 
Time itself is the objective function in the particular 
case of minimum time. 

7.1 General case 

Due to the multiplicity of possible formulations, it is 
difficult to give a general solution method. 
Generally speaking we may note that the solution is 
obtained through calculus of variations or maximum 
principle. 
This class of problems includes trajectory optimization 
and optimal control. Depending on the problem, the 
obtained solution is an “open loop” solution 

U* = u(t) 

or a “closed loop” solution 
U * = g(x,t) 

It may or not be possible to express an explicit solu- 
tion. In the case where an explicit expression is not 
available, numerical methods have to be used to solve 
the optimality equations. 

Two special cases may be pointed out. The first one 
is the singular perturbations method. It applies to 
systems containing dynamics with multiple time scales. 
In that case it is possible to simplify the resolution 
process taking this fact into account. 
The second case is dynamic programming described in 
the next paragraph. 

7.2 Dynamic programming 

We consider here dynamic systems with time dis- 
cretization. Let x, be the state at timen and U,, be 
the control vector applied at time n. 
The system evolution is described by the discrete state 
equation: 

To the U ,, control that leads the system from state x 
to state z,,+~ correspond the elementary income 

T = T ( x  , u  , n )  

The optimization problem consists in determining the 
successive values of control U , , which lead the system 
at final time T, in a fixed state or partially fixed state, 
with a minimum value of the objective function: 

n n n  

The basis for dynamic programming is what Bellman 
refers to as the principle of optimality. It may be 
summarized as: 
Any part of an optimal trajectory is optimal. 
From this principle, recurrence relations for the objec- 
tive function may be derived, in two forms, an inverse 
expression and a direct expression. 
Inverse expression 
Let R * (x n,  n) be the optimal income of the problem 
starting at time n with initial state 2: ,,. From optimality 
principle we may derive: 

~ * ( x  ,n)  = opt 
n 

where optimization is carried out with respect to the 
U,, vector. 
In the case where the final time N is fixed, resolution 
starts from this last time. If the final state is uncon- 
strained, the first relation to consider is: 

Otherwise, k of the final control variables fromu N - - l  

to uN-k  are not free, and R* x N - k ,  N - k) is de- 
termined. 
The problem is then solved backward, until initial time. 

R * ( x N , N )  = 0. 

( 
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Direct expression 
Let R * (z n ,  n )  be the optimal income of the problem 
starting at time 0 and ending at time n with state z n .  

From optimality principle it may be derived: 

R* (x , n )  = opt 
n 

, n - l ) + ~ * ( z  n - 1  , n - l )  

where optimization is carried out with respect to both 
xn--l and un-l  vectors. 
In this case we develop a forward solution, starting 
from initial value: 

R z 0 = O  * (  0 ’  1 
The Dynamic Programming Method has been used to 
minimize the total expected delay cost by controlling 
ground delays for a single landing period [I], and for 
multiple landing periods in stochastic cases [8]. The 
need for optimization in that kind of problem relies 
on the fact that ground and air delays do not have the 
same costs. 
Dynamic Programming is also used for computing 
shortest or quickest paths in a graph, besides other 
graph methods such as the Dijkstra algorithm. For 
example, rerouting based on Dijkstra algorithms have 
been proposed by J. Pararas (MIT). It is also used for 
the revision of flight plans in a network with the ob- 
jective to minimize either total delays in arrival times 
or total increase in flight times [9] 

8. CONCLUSION 

In this paper we have tried to emphasize the great 
diversity of existing available methods for solving an 
optimization problem. Direct applications of those 
methods are presented in the workshop, showing the 
variety of the types of problems solved. 
We would like again emphasize on the importance of 
the stage of formulating and modelling the problem, 
which not only directly affects the efficiency and the 
quality of the solution to the mathematical problem, 

but guarantees the adequation of the solution to the 
original real problem. 
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1. SUMMARY 
This paper reports first results obtained from the real-time 
simulations in the frame of the second PHARE 
Demonstration (PD/2) performed during December 1996 to 
February 1997 at DLR in Braunschweig. The experimental 
set-up of three different configurations for the management 
of arrivals in an extended TMA airspace using the Tools 
developed within the PHARE programme in connection 
with DLRs Air Traffic Management and Operations 
Simulator (ATMOS) is described. A conventional arrival 
management system is compared with advanced arrival 
management based on time accurate trajectory predictions 
provided from ground as well as from the air. An overview 
on the advanced Ground Human Machine Interface 
developed for these experiments is given. Eight controller 
teams from seven European countries take part on the 
experiment. The first analysis of the collected data in terms 
of performance, workload and acceptance supports lo 
fallow the ideas of the presented operational concepts for 
the Approach problem further to be included within future 
Air Traffic Management Systems. 
2. INTRODUCTION 
The management of arrival streams into airports is a crucial 
part of each Air Traffic Management System. During arrival 
an aircraft descents from cruise level to runway altitude. 
Undelayed typical arrival flight times are in the order of 20 
to 30 minutes. Compared to the other phases of flight like 
taxiing, departure, and en-route during arrival the aircraft 
has only little fuel left, finds most likely other aircraft in its 
neighbourhood influencing its own flight planning and 
execution and there are only small space and time buffers 
lefI to compensate deviations from a scheduled arrival time. 
Bottlenecks in the management of the arrival traffic have 
strong impacts on all other parts of an ATM/ATC system 
like the departure system and the en-route parts by either 
blocking the runway system for departures due to delayed 
landings or back-up in the feeding en-route sectors if the 
capacities of the approach sectors are reached , 
Each approach system itself can be seen as a set of many 
subsystems each of them belonging to different boundary 
conditions like RWY direction in use , airporVaircraft 
equipment in use, visibility and so on. The transitions 
between the different subsystems have to be defined very 
precise and in advance in order to allow all participating 
actors - pilots and controllers- with their supporting tools to 
adapt for a change. Unpredictable cases like missed 
approaches or blocking of a runway have to be considered 
too. At the same time airline preferred profiles and 
environmental restrictions like noise abatement procedures 
have to be respected. In addition each approach area has to 
be treated for its individual characteristics depending of 
runway configurations. obstacles !light restriction areas and 
so on. 
It is clear that in such complicated system i t  is not easy to 
find new solutions accepted by all parties involved like 
airliners. airports, ATC and citizens around an airport. New 

solutions aim to provide more efficiency and performance 
maintaining or improving the safety for all configurations. 
It is also obvious that major changes have to be agreed on a 
world-wide level in intensive negotiations and discussions. 
It is the task of research to support these discussions by 
investigating the impact of new arrival management 
concepts and tools with respect to safety. performance, 
workload and acceptance. 
The present paper describes an example of such 
investigation performed in the frame of the Programme for 
Harmonised Air Traffic Management Research in 
Eurocontrol ( PHARE) . Most information of the next two 
chapters were taken from [I]. A good access to the PHARE 
programm contents and reference papers can be found on 
the World Wide Web I2 1. 
3. PHAREPROGRAMME 
The PHARE programme founded in 1989 has the objective 
to organise, co-ordinate and conduct studies and 
experiments aimed at providing and demonstrating the 
feasibility and merits of a future air-ground integrated air 
traffic management system in all phases of flight. The 
results of the programme should help to refine the 
description of the future Air Traffic System concepts 
needed to satisfy demand and provide information on the 
best transition from the current to the new system. 
In PHARE a number of European research establishments 
assisted by the authorities concerned combined their ATC 
and aeronautics experience and resources. The participants 
in PHARE are: 

CAANATS (with sub-contracts to DRA Bedford & 
DRA Malvern). United Kingdom 
STNA and CENA. France 
DFS and DLR, Germany 
RLDLVB and NLR, Netherlands 
EUROCONTROL Agency Headqu&en Brussels and 
EUROCONTROL Experimental Centre. France. 

The Commision of the European Communities participates 
in and supports PHARE. The FAA and Transport Canada 
are co-operating within the frame of relevant agreements. 
The PHARE activities cover definition studies on future 
system aspects, experiments and real-time simulations 
(‘Demonstrations’) which are the final objective of the 
programme as well as tools and function development to 
support the Demonstrations. 
4. PHARE DEMONSTRATIONS 
The Demonstration work comprises preparation of the 
ground and air sites and the integration of the advanced 
tools and the Ground / Airborne Human Machine 
Interfaces. The first two Demonstrations PD/I and PD/Z 
investigate ATM in the years 2wO-2W5 timeframe. 
whereas a third Demonstration PD/3 will be concerned 
with issues of the timeframe 2005-2015. 
4.1 PHARE Demonstration 1 (PD/l) 
The trials of PD/I were carried out in 1995. PD/I was 
concentrated on the en-route issue by simulating several en- 
route sectors and entry/exit conditions at TMA sectors. 
PD/I was hosted by DRA at Malvern. A complete 

Paper presented at on AGARD MSP Workrhop on “Air Traffic Management”, held in Budapest. Hungary, 
27-29 May 1997, and published in R-825. 
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description and the results can be found in the final report 
of PD/I [3]. 
4.2 PEARE Demonstration 2 (PDIZ) 
PD/2 addresses the terminal approach issues by simulating 
several sectors of an extended TMA and emulating entry 
and exit conditions at en-route sectors. The trials were 
performed at the end of 1996 and during January/February 
1997. In lune trials including a real aircraft DLRs 
Advanced Technology Testing Aircraft Simulator AlTAS 
will be completed. The final report of PD12 wlll be 
available July 1997.The present paper concentrates on this 
demonstration. 
4.3 PHARE Demonstration 3 
PD13 will embark on multi -sector, muln - centre en-route 
and extended TMA planning issues. PD13 will be hosted by 
CENA, NLR and EEC assisted by CAAiliATS and DLR. 
PD/3 will demonstrate aidground integrated concepts for 
multi-sector planning, human centred approach and en- 
route n‘MA interfacine. 

Fig. 1 Extended TMA in PD/2 
Figure I shows in a schematic way the airspace used in 
PDl2 to model an Extended TMA for arrival traffic. 
The organisation of the airspace is still assumed to be the 
same like it is today. The basic layout was taken from 
Frankfurt TMA. The core TMA is build up by one sector of 
about 30 NM diameter extended to the metering fixes 
Rudesheim RUD, Gedern GED and Spessart PSA. It 
reaches up to FLlOO and CAS is limited to 250 kts in this 
altitude regime. The TMA is surrounded by three adjacent 
en-route sectors controlled by one area control centre 
i.e:ACC-West, ACC-North. ACC-South ranging up to 
about 100 NM from the airport (about 20-30 minutes flight 
time). This relates to the fact that the human functions 
‘planning’ and ‘tactical’ control’ are assumed to be still 
sector based in PD12. The runway system with two parallel 
runways in use (25L and 25R) for arrivals in runway 
direction 25 is located in the centre of the picture. In 
contrast to the real Frankfurt system the parallel runways 
are assumed to be wake vortex independent. That is to 
allow an increase of the arrival traffic demand in the 
experiments to a full runway capacity of 66 arrivals per 
hour [4]. A runway 18 is assumed only for departure traffic. 
The dotted lines pointing to each of the parallel runways 
indicate the extended centrelines of an ILS for each runway 
with azimuth angle of 3 degree. At about the so called 
Approach Gate (in the following text referred short as 
Gate), a position IO NM from threshold at 3000 A, aircraft 
are asked to contact the Tower Controller on R/T when 
successfully established on US. 
The simple arrival route s t~cture  used in PD/2 is shown as 
solid lines in the figure. Traffic from the north has to land 
on the north runway traffic from the south on the southem 
runway. Arrivals from the west can be guided either on a 

i I 

southbound or northbound route to the northern or southern 
runway. Basic RNAV capability is assumed to be the 
minimum airborne equipment. The departure route structure 
is assumed to be decoupled from the arrival routes in PD/Z 
and is not shown here. The departure problem will be 
tackled in PD/3. Some overflights were simulated in PD/Z 
crossing the TMA sector above FL 100 from different 
directions. 
6. PHARE TOOLS IN PDZ 
Within separate PHARE projects tools and functions were 
developed and delivered to the demonstration hosting site at 
DLR Braunschweig (Germany) for PD12. These prototypes 
were integrated into the real time Air Traffic Management 
and Operations Simulator ATMOS of DLRs Institute of 
Flight Guidance. The following PHARE developments 
were used in the PDIZ trials: 

The Validation Tools (VAL.) 
to support comparison of results of the various evaluation 
exercises. 

to made available an EFMS that supports 4D flight 
management, air-ground digital data communication and 
handling of ATC constraints. 

Airborne Human Machine Interface (AHMI) 
to provide an EFMS Interface for pilots. 

Ground Human Machine Inte~ace (GHMIj 
Within this PHARE project the guidelines for and the 
design and prototyping of the human-machine interface to 
improve the combined use of the ground tools together with 
a HMI training device were generated for PD/Z. The 
concrete OHMI software development and integration was 
done by the PD/2 integration team at DLR hosting site in 
parallel to the integration and testing of the other tools. 

Here the standard interfaces for the connection of the new 
tools with the basic ATC functionality based on a modular 
client-server approach. were defined. The PARADISE 
Platform used to integrate the PHARE Advanced tools in 
PD/2 were delivered by this project. 

PHAREAdvanced Tools (PATS) 
PHARE Advanced Tools , providing the ground based 
support tools and functions for increased controller 
productivity. 
In PDl2 the following subset of PATS were integrated: 
6.1 Trajectory Predictor (TP) 
For the. ground system the TP provides the trajectory as new 
basic information entity extending the flightplan 
infnrmation in use today (for the airborne part an EFMS 
equipped aircraft can provide the information). 
A trajectory in PHARE is defined as the description of the 
predicted progress of a flight in space and time (4D). 
The description is given by a set of lateral points and a 
series of sements between them that builds a mute in 
combination with a set of points describing the predicted 
height and time of an aircraft along its route: The profile. 
The requirement for spacing of the calculated profile points 
is such that linear interpolation to be used between the 
points allow to predict altiNde and time at any route 
position with sufficient accuracy. 
The TP generates the trajectory information for each aircraft 
from take-off to landing. In PD12 only the arrival part of the 
trajectory about 30 minutes flying time including the Top of 
Descent from cruise level until the approach gate (IO NM 
from threshold) was used. 

Experimental Flight Management System (EFMS) 

Common Modular Simulator Environmenl (CMSj 

’ -1 
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The TP uses a database of aircraft performance 
characteristics, the initial flight plan and constraints given 
by the ATC environment under consideration (e.g. sector 
height constraints, standard arrival routes, sector transfer 
points) or constraints calculated by tools (e.g. a time 
mnstraint for the Approach Gate given by the Arrival 
Manager tool). Constraints are defined as windows in space 
and time through which the trajectory must be planned. The 
TP generates on request close-to-optimal 4D-trajectories for 
each aircraft. In addition the tool is able to calculate the 
earliest possible time and the latest possible time for a given 
point for which a trajectory can be calculated within given 
performance limits and constraints. 
6.2 Conflict Probe (CP) 
The Conflict Prohe compares a new trajectory with each 
trajectories already stored witbin the flight database of the 
ground system. Any violation of separation criteria like 
radar separation, wake vortex separation or flight phase is 
located in space and time. 
6.3 Night Path Monitor (FPM) 
The Flight Path Monitor compares each position report of 
an aircraft against the 4D position taken from the active 
trajectory stored in the ground system. Deviations in terms 
of distance in space and time are produced with the 
surveillance update rate for further processing by the GHMI 
to be displayed to the controllers or for management tools 
like the Arrival Manager. In addition a subscription is 
available to report if pre-specified deviation limits in space 
andor time are reached. 
6.4 Negotiation Manager (NM) 
In PDl2 the Negotiation Manager takes care of the 
airlground exchange of information with respect to 
trajectories. The tool controls the interface between the 
ground based tool set and the airlground datalink system 
that connects with EFMS like equipped aircraft. In PD12 the 
exchange of airlground information via datalink is triggered 
by the Arrival Manager tool automatically. The air-ground 
wmmunication in PDl2 consists of down-link messages 
containing airborne trajectories and up-link ATC 
constraints and clearance messages. The goal of this 
information exchange is to negotiate a contract to 
implement an airborne trajectory between air and ground 
system whenever possible. 
6.5 Anisal Manager(AM) 
The Arrival Manager forms the central tool in the PD/Z 
environment. The tool works over multiple sectors of an 
extended TMA in order to provide optimised scheduling 
and sequencing advisories for all arriving aircraft (Arrival 
Managers with this basic functionality are in use in today 
systems already based on arrival time predictors typically 
closely integrated within those tools using flight plan 
information e.g.: COMPAS 1.51). In the advanced concepts 
used in PD12 this basic functionality of the arrival manager 
was extended to be based on trajectory information either 
generated by air systems within an EFMS like equipment or 
ground based by a TF' tool. 
In addition route, profile, speed and arrival time advisories 
are generated based on the information of the trajectory and 
are transferred to the GHMI. The AM also provides the 
functionality to update constraints either by deviation 
events given by the FPM or by controller inputs that affect 
the contracted trajectory status. The functionality to revise 
the schedule and sequence in case of deviations or in case 
of controller inputs is also available for the Arrival Manager 
but was not exercised within the PDl2 measured trials. 

-c. 

Fig. 2: Arrival Manager in the P W  context 
Figure 2 shows the Arrival Manager embedded in the tool 
set of the PD12 system. The box on the bottom showing a 
connection to a runway operations management system is 
not taken into account within the present PHARE 
programme. It is shown here to point out that arrival 
management functionality has to take into account runway 
conditions at the airport and that a predictable arrival traffic 
as suppotted by tools depicted here opens the option to 
close the gap between Anival and Departure tools by 
systems supporting runway operations on airporn. It is the 
task of future research activities to investigate how this gap 
can be closed in order to transfer the benefit of improved 
predictability of arrival W c  provided by the tools to the 
runway system on the ground. 
The arrival manager is composed of four main components. 
Arrival Time Predictor, Sequencer ,4D-Descent Manager 
and Approach Problem Solver. 
6.5.1 Arrival Time Predictor 
The arrival time predictor gathers all necessary information, 
which are mainly airspace and flight plan data, to prepare a 
constraint list This constraint list is sent to the TF' tool for 
calculation of a preferred ground based trajectory together 
with the earliest and latest possible arrival times for the 
Approach Gate. If alternate routes are possible like the West 
Approaches in PD/Z a trajectory with the set of estimated 
arrival times also for the alternative routes is stored in a 
separate context. Each entry of a new inbound flight 
indicated by the ground system - normally at the boundary 
of the Extended TMA - activates the Arrival Time F'rcdictor 
Modul. 
6.53 Sequencer 
The sequencer tool provides the sequencing and scheduling 
functionality of the Arrival Manager based on the trajectory 
information of all known aircraft. In the first step the 
preferred times at the Approach Gate are checked against 
separation violations in time. If no violation is seen the CP 
tool is triggered to check whether a separation violation 
between the trajectory under test and all other trajectories 
already planned by the system exists. If the CP reports no 
conflict the aircraft is scheduled for the preferred time. It is 
now known that a conflict free solution exists for this 
aircraft. If the aircraft is 4D-FMS equipped then the NM 
tool is activated to initiate a negotiation via datalink. The 
ground constraints list is uplinked and the aircraft sends 
down an airborne trajectory. This trajectory is checked 
again by the CP against all other trajectories already 
planned. If no problems are detected the airborne trajectory 
replaces the one calculated by the TP. If different aircraft 
are in conflict with their arrival times a branch and bound 
algorithm is activated to sequence according to 
predetermined rules like first come first serve, close gaps in 
the sequence, optimise wake vortex categories. The arrival 
times are varied within the earliest and latest times limits in 
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order to optimise the sequence. If alternative routes are 
allowed which even may belong to a different runway these 
rouks will be checked for a beuer solution. This leads to a 
set of new constraints and the generation of a new trajectory 
by the TP fulfilling the new constraint for arrival times and 
possibly for a new runway allocation. If no conflicts are 
found by the CP tool the aircraft are scheduled for that 
target time. 4D-FMS equipped aircraft get in that case a 
wnstraint list uplinked which already wntains the ground 
based optimised arrival time and route. If the downlinked 
trajectory fulfils the constraints and is conflict free the 
airborne trajectory also replaces the ground calculated one. 
The result of the planning is copied into the system plan by 
activation of the trajectory solution found. The GHMI also 
gets the information on the trajectory of new scheduled and 
sequenced aircraft. as well as the NM in order to initiate a 
clearance datalink message for an equipped aircraft to fly 
the previous downlinked trajectory. 
At the border of the Extended T M A  an equipped aircraft 
will go to the following sequence of air-ground negotiation 
steps in order to get a contract to implement the trajectory 
automatically: 
1. Uplink of constraints 
Uplink message containing for arrivals at least the route 
identifier and time constraints at the gate. 
This requires that the AM Manager has completed the 4D- 
planning of this aircraft on the basis of informations on the 
ground. This can he a ground based trajectory calculated by 
the TP or a trajectory information already downlinked in a 
previous sector. 
2. Downlink of Trajectory 
If the aircraft has accepted the uplinked constraints it 
downlinks a trajectory which fulfils the constraints based on 
the newest weather information obtained. If the aircraft 
cannot fulfil the constraints it sends down a message unable 
to fulfil the constraints. This aircraft will then be guided via 
Radio Telephony (m as an unequipped aircraft. 
Every downlink of trajectory causes a new check of this 
trajectory in terms of conflicts and constraints against all 
other active system plans on the ground. 
3. Uplink Clearance 
If as normally expected there is no conflict. a ,.contract 
given" message is exchanged . 
6.53 Appmach Problem Solver 
Ln case of problems like conflicts found by the CP the AM 
varies altitude and time constraints on other route points 
before the approach gate in order to obtain a conflict free 
trajectory. 
This capability included in the PDM Arrival Manager is 
only very limited because within the PATS a separate 
Problem Solver tool which takes into account all 
trajectories, not only the arrivals as the AM does. was 
foreseen for this task. If no wnflict free trajectory solution 
could be found the scheduled time in the arrival sequence is 
maintained hut the trajectory is marked 'in conflict' visible 
for the controllers. Then the arrival manager provides an 
arrival slot for those aircraft but does not provide a conflict- 
free solution for that slot. It is now the task of the 
controllas to find a solution not known by the supporting 
tools. This is normally easy to achieve simply by deviation 
from the route to avoid the predicted conflict area. One can 
see on this example that restricting the tools to work for a 
fixed route structure only like in PD/Z makes the prnblem 
solving task more difficult and/or leads often to not very 
efficient solutions. On the other hand although non-route 

restricted tools will probably find easier and more optimal 
solutions they may be not as predictable by the human 
controllers in the loop as in case of a fixed route based tool 
reflecting the standing agreements used by the humans in 
the control loop. 
6.5.4 4D-Descenr Manager 
The task of the 4D-Descent Manager module is to support 
the implementation of &h scheduled trajectory. This is 
done by translating the trajectory representation into 
advisories applicable as control commands via RfT . Those 
advisories are generated for turns, descents to FL, descent 
rates and speeds. In addition the position and time where 
and when the specific advisory should be applied is 
produced. These data are transferred to the GHMI before 
expected execution time in order to allow the advanced 
indication to the controllers. Deviation messages as given 
regulary by the flight path monitor are used by the 4D- 
Descent Manager to decide if the guidance mode of an 
aircraft has to be changed. 
7. ROLES OF CONTROLLERS 
In PD/Z the split of tasks between Tactical Controllers F) 
and Planning Controllers W) was maintained using the 
Frankfurt strucNre of today as a basis. In general the order 
of priorities for the work of all controllers is: 
1. safety; 
2. efficiency of the overall traffic (optimal use of airspace 

capacity available in terms of delay reduction. minimal 
fuel consumption and noise abatement); 

3. efficiency for flights on the basis of individual aircraft 
performance and airborne requests. 

The role of the Planning Controllers is one of co-ordination, 
both intersector and intrasector co-ordination. The control 
and supervision of the air-ground datalink if available is 
given to the Pcs. The role of the Tactical Controllers W) 
is to ensure conflict-free passage of the aircraft thrnugh 
their airspace. All direct radio telephony with the aircraft is 
performed by TCs. The transfer of control to and from 
neighbouring sectors is coincident with transfer of 
communication. To ensure a conflict-free Situation also 
during the handover phase between two sectors it is a 
standing agreement that ea& aircraft will enter an sector 
over Entry Fixes (EF) and also will leave an sector over 
defined fixes. For the arrival traffic these are the Metering 
Fixes (MF) at the border of the TMA. Modifications of 
these agreements can be co-ordinated between the TCs on 
an ad hoc basis if necessary. These agreements are: 

to handover aircraft only lalerally spaced, 
to apply vertical spacing to groups of aircraft (so-called 
'packets'), 
to apply heading commands to aircraft before handover 
in order to achieve lateral de-conflicting. if only vertical 
spacing is used at the handover fix, 
to fill and to empty holding slacks, 
to transfer aircraft io distinct flight levels. 

The concept of PDIZ distinguish between three guidance 
modes as depicted in fig. 3: 

An aircraft in Class A guidance mode is 4D-FMS and 
datalink equipped and has the clearance to implement 
its own trajectory automatically. 
A Class B guidance mode is available for all aircraft 
that are guided via RfT and for which the ground 
system has support in form of a conflict-free trajectory 
and the associated advisories. 
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the available tool prototypes were not fast enough at that 
time. 
7.1 En-route controllers 
In PDl2 only the Area Control Sector West (ACC-W) was 
slaffed with one Tactical Controller (TC-W) . The other 
ACC sectors North and South were simulated 
automatically as if an ideal controller team was working 
there;The role of the Tactical Controller ACC Arrival West 
TC-W controls the arrival traffic and overflights (traffc 
from and to other airports) within the West Sector. 
Moreover in PDl2 the TC-W also performed the task of the 
Planning Contmller West (Pc-W) because only the co- 
ordination with the adjacent TMA sector was modelled. 
7.2 Approach controllers 
The TMA sector is controlled by Approach (APP) 
controllers 
Two working positions for tactical controllers, a TC-P (for 
Tactical Controller APP Pickup) and a TC-F (for Tactical 
Controller APP Feeder) are needed, which work within the 
same airspace but on different W frequencies. 
This team of the two tactical controllers is completed by a 
Planning Controller Approach (PGA). 
The three APP controllers are sitting side by side and share 
their displays, supporting the necessary close teamwork and 
co-ordination between them in a very flexible and natural 
way. 
7.2.1 Planning ControlIer Approach (PC-AI 
The Planning Controller Approach has the following tasks: 

Identify and assess potential conflicts between aircraft 
offered into the sector by use of flight-pldtrajectory 
information, AM data, FPM and CP messages and 
Radar data to. 
Notify TC-P and TC-F on any special conditions about 
the traffic before entering the sector. 
Co-ordinate with TC-P and TC-F if a Class A to Class 
B aircraft planned change has to he applied. 
Co-ordinate with W C  of adjacent sectors if entry and 
exit conditions have to be changed. 

7.2.2 Tactical ControIIer Pickup (TC-PJ 
The main tasks of TC-P is to establish the AM landing 
sequence and to prepare a safe and efficient runway 
allocation for the TC-F. 
In close co-operation with TC-F the TC-P will be 
responsible for ensuring conflict-free passage of aircraft 
(minimum separation: vertical IO00 ft; lateral 3 NM. for 
Wake Vortex relevant combinations of aircraft up to 6 NM) 
through the "MA airspace. The tasks of TC-P can be 
summarized: 

Perform W Communication with aircraft (At least 
initial contact confinnation and frequency change 
command to initiate handover to TC-F for arrivals and 
to other ACC TCs for ovedigbls), 
check if aircraft have got the latest weather information, 
surveillance of aircraft using the radar information. 
application of guidance and control commands in order 
to avoid separation conflicts, 
apply guidance commands until the transfer region 
(vicinity of extended centreline for arrivals where the 
transfer to TC-F takes place, Exit Fix for Overtlights) in 
order to fulfil AM schedule and sequence using the AM 
display and 4D-advisories for Class B arrival aircraft, 
update the ground System with the guidance commands 
given, 
negotiate with TC-F and TCs ( a d o r  PCs) of adjacent 
sectors if standing agreements have to be changed. 

A Class M or manual guidance mode where the aircraft 
is guided via RiT without valid trajectory for it as 
applied in the today's systems. 

Fig. 3: Transition of Guidance modes in PD/2 
In close co-operation with PC a TC monitors the flight 
progress of a Class A aircraft. 
If no problem is detected by TC these aircraft will fly with 
no other RiT communications than initial call when 
entering and frequency change when leaving the sector. 
Every time TC sees the necessity due to safety reasons, TC 
can guide the aircraft via RiT. 
The first heading, speed and level change command given 
via W to a Class A aircraft implies that this aircraft is 
guided via RiT further. A negotiated contract between air 
and ground via datalink is no longer valid then. 
The status of aircraft automatically changes from Class A to 
manual mode as the system is updated about such tactical 
intenention by a GHMI input. 
If such event happens during an uncompleted negotiation 
process via datalink this aircraft is treated further as an 
unequipped aircraft, even if the negotiation cycle via 
datalink will be completed successfully afterwards. 
As a general rule IbT communication always overrules 
datalink communication. 
If an Arrival Manager gives automation support for the 4D- 
Guidance of aircraft along the planned route, the TC 
transmits the 4D-Guidance advisories produced 
automatically by the ground system via W to the aircraft 
(Class B guidance). 
Please note that it is not difficult to extend the definition of 
Class A aircraft for aircraft that have no datalink but 4D- 
FMS equipment if the negotiation process to implement a 
trajectory is performed via RiT. The same is m e  for aircraft 
only RNAV but datalink equipped. Here the W 
communication to implement the ground based trajectory 
could be reduced by using the datalink to transfer the 
contml messages. The principle three states of guidance 
modes will be the same: Airborne trajectory 
implementalion. Ground based trajectory implementation 
and guidance based on tactical control only. 
An aircraft once degraded to Class B or Class M mode 
never will get back to Class A whereas a transition between 
Class M and Class B guidance is always possible depending 
on the distance of an aircraft from its 4D-position on the 
planned trajectory sensed by the FPM. 
The option to allow a re-negotiation process via datalink in 
case a 4D-equipped aircraft is closing up to its planned 
trajectory has to be considered also. Within dense traffic 
TMA such re-negotiation process have to be performed 
rather fast. The update rates should be close to the 
surveillance component update rate (usual about 4 seconds 
in a TMA ). This option was not studied in PD/2 because 



if necessary hold aircraft within the sector either on 
q u e s t  of TC-F or in case of any doubt on the status of 
standing agreements. 

7.25 Tacfical Controller Feeder (TC-FJ 
The task of TC-F is to guide the aircraft conflict-free 
(minimum separation: vertical 1000 A; lateral 3 NM, for 
wake vortex relevant combinations of aircraft up to 6 NM) 
to the extended centreline, to give US clearance and to 
establish separation over the threshold hy speed commands 
up to the Outer Marker (4 NM from threshold). 
Normally near the gate (IO NM from threshold) the transfer 
of communication to the Tower Contrnller takes place. 
The tasks of TC-F can be summarised as follows: 

Perform RIT Communication with aircraft (At least 
initial contact confirmation. ILS clearance and 
frequency change command to initiate handover to 
tower controller for arrivals), 
surveillance of aircraft using the radar display and 
weather display, 
apply guidance and control commands in order to avoid 
separation conflicts, 
guide the aircraft to the approach gate in order to fulfd 
AM schedule and sequence using the AM display and 
4D-advisories for Class B arrival aircraft, 
Update the ground system if an aircraft has to be guided 
manually, if the AM guidance support can not be 
applied, 
give clearance for allocated ILS, 

inform E - A  and TC-P if the sequence cannot be met, 
negotiate with TC-P and Tower Controller if standing 
agreements have to be changed, 
update the electronic system if changes in aircraft status 
and applied commands are nut in agreement with the 
recommended advisories from the 4D-Guidance support 
system. 

. 
establish separation on ILS, . 

8. ARRIVAL CONCEPTS IN PD12 
The real-time simulations of PDI2 compare three different 
modes of operation characterised by three organisations 
ORGO, ORGl and ORG2: 

ORG 0: 
A reference mode, in which the controller has to 
handle the trafiic samples with the standard means 
of today (radar data, flight plan data, paper flight 
strips, weather information, radio communication) 
and assistance by an arrival planning system with 
basic sequencing and scheduling functionality. 

An advanced mode with 4D profile planning 
detection and resolution of planning conflicts. 
An arrival planning system (Arrival Manager 
Version 1) avoids planning conflicts by separating 
all arriving aircraft in space and time. 
The Arrival Manager is assisted by the following 
PATS: Trajectory Predictor, Conflict Probe and 
Flight Path Monitor. 

ORG 1: 

support the controllers to meet time constraints of 
the Arrival Manager. 
Deviations of aimaft from the planned trajectory 
as well as unsolved conficts between planned 
trajectories ( detected by the Conflict Robe) have 
to be resolved manually by the controller. 
The system supports the controller in this process 
by measurement ( done by the Flight Path 
Monitor) and display of deviations in time and 
space against the planned trajectory (calwlated by 
the Trajectory Predictor). 
Flightstrips (paper) will no longer be used. 
The controller works within a stnpless 
environment (even no electronic strips). 
The interaction between controller and the 
ground system but also between the controllers 
wll be supported by label interaction mechanism 
within the displays. 

ORG 2 
A mnre advanced mode, additionally to ORG 1 
with the introduction of an air-ground integrated 
system. 
Here 4D ~ FMS equipped aircraft use datalink to 
negotiate and implement airborne calculated 
trajectories that fulfil the constraints developed by 
the AM in order to implement an arrival sequence 
schedule (CLASS A aircraft guidance). 
For unequipped aircraft the trajectory support 
will be given by the ground system as in OR0 1 
(CLASS B aircraft guidance). 
As in ORG the AM is assisted by Trajectory 
Predictor, Connict Probe and Flight Path Monitor. 
In addition the management of the air - ground 
communications will be performed by a 
Negotiation Manager in close co-operation with 
the Arrival Manager. 

The comparison of ORG 0 against ORG 1 allows to 
measure the effect of transition from a flight-plan on paper 
driven system to a paperless ground trajectory based arrival 
management. The compansion of ORG 1 vs. ORG 2 allows 
to measure the effect of introduction of automatic airborne 
guidance within an Extended TMA for an air-gruund 

The implementation of ground calculated 4D - 
trajectories is performed by using conventional 
radio communication. 
Advisories &splayed to the controller are 
generated by the ground system in order to 

Fig. 4 Estimated workloads for PWZ O~anisations 
Figure 4 shows the different Organisations on a arbitrary 
workload scale used for the layout of the experiment. 
The two boxes on the left describe the situation in a today 
system. If traffic demand for arrivals would be doubled 
from a today level of aboot 35 to 70 aircraft per hour the 
workload of the approach controllers will certainly ton 



high. The other boxes show the effects expected in real-time 
simulations. The measured workload for ORG 0 may be 
lower compared to the reality because not all effects are 
modelled in real-time simulations and the stress of the 
controller is lower knowing to be in a simulated world. The 
transfer of the results of real-time simulations to a real 
situation is therefore not allowed. But the relative 
comparison. of the ORGs within the simulated world can 
give at least a qualitative indication wether the new 
concepts have the potential for improvements or not. 
Besides the traftic demand the share of Class A aircraft was 
varied during the experiments to reflect the different 
degrees of automation possible in a ORG 2 system. 

9. EXPERIMENTAL ENVIRONMENT ATMOS 
The Air Traffic Management and Operations Simulator 
ATMOS was used to host the PDi2 simulations. ATMOS is 
part of a large real time simulation suite operated by DLRs 
Institute of Flight Guidance at Braunschweig. 

NMOS T W  linwbtw 
Fig. 5: DLR ATM Simulation Suite 
Fig. 5 shows the facilities available. They are connected by 
a local area network (LAN) based on Ethernet. During PD/2 
the Advanced Technology Testing Aircraft System 
(AlTAS) real aircraft and the Experimental Cockpit 
equipped with an EFMS were connected with ATMOS. 
The ATMOS kernel consist of one DEC VAX 3200 
workstation running under VMS operation system (OS). 
Here the multi-aircraft model in connection with 6 terminals 
for the pseudopilots is installed. The LAN connects this 
workstation with 6 Pentium PCs under Linux OS and X- 
Windows. Three of them are driving a large SONY 2k*2k 
resolution Display for the radar display on the controllers 
working positions. The other support 19" Displays at 
Ik*lk resolution for the Arrival Management Display 
mainly on each working position. Three controller working 
positions have been installed and equipped with radar 
screens for Tactical controllers ( TC -W, TC-P, TC-F) and 
several displays for different information and planning tools 
at the planner positions (PC-A). 
One additional PC under Linux is used as a central data and 
supervisor server for GHMI. The PATS integrated into a 
CMS platform runs distributed on three SUN SPARC 20 
workstations under Solaris OS. One Silicon Graphics 
workstation under Irix OS runs a datalink simulation that is 
connected to an additional SUN workstation interfaced to 
the EFMS and the terminal computer of the Experimental 
Cockpit in which the EFMS and AHMI is integrated. 
The Experimental Cockpit can be operated either on the 
ground together with a flight simulation or can be installed 
in the rear AlTAS. AlTAS is one of DLRs testing aircraft 
a VFW 614 reconfigured as an in-flight simulator. A data 
connection with AlTAS in flight is given by a high 
capacity telemetry datalink. An additional Silicon Graphics 
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Workstation under Irix OS was used to store and to pre- 
process the data collected during each run. 6 Video 
Cameras with three Super VHS video recorders were used 
to document each run on tapes. The audio channels on the 
video tape were used to store the communication from each 
of the three radar working position. A specially designed 
Intercomm simulates the W on the three frequencies (for 
TC-W. TC-P and TC-F) between controllers, pseudopilots 
and the pilot of the experimental cockpit via headset or 
microphone and loudspeaker installed at the controllers and 
(pseudo)pilots working positions. In addition to the audio 
signal the time when a controller presses its microphone 
bunon is provided by the Intercom. For ORG 0 simulations 
an extra paper strip holding device could be mounted on the 
table in front of the displays of each controller working 
position. For the advanced organisations a mouse-pad with 
three-button mouse was the only device. For each controller 
a special designed three key inpuuthree character display 
device was c o ~ w t e d  with ATMOS placed on the table in 
front of each controller to store the controller inputs for the 
Subjective Workload Assessment Technique (SWAT) 
applied in PD/2 [6]. During a run each controller was 
informed by blinking of the displays on the device to give 
its subjective workload assessment in terms of time, effort 
and stress, After each run the subjective workload 
assessment for NASA's Task Load Index Method (TLX) 
[6] could be done by mouse in extra pop-up windows on 
each controllers position. 
In addition to the main simulation hardware the core 
elements were doubled to allow a second simulation for 
parallel training of a new controller team. For this training 
system located in an extra training room BARCO multi- 
sync screens were used for the radar displays instead of the 
large Sony screens and the PATdCMS platform runs on 
one SPARC 20 only. This training system was operated 
without, datalink simulation, without pseudopilots and 
without RR and workload assessment tools. The controller 
had to use the label interaction mechanism by mouse 
developed for the advanced ORG 1 and ORG 2 system also 
for the training of the ORG 0 system. An extra GHMI 
training software was installed on each of the GHMI 
display PCs. By this software the controllers got an briefing 
and training of the GHMI elements on the first day of one 
week training. The remaining time the controller were 
trained in the different ORGs as a team by using traffic 
samples of increasing traffic demand using the real time 
simulation and the tools as in the main simulator. 
Fig. 6 shows the configuration of ATMOS as used in PD/2. 

Fig. 6 ATMOS configuratlon in POL? 

10. GHMI 
The GHMI used in PDI2 for the advanced Organisations 
provides a prototype of a paperless system for approach 
control. It was designed within the PHARE project GHMI. 



occupies the whole 19” screen in the approach wntrol half 
of the screen were used by an additional Vertical View 
Display (WD) window in the ACC-position. This window 
provides a view of the vertical traffic over RUD in order to 
allow to control and interact as with the plan radar display 
in a papaless environment over fixes where a holding is 
possible. This is necessary because the scale of the radar 
picture of the PVD is so large that a holding pattern c%nuor 
be resolved sufficiently (in a flight strip system this is done 
by sorting the paperstrips on the table in accordance to the 
occupied levels in the holding) in additon a label 
interam’on via mouse as used in PDt2 is cumbome  in 
case of lot of targets at the same lateral point. 
10.1 Flan View Display 
The PVD shows the plan view of the airspace together with 
the labeled radar targets . A radar tool box window allows 
the controller to select the centre, the scale, the number of 
history points displayed together with the radar targets as 
well as the airspace elements to be shown and the label 
deconfliction method. In addition the controller can d e  
select the Conflict Risk Window (CRD) that pops up every 
time a conflict was detected between trajectories. This 
window indicates each conflict as small red box in a 
coordinate plot with an ordinate scale in distance of 
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indicated automatically by an background field containing 
the label lines in inverse colour. The label colours grey, 
pink and white indicate whether the aircraft is in control by 
other controllers or is in a transfer status or is under the 
control at the own working position. Transfer could be 
initiated by clicking a transfer field in the upper left comer 
of each label. A second slower method is available to input 
level, speed, and rate of descentklimb values by pop-up 
menus at the lakls. By clicking on the heading field an 
armw can be turned around the radar target by the mouse 
helping to select an heading value indicated in a number 
field. Inputs are done always with the left mouse button. By 
pressing the right mouse button over a label the label 
information is extended by additional data like destination 
airport, weight class etc. The same label interaction was 
also available in addition on AMD and W D  by moving the 
mouse over the callsign indicator of an aircraft. 
The target shape shows the equipment of an aircraft. A 
square indicates 4D-equipment (data-link and 4D-FMS) a 
circle indicates non-4D equipped aircraft. A 4D aircraft 
with a cleared conrract (class A aircraft) is shown as filled 
square. Class B aircraft (with ground trajectory support 
only) are indicated as open circle or square. If an aircraft is 
assumed to be guided manual by the system the target 
becomes yellow. The advisories of the Arrival Manager 
displayed in orange colour in a third label line for advised 
height. indicated airspeed , heading, rate of descent 
preceded by a tick marker field that can be clicked on by the 
controller if the RIT command was applied. In that case the 
third l i e  only shows the last given cleared FL if the aircraft 
has not reached it. The orange advisories disappcsrs 
automatically when the time of application is reached. 

10.1.2 Trajectory representation 
Figure 7 shows the PVD qmentation with selected label 
and complete tr+tory on the example of SAS 171 arriving 
via a nonhem mute via metering fix Gedem to RWY 2SR 
on the left bottom of the figure. 

Rg. 7 Trajectory Presentation at PVD 
The trajectory information is visible at the PVD graphically 
as blue lines along the whole route for each aircraft 
individually. The planned positions of an aircraft is marked 



as a blue cross at the trajectory line. An other option is 
available to make only the future planned path for all 
aircraft visible as blue lines starting with a cross at the 
planned present position. The length of this 'futur-line' is 
selectable (in steps of 1 minute). Special markers on that 
trajectory tines indicate significant positions when the 
aircraft state will undergo changes like start/end of descent 
or s p e d  changes together with the previous and new target 
values written at those markers in two lines. Independent of 
the blue trajectory representation. For CLASS B aircrafl in 
additon yellow marker at the lateral position show where to 
apply the next advisories. An open square was used for a 
beading, a tilt cross for altitude and a cross for speed 
advisory positions. These markers disappear when the 
advisory was marked as given by a controller. 
10.2 Arrival Management Display(AMD) 
Sequence and scheduled time calculated by the AM is 
represented on a time scale (time ladder), progressing from 
top to bottom. Figure 8 shows the layout for the Approach 
Controllers. Here the time for the Approach Gate is the 
reference time (in ACC time over metering fix). 

Rg. 8 Arrival Management Display Approach 
The input buttoms shown at the right allow to inform the 
Arrival Manager about significant plan constraints changes 
like e.g. RWY direction change or necessity to insen a slot 
or change of the minimum separation in use. These buttons 
were not used in PDl2 in order to keep the whole traffic 
demand during the experiments unchanged by controller 
inputs. 
Airrraft labels on the lefl (right) indicate a runway 
allocation 25L (25R). On ACC displays the leff/right 
positions do not show the allocated runway but are used to 
avoid overlapping labels. 
The aircraft labels are framed in different colours showing 
approach directions (blue = nonh. yellow = south , green = 
West). 
At the end of each label frame the angle of a tail-line shows 
the deviation in time as measured by the FPM in a second 
scale. A tail pointing to the top (bottom) indicates 60 
seconds delay (60 seconds early) whereas a horizontal tail 
line indicates 0 seconds delay. 
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Figure 8 shows some examples of early and late times 
compared tn the scheduled time. 
11. EXPERIMENTAL SETUP 
11.1 Measurement Programme 
The thra Organisations were combined with two different 
arrival traffic demand levels of 49 and 69 aircraft per hour. 
These Organisations were investigated by real time 
simulation trials with ATMOS in Deeember 1996 to 
February 1997. Each of eight controller teams (3 Approacb 
and 1 ACC wntmller) from France, Germany. Great 
Britain, Italy. Netherlands, Rumania and Sweden, 
performed a measurement programme of one week after one 
week training on the training facility. Civil, military and 
mixed controllers teams operated the system. 

I 

PDlZ Experlment. From back to the front the 
controller Weat ACC, Approach Planner, Pickup 
and Feeder. Experiment observers are placed In a 
second row. 
Each te iy  has to perform 8 measured runs as indicated in 
figure 4 (2 for OR0 0.2 for ORG 1 and 4 for ORG 2 (30% 
and 70% Class A) and one demonstration run with EFMS 
equipped Experimental Cockpit in the loop of a ORG 2 
scenario. 
The traffic demands were constructed by using Frankfun 
demands of today as a basis and adding additional traffic 
within the gaps for the high traffic scenarios. The traftic 
level reached its maximum about 20 minutes after 
simulation start and remains there until the end of a trial 
after 90 minutes. During the high traffic runs about 4 (2 in 
medium traffic) trajectories in conflicts has to be solved by 
the controller manually in order to demonstrate the 
behaviour of the advanced ORGs in transitions between the 
manual guidawe I machine supported guidance m&s. 
12. MEASUREMENTS 
The objective of the PD/2 measurements was to measure the 
effect of intmducing the new tools and concepts in terms of 
performance, workload and acceptance by the controllers. 
The methods to be used in the PHARE demonstrations were 
defined by the VAL project. A brief description and 
references can be found in 161. 
In order to measure the differences between the ORGs in 
terms of system performance all relevant system outputs 
like aircrafl positions, aircraft states, system-plans. 
operational data as event records of controllers and 
pseudopilot inputs were stored. To measure associated 
workload simulation events like times of label selection or 
button of microphone or mouse pressed were. stored. 
Experimental observer noted significant event like 
pseudopilot errors and tbe comments of the controllers. This 
was accompanied by collection of operator judgements 
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collecting SWAT ratings dunng and Nasa-TLX raungs after 
each trial. The trials were documented in video and audio 
on tape in adhtion. To get the opinion of the controllers 
about the system quesUonnaires has to filled out after each 
run. Also debnefing sessions took place and were 
documented by audio tape to collect controller remarks and 
comments on the runs. The sequence of the ORGs and the 
order of high and medmm traffic scenarios were varied 
between the different controller teams in order to reduce 
effects implied by a special order (leammg effects of GHMl 
and tmls). 

PHARE Evaluation Criteria 
0 

PHARE PDlZ Data CollecUon 
Wshln OUtpUl Opntlond DaL. O p n t M  Judpmmnh 

Fig. 1 0  Evaluation criteria and collected data 
When the trials of one ORG were completed a questionnaire 
about that organisation were filled out. The questionnaires 
consisted of questions regarding simulation, GHMI , 
operational concepts and tools used that could he answered 
in a 6 points rating scale from 'strongly disagree' up too 
'strongly agree'. 
13. FIRSTRESULTS 
At present the analysis process is ongoing, but first results 
are available already. It should be pointed out again that a 
direct comparison of the absolute values measured here 
with real traffic cannot be made, but comparative 
consideration of the values attained under the same 
simulation conditions is valid and furnishes relative 
conclusions. The analysis is done by comparing ORG 0 
against ORG 1 to look on the effects of introducing the 
advanced GHMl and the PATS tool set and by comparison 
of ORG 1 versus ORG 2 to look on the effects of 
increasing portion of Class A aircraft (O%, 30% and 70%). 
The data presented here show the results for the different 
ORGs for mean values achieved by the different controller 
teams. The ermr bars indicates f 1 standard deviation. The 
Wilcoxon test was used to test wether ORG 0 vs.ORG 1 and 
the Friedman Two-way Anova test was used to test wether 
ORG 1 vs. ORG 2(30%) vs. ORG 2(70%) results are 
statistically significant ( level of significance 5%). 
13.1 TraNic data and quality of service 
A landing rate of 42 aircrafthour were achieved in all 
ORGs for medium traffic scenarios. In high traffic the 
landing rate could be increased significantly from 62 in 
ORG 0 to 64 aircraft/hour in ORG 1 (also reached in the 
ORG 2 trials). 
The mean flight time per d c  defined as the time from entry 
in the simulation until the time needed to reach the 
approach gate goes down significantly from about 25.2 to 
abu t  24.4 minutes. These lower values are reached for all 
ORGs in medium traffic. The variation between the 
different controller teams is also reduced as can be seen in 
figurell. 

TRAFFIC 2 SECTOR overall 
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flg. 11: Mean flight time per aircraft in high trafflc 
The mean inbound delay is defined as difference of 
preferred time at gate with the overflight time at gate (tool 
induced delay + controller induced delay). It goes down 
again to the same values as reached in medium traffic for all 
ORGs. 

TRAFFIC 2 SECTOR: overall 
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Fig. 12: Mean inbound Delay per aircraft In high 
traffic 
The precision at which the controller implements the 
proposal of the Anival Manager is indicated in figure 13 by 
the root-mean-square(RMS) of the differences planned 
times with overflight times at gate. 
The RMS precision of delivery at the gate goes down 
significantly from about 2 minutes to ahout 40 seconds in 
high traffic between ORG 0 and ORG 1/2. The same result 
is seen if only Class B aircraft are taken into account. 
In general can he said that with introduction of the tools the 
variatlon in the work styles is reduced between the teams 
and therefore the predictability of the traffic is increased 
and can be maintained as for medium in higher traffic 
demands. 
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Fig. 13  RMS Precision of delivery of all non Ciaas 
A aircraft in high trafflc 
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13.2 Workload Data 
Besides the subjective measures using SWAT and NASA 
TLX the number of instructions and the RIT load were 
analysed to get some objective workload indications. 

OW 0 om I OmYglX osqwm 
Fig. 1 4  Mean !W lnstructlons per a/c applied by 
Pickup In high traffic 
The mean number of R/T intructions per hour for TC-F and 
TC-W showed no significant effects. Here the mean 
frequencies are about 130 instructionshour for TC-W and 
200 Instructiondhow for TC-P. The pickup controllers RI? 
frequency goes down significantly from ORG 0 vs. ORG 1 
from about 250 commands per hour to 200 per hour. These 
findings are supported also by counting the mean number of 
ATC instructions per aircraft seen as pseudo-pilot inputs in 
the system ( fig. 14) with about 3.6 (ORG 0) down to 1.8 
(ORG 1) commands per aircraft. 
The sector controllers showed an increase of ATC 
instructions per aircraft from about 3 to 5 comparing ORG 
0 with ORG I .  This seems to reflect the fact that the quality 
of the tools is still sub-optimal andlor does not fit with their 
usual working style. From observations during the trials and 
a closer look at the raw data it is apparent that in ORG 0 
sector controllers tend to let aircraft fly without 
intervention, if possible, until close to metering fix RUD, 
that is just before entering the TMA. Only then they give 
descent and speed reduction commands. Whereas during 
debriefings controllers complained that a number of 
generated advisories in ORGs 1 and 2 are unnecessary or 
even unrealistic, e.g. multiple descent and speed advisories 
instead of one continuous descent or one speed reduction, 
thus causing more commands to be issued if all advisories 
are accepted. 
Comparing ORG I vs. ORG 2 the frequency load is 
reduced with increasing Class A contributions for all 
controllers significantly. This is not a surprise when silent 
aircraft are introduced. 
The percentage of simulation time used for RIT is 
significantly reduced for the pickup from about 22% to 
18% , no significant effect is seen for the feeder (-20%). 
Again a reduction is significant with increasing class A 
contribution for all controllers. 
In medium traffic IOW to 15% is used for RI? . A reduction 
for the feeder is significant. TC-W time seems to increase 
(not significant) from ORG 0 to ORG 1. All controllers RI? 
show significant reduction with increasing Class A share. 

TLX analysis failed to give significance in differences 
between ORG 0 and ORG 1. 
The values for the TC-W sector show a tendency effect of 
increase of workload. These findings agree with the higher 
number of advisories issued in ORG 1 compared to ORG 0. 
In high traffic the workload judgement of the planner for 
the approach team becomes less in ORG I compared to 
ORG 0. 
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Fig. 15 TU( workload scale pickup controllers high 
traffic 
SWAT workload measuremenls show a significant 
reduction effect between ORG 0 and ORG 1 in high traffic 
scenarios for pickup and planner (the planner was briefed to 
rate the workload for the TC pickup-feeder team because in 
ORG 1 and ORG 2 the workload for the planner itself 
appears too low because no changes in the planning was 
allowed in PD/Z. For feeder and TC-W no significant 
difference could be seen. Medium traffic as well as Class A 
aircraft contribution do not give significant differences. 
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Fig. 16 SWAT workload scale 

133 Acceptance 
A first analysis of the questionnaires and debriefing 
sessions shows that traffic samples and way of feeding the 
sectors was well accepted. Controllers accepted simulation 
environment and training sufficiently well. The training 
level of the pseudo pilots were appreciated.The training 
period before the trials was rated significantly positive. 
The GHMI mouse interaction was significantly accepted as 
suitable. The Plan View Display features were well 
accepted as well as the pop-up menus. Size of windows and 
colour coding were accepted as useful as well as the 
indication of aircraft mode of operation (class A, B or 
manual). Only in tendency the screen layout as well as 
readability of text information was accepted. The option to 
change the length of the depicted trajectories was 
significantly accepted. 
The accessibility of aircraft to mouse clicks was detected as 
improvable. The reason for this is that busy working leads 
to imprecise mouse movements. Sometimes the selection 
area was already left before the mouse bunon was released 
(mouse release was taken as selection event). 
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That Class A guidance mode will reduce workload was 
significantly agreed. A significant proportion of controllers 
would prefer all aircraft Class A, but many controllers do 
not like the pure monitoring then ('feel boring', 
'underloaded'). That points to a possibly problem of job 
satisfaction. Controller expect a retention of basic skills that 
could cause problems in case of system break downs. 
The application of only one clearance of a whole trajectory 
for Class A aircraft without further intervention was 
significantly accepted. 
Controllers significantly agreed that traffic could be 
handled safe in ORG 0 as well as in ORG 1 and ORG 2. 
Same results were reached in asking if it was easy to keep 
aircraft well separated, but no significance could be reached 
for ORG 2. Here more difficulties are seen to keep 
separation in a Class AIClass B aircraft mix. 
That the 'picture was maintained' was agreed significantly 
for all ORGs. but comments were given for ORG 2 like: 
'system dictates me'. 
Conflict detection and resolution was rated much less 
favourable (significant negative for ORG 0 because no 
conflict detection and resolution functionality was 
included). 
The task partitioning between controllers was seen 
significantly positive (only not significant for 
pickuplplanner in ORG 2 because the planner most of the 
time had nothing to do). 
Significantly the controller negated that is was difficult to 
handle the traffic with the tools provided for all ORGs. 
Personal work style was seen supported with ORG 0 
significantly, with ORG I only in tendency (too many 
advisories), and ORG 2 was seen at least convenient with 
personal work style. Advisories and associated trajectories 
are not seen always as appropriate (trajectory solution vs. 
human solution was commented 'like two controllers 
working on the same area'). 
The controllers saw significantly no problem with PDl2 
advanced concept when and how to interact with different 
classes of aircraft (A, B and manual). 
14. CONCLUSIONS 
The PHARE Demonstration 2 allowed controllers to 
explore a concept of an air-ground integrated arrival 
management in a paperless environment. Three different 
organisations for the management of arrivals were 
compared: A conventional handling with radar and flight 
plan information on paper supported by a basic arrival 
sequencing tool. an advanced concept for a ground system 
that does not need paper or electronic strips and that bases 
its planning on trajectories showing not only an arrival 
sequence and schedule but also solution and 
implementation support and a further developed aidground 
integrated concept that can manage in addition airborne as 
well as ground based trajectories and allows a 4D-FMS and 
datalink equipped aircraft to implement its trajectory by its 
own. The three organisations are build on each other so that 
the new guidance modes are compatible with the one in use 
today. With only one week training the controllers were 
able to work with the advanced concepts in a stripless 
environment at least as well as with the conventional 
system. 
The first results of the analysis of the measurements show 
that by working with the advanced concept in the TMA 
more traffic could be handled with lower flight times the 
traffic is delivered more precise with the same or even 
reduced workload. The variation between different 

controller teams in the management of arrival traffic 
became significantly reduced. The effect on the work of the 
ACC controllers working adjacent to TMA needs further 
investigations because the workload there can grow due to 
additional constraints in implementing a trajectory. The 
potential of further improvements by using trajectories 
close to the working style of the controllers with a 
minimum on necessary advisories became visible. A fast 
and reliable label interaction allowing a smooth working 
with a mouse driven system in a TMA is essential 
especially in high traffic. Conflict representation and 
solution support needs further developments to achieve the 
same level of acceptance as the advanced concept in 
general. The findings in PD/2 support that introduction of 
automated traffic of Class A aircraft will probably have the 
greatest potential in workload reduction and achievable 
precision. Special care on the retention of basic skill of the 
controllers and on the separation task between Class A and 
RIT guided traffic have to be taken into account when 
developing the concept towards a real system. 
A significant acceptance of the advanced concept ideas by 
32 active controllers of 7 different European nations with 
different background on their ATC systems as documented 
in the questionnaires as well as in the debriefing sessions is 
the most important result of the trials. 
These findings support the future use of the concept as 
guideline for the development of future anival management 
systems as part of new air traffic management systems. 
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Abstract 

Automatic Control has been a subject of studies for the 
last twenty years. It involves many difjrcult problems that 
have to be solved: conflict detection, modelling of uncer- 
tainties on trajectories, clustering of 1-to-1 conflict to$nd 
unconnected n-aircrafl problems, etc. . . 

Moreover; the n-aircrafl conflict resolution problem is 
highly combinatorial and cannot be optimally solved using 
classical mathematical optimization techniques. The set of 
admissible solutions is made of many unconnected subsets 
enclosing different local optima, but the subset enclosing 
the optimum cannot be found a priori. 

In this paper; we present an automatic conflict solver 
and its implementation in an Air TrafJic simulator; with 
statistical results on real trafjrc over France. This solver; 
which takes into account speed uncertainties and allows 
aircrafl to fly on direct routes; solves every conflict on a 
loaded day, and gives each aircrafl its requested flight level 
and departure time. 

Introduction 

As traffic keeps increasing, En Route capacity, espe- 
cially in Europe, becomes a serious problem. Aircraft con- 
flict resolution, and resolution monitoring, are still done 
manually by controllers. Solutions to conflicts are empir- 
ical and, whereas aircraft are highly automated and op- 
timized systems, tools provided for Air Traffic Control 
(ATC) remain very basic. When comparing the current ca- 
pacity and the standard separation to the size of controlled 
space, the conclusion is easy to draw: while ATC is over- 
loaded, the sky is empty. 

The need for an automatic problem solver is also a seri- 
ous concern when addressing the issues of free flight. It is 

*The LOG is a common laboratory of the Centre d’Etudes de la Navi- 
gation ALrienne and the Ecole Nationale de 1’Aviation Civile 

still very unclear how conflicts will be solved in free flight 
airspace. Human controllers frequently rely on standard 
routes and traffic organization for avoiding conflicts; they 
quickly become overloaded when controlling aircraft fly- 
ing on direct routes. Free flight traffic, the aim of which 
is to permit each aircraft to fly its preferred trajectory, re- 
sults in an unorganized structure, probably requiring auto- 
mated, computer based, solvers. The Airborne Collision 
Avoidance System (ACAS) is certainly not a solution to 
the problem: it has only a limited view of the traffic, and 
moreover, should only be looked upon as a security system 
to prevent aircraft collision. 

The first part of the paper presents the state of the art for 
problem solvers and discusses the constraints hypothesis 
and goals chosen. Modelling is introduced in the second 
part. Part three details the conflict solver. Part four presents 
examples of resolution on real traffic and statistical results. 

1 Automatic conflict resolution 

1.1 State of the art 

Conflict resolution is a very complex mathematical 
problem involving trajectory optimization and constraint 
handling. This problem has many facets: conflict detec- 
tion, clustering, conflict resolution and optimality of the 
solution regarding different criteria. There have been many 
attempts to reach these objectives. 

AERA 3 [NFC+83, Nie89b, Nie89al considered opti- 
mum results in the “Gentle-Strict” function for a two 
aircraft conflict, but the “Maneuver Option Manager” 
only searches for acceptable solutions and does not 
focus on the optimum. Moreover, the MOM behavior 
is poorly described and the way it handles n-aircraft 
conflict to divide them into problems that the GS al- 
gorithm can solve is unclear. 

Paper presented at an AGARD MSP Workshop on “Air Traffic Management”, held in Budapest, Hungary, 
27-29 May 1997, and published in R-825. 
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0 Karim Zeghal [Zeg94], with reactive teL..niques for 
avoidance, gives a solution to the problem of automa- 
tion which is robust to disturbance, but completely 
disregards optimization. Furthermore, the modelling 
adopted implies a complete automation of both on 
board and ground systems and requires speed regu- 
lation which cannot be handled by human pilots and 
would probably be very difficult to apply to aircraft 
engines without damaging them. 

0 ARC-2000 [Kt 89, FMT931 optimizes aircraft trajec- 
tories using 4 dimensional cones and priorityrules be- 
tween aircraft. Optimum is not reached, and the sys- 
tem relies on the availability of FMS4D for all air- 
craft, with no uncertainty on speeds’. 

0 A first approach to conflict resolution by stochas- 
tic optimization algorithms (genetic algorithms)2 was 
done by Alliot and Gruber [AGS93]; more advanced 
results were presented in PASF94b, DAN961. 
Another approach, also using genetic algorithms, 
was tried by Kemenade, Hendriks, Hesseling and 
Kok [ v K H H K ~ ~ ] .  

1.2 Specifications of the system 

The main idea, guiding the design of the solver intro- 
duced in this paper, is to be as close as possible to the cur- 
rent ATC system: 

Constraints: the solver has to handle the following con- 
straints: 

0 Conflict free trajectories must respect both air- 
craft and pilot performances. Considering the 
evolution of ATC toward automation PAM931, 
trajectories must remain simple for controllers 
to describe as well as for pilots to understand 
and follow. 

0 Trajectories must take into account uncertainties 
in aircraft speed due to winds, turbulence, un- 
usual load, etc. Vertical speed uncertainties are 
particularly important. 

0 Maneuver orders must be given with an advance 
notice to the pilot. When a maneuver has begun, 
it must not be called into question. 

Goals: We want to achieve the following goals: 

0 find conflict free trajectories 

It must be noted that only the ARC-2000 system has been tested on 

It must be noted that genetic algorithms were also applied to airspace 
“almost” real traffic. 

sectorization with promising results [DASF94a]. 

P1 P2 P3 

Simulator 

Figure 1: General architecture 

0 Simultaneously minimize different criteria 
1. the number of maneuver orders 
2. the conflict resolution duration 
3. the delay due to maneuvers 

0 compute these trajectories in real time. 

2 Modelling 

2.1 General architecture of the system 

We just sketch here the architecture of the simulator; 
each part will be detailed in the following sections. The 
system architecture is presented in figure 1 and 2. The 
system relies on three main processes P1, €2, and P3: 

0 P1 is the traffic simulator. 

0 P2 is in charge of conflict pair detection, clustering of 
pairs, and verification of new trajectories built by the 
solver. 

0 P3 is the problem solver. 

P1 sends current aircraft positions and flight plans to 
process P2. Process P2 builds trajectories forecast for T, 
minutes, does conflict detection by pairs and transforms 1- 
to-1 conflicts in n-aircraft conflict. Then, process P3 (the 
problem solver) solves in parallel each cluster, as aircraft 
in each cluster are independent from aircraft in the other 
clusters. The problem solver sends to P2 new orders and 
P2 builds ne.w trajectories forecast based on these orders. 
Then P2 once again runs a conflict detection process to 
check that modified trajectories for aircraft do not inter- 
fere with aircraft in another cluster, or with new aircraft. If 
no interference is found, new flight orders are sent to P1. If 
there are interferences, interfering clusters are joined and 
the problem solver is used again on that (these) cluster(s). 
The process is iterated until no interference between clus- 
ters remains, or no new aircraft is concerned by modified 
trajectories. The new orders are sent back to the traffic 
simulator. 

The above process is iterated and all trajectories are op- 
timized each 6 minutes. However, during the computation 
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Figure 2: Detailed architecture of the prototype 

time, aircraft are flying and must know if they must change 
their route or not. S should be large enough to compute 
a solution, send it to the pilot and let him time enough to 
begin the maneuver. Consequently, for each aircraft, at the 
beginning of the current optimization, Uajectories are de- 
termined by the previous run of the problem solver and 
cannot be changed for the next 6 minutes. 

2.2 The Air Traffic simulator 

One of the main goals of this project was to test the al- 
gorithms on real traffic. The Air Traffic Simulator takes 
as input flight plans given by companies and pilots: no 
pre-regulation is done neither on departure time nor on re- 
quested flight levels. Consequently, flight plans only have 
to be deposited T, minutes before take off. 

The simulator uses a tabulated model for modelling air- 
craft performances: for a given aircraft type, it gives a ver- 
tical speed and a ground speed which depends on the air- 
craft attitude (whether it is climbing, leveled or descend- 
ing). For example, a B747 leveled at FL-300 has a GS of 
490 kts. If it is climbing, its GS will be 480 kts and its VS 
1000 fts/mn. At FL-150, values would be respectively 430, 
420 and 1800. Performance data comes from the French 
operational CAUTRA system. There are currently around 
250 different aircraft models available. 

All aircraft speeds are modified by a random value to 
take into account uncertainties on different factors (aircraft 
load, winds, etc.. . )  This value can be either computed 

once at aircraft activation and remains the same for all the 
flight, or can be modified anytime during the flight. The 
conflict detector and the conflict solver are impervious to 
the way this valueis computed as long as it remains inside a 
given interval. Uncertainty modelling for conflict detection 
and resolution is discussed later in the article. 

Aircraft follow either classical routes (from way-point 
to way-point) or direct route (from the departure, or entry 
point in the French airspace to their destination or leaving 
point). The flight model is simple: an aircraft first climbs 
up to its RFL, then remains leveled till its top of descent, 
then descends to its destination. 

Aircraft fly with a timestep that can be chosen at the 
start of the simulation. The timestep is always chosen in 
order to guarantee that two aircraft face to face flying at 
500 kts could not cross without being closer than one stan- 
dard separation at at least one timestep. For most of our 
simulation, we use a 15s timestep. 

2.3 Conflict detection and clustering 

2.3.1 Trajectory forecast and 1-to-1 conflict detection 

As described above, the P2 process does trajectory pre- 
diction for T, minutes. This trajectory prediction is done 
again by a simulation on a slightly modified version of the 
Air Traffic simulator. But, as stated above, we assume that 
there is an error about the aircraft’s future location because 
of ground speed prediction uncertainties3. The uncertain- 
ties on climbing and descending rates are even more impor- 
tant. As the conflict free trajectory must be robust regard- 
ing these and many other uncertainties, an aircraft is repre- 
sented by a point at the initial time. But the point becomes 
a line segment in theuncertainty direction (the speed direc- 
tion here, see figure 3). The first point of the line “flies” at 
the maximum possible speed, and the last point at the min- 
imum possible speed. When changing direction (t = 4), 
the segment becomes a parallelogram that increases in the 
speed direction. When changing a second time direction 
(t = 7), the parallelogram becomes an hexagon that in- 
creases in the new speed direction, and so on. To check 
the standard separation at time t ,  we compute the distance 
between the two polygons modelling the aircraft positions 
and compare it to the standard separation at each timestep 
of the simulation. 

In the vertical plane, we use a cylindrical modelling (fig- 
ure 3). Each aircraft has a mean altitude, a maximal alti- 
tude and a minimal altitude. To check if two aircraft are in 
conflict, the minimal altitude of the higher aircraft is com- 
pared to the maximal altitude of the lower aircraft. 

~~ 

3Unceaainties on ground track will not be considered, as they do not 
increase with time and will be included in the standard separation 
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Figure 3: Modelling of speed uncertainties. 

Let’s take an example. A B747 is leaving its depart- 
ing airport (altitude 0) at 2 = 0. Its climb rate is 1800 
fts/mn and its gspeed is 175 kts. If we suppose that gspeed 
uncertainty is 5% and vspeed uncertainty 20%, maximal 
and minimal climb rate are 1800 x 1.2 = 216Ofts and 
1800 x 0.8 = 1440 fts/mn and gspeeds are respectively 
184 and 166 kts. This means that 15s .later, the fastest 
and higher point has traveled 0.76 Nm and 540 fts while 
the slowest and lowest has only traveled 0.69 Nm and 360 
fts. But this time, when computing maximal and mini- 
mal speeds, the difference of altitude of both points must 
be taken into account. At 540 fts, the tabulated model 
gives a standard gspeed of 197 kts, so max gspeed is 
197 x 1.2 = 237 kts. At 360 fts, standard gspeed is 189 
kts, with a minimal gspeed of 151 kts. So, the size of the 
convex grows much faster than the 20% factor for some 
aircraft. 

Duration T, can be changed, but must be at least equal 
to 2 x 6. A good evaluation of T, is difficult. With a perfect 
trajectory prediction, the larger T,, the better. However, 
this is not true as soon as uncertainties are included in the 
model. A large value of T, induces a large number of l-to- 
1 conflict, as sizes of convexes modelling aircraft positions 
grow quickly with time. Therefore, the conflict solver can 
become saturated. 

2.3.2 Clustering 

After pair detection, P2 does a clustering which is a tran- 
sitive closing on all pairs. Each equivalence class for the 
relation “is in conflict with”, is a cluster. 

For example, if aircraft A ,  B are in conflict in the T, 
window, and i f  B is also in conflict with C in the same 
time window, then A ,  B ,  C is the same cluster and will be 
solved globally by the conflict solver. 

The conflict solver sends back to €9 maneuvers orders 
for solving conflicts. Then P2 computes new tra.jectories 
for all aircraft and checks if new interferences appear. For 
example, if the new trajectory given to aircraft B to solve 
conflict with A and C interferes with cluster D ,  E and with 
aircraft F ,  then A ,  B ,  C, D ,  E ,  F will be sent back to the 
problem solver as one conflict to solve. 

The process will always converge: in the worst case, P3 
will have to solve a very large cluster including all aircraft 
present in the next T, minutes. However, this technique is 
usually efficient as a very large number of clusters can be 
solved very quickly in parallel. 

3 The conflict solver 

3.1 Theoretical results 

The two aircraft conflict problem has been widely stud- 
ied theoretically using Optimal Command Theory. 

Optimal Command Theory with State Constraints 
([E.K82]), lead to the following conclusions exposed by 
Durand, Alech, Alliot and Schcenauer in pAAS941. For a 
conflict resolution involving two aircraft: at the optimum, 
as long as the standard separation constraint is not satu- 
rated, aircraft fly in straight lines. When saturating, air- 
craft start turning, and as soon as the separation constraint 
is over, aircraft fly straight again. This result can easily be 
extended to the case of n aircraft, with n 2 2 .  When mov- 
ing only one aircraft, it can be proved (see pur961) that 
trajectories are regular (they do not include any discontin- 
uous point). 

Numerical resolutions show that the length of the con- 
flict free trajectory increases when: 

the angle of incidence between the two aircraft de- 

0 the speed ratio gets close to 1. 

0 aircraft are closer to the conflict point. 

The previous mathematical study leads naturally to sim- 
plify the conflict free trajectory (see figure 4). The turning 
point trajectory is very close to the optimal trajectory and 
much simpler to describe. It will be used in the fdlowing. 

It can also be mathematically proved that if aircraft pa- 
rameters (speed and heading) are constant at intervals, and 
if aircraft trajectories don’t loop, the set of conflict free tra- 
jectories has two connected components. In one of the two 
sets, one of the aircraft always passes the other one on its 
right side, whereas in the other set, it passes it on its left 
side. For n aircraft, the theoretical number of conflict free 
trajectories sets expands to 2 v  : if n = 9, there is more 
than 268 million possibilities (see WA941) .  

creases. 

n n-1 
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Figure 4: Turning point approximation 

3.2 Maneuver decision time 

Because of uncertainties, a conflict that is detected early 
before it should occur may finally not happen. Conse- 
quently, deciding to move an aircraft in that case could 
sometimes be useless, and could even generate other con- 
flicts that would not occur if no maneuver had been de- 
cided. This explains why controllers do not solve conflicts 
too early. With the turning point modelling, when there 
is no uncertainty, the earlier the maneuver is started, the 
lower the delay. However, if speed is not strictly main- 
tained, the earlier the conflict is detected, the lower the 
probability it will actually happen. Thus, a compromise 
must be reached between the delay generated and the risk 
of conflict. 

3.3 Choosing the model 

In this paper, it was decided to allow direct routes to 
aircraft. In a first time, only turning points were considered 
in the horizontal plane. After the turning point execution, 
aircraft were directed to their destination. 

If we do not want to call into question previous maneu- 
vers and be able to solve very large conflicts, we must try 
to start maneuvers as late as possible with respect to the 
aircraft constraints. This argument is enforced by the fact 
that we allow aircraft to have large uncertainties on their 
speeds4. 

For example, the first trajectory of figure 5, at t = 0, 
cannot be modified before t = 6. At the end of the first op- 
timization run, at t = 6, the current position of the aircraft 
is updated. The maneuver that occurred between t = 6 
and t = 26 is kept as a constraint for the second optimiza- 
tion run (on the example, no maneuver is decided). In the 
above example, we can see that the maneuver described on 
line 2 (resulting from an optimization at t = 6) is more pe- 
nalizing than the maneuver described on line 3 (resulting 
from an optimization at t = 26). This phenomenon occurs 

We do not plan to solve conflicts by speed modifications. lheoretical 
study shows that optimal En Route conflict resolution by speed modifica- 
tions would require large anticipation time (anticipation time depends on 
different parameters such as angle of convergence, speed margins for each 
aircraft, standard separation etc; more details can be found in [Dur96]). 
This is quite unrealistic due to aircraft speed uncertainties. 
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Figure 5: The model and real time optimization. 

Turning Point Model 

t=O t0 ' 1  

Figure 6: Horizontal maneuver modelling. 

because of uncertainties. If uncertainties on speed are im- 
portant, having a small 6 will be very helpful to minimize 
the resolution costs in the real time situation. 

Pilots should only be given maneuver orders that will 
not be modified; if no conflict occurs, no order will be 
given. 

The turning point angle will be 10, 20 or 30 degrees. 
The previous elements lead us to choose the following 
model (figure 6). A maneuver will be determined by: 

0 the maneuver starting time t o .  

0 the turning point time tl . 

0 the deviation angle s. 

In a second time, vertical maneuvers were introduced. 
Therefore, the aircraft trajectory is divided in 4 periods 
(figure 7): 

0 Climbingperiod. In this period, aircraft can be leveled 
at a lower than requested flight level during a moment 
to resolve a conflict. The maneuver starts at t o .  Air- 
craft start climbing again at t l  and s = 0. 
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Figure 7: Vertical maneuver modelling. 

0 Cruising period. When aircraft have reached their de- 
sired flight level, they may be moved to the nearest 
lower level to resolve a conflict. Aircraft start de- 
scending at t o  and start climbing at t l  (s = 0). 

0 End of Cruising period. When aircraft are about 50 
nautic miles from beginning their descent to destina- 
tion, they may be moved to a lower level to resolve a 
conflict. Aircraft start descending at t'o and are leveled 
at t l  (s = 0). 

0 Descending period. During this period no vertical ma- 
neuver is possible. 

No maneuver will be simultaneously done in the hori- 
zontal and vertical plane. This model has the great advan- 
tage of reducing the size of the problem. In order to solve 
conflict due to aircraft taking off or entering the airspace 
simultaneously at the same point, a variable of delay t d  is 
introduced. 

For a conflict involving n aircraft, the dimension of the 
search space is 4 n. This will allow us to solve very difficult 
conflicts with many aircraft without investigating a large 
solution space. 

3.4 Complexity of the problem 

The complexity of the problem is exposed by Medioni, 
Durand and Alliot in [Dur96]. Let's consider a conflict be- 
tween two aircraft. We can easily prove that the minimized 
function is convex, but the set of conflict free trajectories 
is not. It is not even connected. If trajectories don't loop, 
the set of conflict free trajectories has two connected com- 
ponents. For a conflict involving n aircraft there may be 
2- connected components in the free trajectory space 
which strongly suggests that any method which requires 
exploring every connected component is NP5. It is impor- 
tant to note that this complexity is independent of the mod- 
elling chosen (see [Dur96]). 

A Non deterministic Polynomial (NP) problem belongs to a class of 
problem for which there are no polynomial-time algorithm known to solve 
the problem. 

3.5 The function to optimize 

One of the principal algorithm design challenges is to 
define a suitable function to optimize. A multiple-criteria 
function is required that simultaneously attempts to: 

minimize the delay due to deviations imposed on air- 
craft. 

0 minimize the total number of resolution maneuvers 
required and the total number of aircraft that will be 
moved6. 

0 minimize the maneuver duration so that aircraft are 
freed as soon as possible for maneuvers that may be 
necessary subsequently. 

0 enforce all separation constraints between aircraft. 

Instead of considering a single scalar value that takes 
into account the different lengthenings of trajectories, the 
number of maneuvers and the conflicts between the air- 
craft, the contributions from each separate aircraft pair are 
maintained in a matrix F of size n x n (where n is the 
number of aircraft): 

0 If i < j ,  Fi j  measures the conflict between aircraft 
i and j in the optimization time window T, . It is set 
to 0 if no conflict occurs in this period and increases 
with the severity of the conflict. At each time step 1, 
we compute Ct,i,j as the difference (when positive) of 
the standard separation and the distance between the 
polygons i and j describing aircraft i and j position 
at time 2 .  These values are added and give a measure 
of the conflict between i and j .  

0 If i > j ,  Fj,j measures the efficiency of the resolution 
between aircraft i and j .  It is set to 0 if no conflict can 
happen between i and j after the optimization time 
window T, , If a conflict may remain after this period, 
Fi,j gives a bad mark to pairs of aircraft for which 
the difference of heading and speed are small (these 
conflicts are difficult to solve). 

0 F;,, (see equation 1,2,3) measures the takeoff (or en- 
tering) delay given to aircraft i ( c d  is a constant), 
the maneuver duration time ( t l  - t o )  and trajectory 
lengthening (C, is a constant depending on the ma- 
neuver angle s), and the number of maneuvers (C, is 

Thus, instead of sharing the global delay on all the aircraft, some 
aircraft will support a pan of the delay and others will not. 



a constant multiplied by 1 if a maneuver is supposed 
to become definitive and 0 if not): 

This matrix contains much more information than a scalar 
global value F ,  and is useful in the optimization algorithm 
used. 

However, a global scalar value is required, and can be 
defined as follows: 

The choice of this function guarantees that if the value 
is larger7 than f ,  no conflict occurs in the optimization 
time window. If a conflict remains, the function does not 
take into account the delays induced by maneuvers. When 
the value is smaller than i, maximizing the function min- 
imizes the remaining conflicts. When the value is larger 
than 4, maximizing the function minimizes the possiblere- 
maining conflicts after the optimization time window, the 
number of maneuvers, their duration, and the delays in- 
duced by maneuvers. When no conflict and no maneuver 
occurs, the function is equal to 1. 

3.6 A global optimization problem 

Use of local methods, such as gradient for example, is 
useless here, because these methods rely on the arbitrary 
choice of a starting point. Each connected component may 
contain one or several local optima, and we can easily un- 
derstand that the choice of the starting point in one of these 
components cannot lead by a local method to an optimum 
in another component. We can thus expect only a local 
optimum. 

3.7 Genetic Algorithms applied to conflict reso- 
lution 

Genetic algorithms (GAS) are global stochastic opti- 
mization technics that mimic natural evolution. They were 
initially developed by John Holland [Ho175] in the sixties. 
The subject of this paper is not GAS and the interested 
reader should read the appropriate literature on the sub- 
ject [Go189]. The general principles are given on figure 8. 

'Our priority is to find trajectories without conflict. 
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Figure 8: GA principle 

Genetic algorithms are a very powerful tool, because 
they do not require much information and are able to find 
many different optima that can be presented to a human 
operator. 

Moreover, we know much about the function to opti- 
mize and this information can be used to create adapted 
crossover [DAN961 and mutation operators, an other ad- 
vantage of GAS over other optimization technics. 

Genetic algorithms are very efficient for solving global 
combinatorial optimization problems but are not very effi- 
cient for solving local searches with a good precision. Con- 
sequently, in the last generation of the genetic algorithm, a 
local optimization method is used to improve the best so- 
lution of each chromosome class defined above: a simple 
hill-climbing algorithm is applied to the best chromosomes 
at the end of the GA run. 

4 Results 

We present here examples of resolution that illustrate8 
the performance of the algorithm. These examples were 
computed on a Pentium 200. In the following, the time 
window for prediction is fixed at 12 minutes (Tw = 12 mn) 
and an optimization is computed every 3 minutes (6 = 3 
mn). 
~ ~~ 

The label gives the number of the aircraft, its heading, its flight level 
and its horizontal speed 
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Figure 9: Conflict resolution at time 09:36:00 UT 

4.1 Example of Two-Aircraft Conflict 

Figure 10: Conflict resolution at time 09:39:00 UT 

350. 480 
2242 036 

In this first application, at 09:36:00 UT a conflict is de- 
tected between two aircraft numbered 2294 and 2261 fly- 
ing at level 310 (see figure 9). Because ofuncert*nties, the 

or minus 5% (its real speed is 470 kts), whereas the hor- 
izontal predicted speed of aircraft 2261 is 445 kts plus or 
minus 5% (its real speed is 427 kts). The solver calculates 
the optimal solution to solve the conflict in the horizontal 
plane: aircraft 2261 should be moved 30 degrees left at 
09:43:00 UT during 2 minutes and 15 seconds. As only 
maneuver orders starting before 09:39:00 UT are defini- 
tive, no order is given to aircraft 2261. 

At 09:39:00 UT (figure lo), the conflict is still de- 
tected, however, the solver suggests to move aircraft 2261 
of 30 degrees left at 09:47:45 UT during 45 seconds only. 
As only maneuver orders starting before 09:42:00 UT are 
definitive, no order is given to aircraft number 2261. 

At 09:42:00 UT, no conflict is detected between these 
two aircraft. 

Because of uncertainties, the initial optimized trajectory 
requires a fairly large deviation from the intended path. 
As times goes on, aircraft are closer to the conflict point, 
uncertainty decreases, and the optimized trajectories give Figure 12: 10:33 - aircraft conflict after resolution 
smaller deviations. Finally, at 09:42:00 UT, the conflict 
disappears. 

horizontal predicted speed of aircraft 2294 is 475 kts plus /' 

\ 
Figure 11 : 10:33 UT - 5 aircraft conflict before resolution 

2 3 2 4  02 

\ 



aircraft 

2324 - 2485 
2324 - 2509 
2242 - 2485 

beginning ending 

Table 1: 10:33 UT - Conflict beginning and ending 

/ 
Figure 13: 10:36 UT - 5 aircraft conflict before resolution 

/ 
Figure 14: 10:36 UT - 5 aircraft conflict after resolution 

4.2 Complex conflict involving 5 aircraft 

In this example (figurell), at 10:33:00 UT, 5 aircraft 
are cruising at FL-350. 4 1-to-1 conflicts are detected (see 
table 1). 

Only 2 aircraft are moved as follows: aircraft 2509 is 
first moved vertically at 10:39: 15 UT to FL-340 till the end 
of the time window (10:45:00 UT), which resolves con- 
flicts with aircraft 2539 and 2324. Aircraft 2485 is moved 
vertically at 10:41:15 UT to FL-340 till the end of the time 
window, which resolves conflicts with aircraft 2242 and 
2324. 

No aircraft is given an order at this step (no maneuver 
is supposed to start before 10:39:00 UT). 

At 10:36:00 UT (figurel2), 5 conflicts are detected (ta- 

Table 2: 10:36 UT - Conflict beginning and ending 
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ble 2). 
The previous solution is not conflict free anymore be- 

cause of the new l-to-l conflict that has appeared at time 
10:45:15 UT between aircraft 2324 and 2539. The solver 
finds another solution. Only 3 aircraft are moved as fol- 
lows: aircraft 2324 is first moved vertically at 10:41:30 
UT to FL-340 during 4mn30s, which resolves conflicts 
with aircraft 2485, 2509 and 2539. Aircraft 2539 is moved 
20 degrees left at 10:42:00 UT during 3mn, which re- 
solves conflict with aircraft 2509. Finally, aircraft 2242 
is moved vertically at 10:43:30 UT to FL-340 during 
lmn30s, which resolves the conflict with aircraft 2485. 

Only aircraft 2324 will be given a maneuver order at 
this step because its maneuver will be definitive at the next 
iteration. Its maneuver ending and the other maneuvers 
will be reconsidered at time 10:39:00 UT. 

At time 10:39:00 UT, 2 unconnected clusters (2324, 
2509,2539) and (2485,2242) are found. 

Aircraft 2324 finally ends its maneuver at 10:45:30UT. 
Aircraft 2539 is moved 10' left at 10:43:30 UT during 
7mn. Aircraft 2485 is moved vertically to FL-340 at 
10:44:00 UT during 45s, which definitely resolves conflict 
with aircraft 2242. 

4.3 Example with large numbers of Conflicting 
Aircraft 

Figure ' 15 gives an example of a 27 aircraft cluster. It is 
here useless to try to understand what happens, but every 
conflict is resolved. 

4.4 A complete test 

Testing of the problem solver is still in  progress, but 
some tests have already been completed [Cha95]. A com- 
plete experiment done with unregulated flight plans of the 
21th of June 1996 is described here. It involves 6388 
aircraft over France. Uncertainties on climbing rate and 
ground speed are respectively set to 20% and 5%, and stan- 
dard separations are set to 6 nm and 1000 feet. The experi- 
ment is run under the Direct Route hypothesis (aircraft are 
allowed to go directly to their destination). We only detect 
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219= 270  

l i  I 2 9 0 =  4751 

Figure 15: 27 aircraft cluster 

and solve conflicts above 10000 feet, as we are only inter- 
ested in En Route conflicts. Aircraft entering Paris TMA 
control area are sequenced on the TMA entry points, but 
no control is done inside the TMA. 

When running this one day test with a very basic conflict 
detection algorithm (only actual conflicts are detected, with 
no uncertainty on speed) and with no conflict resolution, 
1649 conflicts are detected. 

When running the complete simulation with detection 
and resolution, fixing 6 = 3 minutes and T, = 12 minutes, 
the P2 process detects 5064 l-to-1 different conflicts (This 
means that a detected conflict has - = 32.6% chance to 
really occur. The problem solver resolves 9130 clusters of 
different sizes (table 3). There are 4155 clusters including 
different sets of aircraft. There is no unsolved cluster and 
consequently no conflict remains. 

Only 1687 aircraft are given 2200 maneuvers which 

clus size 
2 
3 
4 
5 
6 
7 
8 
9 

clus size 

48 16 
28 

- 
- 
23 
23 
17 
7 
7 
5 
5 
1 - 

clus size 
18 
26 
27 
28 
31 
32 

total 

Table 3: Sizes of solved clusters. 

1 
1 
1 
1 
1 
1 

9130 - 

type number mean duration 
2mn 22s 
2mn 14s 

20° 452 2mn 14s 
30' 274 2mn 38s 

max duration -1 
8mn 45s 

12mn 30s 

Table 4: Maneuvers repartition. 

represents 1.3 maneuver per aircraft. The mean duration 
of a maneuver is 2mn23s. Details on maneuvers are given 
in table 4. 

1337 aircraft are delayed before taking off or entering 
the French airspace. For these aircraft, the mean take off 
or entering delay is 2mn56s (maximum 6mn). The global 
mean take off or entering delay is 37s. 

The mean maneuver duration expectation per aircraft is 
49s which represents 1.79% of the flight duration. 

The mean flight duration is 45mn54s before resolution 
and 45mn58s after resolution. The mean delay caused by 
maneuvers is 4s. Only 934 aircraft are delayed because 
of maneuvers (most of the aircraft moved in the vertical 
plane are not delayed). The maximum delay is 4mn and 
the mean delay (for aircraft delayed) is 29s. 

The same simulation, with the same parameters was 
performed without giving maneuvers in the vertical plane. 
5112 different 140-1 conflicts are detected. The problem 
solver resolves 8869 clusters of different sizes (table 5 ) .  
There are 4115 clusters including different sets of aircraft. 
There are 2 unsolved clusters involving 52 and 64 aircraft, 
but remaining conflicts are resolved at the next step. At 
last, no conflict remains. 

Only 1779 aircraft are given 2344 maneuvers which 
represents 1.32 maneuver per aircraft. The mean duration 
of a maneuver is 2mn35s. Details on maneuvers are given 
in table 6. 

1300 aircraft are delayed before taking off or entering 
the French airspace. For these aircraft, the mean take off 
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clus size 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 

- 
- 
6269 
1440 
548 
244 
133 
79 
46 
26 
17 
12 

clus size 
12 
13 
14 
15 
16 
17 
18 
19 
20 
22 

- 
- 
14 
4 
4 
7 
5 
3 
3 
2 
1 
1 
- 

clus size 
24 
25 
46 
48 
50 
52 
55 
59 
63 
64 

total 

- 
- 

1 
1 
1 
2 
1 
1 
1 
1 
1 
1 

8869 

Table 5: Sizes of solved clusters (horizontal maneuvers). 

2mn 11s 17mn 45s 

892 3mn Is 25mn 30s 

Table 6: Maneuver repartition. 

or entering delay is 2mn55s (maximum 6mn). The global 
mean take off or entering delay is 35s. 

The mean maneuver duration expectation per aircraft is 
57s which represents 2.07% of the flight duration. 

The mean flight duration is 45mn54s before resolution 
and 46mn3s after resolution. The mean delay caused by 
maneuvers is 9s. Some maneuvered aircraft are not de- 
layed (a 10' maneuver during lmn  induces 1s of delay). 
The maximum delay is 13mn45s and the mean delay (for 
the 1269 aircraft delayed) is 41s. 

4.5 Limitations and improvements 

The solver has different limitations. First of all, it is de- 
signed to handle En-Route control problems, with a large 
number of aircraft and a time window larger than 10 min- 
utes. Even if it could perform resolution for a smaller num- 
ber of aircraft and a shorter time window, we are currently 
investigating other algorithms, based on the A* family and 
on interval programming that are probably much more fit- 
ted when considering problems linked to, for example, 
ASAS. The conflict detection system, that relies on a simu- 
lation of trajectories for the next T, minutes, and thus pre- 
vents using combinatorial linear programming, could also 
be simplified for shorter time windows. Approximating an 
aircraft trajectory by linear segments is useless on 12 min- 
utes, but could be considered for less than 5 minutes. 

One of the main problems that remains to be addressed 
is certainly trajectory forecast. The system is highly sen- 
sitive to errors on aircraft speed. Indeed, the cluster size 
increases when T, increases and when the uncertainty on 
speed increases. For example, with the uncertainty on 
speed estimation used in the above examples and T, = 15 
mn, the biggest cluster deals with 56 aircraft; with T, = 
16 mn, it reaches 71 aircraft. The solver could then quickly 
saturate. Trajectory forecast is definitely a serious issue 
for all systems doing either automatic resolution or con- 
troller assistance: no controller would accept an opera- 
tional system which detects conflicts that never occur, or 
fails to detect conflicts that will occur. Work is in progress 
to improve dynamically aircraft trajectory forecast using 
the "standard" aircraft model and its past positions, based 
on neuro-mimetics technics and mathematical regressions. 

To prevent clusters to become too large, another possi- 
bility is to forbid cluster merging after resolution by mak- 
ing new resolution with aircraft in one cluster being con- 
straints for aircraft in the other cluster. Global optimality 
would be lost, but it would allow to increase the detection 
time window or uncertainty. 

Other improvements are currently under development: 
introduction of time maneuver execution uncertainty, mil- 
itary zones, indirect routes, etc. We also plan to run many 
tests and statistics with different parameters (standard sep- 
aration) and other traffic data, especially with prqjection 
for the future. 

5 Conclusion 

The conflict solver introduced in this paper is a step to- 
ward automatic resolution of en route conflicts. The goal 
of this work was to show that a scientific, mathematical ap- 
proach along with a serious algorithmic design could build 
a complete system for conflict detection and resolution, 
that would still remain small in size (the whole system in-  
cluding the traffic simulator, conflict detection, clustering 
and problem solver is less than 4500 lines of code). Even 
if many improvements have to be done, the results of the 
simulation are good. Mean delays induced by maneuvers 
are very short (4 s), maximum en route delays remains also 
short (4 mn) and all these results were obtained with unreg- 
ulated flight plans. 

Trying this system on real traffic, to develop resolution 
tools, or for night control, would be an interesting chal- 
lenge, but is more a political than a technical problem. 
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SUMMARY 
The paper describes concepts that relate to Global Air 
Traffic Management emphasizing the potential of ma- 
thematical modeling and behavioral simulation in creat- 
ing a flexible and efficient traffic management system. 

These concepts include design methodology, flow man- 
agement, airspace structure and optimal runway sched- 
uling. They reflect the author’s theoretical study and ex- 
perience on the subject of Air Traffic Control, combin- 
ing knowledge and ideas from related large scale opti- 
mal dynamic resource allocation problems encountered 
in military logistics, transportation and economics. 

The resource in question is the airspace-time and the 
paper discusses alternative ways, such as the space-time 
market, for sharing it in a safe, expedient and cost ef- 
fective way. 

The paper concludes with optimal runway capacity re- 
sults for the two major airports of Frankfurt and Chi- 
cago 0’ Hare. 

1. INTRODUCTION 
The phenomenal worldwide growth in Air Transport 
presents challenging problems in assuring safe and reli- 
able transportation for passengers and freight. Delays at 
European and US airports increased significantly in the 
last decade, and several airports face severe congestion 
problems. This trend is likely to continue in the future, 
due to the deregulation of air travel, rendering tradi- 
tional Air Traffic Control (ATC) practice inadequate. 

Efforts to improve the system have been made by re- 
spected organizations such as NATO-AGARD, FAA, 
NASA, Transportation Systems Center, the MITRE Co., 
the Massachusetts Institute of Technology etc., in the 
US and EUROCONTROL, the Commission of Euro- 
pean Communities, DLR and a number national 
authorities and institutes in Europe. 

This paper presents concepts relating to Global Air 
Traffic Management (GATM) focusing on mathemati- 
cal modeling aspects. 

The GATM is viewed as a dynamic resource allocation 
problem. Centralizing the information about user intent 
enables GATM to allot flights safe space-time (which 
the “resource” in question) by resolving contention for 
the same slice of the resource. It is called dynamic be- 
cause it has to respond to stochastic (random) changes 
in weather and user intent. 

Following a brief account of the background, we ana- 
lyze its objective and present two complementary views 
of GATM, namely: 

0 GATM: a space-time reservation system, and 

GATM: a market for the space-time resource, whe- 
reby, digital brokers residing in the network of con- 
nected ground computers auction the use of the 
space time resource on behalf of the airlines. 

One may recall that much of the criticism of computer 
skeptics owes to the inability of early automation to 
adapt to unexpected circumstances, whereby, instead of 
changing the initial plan, one tried to return to it at any 
cost. 

This brings up the issues of adaptability and general- 
ity. The latter facilitates the former. Borrowing from 
computer science, GATM, has to provide a general sys- 
tem description language that will allow it to take on 
any form, so as to be able to evolve with changing cir- 
cumstances. This “chameleon” GATM will be able to 
take up any form, even that of the system as we know it 
today; this could provide a useful benchmark for com- 
parisons. In computer science terms, the present system 
is an instance of the generalized GATM. Transform- 
ability will answer the question of transition from one 
system deployment to another. 

The paper further analyzes the issues of airspace struc- 
ture, airport runway scheduling and flow management 
that seeks to coordinate the individual airport runway 
scheduling activities. 

The tools used by the author, in his quest to understand 
GATM, is TMSIM, an experimental traffic management 
simulation whose initial purpose was to visualize the 
function of the runway scheduling algorithm developed 
in his doctoral dissertation. 

Adding route structure to connect airports, a light 
weight model of flight, and following the object ori- 
ented programming paradigm TMSIM produces a con- 
vincing replica of the ATC world, thereby giving the 
opportunity to examine individual component function 
and performance within a global system context and 
from both strategic / macroscopic and tactical / micro- 
scopic points of view. 

We present sample results from a runway capacity 
study concerning two major airports, namely the Chi- 
cago 0’ Hare and the Frankfurt (EDDF), illustrating the 
effects of optimal runway scheduling that was carried 
out using TMSIM with a days worth of real traffic data. 

The lesson from TMSIM, is that GATM has to be 
“fertilized in vitro”, in the controlled environment of a 
numerical experimentation facility that would invite 
contributions from the academic research, industrial and 
ATC operational communities, leading up to the crea- 
tion of a reservoir of collective wisdom (i.e. libraries of 
ATC objects) distributed over the Internet. 

Paper presented at an AGARD MSP Workshop on “Air Traffic Management”, held in Budapest, Hungary, 
27-29 May 1997, and published in R-825. 
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2. BACKGROUND 

2.1 Limitations Of Traditional Air Traffc 
Management (ATM) 
ATC started when there were few aircraft and no com- 
puters. It was designed by aerodynamics specialists 
whose primary concern was aircraft design. Naturally, 
it has a strong fluid mechanics “Control Volume” fla- 
vor, with emphasis on accurate avionics, surveillance 
and communication technologies. Its evolution has been 
driven by emerging needs and technologies, adding 
patches to the “existing”. 

It is becoming increasingly clear that this course of 
“coral colony” evolution has reached its limits. It re- 
mains to revise “old fashion” decision making practice 
to fully exploit the benefits of modern science and tech- 
nology. 

One of the main barriers to change has been the mistrust 
against computer automation and efficient adaptive mo- 
deling, both of which are relatively recent. This mistrust 
has deprived ATC from a harvest of brilliant ideas that 
would exploit the potential of modern TELEMATICS 
(information and communications technologies). 

2.2 Simulations 
Simulation is an extremely useful experimentation tool 
in the hands of researchers, as it allows them to clarify 
concepts, visualize the results and evaluate modes of 
operation. 
Most of the emphasis in existing large scale ATC 
simulations is placed in detailed modeling of aircraft 
dynamics and accurate replication of the current sys- 
tem’s facilities and equipment, as they exists today. 
This type of simulation is geared mainly towards train- 
ing and requires immense efforts in setting up. It cer- 
tainly is a very expensive way of studying ATM on a 
global scale. 

Another type of popular simulation is that of a differ- 
ential equation which, based on simplifying assump- 
tions, implements a set of mathematical relations be- 
tween quantified system characteristics. This type of 
simulation is useful as an alternative to statistical re- 
gression in order to extrapolate into the future. 
What is proposed herein is a “light weight” flexible be- 
havioral simulation tool with a user-friendly interface 
that would run on a network of UNIX workstations. 

2.3 Research 
The main thrust of the research so far has been placed 
on technologies for avionics, guidance, radar, global 
positioning systems (GPS) etc. However, future ATM 
design has been guided “ad hoc”, by ATC operational 
experience and a gross balancing of national and com- 
mercial interest. 

However, there have been bright spots, if only at the 
level of basic research, concerned with GATM strate- 
gies that are working in the right direction. Such an ex- 
ample of rigorous work with sound theoretical founda- 
tion, without compromising creativity, is carried out, 
among other places, at the Flight Transportation Labo- 
ratory of the Massachusetts Institute of Technology 

(FTL-MIT), on safety analysis, flow management op- 
timal runway scheduling and other related ATM issues. 

3. METHODOLOGY 

3.1 Top Down Design 
Living with a system makes one often loose perspective. 
The system becomes the horizon and we are unable to 
look behind it. Top down design seeks to relieve us 
from the preoccupation of current practice, thus ena- 
bling: 

- a systematic and comprehensive analysis and priori- 
tization of needs and objectives 

- the identification of component functionality and 
relationships 

- structured synthesis using modern methodology, 
technologies and scientific results 

The hierarchical tree structure representing functional 
breakdown, i.e. the workspace of top-down design, 
requires several refinement and tuning iterations. This 
necessitates rigorous mathematical modeling that allows 
for: 

a) quantification of system parameters and criteria in 
order to effectively evaluate alternative means of 
management and control 

b) visualization that brings out hidden aspects and 
misconceptions about the ATC/ATM functionality, 
clarifying concepts and inspiring new solutions. 

c) understanding the potential and the limits of modern 
technology 

3.2 Design Flexibility 
One may recall from the late nineteen-seventies, when 
computer literacy was just beginning, how novices used 
to hardwire data in their computer programs. 

Just like computers are now using configuration re- 
sources, one has to impart to a GATM system the flexi- 
bility to transform by tuning of parameters. This way 
GATM will manifest itself according to the prevailing 
conditions within each given geographic context. Such 
conditions may pertain, for example, to climate or na- 
tional sovereignty. 

Similarly, GATM should also be able to track automati- 
cally the shifting patterns of demand for air-transport 
and have provisions for accommodating new technolo- 
gies and equipment in a “plug and play” fashion, to 
borrow again n trendy expression. 

3.3 Analogies and Intuition 
It is often the case in mathematics that the solution to a 
problem is simply the way you look at it. For instance, 
runway scheduling, i.e. putting aircraft in the optimal 
landing sequence, may be viewed as the problem of 
finding a minimum length tour of cities for a Traveling 
Salesman, the notorious TSP. 

Analogies improve intuition and creativity; they assist 
human thought process by making abstract notions tan- 



gible, and they allow faculties of engineering to borrow 
from each other. 

The main analogies drawn in this paper are the: 

1. Space-Time Resource Allocation System 

2. Space-Time Reservation System 

3. Space -Time Stock-market with Digital Brokers 

3.4 Dynamic Space-Time Resource Allocation: 
an Operations Research (OR) Approach. 
“Global Air Traffic Management’ has to make a transi- 
tion from the localized to the global view of the ATC 
system, by analyzing the logic and the coordination of 
system functions that have to be automated whenever 
possible. 

To accomplish this task it is necessary to use a model- 
ing abstraction that strips ATC from its particular char- 
acteristics down to its functional essence, the “Dynamic 
Space - Time Resource Allocation System”. 

3.4.1 The Resource 
A flight is but as a sequence of way-point appointments 
from gate x of airport A to gate y of airport B. If two 
appointments coincide, we have a collision or a near 
miss. 

The straight forward discretization of the space-time 
continuum, required for explicit airspace booking, has 
thus the form of a network of “space-time slots”. This 
network models the resource to be dynamically allo- 
cated to flights, through a Command, Control and 
Communications structure. 

Such an approach simplifies matters, as opposed to the 
Control Volume Approach which poses unnecessarily 
complex, though mathematically challenging, airspace 
geometry problems. It also overcomes a basic handicap 
in quantifying the notion of Airspace Capacity. 

The first level of aggregation of this network results in a 
set of airport super nodes, traffic sources and sinks, 
connected via the En-Route network of way-points. 

The airport 
The airport abstraction is that of a queueing system 
whereby runway service is provided to arriving and 
departing flights. Efficiency of this service is achieved 
through optimal runway scheduling that exploits early 
flight plan information. 

The runway scheduling activity is the system’s bottle- 
neck and the place where, traditionally, airspace reser- 
vation begins. Runway scheduling is mainly concerned 
with maximizing the runway throughput, or runway 
capacity, subject to airport parking limitations that may 
cause the “Gate Locking” phenomenon. 

Maximizing runway capacity is crucial to system per- 
formance in terms of fuel economy, delay reduction and 
safety. It is also a complex issue, since runway capacity 
depends on random quantities such as traffic mix and 
sequence and weather conditions. 
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Flow Management 
GATM has to further consider the coordination of run- 
way scheduling activities among airports whereby, 
knowing the time of a flight’s landing appointment, a 
flight spends its delay on the ground rather than wasting 
fuel and contributing to the destination terminal area 
congestion. 

In view of the stochastic (random) nature of the airport 
capacities, the large number of airports and the ever 
increasing traffic volumes, this global coordination 
function, known as Flow Management, is complex and 
delicate. 

So far it has performed in a crude manual way, by me- 
tering strategies that regulate the “control volume” 
(sector or ATC center) influx of traffic. However, . 

modern TELEMATICS open the way for personalized 
Flow Management that is efficient and fair to the users. 

3.5 Dynamic Programming, 
Stochastic Optimization and Complexity 
Typically, the solution to stochastic optimization prob- 
lems works its way backwards from the anticipated fu- 
ture. This is true of flow management, where each 
flight has to weigh its departure time based on its con- 
firmed landing slot, whose materialization time is a ran- 
dom variable. 

Whether explicitly or implicitly, the solution has to 
evaluate, in an organized fashion, all possible outcomes 
in order be able to induce the best at decision time. This 
is a game against nature where the term “nature” is de- 
fined to include apart from the weather the uncontrolled 
behavior of the ATC players. After nature’s move we 
have to update our plan, moving down on some path of 
an immense decision tree. 

Decision trees grow rapidly in size and therefore one 
has to employ tricks exploiting the special problem 
structure in order to arrive at solutions that would be 
feasible in terms of computational resources and expe- 
dient for real time application. 

One practical way of dealing with such problems is the 
use of rules, which are based on experience, intuition or 
even partial modeling. Although rules do not guarantee 
optimal solutions, they are not ruled out as an option for 
flow management by virtue of their expediency. 

There is also a possibility that they may lead to an opti- 
mal solution. Consider for instance the Market Model 
for the Space Time resource, presented below (sect. 5, 
pp. 14-5), and the explanation on how a market arrives 
at an equilibrium. One may be able to seek optimal 
flow management by defining the rules for the digital 
stock-brokers. 

Another analogy is that of to finding a system’s equi- 
librium solution through the principle of energy mini- 
mization. The usual example of this principle is that of 
determining the shape of a hanging chain. Perhaps the 
rules in our system might imitate the behavior of the 
chain links under gravity. 
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3.6 OBJECTIVE: ..-aimurn User Autonomy 
“ ... When aircraftfirst became available there was 

but a FULLY AUTONOMOUS SYSTEM 
where aircraff lew as they wished. 

As traffic grew denser, pilots had to place their trust 
with an external body, the ATC establishment, that 

having as complete as possible a picture of the traffic, 
could guide them safely to their destinations, 

thus, returning their AUTONOMY in a safe way ... ” 
Centralizing the information about everyone’s position 
and direction, enables the system to allot safe airspace 
to the flights. Contrary to trends that view it as a system 
design variable, user autonomy, the freedom of flights 
to pursue leisure and commercial objectives, is a system 
objective. Maximizing user autonomy requires: 

1.  Maximization of the Safe Airspace Capacity: the 
“space-time resource” 

2. Alternative Mechanisms: for users to share this re- 
source, for example by auction or fixed prices 

3. Tolerance: for the spectrum of needs, equipment and 
even cultural trends across nations 

4. a System Description Language: general enough, to 
describe individual user characteristics as long as 
they conform to a minimum standard that facilitates 
communication. 

In terms of the OR methodology, an objective is quanti- 
fied by expressing it as a weighted function of its con- 
stituents. This function may often be a simple summa- 
tion. It may also, however, be difficult to establish a 
quantified relationship between constituent objectives, 
in which case one may resort to a decomposition of a 
complex problem. For example, whereas in principle 
one might be able to cast GATM as a huge optimization 
problem, in practice we decompose it in three compo- 
nents: route structure, runway scheduling and flow 
management, each having its own objective as will be 
discussed below. 

4. NETWORK REPRESENTATION OF THE 

Figure 1 illustrates schematically the principle of 
space-time discretization, showing permissible transi- 
tions (arcs) between slots on spatially neighboring way- 
points (A and B). The rule of determining the permissi- 
ble transitions depends on the aircraft speed and pre- 
vailing wind conditions, which implies that the slot 
structure has to be constructed dynamically on the fly. 
This network discretization facilitates the logistics of 
the GATM process such as: 

Traffic book-keeping, where flight progress infor- 
mation is handed over automatically through the 
network 
Optimal dynamic routing, i.e. finding non inter- 
secting 4-D tubes around obstacles, bad weather and 
areas that are congested or reserved by the military. 
Removing slots along a path assures no conflicts 
with paths to be computed. 
Mapping of hierarchical command & control struc- 
tures, such as national authorities, by partitioning the 
global node set. 

SPACE-TIME RESOURCE: 

time time 
A A 

Latest Slot 

Earliest Slot 

(lattitude, longitude, altitude) 

Figure 1 : Schematic transitions in the Space-time 

Modem TELEMATICS enable the fine grain resolution 
of the network representation which allows for quantifi- 
cation of the notions of airspace capacity, level of 
safety, performance criteria and complexity. Further- 
more, network representation allows the establishing of 
indices that guide the choice of strategic options which 
affect the deployment of GATM. 

OR graph theory, for example, provides a maximum 
flow theorem that could be suitably manipulated to 
yield a quantification of airspace capacity that respects 
traffic directionality. One may further use traffic equi- 
librium algorithms to assess the efficiency of a given 
network structure for a variety of scenarios, establishing 
macroscopic indices. 
Level of safety may be also quantified by expressing it 
as a function of system parameters such as the way- 
point slot size and the logic of the path finding process. 

One may view level of safety as a very special system 
performance index. Similarly, one may construct indi- 
ces for performance criteria relating to passenger de- 
lays, fuel cost and pollution that will be linked to system 
parameters as well as to the choice of logic (algorithm) 
and level of system automation. 
GATM is a chaotically complex subject and our ap- 
proach is to impart it with rationality that would allow 
us to deal with it effectively. Although an implemented 
GATM is going to be further complicated by the selec- 
tion of physical equipment, personnel and training, at 
this point we are concerned with its functional com- 
plexity. For instance, tactical, real time GATM aspects, 
require timely solutions of optimization problems and 
one may often have to compromise optimality for time- 
liness. 
OR and the Network Representation allow GATM to 
borrow mature routing, scheduling etc. techniques and 
methodologies from other large scale resource allo- 
cation problems encountered in military logistics, 
scheduling, routing and computer science. 
Notice, that in designing a GATM, one should be able 
to experiment by changing either or both the network 
structure and management logic and this brings out the 
importance of a user-friendly flexible simulation. 

network 
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ALGORITHM 1 -1 AIRSPACE-TIME I 
STOCK-EXCHANGE ‘ 1  

5. A FREE MARKET SCENARIO OF THE 
ATC/ATM SYSTEM: 
Question: can air traffic be as autonomous as highway 

traffic? 

Answer: Not if the pilot has to coordinate with other 
traffic! 

Whereas there are Airborne Collision Avoidance Sys- 
tems that allow for pilots to sense the traffic around 
them, the amount of data and size of equipment re- 
quired for on-board decision making render such an 
idea impractical if not impossible. 

The Digital Airspace-Time Stock Exchange 

The digital stock market scenario was inspired from the 
Auction Algorithm, implemented by the author within 
Space Based Battle Management R&D. Further experi- 
mentation using computer simulation, whereby behav- 
ioral models of flights: 

1 .  simulate aircraft dynamics, 

2. communicate with models of ATC, 

3. negotiate flight-plans, 

4. occasionally disobey ATC instructions, i.e. they are 
capable of erratic behavior, 

and ideas from object oriented modeling, facilitated by 
computer languages such as LISP and C++, make the 
free market scenario just the natural next idea. 

The Auction Algorithm: is mathematically interpreted 
as a coordinate descent method that finds the minimum 
of convex objective function. It bears, however, an in- 
tuitive analogy with the market bidding process, where 
a global price / demand equilibrium is sought. 

t TIME 

The notion of price, may only be virtual, used as an 
indication to the individual of how much the rest of the 
community values a certain “slice of the resource”. 
Typically, prices are raised during the auction resulting 
in a shift of bidder‘s choice until everyone has the slice 
he can afford. 

It has been shown that this auction mechanism leads 
indeed to a global optimum. Moreover, it is paralleliz- 
able in that every bidder can calculate his bids inde- 
pendent of the others, and this feature made it a candi- 
date for the “weapon to target assignment problem” for 
battle management whose solution is time critical. 

Also, the prices impart a memory to the solution, which 
is very important in time critical situations since upon 
arrival of new bidders, the solution continues from 
where it left off; it does not have to start all over again. 
Parallelicity and solution memory brought an order of 
magnitude improvement to the “weapon to target as- 
signment problem”. 

Digital Brokers: in our days, where computer trading 
is commonplace they should not sound as science fic- 
tion. They are smart images of flights, i.e. parametric 
expert systems residing on high bandwidth network of 
connected ground computers which will undertake a 
dual task composed of  

1. regular ATC function: i.e. flight tracking (filtering 
surveillance data), flight-plan conformance and 
vectoring when necessary 

2. commercial function: i.e. bidding for the space-time 
resource that may take the form of priority negotia- 
tion. 

To give an example, consider two flights that have been 
allocated a landing slot, contending over the same slot 
of a common way-point. The price each flight is willing 
to pay for the way-point slot depends on its ability to 
take a small delay. For example, on a long journey such 
delay can be made up with speed control. 

6. ESSENTIAL SYSTEM FUNCTIONS 

6.1 FLOW MANAGEMENT: 
Figure 2, illustrating the flow management problem, 
corresponds to a typical runway “busy period”. The top 
“Demand” curve counts the number of flights that 
wanted to use the airport at time t. The bottom curve, 
“Runway Capacity”, counts the number of flights that 
may have operated at time t, given the runway configu- 
ration, minimum ATC horizontal separations and pre- 
vailing weather conditions. 

The middle “Delayed Demand” curve is the product of 
Flow Management and counts at time t, the number of 
flights that wait at the vicinity of the airport. 

The interpretation of the vertical distance between the 
lower two curves counts the number of aircraft that wait 
airborne in the airport terminal area (TMA) whereas the 
vertical distance between the upper two curves is the 
“airborne queue” which is distributed all the way to 
each flight’s departure airport. 

Figure 2: Schematic of The Flow Management 
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Figure 3: TMSIM showing major US airports 

The horizontal distances between the curves, as shown 
on Figure 2, measure “groundairborne” delay portions 
suffered by the flight that landed at time t. 

Notice also on Figure 2, that the area between the lower 
two curves is a measure of wasted fuel, where as the 
traffic density, and hence collision hazard in the TMA, 
is directly proportional to the size of the airborne queue. 

In a predictable world, where capacity would be a priori 
determined, the middle curve would coincide with the 
capacity curve. Given, however, the uncertainty in the 
capacity curve, a positive airborne queue ensures that 
the runways remain busy during a busy period. 
A simplified but instructive version of the flow man- 
agement problem is as follows. Consider that the arrival 
airport has two time buckets x and y. Bucket x has a 
random capacity with a known probability distribution, 
whereas bucket y has infinite capacity. If a flight opts 
for y it incurs a unit ground delay with cost d,, whereas 
if it opts for x, it incurs a unit of airborne delay da, with 
probability p, i.e. that bucket x will be full. The choice 
hangs in the balance between ground cost d, and ex- 
pected airborne cost px d,. 

En-route conflict resolution complicates flow manage- 
ment even further contributing uncertainty about trip 
length. 

Flow control Strategies 
To our knowledge, there is no known algorithm that 
solves optimally the flow management problem. There 
are, however, strategies that combine in an “ad hoc” or 
“heuristic” way optimal solutions to sub-problems. 

The author has experimented with two types of flow 
management strategies using his simulation facility that 
works as follows. At first, the simulation reads the 
flight-plans in the order of submission time (time- 
stamp). For each flight-plan a flight object is created 
that requests a take-off slot at the airport of departure. 
Based on an estimate of travel time, it requests a landing 
slot at the arrival airport. If the landing delay is antici- 
pated to be larger than a number x of minutes, then the 
flight has to decide on how to spend its delay. 

The first strategy is a simple one whereby the flight 
chooses to postpone take-off, allowing itself some slack 
time for unexpected en-route conflicts and bad weather. 

Transport” 

6.2 ROUTE NETWORK STRUCTURE: 
Ideally the route structure should provide great circle 
(GC) paths at least between major international airports. 
However, whereas direct point-to-point navigation is 
today possible (RNAV) in areas where traffic is dense, 
one needs to consider the network airspace structure 
discussed earlier. 

If direct GC paths were allowed, the number of possible 
intersections increases geometrically with the number of 
airport-pairs. One might therefore try to lump neigh- 
boring intersections together in order to control node 
density. Higher density implies more alternative 
equivalent paths for each airport pair and hence higher 
airspace capacity at the expense of complexity. 

The author has experimented with a recursive algorithm 
for generating a route structure with controlled density 
that utilizes major navaids to mark way points when 
possible. The algorithm shown below, loops over the 
airport pairs using procedure SPLIT to recursively 
search for intersections with existing arcs. 

As the flight approaches its destination 
airport the remaining slack time is ab- 
sorbed by speed reduction and delay ma- 
noeuvers. A brute force way of estimating 
a reasonable slack time is simply by trial 
and error over a number of simulation 
runs. 
Tlie second strategy introduces the notions 
of airspace-time auctioning and priority 
negotiation discussed above. This topic 
deserves special attention and the author 
has submitted a proposal for its study, by 
the acronym ICAROS (Intelligent Con- 
cepts in Airspace-Time Resource Sharing, 
Junel94) in response to the a call for tender 
from the European Commission’s DG VI1 
“Exploratory Actions In RTD In Air 

For each airport-pair (A&B) SPLIT(AB); 

Procedure SPLIT(AB) { 
draw the GC arc AB; 
for each of the existing arcs x ( 

if x intersects AB at PI 
if (there is a navaid or defined way-point 

within radius R ) 
,then set P to that point; 

I* density control *I 

1 
SPLIT(A,P); 
SPLIT(P,B); 
1 

1 
The travel distance on the shortest path is of course 
longer than the GC arc, and it is possible to derive an 
analytical expression linking the increase in length with 
node density. The author is planning to publish in due 
time a paper explaining the method and results. Notice 
that efficiency of the space-time network design hangs 
in the balance of node density and traffic density and 
directionality. 



6.3 TRAFFIC EQUILIBRIUM 
When traffic jams occur in a city, drivers tend to divert, 
often exploiting narrow streets, in order to avoid them. 
This practice leads to a traffic equilibrium, where the 
system reaches a steady state with relatively stable 
flows on all the streets. 

This idea carries over to the airspace route network as 
well, and we propose to use it for macroscopic assess- 
ment of node density. 

For this purpose the author used an “All Shortest Path 
Algorithm (ASPA) With Node Capacities & Penalties”. 
This algorithm arrives at an equilibrium traffic distribu- 
tion, if such a distribution exists for the given node and 
traffic densities iterating over the list of airport pairs. 
At first, ASPA assumes a function that relates node 
penalty, (i.e. average time delay for crossing it), to the 
total traffic that is registered with the node as well as to 
the node capacity. Then for every airport pair the short- 
est-time path is found and the average daily traffic 
(averaged over summer season for example) is added to 
all the nodes (way-points) on that path, contributing to 
the node penalties. 
Notice that when the first airport pair x,was considered, 
node penalties were zero. If at the end of the first itera- 
tion over the airport pair list we subtract the traffic load 
of x,, this has only a marginal effect on the accumulated 
node penalties. Finding a path again will result in a new 
node sequence. 

It was observed in several trials that the iteration of re- 
moving and re-finding paths converges after only a few 
passes of the airport-pair list. These experiments were 
carried out with TMSIM, using traffic volumes between 
major US airport hubs as shown on Figure 3, supplied 
by the Transportation Systems Center, US DOT, Boston 
Massachusetts. 

6.4 RUNWAY SCHEDULING AND 
CAPACITY PREDICTION 

6.4.1 The Algorithm 
It has been observed that grouping of similar aircraft in 
the landing sequence accelerates the rate of runway op- 
erations. This property, which is a result of wake vortex 
considerations, is extremely desirable, when airports 
operate near saturation, because, according to queueing 
theory, delays are sensitive to the rate of operations. 

The author’s doctoral dissertation dealt with the subject 
producing an Optimal Runway Scheduling Algorithm - -  

I 

Figure 4: Runway Crossing Relations 
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(ORSA). ORSA takes as inputs the minimum safe hori- 
zontal ATC separations, aircraft approach speeds and 
weights, as well as runway coordinates in order to pro- 
duce dynamic runway scheduling. 

In a preprocessing step ORSA analyses the pair-wise 
runway relationships for parallel and crossing runways. 
Figure 4 shows the 9 possible runway crossing possi- 
bilities. For each possibility, the distance to the runway 
crossing point is calculated, which given aircraft speed, 
translates into the times from each runway threshold to 
the crossing point. Taking the maxima of such times 
over take-off and final approach speeds for each aircraft 
weight class we construct a matrix of minimum safe 
time separations for every runway and flight pairs. 
Then ORSA looks at the ordering of flights according to 
the First Come First Served (FCFS) discipline and 
searches all possible rearrangements to find the one that 
minimizes a total delay function subject to the Maxi- 
mum Position Shift (MPS) constraints. 

The MPS constraints have been introduced in order to 
avoid the unfair possibility where a flight is indefinitely 
displaced backwards in the queue. An MPS value of 
zero, forces the choice of the FCFS sequence. 

As will be verified from the results shown below, a 
modest MPS value of 2 or 3 can make substantial im- 
provements of the order of 20% to the runway capacity. 

Whereas people usually resent losing their place in the 
queue, ORSA’ s impartial treatment of flights promises 
a zero shift on the average, to ease pilot psychology, 
and less delay despite a backward displacement due to 
increased efficiency. 

An important technical feature of ORSA lies in its 
foundation on Dynamic Programming techniques, 
where by the solution space is coded and de-coupled, so 
that it may be searched in parallel. This has been 
achieved by careful exploitation of the structure im- 
posed by the MPS constraints. As a result, ORSA is 
computationally efficient and requires solution time 
directly proportional to the number of flights considered 
for scheduling. 

p, q: Event Probabilities 
J2 +1 ... 
rn ... 0 

Element 1 I ’n-oa ... 0 

E(Cap. 1) 1 E(Cap. 2) 1 E(Cap. 3) 
I 

Time to t l  t2 
EVENT #1 EVENT #2 

Figure 5: Runway Capacity Prediction: 
the “Schedule Tree 
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Intercept 
Radial 

Figure 6: TMSIM’ s simplified aircraft model 

This compares favorably with scheduling that relies on 
heuristic Branch and Bound techniques and whose 
worst case solution time requirements grow exponen- 
tially with the number of flights, and do not therefore 
guarantee a timely optimal solution. 

6.4.2 Prediction 
Figure 5 shows a possible use of a fast runway sched- 
uling algorithm for runway capacity prediction through 
the compilation of the schedule tree. 

The schedule tree allows the exploitation of a priori 
probabilities about possible changes in runway configu- 
ration, producing accurate worst case as well as average 
capacity predictions. 

Suppose for instance that at time ti a front is expected to 
pass north of the airport with probability p or south with 
probability 1-p. By bifurcating the schedule at ti we able 
to compute an average capacity beyond t,. Similarly, we 
can have additional bifurcation at t, etc. 

Notice, that the capacity figures produced with this 
method are not figures of merit that come out of a sta- 
tistical formula, where actual capacity may fall below 
the anticipated; they are guaranteed since we have the 
schedules that generate them. 

7. TMSIM: A GLOBAL TRAFFIC 
MANAGEMENT SIMULATION 

7.1 Description 
TMSIM is a comprehensive, object-oriented simulation 
tool that allows one to build an understanding of the 
structure and functionality of the Air Traffic Control 
System, by modeling its components and their interac- 
tions. 

It has been developed by the author at the Massachu- 
setts Institute of Technology (MIT) and at the Trans- 
portation Systems Center (TSC), US Department of 
Transportation, in order to evaluate Air Traffic Man- 
agement strategies. TMSIM provides the necessary en- 
vironment for evaluating runway capacity by measuring 
the number of operations per unit of time in a realistic 
context, which includes: 

1. exact route network representation for the En-route 
as well as the Terminal Area, that can be interac- 
tively modified using the mouse 

OBSERVER AT 18.500 FT AMSL - VIEW ANGLE 58” 

# 
.... 

Figure 7: 

2. autonomous flight (see Figure 6)and ATC objects, 
that can communicate with each other 

3. ability to read a traffic sample, in the form of a file 
containing flight plans, or generate random traffic 
sample with a specified composition 

4. dynamic flight planning, routing, scheduling, and 
communications processes that may take into ac- 
count conflict detection and resolution 

5.  3D animation (Figure 7) that allows the user / ob- 
server to trace a flight all the way from take-off to 
landing and verify that separation standards are 
maintained 

6. interrogation of flight, route network and ATC ob- 
jects using the mouse and pull-down menus 

7. advanced algorithms for scheduling, shortest path 
routing, flow management, airspace restructuring 
(sectorization), and capacity and workload analysis. 

TMSIM enables the evaluation of strategic options con- 
cerning, for instance, airspace structure in both holistic 
and incremental “what if we add an extra runway” 
fashion. It further enables the macroscopic evakation 
of micro-level behavior of flights and tactical ATC. 

TMSIM: 3-D view of the Chicago 0’ Hare 
virtual airport 

8. RUNWAY SCHEDULING RESULTS 
TMSIM features allow upstream events to influence the 
rate of runway operations, thus presenting an accurate 
picture of the “materialized” airport’s capacity. In other 
words, the results presented are not merely the product 
of a one time run of the scheduling algorithm; they are 
the actual, recorded landing and take-off times, as they 
were shaped by the entire dynamic ATC/ATM process. 

8.1 Frankfurt EDDF 

8.1.1 En-Route & Airport Configuration 
The Frankfurt (EDDF) TMA is one of the busiest in 
Europe currently managed by the COMPASS system. 
There are two close-parallel runways (25L &25R) 
available for landings and takeoffs. A third runway 
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(18/36) almost at right angles, is available for takeoffs 
only. Conservative minimum runway separations were 
chosen in order to simulate full Instrument Flight Rule 
(IFR) conditions. 

In order to limit the scale of this exercise, secondary 
airport traffic was assigned to 162 major airports, in 
Europe, Africa and Asia. 
The route structure connecting airports has been auto- 
matically generated using TMSIM’ s network genera- 
tion procedure (section 6.2). Route segments longer 
than 500 NM, were broken up in smaller ones along the 
great circle joining the corresponding origin destination 
pair. 

8.1.2 The Traffic Sample 
The traffic sample is representative of a busy summer 
day (July 6,1990) with the following composition: 

Total 714 Flights: 49% Landings, 51% Take-offs 
12% Light, 75% Medium, 13% Heavy 

8.1.3 Time scaling 
Time scaling is a simple technique that produces a 
denser traffic scenario, by compressing the time axis, 
without disturbing the traffic orientation and composi- 
tion. A time scaling factor of 0.65 was used in order to: 
1. compensate for local and intercontinental traffic that 

was missing from the traffic sample 
2. create an artificial overload situation in order to ob- 

tain an extended runway busy period. 
3. Notice on Figure 8 that as a result of time scaling the 

demand tapers off at time t=16, as opposed to t=24. 

8.1.4 Demand & Capacity Results 
Figure 8 introduces the temporal distribution of the rate 
of demand for runway use, and the runway capacity 
response with First Come First Served (FCFS) sched- 
uling (i.e. zero Maximum Position Shift (MPS). 

CAPACITY & DEMAND FOR 
FRANKFURT Ips/ 
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1 IO 

90 
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TIME (Hours) 

Figure 8: Demand and Capacity with MPS=O 

Notice that the demand rate is maintained higher than 
the capacity rate until about t=15, when demand dimin- 
ishes, whereas, the capacity continues at a high level 
until approx. t=18, in order to absorb the delayed traffic. 
This is due to the fact that Flow conservation requires 
that the areas under the demand and capacity curves 
should be equal. 

8.1.5 Temporal Comparisons, MPS = 0, 1 , 2 , 3  
Figure 9 shows how optimal scheduling raises the tem- 
poral capacity curves. For clarity of presentation, low 
demand times have been trimmed off. 
As expected a higher MPS value results in a “sustained 
higher scheduling performance”. Also, consistent with 
the flow conservation argument, the higher MPS curves 
drop off sooner as they absorb the demand faster. 

8.1.6 Mean Value Comparisons & 
Delay Improvements 
Figure 10 shows the mean capacities achieved for MPS 
values of 0, 1, 2 and 3. The average is taken from the 
temporal capacity curves over the busy periods, i.e. 
when there is a positive queue of flights waiting for 
their turn on the runway. The computed respective im- 
provements of 

12%, 18% & 22% 

over the MPS=O case are significant, because they dra- 
matically reduce delay by 

53%, 60% & 70% 

respectively, as shown on Figure 11. This result is per- 
fectly consistent with the queueing theory stating that as 
the customer arrival rate h approaches the service rate 
p, the delay in the queue tends to infinity as 

1 /( 1 -h/p) 
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Figure 9: Temporal Capacity comparisons for MPS 

values of 0, 1,2, and 3 
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Figure 10: Mean Capacity comparisons 
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Figure 11 : Mean Delay comparisons 

8.1.7 Runway Capacity versus Traffic Mix 
It has been stipulated in the past by a variety of ATC 
experts that the runway capacity improves as the traffic 
mix becomes more balanced. The large final approach 
separations required for consecutive landings on the 
same runway, makes it profitable to insert take-offs 
between them on the same or on a crossing runway. 
Figure 12 verifies this stipulation. In particular, the fol- 
lowing observations and comments can be made: 

1. Runway capacity as a function of take-off content, 
for MPS values 1, 2 & 3, is an imperfectly symmet- 
ric bell-shaped curve maximized at 50% take-offs. 

2. The curves are better defined in the centre. This is 
because an almost balanced traffic mix prevails in 
steady-state and therefore more data are available in 
this region. 

3. The optimization seems to be more effective when 
the traffic mix is balanced. At 50% take-offs the 

CAPACITY VS Yo TAKEOFFS 
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Figure 12: Capacity versus percent Takeoffs 

runway capacity jumps from 60 to 80 opshour as 
MPS changes from 1 to 3; an improvement of 33%. 

The last observation stresses the importance of optimal 
runway scheduling, because it implies that the bigger 
gains are materialized during the normal operating con- 
ditions. 

8.2 Chicago 0' Hare (ORD) 

8.2.1 TMA Configuration 
This section presents the runway capacity results for 
Chicago O'Hare (ORD), the busiest US airport, for MPS 
values 0 and 2. Figure 7 shows a westerly runway con- 
figuration with seven active runways. In order to limit 
computational requirements, traffic from secondary 
airports has been assigned to the 26 major (pacing) air- 
ports. The actual runway systems have been supplied 
for each of these airports. 

8.2.2 The Traffic Sample 
The traffic sample contains approximately 1870 fligh- 
plans filled on March 1, 1989, between Chicago O'Hare 
and other US airports. It is composed of 3% Light, 95% 
Medium and 2% Heavy aircraft. In order to limit the 
computational effort, secondary airport traffic has been 
assigned to the closest major (pacing) airports. 

The traffic composition is biased in favor of medium 
sized aircraft due to the absence of local and internatio- 
nal traffic in the database. The demand was artificially 
inflated by scaling the time axis with a factor of 0.7. 

8.2.3 Capacity Comparisons MPS=O & 2 
On Figure 13, showing the cumulative curves for the 
runway demand and capacity, we observe that the opti- 
mal cumulative capacity curve with MPS=2 is markedly 
superior to the one for MPS=O. Comparing the areas 
between the capacity and demand curves, it may be 
verified that the delay suffered with MPS=2 is about a 
tenth of that suffered with MPS=O. 
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The computed mean capacities jump from 133 flights / 
hour with MPS=O, to 154 flightshour with MPS=2, 
with peaks exceeding 180, a 15.8% improvement. This 
is consistent with the results concerning the Frankfurt 
airport. 

The computational load for runway scheduling grows 
with the square of the number of runways and exponen- 
tially with the value of MPS. Therefore, due to equip- 
ment limitations, the capacity evaluation with MPS=3 
was not performed. However, a 20% improvement 
would be a reasonable extrapolation. 

8.2.4 Capacity vs %Take-offs, MPS = 0 & 2 
Figure 14: Capacity vs. Percent Takeoffs, MPS=0,2 presents 
the runway capacity as a function of the takeoff content 

(%Takeoffs) of the traffic mix. As was the case with 
Frankfurt, but with a larger traffic sample and more 
complex runway structure, it is observed that: 

1. The runway capacity curve reaches its maximum at 
50% take-offs. 

2. The MPS=2 curve is consistently superior to the 
MPS=O curve, the respective maxima being ap- 
proximately 180 and 150 operationshour. 

The optimization is more effective when traffic mix is 
well balanced. 

9. CONCLUSION 
Within the confines of this paper it was only possible to 
present an overview discussion of the main issues in- 
volved in GATM, each of which is a research topic in 
itself. 

We note in conclusion that preliminary results from 
runway scheduling are encouraging. TMSIM, which so 
far is really only a specification, shows that the much 
needed experimentation with GATM concepts does not 
have to be expensive, or unnecessarily sophisticated. 
GATM needs to be opened up to the community for 
solicitation of ideas and cross-faculty exchange which 
will promote creativity. Ideas such as the free market 
scenario may not really be far fetched science fiction. 

Finally, we note that the concepts presented will require 
minimal changes in terms of physical equipment and 
personnel. Traffic controllers may continue, at least for 
a while, their job as they know it, keeping a monitoring 
window on the system. Only that traffic will be magi- 
cally resolved relieving their occupational stress. 
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Abstract 
The airport’s runway system may be viewed as a queue- 
ing system where a stream of flights is waiting to receive 
take-off or landing “service”. It has been observed that 
changing the order of runway operations results in a dif- 
ferent runway throughput or “capacity”. This is due to 
wake vortex considerations, whereby the minimum hori- 
zontal separations between successive landing aircraft 
depends on their weight and final approach speed. 

This observation gave rise to the Optimal Runway 
Scheduling Problem (RSP) that seeks to find the optimal 
rearrangement of flights that would maximize runway 
throughput. RSP is complicated by the fact that in a real 
time system, where flights appear randomly over time, 
there is always a possibility of some flight being indefi- 
nitely displaced backwards in the queue. This calls for 
the Maximum Position Shift (MPS) constraints which 
assure that no flight will be displaced in the queue by 
more than a pre-specified number k of positions. The 
term queue refers to the ordering of flights according to 
the First Come First Served (FCFS) discipline. 

The RSP is typical of queueing systems when service 
rate depends on customer ordering. It is also a variation 
of the notorious Traveling Salesman Problem (TSP). 
The paper presents the Parallel Dynamic Programming 
RSP algorithm, developed in Trivizas’ doctoral disserta- 
tion. Timely solution is crucial to real time dynamic 
scheduling, and so the paper concentrates on its compu- 
tational aspects. It is shown that the MPS constraints re- 
duce the size of the problem’s solution space, interpreted 
as a computational neighborhood around the FCFS seq- 
uence of “radius” equal to the MPS value. This neigh- 
borhood has the form of a permutation tree (PT). 

It is shown here that traversing the PT using a Branch 
and Bound (BB) Depth First Search, a brute force 
method, may require an amount of time which is expo- 
nential in the number n of customers (flights). 

It is further shown that the search may be organized effi- 
ciently using Breadth First Search Dynamic Program- 
ming which exploits the de-coupled, stage invariant solu- 
tion space structure, whose size, 2MPSxn, is linear in n 
and exponential only in the bounded value of MPS. 

Stage invariance and label vector coding of the solution 
space allow for a generalized cross-section of the solu- 
tion space; this leads to the concept of a parallel com- 
putation engine that sweeps the solution space in time 
linear in n. 

1. INTRODUCTION 
The paper presents results from Trivizas’ doctoral dis- 
sertation ([ 12]), on the problem of Scheduling with 
Maximum Position Shift (MPS) constraints. The prob- 
lem typically arises in a queueing system, when the serv- 
ice rate depends on the sequence in which customers are 
handled by the server. Such a queueing system is the air- 
port runway system, where it has been shown ([3], [lo], 
[ 121) that rearranging the sequence of landings and take- 
offs affects the runway capacity, i.e. the rate of runway 
operations. An optimal Dynamic Programming (DP) 
scheduling algorithm is developed that takes as input the 
set of currently known flights, their desired time of op- 
eration, basis of the First Come First Served (FCFS) se- 
quence, and a matrix of Air Traffic Control (ATC) mini- 
mum time separations, in,order to produce an optimal 
schedule defined as runway and threshold time as- 
signments maximizing runway capacity. 

The Runway Scheduling Problem (RSP) has received a 
lot of attention over the last two decades from the FAA 
and research institutions. RSP is important, because even 
small improvements in capacity, of the order of 5%, are 
critical for the safety and fuel economy at times of con- 
gestion, when a minute system delay translates to thou- 
sands of passenger minutes. It has been found 
([3],[ lo],[ 121) that optimal scheduling may increase ca- 
pacity up to 20%. A good runway schedule provides air 
traffic controllers a near term plan that helps assign 
flights conflict free space-time paths in the airport termi- 
nal area. Moreover, a fast RSP solution may be used for 
airport capacity assessment in a global traffic manage- 
ment system. 

In an ATC environment the schedule changes dynami- 
cally in order to accommodate new flights wanting to use 
the runways. Therefore, solution speed is crucial to its 
real time application and this paper concentrates on the 
computational aspects of RSP. 

Computationally, RSP is a variation of the notorious for 
its complexity Traveling Salesman (TSP) problem, 
where a salesman seeks to find the shortest route visiting 
once a number of cities. This is because the minimum 
safe time separation (distance) between successive 
flights (cities) depends on their type, in our case charac- 
terized by the final approach speed and aircraft weight. 

RSP is characterized by the Maximum Position Shift 
(MPS) constraints which limit the backward shift of a 
flight in the queue, so as to avoid the possibility of any 
flight being indefinitely postponed upon new arrivals. 

Paper presented at an AGARD MSP Workshop on “Air Traffic Management”, held in Budapest, Hungary, 
27-29 May 1997, and published in R-825. 



In complexity theory, TSP belongs to the class of “Non- 
deterministic Polynomial (NP) complete” problems for 
which no exact polynomial algorithms are known to 
solve them. Solving optimally a TSP with n cities re- 
quires an amount of computation proportional to 2”, pro- 
hibitive for real time applications. Fortunately, the MPS 
constraints reduce the computation effort drastically, to a 
linear function of the number n of flights. 

The paper develops the concept of the Permutation Tree 
(PT), the finest grain representation of the problem’s 
solution space, comparing the two major approaches for 
searching for the optimal permutation: the Branch and 
Bound (BB) Depth First Search (DFS), and the Dynamic 
Programming (DP) Breadth First Search (BFS). 

Despite the considerable pruning of the solution space 
by the MPS constraints, BB-DFS is a brut force method 
that repeats computations. It is shown here to sustain the 
prohibitive exponential worst case performance. The DP 
approach, however, exploits the MPS structure reducing 
drastically the computation effort to a linear function of 
n, with a constant of proportionality of 2Mps. This is 
achieved through a systematic breadth first search of the 
solution space, in an incremental shortest path fashion., 
using a sophisticated coding. 

The solution space is shown to have a stage invariant 
structure, which collapses into a generalized cross- 
section. This cross-section is the backbone of the “Paral- 
lel MPS Sequencer”, a parallel computation en&e, that 
sweeps through the solution space with up to 2 CPUs 
in lock step, in order to produce the optimal MPS feasi- 
ble schedule in time linear to the number of flights. 

The paper starts with definitions of the RSP, elaborating 
on the objective function, a mathematical expression of 
delay cost, examining its form and special features. 
These features derive from the generalization of RSP 
that allows mixing takeoff and landings as well as op- 
erations on a system of interacting runways. 

In both cases, the extended RSP cost matrix, containing 
the minimum safe time separations between successive 
operations on the same airport runway system, violates 
the triangular inequality, because it is usually possible to 
insert one or more takeoffs between successive landings 
on the same runway without stretching their separation. 
Similarly, one may be able to insert operations on a 
crossing runway. The paper shows how these features 
are accommodated by the parallel sequencer, which 
takes further account of the distance each flight has to 
travel within the airport terminal area, in its flight to 
runway assignments. 

2. The Runway Scheduling Problem (RSP) 
Runway scheduling has three mathematical models of 
increasing complexity: RSPl allows only landings or 
only takeoffs on a single runway, RSP2 allows mixed 
takeoffs and landings on a single runway and RSP3 al- 
lows multiple runways. Each of these problems can be 
extended to its dynamic or real time version. 

2.1 Definition of RSPl 
In abstract terms, the runway scheduling problem can be 
stated as follows: 
Given: 
a) a set S = [ i : 1 I i I n  ) representing flights indices 

in the FCFS discipline 
b) a set P = [ i : 1 i n ) representing positions (or 

slots) in the queue 
c) a set of Maximum Position Shift Constraints: 

d) a cost matrix containing safe minimum time separa- 
l i- j l  I M P S ,  i E S ,  j E P  (1) 

tions between consecutive flights on the same run- 
way. 

c i j ,  i , j  E S  (2) 
find a MPS feasible permutation: 

~ ( s ,  M q =  (il i 2  ... i j  ... in) 
where i . # i k  i , , i k E S  j , k E P  (3) 

J 

That minimizes: 

(4) 

Due to wake vortex considerations, whereby lighter air- 
craft stay further behind heavier ones, than the opposite, 
differences in speed and weight among aircraft make the 
cost matrix asymmetric. As a result, the time required to 
operate a set of aircraft, and therefore runway capacity, 
defined as rate of operations, depends on the traffic mix 
and sequence. 
The simplest cost function? equivalent to the length of a 
TSP tour, is the total time to operate the set of aircraft, 
or Time of the Last Operation (TLO), given by: 

i k  E ’ (S.MPS ) 

where io is the flight that has just operated. 

Total Weighted Delay (TWD) is another cost function 
defined as the weighted sum of individual flight delays: 

TWD = C Wikdik ( 6 )  
(‘(S,MPS)) ikEs 

( S . M P S )  i m e n  

where Wi and di are the weight (i.e. relative importance) 
and delay of flight i respectively, and ei is the earliest 
possible time that flight i could arrive at the runway 
threshold. 

2.2 Definition of RSP2 
RSP2 is the generalization of RSPl that allows mixed 
takeoff and landing operations. The cost matrix ci, may 
now violate the triangular inequality: 

C i j S C i k  -k C k j  , i , J , k  E s ( 8 )  

if i and j are landings and k is a takeoff. It may thus be 
possible to insert one or more takeoffs between succes- 
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sive landings without stretchin their minimum safe 
separation. This requires the following modification of 
the TLO and di: 

(9) 

2.3 Definition of RSP3 
Introducing operations on multiple runways produces 
RSP3. The cost matrix, augmented to take into account 
the runway of operation for each of flight, becomes: 

Ci,j,G ,r j  9 ri, rj E R (1 1) 
where ri and rj are the runways assigned to consecutive 
flights i and j, and R is the set of available runways. 
Moreover, the solution has to produce a runway assign- 
ment for each flight thus introducing decision variables: 

1, if flight i is assigned to runway r 
0, otherwize (12) xu  = 

Wake vortex effects are eliminated if the landings occur 
on crossing runways. Time separation has to account 
only for the time the first aircraft needs to clear the run- 
way crossing point. This time is generally smaller than 
the inter-landing separation on the same runway, and as 
a result the triangular inequality is violated just like in 
RSP2. 

2.4 Static versus Dynamic RSP 
In contrast to the static RSP versions, described above, 
in the dynamic RSP , the complete set of flights is not 
known in advance. New flights must be accommodated 
as they appear over time. The optimal solution using 
static RSP may only be found at the end of a busy pe- 
riod, when all the flights are known; too late! 

A simple dynamic algorithm updates the tentatively op- 
timal schedule, resolving the static RSP periodically, 
upon accumulating a number of new requests. More so- 
phisticated algorithms, accounting for the anticipated 
traffic mix, may be also possible but are beyond the 
scope of this paper. 

PRIORITY ASSIGNMENT GRAPH 
FOR MPS=2 

Figure 1 : a G i  Priority Assignment Graph 

3. The Priority Assignment Graph (PAG) 
The Priority Assignment Graph (PAG) is a bipartite 
graph of the form Xr-pi defined as: 

x::’ = (Sn-d 9 Pn-d 3 A(n-d.MPS)) (13) 

Wh nd Pn&P are disjoint node sets with n-d 
nodes. &-d, MPS) is a set of arcs, showing the assign- 
ments feasible under the MPS constraints (1): 

For every value of d, 1 I d l n ,  the MPS constraints allow 
Xf-$i to have a number of possible types. Figure 1 

shows the “complete” type: GZ = (Sn , P, , A(,,z)). 

The PAC is, by construction, a representation of the 
MPS-feasible solution space because every complete as- 
signment, i.e. mating of the elements of S with the ele- 
ments of P, defines a distinct permutation q s ,  MPS) in the 
FCFS neighborhood. 

THE PERMUTATION TREE 
OF THE SET { 1,2,3} 

Figure 2: The Permutation Tree 

4. The Permutation Tree (PT) 
The Permutation Tree (PT) is a complete representation 
of all permutations x(s,Mps) . Figure 2 shows a sample 

PT of the set { 1,2,3). Moving on a path from the root to 
a leaf, defines incrementally a distinct permutation of S. 
Nodes at level d reflect ordered subsets with d elements. 
MPS-feasible nodes map on the set of the PAGs XrTi . 

The PT is an important underlying concept, because it 
helps distinguish between the two types of search for the 
optimal permutation: the Depth First Search (DFS) and 
the Breadth First Search (BFS). 

5. Branch and Bound (BB) Depth First Search 
(DFS) on the PT 
A Depth First Search (DFS) solution branches down the 
PT, incrementally evaluating the cost function. When 
the accumulated cost exceeds the cost of the currently 
“best” permutation, the search path is bounded 
(“pruning” the remaining sub-tree) and the solution 
backtracks in order explore other permutations through 
un-visited (unmarked) nodes. When a leaf is encountered 
the currently best permutation is updated. 

The effort required by a BB-DFS solution, may be esti- 
mated by examining a recursive step. This effort is 
shown, below, to be exponential in the number of flights 
for MPS values of 1 & 2 . 
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Figure 3: PAG evolution with MPS=l 

MPS = 2: Evolution of GraDh G2 
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Figure 4: PAG evolution with MPS=2 



5.1 Mps = 1 
Figure 3 shows the recursive step on the evolution of a 
GL graph. Assigning flight 1 to slot 1, we get Ct,, , a 
graph of the same type with n-l nodes. However, as- 
signing flight I to position 2, results in B\-], different 
than Qn . where flight 2 may only be assigned to posi- 

tion I, hence resulting in a @nn-2. Denoting by 9’. the 
effort required to consmct a full assignment with a G!!, 
we get from Figure 3 the following well known Fi- 
bonacci equation: 

whose solution is g, = C - ’ t+fJ 
5.2 M P S - 2  
Similarly with the case for MPS = 1, Figure 4 shows the 
recursive steps on the evolution of a Gi where 6 graph 
types coded with letters G. B, C, D, E, F appear. One 
may safely assume that the BB search for the optimal as- 
signment on the PT requires a worst case computational 
effort of the form: 

This is an exponential function in the number n of avail- 
able flights. 

6. Number of PAG types 
Figure 3 shows 2 graph types X: for MPS = 1, i.e. 
(XE [ G, B)), whereas Figure 4 reveals 6 graph types for 
Xi forMPS=2, i.e. (X E [G, B, C, D, E, F)). In gen- 
eral the number of PAG types X z  is given by the 
following theorem: 

Theorem 1: 
The PAC types for given MPS = k, when a number d of 
flights have been selected, correspond uniquely to the 
MPS-feasible subsets of S, the set of available flights, 
with cardinality d. The number of these subsets is given 
by: 

(2k)! 
(k!)’ N(,S,k) = xc k =- 

where ac 
Proofi 
The PAG corresponds by construction to a MPS-feasible 
subset of S. In order to count the number of feasible sub- 
sets with d elements, consider the diagram on Figure 5. 
showing flights in FCFS order. When staged satisfies 
the condition “n - k 5 d 5 k”  a feasible subset S d G S may 
be formed by choosing k out of the 2k elements in the 
range ( d - k + l ,  d+k)  asshowninequation (15). 
Within each of these subsets, there may be up to k+ 1 
optimal permutations (paths on the F‘T), each of them 
ending with a different flight j,  such that 

d - k S j < d  and i + j  

is the well known binomial coefficient. 
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Stage 
d 

I 1.2 ... l d - k ) . ( d - k t I ) ,  ... d ( d c l ) .  .... l d + k ) , l d t k + l ) ,  .... n - 
Figure 5: MPS feasible partitions of S with d elements 

7. Coding The PAG: The Label Vector 
We now drop the arbitrary letter notation, introducing a 
systematic coding of the PAG and its corresponding fea- 
sible subset of S, with MPS-dimensional “label-vectors” 
defined by theorems 2 and 3 below. Each label-vector 
determines the elements of its corresponding subset 
S d &  S , and its evolution, as elements are added to it 
from its complement subset i d .  

Theorem 2: 
There are a C k integer k-dimensional label-vectors of 
the form 

(16) v = (V,.V* ,.... v ,.”” VL) 

with k t v 1 2 v l + 1 2 0 ,  O c j c k  (17) 
Theorem 3: 
The PAC types for MPS = k correspond uniquely to an 
equal number of label-vectors defined by equations (16) 
and (17). 

7.1 “Chessboard Proof’ 
The proof of theorems 2 and 3 denves from the mter- 
pretation of label-vectors, as the position deficit of yet 
not selected flights. This is illustrated using the “Chess- 
board”, a table PAG representation, as shown on Figure 
3 and Figure 4 for M P S  values of 3 and 5 respectively. 
Chessboard columns are labeled by the remaining flights 
in s d  , ordered in the FCFS discipline, and rows labeled 
by the remaining positions in the queue. Gray squares 
denote MPS-feasible flight-position assignments, and 
stripped squares denote the position or “opportunity” 
deficit. 

7.1.1 Position Deficit 
To the left, on Figure 6, the diagonally symmetric chess- 
board v = ( 0 , 0 , 0 ) corresponds to a “C-type” PAC. To 
the right. the chessboard v = ( 3 . 2 . 1  ) at stage d=7, with 
columns labeled by remaining flights 5 ,7 ,9 ,  11,. . . has 
an asymmetric structure indicated by stripped squares. 

Observe that flights 6,8 and 10 are missing. They have 
been selected before flight 5 whose only feasible option 
is now position 8. The position deficit, thus, counts for 
every remaining flight bow many later arrivals have been 
selected to landtakeoff before it. Similarly flights 7 and 
9 have 2 and 1 stripped squares respectively. Clearly, for 
M P S  = k, only the first k remaining flights may have a 
non-zero position deficit, and therefore the label-vector 
has only k meaningful positions. 
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CHESS-BOARD PAC REPRESENTATION, MPS =3 

v = (0, 0,O) 1 
700 "' 0 
1 0  "' 0 
10 "' 0 

I "' 0 
... 
... 

... 

... 

. . . . . . . . . . . . . . . . . . . . . . . .  ... . . . . . . . . . . . . . . . . . . . . . . . .  ... 
~mooooooo "' 

Figure 6 Chess-board PAG Representation 

CHESS-BOARD PAG EVOLUTION WITH MPS =5 

PARENT PAG CHESSBOARD 3d CHILD PAG CHESSBOARD 

Permitted Assignment Position Deficit I 
Figure 7: PAG Evolution with MPS=5 
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THE LABEL VECTOR TREE FOR MPS =3 I I 

Figure 8: The Label Vector Tree 

7.2 Recovery of available flights 
Figure 6 and Figure 7 reveal the relation of the set of 
remaining flights with stage, and label vector. This rela- 
tion is crucial in the search for the optimal permutation, 
since for every label-vector at a given stage, it recovers 
the remaining flight FCFS indices, allowing access to 
their information record. One may verify from Figure 6 
and Figure 7 that the index fj, of the j* available flight, is 
given by: 

f j  = d + j - v j ,  O l j S M P S  ( 1 8 )  
f j  I f j +  1 ,  f j  E s (19) 

7.3 The Flight to Position Assignment Process: 
The PAG Children 
The search for the optimal permutation proceeds by find- 
ing the optimal assignment for each of the remaining 
flights. Equation (1 8) allows us to identify each of the 
MPS+1 candidate flights. Removing each of these flights 
will result in a different chessboard, i.e. a different sub- 
set of S. Therefore, every chessboard may have at most 
MPS+ 1 feasible descendants, or, “children”, whose la- 
bel-vectors are given by the following theorem: 

Theorem 4: 
The jth child V’ of a parent label vector vp is given by: 

f + l ,  O < i < M P S  , v i  = MPS 

Proof: 
Selecting the j” child of label vector vj means that the 
remaining flight fj is chosen to operate next. Clearly 

‘ 

flights fk, with k e j , having smaller FCFS index than fj, 
i.e. have joined the queue before fj, have an extra flight 
jump before them. Therefore their position deficit in- 
creases by 1. The remaining child label vector is filled 
with the position deficits of the remaining flights with 
FCFS index higher than fj. 

Clearly, equation (20) shows that when the first compo- 
nent of the parent label-vector vp equals the value of 
MPS, the first remaining flight has been shifted back- 
wards in the queue as far as possible. Choosing j>O 
would result in a child label vector whose fist element 
would be larger than the maximum position shift. 

Corollary: 
Label-vectors whose first component equals the MPS 
value have only one child. All others have MPS+1 chil- 
dren. 

7.4 The Label Vector Tree (LVT) 
The label vectors may be ordered lexicographically. 
Moreover, Figure 8 reveals further a tree structure 
showing a LVT for MPS=3. Tracing the path from each 
leaf to the root of the LVT produces the components of a 
distinct label-vector. Notice, that the LVT for MPS=3 
contains the LVT’s for lesser MPS values, indicated by 
the shading on Figure 8. 

The LVT, is more than a mathematical curiosity, in that 
it saves memory in storing LVT’ s for large values of 
MPS . 

8. The Solution or State Space 
As explained earlier, a path from the root to some node 
at level d of the PT, corresponds uniquely to a distinct 
ordering of some subset s d .  Lumping all the PT nodes 
with the same Sd into a “state of computation” X(d, ”), 
produces the solution space, where the solution proceeds 
in an incremental way, eliminating a vast number of 
paths, keeping only optimal ones. 

Figure 9 and Figure 10 show the solution space for MPS 
values of 1 and 2. Label-vectors code the states of com- 
putation, thus providing storage for intermediate results. 
Theorem 4 determines the arcs in the solution space, 
which correspond to remaining flights whose indices are 
given by eq. (18). The MPS constrains limit the number 
of arcs incident to a state to at most MPS+ 1. 

The solution space is organized in columns of states, 
called stages of computation. The number of states per 
stage expands in the first MPS stages from 1 to a maxi- 
mum of 2k C k , and contracts in the last MPS stages 
back to 1. 

Incidentally, in a dynamic environment, where new 
flights are added to the FCFS sequence at random times, 
the state space may be viewed as a part of an infinite 
state space. As a matter of curiosity, notice that there is 
a “dual” to the label vector, corresponding to the com- 
plement subset, and to theorem 4, that move backwards 
(right-to-left) on the solution space. 
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- 
SOLUTION SPACE WITH MPS = 2 

STAGE: 1 2 3 I n-2 n-1 n 

THE SOLUTION SPACE WITH MPS = 1 

STAGE: 1 2 1 n-1 n 

Figure 9: Solution Spaces for MPS=1 

.. 

Figure 10: Solution Spaces for MPS= 2 

9. Solution by Incremental Shortest Paths 
If we think of permutations as pointed lists, each arc 
coming into a state X(d,v), is a pointer to an optimal 
permutation of the same subset, whose last element is 
determined by the origin of the arc and equation (18). 
One may, therefore, use the notation (fi, % (d,v) ) to de- 
scribe each of the incoming arcs to that state where 
f iE  X (d,v) the complement of x ( d , v ) .  

At each stage incoming paths are augmented by one 
flight. At each state, for each remaining flight rj EX(d ,v ) ,  

corresponding to the jth outgoing arc, we produce an 
optimal permutation (rj, X (d+l,J) ) by appending rj to 
the optimal input path ( f .  * ,x ( d , v ) ) ,  by choosing i* that 

minimizes over i the cost: 

- 
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At the end of stage d = n , the complete optimal path is 
traced backwards in the solution space. 

To help understand this process, we draw the analogy to 
the incremental shortest paths method. The next flight rj 
may be viewed as a city for which we want to find its 
shortest path to the onjin, the root of F’T in our case. In- 
put permutations (fi,X ( d , v ) )  may be viewed as shortest 
paths to all the “neighboring cities” of rj. To find the 
shortest path from rj to the root, we need only consider, 
for each neighbor, the sum of the distance of the neigh- 
bor to the origin, plus the distance of the neighbor to rj. 

10. The Parallel Sequencer 
Notice on Figure 9 and on Figure 10: 

a) that at each stage, the state computations are inde- 
pendent of each other and may be performed asyn- 
chronously andor in parallel. 

the “stage invariance” of the solution space whereby 
label vectors and arc structure remain the same from 
one stage to the next. 

b) 

We may therefore, use a computational engine, modeling 
the generalized cross-section of the solution space, con- 
taining only two stages (columns), at a time, labeled as 
“current” and “next”. Stage current contains pointers to 
the optimal paths with d flights, used to compute optimal 
paths with d+l elements collected in stage “next”. 

This engine, the “Parallel Sequencer”, shown in Figure 
11 for MPS=2, may use up to 2 k c  k processors, 
crunching in parallel, to produce the optimal permutation 
in time linear to n, the number of available flights. 

Figure 11 : The Parallel Sequencer for MPS=2 
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INDEX 

0 

V ADDRESSEE 
LIST 

(O,O, 0) 0, 1, 2, 3 

Figure 12: The Parallel Sequencer for MPS=3 

Figure 12 shows a table representation of the Parallel 
Sequencer for MPS=3, as an indexed array of label vec- 
tors and “addressee list” i.e. indices modeling the arcs of 
the solution space. 

10.1 Garbage Collection. 
The Parallel Sequencer generates a backward pointed 
tree of “schedule records” that gets pruned along the way 
to a single leaf. 

The vast number of generated intermediate records, 
which depends on the number of flights considered for 
scheduling and the value of MPS, may exhaust the com- 
puter memory resources. Fortunately, a recursive 
“garbage collection” algorithm may be used to reduce 
memory requirements by recycling schedule records af- 
ter every stage of computation. 

11. The Triangular Inequality 
The definitions of RSP2 and RSP3 introduce the trian- 
gular inequality in the matrix of minimum time separa- 
tions. The situation is depicted in figure 13, showing 
schematically a takeoff (T) fitting loosely between two 
consecutive landings, a heavy L1 and a light L3. 

The structure of the Parallel Sequencer, deals with this 
situation, by allowing more than one “optimal paths” to 
be transmitted along each arc of the solution space. 
Theoretically, this is equivalent to expanding the defini- 
tion of the RSPl optimal “sub- path” from (fi , 
to: 

(d,v) ) 

(L, ,TI ,T2 9 . ’ .  9 Tj Y L2, z ( d , v ) )  
permutation-suffix ’T 

(22) 

flights 

I TRIANGULAR INEQUALITY VIOLATION 

Figure 13: Triangular Inequality 

i.e. the state is defined by the ordering of an arbitrary 
number j of takeoffs up to a previous landing. Notice, 
that this definition (22) of optimal path in E (d,v) im- 
plies that there is a secondary optimization taking place 
between successive landings on the same runway, that 
puts the included takeoffs in the right order. The incre- 
mental cost function used in this case was given above in 
equations (9) and (10). 

12. Conclusions 
The static runway scheduling problem has been thor- 
oughly analyzed, producing an optimal, fast and parallel 
Runway Scheduling algorithm. 

Simulation results obtained with real traffic data and 
airport configuration are very encouraging, showing that 
even a modest values of MPS=3 produces up to 20% in- 
crease in capacity. 

Further work is needed in order to: 

1. Study the dynamic versions of RSP 

2. Get more insight into the real problem through 
simulation studies. 

3. Study the capacity prediction potential, using the 
RSP solution. Such a tool is useful for global air traf- 
tic coordination. 

4. Examine the possibility of hardware implementation 
for the parallel RSP scheduler using 2*’ CPUs. 

5.  Study the potential application of the Parallel Se- 
quencer, given its efficiency of computation, to other 
scheduling and routing problems with time-window 
constraints. 



14A-10 

BIBLIOGRAPHY [16] “National Airspace System Plan”, FAA, US. De- 
Aho, A.V., J. E. Hopcroft and J.D. Ullman “The partment of Transportation, 1988. 
Design and Analysis of Computer Algorithms” Ad- 
dison-Wesley 1974. 

Bertsekas, D.P. “Dynamic programming: Determi- 
nistic and Stochastic Models” Prentice Hall Inc., 
Englewoods Cliffs, New Jersey. 

Dear, Roger George “Dynamic Scheduling of Air- 
craft in the Near Terminal Area” MIT Flight Trans- 
portation Laboratory. FT’L-report R76-9, 1976. 

Liew, C.L. “Introduction to Combinatorial Mathe- 
matics’’ McGraw Hill, 1968. 

Odoni, A.R. “An Analytical Investigation of Air 
Traffic in The Vicinity Of Terminal Areas”, MIT, 
Operations Research Center, Technical Report #46, 
Dec. 1969. 

Odoni, A.R. “The Flow Management Problem in 
Air Traffic Control, in Flow Control of Congested 
Networks”, (A.R. Odoni, L. Bianco, G. Szego edi- 
tors) Springer-Verlag, Berlin (pp. 269-288) 

Papadimitriou and Steiglitz “Combinatorial Optimi- 
zation - Algorithms and Complexity” Prentice Hall, 
1982. 

Pararas, John. D. “Decision Support Systems for 
Automated Terminal Area Air Traffic Control”, 
MIT, Flight Transportation Laboratory, 1982, FTL 

Psaraftis, Harilaos “An Exact Algorithm for the 
Single Vehicle Many-To-Many Dial a Ride Prob- 
lem with Time Windows” Transportation Science, 
Vol. 17, 1983. 

. 

R82-3. 

[ 101 Psaraftis, Harilaos “A Dynamic Programming Ap- 
proach for the Aircraft Sequencing problem” MIT, 
Flight Transportation Laboratory, FT‘L Report R78- 
4, 1978. 

Factors which determine the Operational Capacity 
of Runway Systems at Major Airports”, MIT, Flight 
Transportation Laboratory, 1982, Nov. 84. 

[ 121 Trivizas, Dionyssios A. “Parallel Parametric Com- 
binatorial Search - It’s Application to Runway 
Scheduling”, Doctoral Dissertation, MIT, Flight 
Transportation Laboratory, Feb. 1987. 

pacity Study for Frankfurt and Chicago 0’ Hare 
Airports”, Journal of Navigation, the Royal Institute 
of Navigation, vol. 47, Jan.. 1994. 

Traffic Control”, Doctoral Dissertation, MIT, Op- 
erations Research Center, Feb. 1990. 

[ 151 Wang. H. “An Exact Dynamic Programming Ap- 
proach to the Overall Flow Control Problem in Air 
Traffic Management” working paper, Wellesly 
College, Wellesly Massachusetts, 1989. 

[ 1 11 Simpson, Robert W. “Critical Examination of 

[ 131 Trivizas Dionyssios A. “TMSIM: A Runway Ca- 

[ 141 Terrab, M. “Ground Holding Strategies for Air 



15-1 

AIRBORNE CONFLICT DETECTION AND RESOLUTION 

USING COUPLED FORCES FIELD TECHNIQUE: PRINCIPLES AND RESULTS 

Karim ZEGHAL’ 
Steria, Air Traffic Management dept. 

12, rue Paul Dautier, BP 58 
78142 Vtlizy, France 

e-mail: karim.zegha1 @steria.fr 

ABSTRACT 

This paper presents an airborne conflict detection and 
resolution logic, based on the coupled forces field technique. 
This technique defines a general framework for decentralised 
and reactive coordination for mobile agents. An experiment has 
been carried out to evaluate this approach. The background, 
the principles and the application of the technique to air trafic, 
as well as the principal results are presented. 

1. INTRODUCTION 

The continuous growth of air traffic’ raises the recurrent 
question of the capacity of the air traffic management 
(ATM) system: (a)  how to fly more aircraft with the 
same levels of safety and cost? One may add: (b)  how to 
increase the level of safety, or ( c )  how to further reduce 
the costs of a flight? (e.g. delay, route charges). This 
question should not only be addressed in terms of 
airspace capacity, but also in terms of control capacity 

A possible way to overcome this “capacity barrier” 
would be to transfer responsibility for separation 
assurance on board: the aircraft would be equipped with 
an airborne separation assurance system (ASAS) capable 
of detecting conflicts, and providing facilities for 
resolution [3]. Furthermore, providing autonomy of 
decision for conflict resolution goes in line with the trend 
of increasing user flexibility in planning preferred routes 
[9], or operating in a full free-flight manner [15]. 

The technology will be soon available for the 
development of ASAS: Automatic Dependant 
Surveillance Broadcast (ADS-B) will enable the 
reception of, at least, the flight state (position and 
velocity) of intruders within a range allowing a 
“sufficient” lookahead time. 

* This work has been done at ONERA with the support of 
CENA. 
‘+5.5% per year until 2005 (ICAO sources). 

However, the airborne ATM approach raises many 
questions, such as: in what operational conditions could 
an ASAS be used and provide benefit? Would flow 
control or strategic planning be necessary, and what 
could it mean in a free-route context? What would be the 
role of controllers and pilots, and what type of 
automation would be acceptable? [ 111. These questions 
are being addressed in the FREER project [7]. 

The airborne ATM approach dso  raises theoretical 
questions. The issue with which this paper is dealing 
concerns the definition of a logic of detection and 
resolution, and in particular, the decentralised 
coordination problem: how can multiple ASAS involved 
in the same conflict, individually determine maneuvers 
that are collectively coherent ? 

In a previous work done at ONERA [17, 181, we have 
developed a technique that defines a fully distributed and 
reactive coordination of actions for multiple mobiles. 
This technique could therefore be applied as a basis for 
airborne conflict detection and resolution, ensuring 
coordination of avoidance maneuvers. The CENA has 
supported a two-year study to investigate and experiment 
with this technique as a possible ASAS logic. 

This paper aims at presenting the principles of the 
technique, the application, and the results of the 
experiments. The paper is organised as follows: section 2 
outlines the background and the principles, section 3 
describes the application to air traffic, and section 4 
highlights the main results and shows some typical 
resolutions. 

2. BACKGROUND AND PRINCIPLES 

2.1. Related works 

The general problem of coordination among multiple 
mobile agents has been studied in different domains: 
Robotics, Optimisation, and Distributed Artificial 

Paper.presented at an AGARD MSP Workshop on “Air Traffic Management”, held in Budapest, Hungary, 
27-29 May 1997, and published in R-825. 
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Intelligence. Various approaches and techniques have 
been proposed [ 13,6]. 

Most of them rely on a centralized approach [13, 8, 41, 
and generally address the problem of optimality. The 
resulting centralized algorithms, however, cannot be 
distributed onto the aircraft in order to provide them with 
an autonomous avoidance mechanism. In addition, since 
they are based upon exploration of "search space", they 
generally face the well-known problem of combinatory 
explosion. 

The prioritised planning approach has been introduced to 
overcome this limitation [ 101. With this approach, the 
mobiles determine their own action, one at a time and in 
order of priority. In the case of a high density of mobiles, 
however, the lowest prioritized ones may be highly 
penalized, and furthermore, this computation in sequence 
may require a long time. 

A few approaches implement multiagent planning 
techniques in order to achieve distributed coordination 
[2]. However, since these approaches generally require 
negotiation mechanisms between the agents, they do not 
allow a reactive and resilient coordination. 

Our approach is based on the field of coupled forces 
technique [17, 181 which is a double extension of the 
potential field technique [12] used in Robotics for real- 
time obstacle avoidance. 

2.2. Potential field 

The underlying idea of the potential field technique is 
that the robot, represented as a point in its configuration 
s p a c e ,  is a particle moving under the influence of 
artificial potentials generated by the goal and by the 
obstacles. The goal produces an attractive potential 
which pulls the robot towards it, while the obstacles 
produce repulsive potentials which push the robot away 
from them. The negative gradient of the resulting 
potential defines the (artificial) force to be applied to the 
robot (Fig. 1). 

The repulsive potential U generated by an obstacle is 
defined so that the robot cannot collide with it. U can be 
defined as follows: 

1 1  

i f d > d o  

where d represents the distance to the obstacle, do the 
distance of influence, and q a constant factor. The 
repulsive force F for this obstacle is derived from U as 
follows: 

F = - V U  

obstacle 1 

goal W 
mnh;ln '. Fait 

U 
obstacle 2 

Figure 1. The mobile is repelled by the obstacles (repulsive 
forces FI and F2) while the goal attracts it (attractive force Fait). 
One can note that the forces are radial since they result from a 
gradient of distance. 

This approach is particularly efficient for situations in 
which the mobile senses obstacles while moving. The 
main drawback one has to deal with using this technique 
is the presence of local minima of the potential function, 
which prevent the mobile from reaching the goal [13]. 
These steady states can be induced by the topology of the 
environment (concave obstacles can easily trap the 
mobile), but also when several mobiles are moving at the 
same time. Typically, two aircraft in  a "crossing" 
encounter can easily trap each other (Fig. 2). This 
problem of steady state leads us to introduce a new force. 

/ r" a- a- 

m- 

7% -a 

-a a- 
-a a- 

Figure 2. Typical encounter inducing a steady state. The 
aircraft follow their flight plan (straight line). The repulsive 
forces are plotted at each point of the trajectories. 

2.3. Sliding force field 

The repulsive force induces the decreasing of the 
potential, and therefore, leads the aircraft to descend 
along the lines of force. The corresponding action is in 
fact a f lee ing  action (Fig. 3). An avo id ing  action, 
however, has to induce a move round motion. The 
underlying idea is to define a force that just maintains the 
potential constant. This force would lead the aircraft to 
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slide along the equipotential surface, and thus bypass the 
intruder (Fig. 3). 

equipotential intruder 

, 

---I) 
repulsive force sliding force 

/ - f l e e  movemenl 

Figure 3. Repulsive vs. sliding force. 

A sliding force F of a potential U is defined by2: 
F.VU = 0 

This defines the possible directions of a sliding force (its 
magnitude is the magnitude of the gradient): any 
direction located within the tangent plane of the 
equipotential surface, can be the direction for a sliding 
force. In fact, these degrees of freedom are essential: they 
allow the introduction of specific avoidance strategies. 

For this purpose, we introduce the following equivalent 
definition using a reference vector X, to be defined: 

the direction of F is given by the projection of X 
(onto the tangent plane of the equipotential) 

Since the sliding force so defined is the closest one to X, 
this formulation expresses a local minimisation of the 
deviation with respect to X. For instance, by using the 
velocity vector as projection vector X, we minimise the 
deviation with respect to the current motion (Fig. 4). 

“optimal“ sliding force 

Figure 4. “Optimal” sliding force in 2D. 

Although numerous considerations can be introduced, we 
will propose a definition for this vector, based on general 
considerations (section 3). 

2.4. Coupled sliding forces field 

So far, we have considered the case of an aircraft among 
passive intruders ( i . e .  aircraft with no avoidance 
reaction). Let us consider now the case of two 
cooperative aircraft (A 1 and A2) that must avoid each 
other. 

We have to define the two sliding forces: F12 exerted on 
A 1 by A2, and F21 exerted on A2 by A 1. For this purpose, 
we have to first consider the relative forces AFij (i, j = 1, 
2; i#j): 

AF.. - F.. - F.. 
U -  U J I  

To define an avoiding action, the relative forces must 
follow: 

AFij .VUij = 0 

where Ui, is the repulsive potential generated by Ai on Aj 
(Fig. 5). 

AF21 

relative sliding force mi 2 

Figure 5. The couple of relative sliding forces (in 2D). 

This definition expresses the coupling relation between 
the respective sliding forces of A1 and A2. It is important 
to note that, with no further information, the aircraft 
cannot dissociate their own force from the relative force. 
In fact, there are two levels of degrees of freedom: 

as for the previous definition of sliding force 
(section 2.3), this definition only defines the 
possible directions of the relative sliding force; 

in addition, since the definition only relies on 
relative forces, and not on “individual” ones, the 
definition is less constraining for the couple of 
“individual” forces (which can be for instance 
located outside the tangent plane). 

A similar concept has been proposed in [ 141 by using a vortex 
field. 
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The objective is twofold: 
to introduce avoidance strategies, 
to break the coupling in order to allow each aircraft 
to determine its individual force independently. 

In other words, we aim at splitting the system into two 
simple equations, and introducing strategies is the way to 
achieve this3. This can be done in two steps: 

by requiring the avoidance to be the most 
“efficient”. For this, the magnitude of the relative 
sliding force must be maximal, therefore, each 
individual sliding force are opposite, hence located 
within the tangent plan. This consideration leads to 
the previous situation of section 2.3; 

then, by requiring a minimal deviation with respect 
to a given relative vector. 

Formally, this can be formulated by: 
maximise AFij then { minimise AFij - AXij 

Ax.. - x. - x. 
with Xi the projection vector of aircraft Ai as defined in 
section 2.3. 

where: 

U -  1 J 

Finally, the coupled sliding forces are defined 
independently by (Fig. 6): 

the direction of Fij is given by the projection of Axi, 
(onto the tangent plane of the equipotential of Uij) 

F2 1 

Ax21 A2 

F12 

Figure 6. The couple of sliding forces (in 2D). 

In the case of multiple intruders, the aircraft just sums up 
the forces generated by each intruder. 

This technique defines a decentralised and reactive 
coordination mechanism: the forces are issued by each 
aircraft, only based on information needed by the 

We assume in the following that the two gradient vectors are 
collinear (which is the case with gradients of distance). 

potential (relative position in case of a parameter of 
distance) and by the projection vector (e .g .  velocity 
vector). In other words, the complementarity is achieved 
with no explicit coordination (Fig. 7). 

Figure 7. Simulation of encounter with coupled sliding forces 
(2D). The projection vector used is the relative velocity vector. 
The first simulation corresponds to the same encounter as (fig 
2): the coupled sliding forces enable an avoidance movement. 

3. APPLICATION TO AIR TRAFFIC 

This section aims at presenting the application of the 
technique as an airborne logic of detection and 
resolution. 

We will first describe how the notions of repulsive 
potential and sliding force can be applied. Then, we will 
briefly depict the overall behavior of the logic. 
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3.1. Conflict Detection 

The objective of conflict detection is to predict the risk of 
conflict4 between an aircraft and intruders. This risk can 
be expressed as a repulsive potential. 

In the usual formulation of the potential field technique 
(section 2), the parameter used for the repulsive potential 
is the current distance between the mobile and the 
obstacle. In air traffic however, because of the high 
velocity of the mobiles, anticipating becomes essential. 

For this purpose, we have investigated a formulation 
based on approaching velocity [ 171. However, aircraft 
flying head-on (high approaching velocity) on parallel 
routes separated at the minimal separation (low distance), 
generate a non zero potential. Therefore, this induces 
excessive detection. 

An alternative way to handle high speeds is to use the 
Closest Point of Approach (CPA), by extrapolating the 
current positions of the mobiles to the point of minimal 
distance5. 

This 3D distance is related to minimal separations. We 
thus have defined an “elliptic” distance which integrate 
the difference between minimal separations in the two 
dimensions. This elliptic distance eij between aircraft Ai 
and Aj is defined as follows: 

e..2 = h..2 + p2v..2 
?I 4 ‘J 

where hi, represents the horizontal (Euclidean) distance 
between Ai and Aj, vij the vertical one, and: 

hsep 
= Vsep 

with hsep and vsep the minimal separations. The CPA is 
deduced from the time before attaining CPA (Atcpa), 
defined by: 

d - (eij (t)) = 0 dt 

The risk of conflict is a function of the distance between 
the mobiles at this extrapolated point: 

if this distance falls below the minimal separation, a 
risk occurs, 
if the distance is greater than the minimal separation 
plus margins (to be defined), no risk will normally 
occur. 

A conflict occurs when the horizontal and the vertical distance 
between two aircraft falls below minimal separations, generally 
5 nautical miles (NM) horizontally, and 1000 feet (ft) vertically. 

We have investigated this approach, also used by the TCAS 
logic in vertical dimension [ 5 ] ,  after discussions with J. 
Bourrely and C. Aumasson from ONERA. 

However, maximal and minimal lookahead times should 
be introduced. Indeed: 

since the risk prediction is based on extrapolation, a 
high lookahead time (e.g. 20 minutes) would lead to 
an erroneous prediction (the imprecision grows with 
time) and therefore may induce false alarms (i.e. 
excessive detection); 
on the other hand, if the time is too short, conflicts 
cannot be avoided. 

In addition, upper and lower thresholds of distance and 
time also allow a gradual progression in the risk 
prediction. 

Therefore, the prediction of a conflict is based on the 
combination of two parameters: (1) distance at CPA and 
(2) time until CPA6. Formally, the potential function is 
defined by: 

U = + Atpa), eo, el) u(Atcpa9 to, tl) 
where U is a normalisation function: 

U(X9 xo, XI)  = (G) x 1 - X  

1 if 0 I x  I xo 
i f x o c x c x l  

{o ifxl I x o r x c 0  

and to, tl, eo, el are the upper and lower thresholds of 
time and distance, and 1-21. These values will be 
determined by experiment. 

The risk of conflict varies continuously between two 
values: 

U = 1, the risk is maximal: the distance at CPA 
violates separations7 and the minimal lookahead 
time is reached. This should never happen; 
U = 0, the risk is null: either the distance at CPA is 
large enough, or the lookahead time is higher than 
the maximal threshold. 

3.2. Conflict Resolution 

The objective of conflict resolution is to determine a 
direction which avoids conflicting intruders. This 
direction can be defined as a sum of sliding forces 
corresponding to each intruder. In case of a cooperative 
intruder, the two sliding forces (of the intruder and of the 
subject aircraft) are defined as coupled sliding forces. 

In case of very low convergence encounters, the time before 
CPA may be high while aircraft may be already in conflict. To 
handle these situations, we have implemented two solutions: 
reintroduction of the current elliptic distance as third parameter, 
or use of the time before loss of separation instead of time 
before CPA. 

By using the elliptic distance as risk criterion, the volume of 
minimal separation is slightly different from the usual one. 
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For the sake of simplicity, we will focus on what is 
mainly specific to the application: the definition of the 
projection vector8. 

To define this vector, we have introduced two 
considerations: 

selecting the direction which increases the distance 

taking into account the limitations of movement 
at the CPA9, 

(e.g. resulting from kinematic constraints). 

In the case of kinematic and environnemental constraints 
(e.g. conflictual and non conflictual intruders, forbidden 
zones), these limitations can be modelised by a constraint 
vector such that [ 181: 

its magnitude reflects a degree of constraint (the 
more constrained the aircraft, the greater the 
magnitude), 
its direction represents a direction of minimal 
constraint. 

In fact, this vector can be defined as the negative gradient 
of a potential of constraint. 

Therefore, the projection vector results from the 
combination of two components: 

the relative position at CPA, 
the relative constraint vector. 

Since the magnitude of the constraint vector is between 0 
and 1, the relative position at CPA is related to the 
minimal separations. Precisely, the projection vector is 
defined by: 

AX = AK + MsepPcpa 
where AK is the relative constraint vector, where Pcpa is 
the relative position at the CPA, and: 

0 0 

with Ysep = lhSp and V,, = l/vsep lo. 

3.3. Description of the logic 

The logic is based on position and velocity (flight state) 
of the intruders, and provides the pilot with advisories for 
vertical and/or lateral avoidance maneuvers. A maneuver 
consists in: 

* For historical reasons, we have kept a gradient of distance for 
defining the direction of the force. 

In the initial implementation using the approaching velocity, 
we used the relative velocity vector. 

lo In the current implementation Ysep = 0. 

a lateral andor vertical direction (e.g. turn right and 

an intensity associated to each direction (e.g. 10" 

The logic is basically incremental and continuously 
updates the advisoiy at each cycle (in particular, updates 
the intensities). 

climb), 

bank angle and 1600 fpm). 

The overall behavior is similar to the ACAS one [ 5 ] :  

when a risk of conflict occurs, the logic issues an 
avoidance maneuver advisory (corrective mode), 

once the real risk (risk of conflict) is eliminated, but 
while a potential risk (risk of getting again into 
conflict) still exists, the logic proposes a progressive 
and partial resumption of navigation (preventive 
mode), 

then, once there is no risk of coming into conflict 
(during the lookahead period), the logic generates a 
"clear of conflict"". 

The information required for each intruder is the 
following: 

- relative position and velocity vectors (3D), 
- status (passive or cooperative), 
- constraint vector if cooperative. 

This information has to be broadcasted by each aircraft. 

The logic is capable to handle multiple intruders, passive 
and cooperative ( i . e .  same avoidance logic). 
Theoretically, the coherence of maneuvers between 
cooperative intruders is ensured without explicit 
coordination. However, in some cases (when the 
direction of a projection vector is "close" to the direction 
of the gradient), imprecision may induce conflicting 
maneuvers. In such cases, a coordination mechanism has 
been introduced. 

4. EXPERIMENTS 

The objective of the experiments was twofold: 
tuning the parameters of the logic (in particular 
thresholds of time and distance), and evaluating 
statistically the performances, 
analysing qualitatively the behavior of the logic on 
typical encounters. 

For this purpose, the logic has been implemented and 
integrated into the CENA's platform for ACAS 
evaluation (OSCAR). 

The generation of the advisories is not described in this 
paper. 
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4.1. Statistical Evaluation 

4.1.1. Conditions 

The evaluation is based on a model of encounter derived 
from the MITRE model used for ACAS evaluation 
[ 191 1 2 .  This probabilistic model, which defines 
encounters with two aircraft, was implemented, and 
10,000 encounters were generated for evaluation. 

In addition, the CENA proposed the use of reduced 
separations: 2 NM horizontally and 1000 ft vertically. 
The basic assumption is that the precision of positions 
and the reaction time would be probably better than with 
the current ground ATM. 

OSCAR allows modelling of pilot reaction time, 
however, it was decided to use a zero delay ( i .e .  the 
evaluation was carried out as if the logic were used in an 
automatic system). 

4.1.2. Results 

The evaluation was divided into two steps. The first 
concerned safety: the logic must resolve a maximum of 
conflicts, but should trigger avoidance maneuvers only 
when necessary. 

Figure 8. Rate of resolved conflicts (%) as a function of false 
alarms rate (a) for a lookahead of 2 minutes. Some values of 
distance threshold are indicated. 

One can note from this result that the rate of resolved 
conflicts increases with distance threshold, nevertheless, 
the false alarms rate also increases. 

To resolve 100% of conflicts with the lowest distance 
threshold, the time thresholds are the following: 

The second step addressed the question of cost: in order 
to reduce deviations while not inducing a new conflict, 
when should the logic switch to preventive mode, and 
then generate the “clear of conflict”? 

1.375 
1.25 
1.25 21 

For the safety aspect, we measured the rate of resolved 
conflicts as a function of the false alarms rate (i.e. the 
logic triggers a resolution while separations are 
respected), by varying the time (to, tl) and horizontal 
distance thresholds (b, h1)I3 as follows: 

h,, varies from 0.5 to 2 NM by step of 0.125 NM, 
to varies from 0.5 to 2 minutes by step of 0.5 minute, 
the upper thresholds are deduced from lower ones by: 

x1 = 2x0 

where x = t or h. 

For the time lower threshold of 1 minute (upper threshold 
is 2 minutes), the curve is the following (Fig. 8): 

Providing a higher lookahead time allows the reduction 
of distance threshold, hence the false alarms rate. 
However, an interesting result is that a lookahead of 4 
minutes (to = 2 mn) did not provide any benefit: the false 
alarms rate did not decrease. In fact, since we did not 
incorporate imprecision in the experiments, the actual 
rate would probably be higher. 

Based on the set of parameters (to = 1 mn, do = 
1.375 NM), the mean cost induced by the resolution is 
the following: 

l 2  Due to the parameters used in the initial model, most of the 
encounters were conflictual. TO meaSUre the rate Of excessive 
resolUtiOns, a greater distance between aircraft at the CPA was 
used, which gives approximately a 50-5096 division between 
conflictual , and non conflictual encounters. 
l 3  The thresholds of vertical distance are deduced from the 
“elliptic” relation. 

14 This rate comesponds to the number of false alarms, related 
to the number of cases where separations are respected. Another 
measure was introduced: the false alarms rate from the pilot’s 
point of view: number of false alarms related to the number of 
times the logic triggers. For the second line (33%), the pilot’s 
rate of false alarms is 27%. 
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vertical deviation 623 ft 
heading difference 27.7” 

4.2. Qualitative Analysis 

The CENA has defined 84 typical encounters for 
qualitative analysis. We have also defined some multi- 
intruders encounters, which seems difficult to solve but 
which are not necessarily realistic. 

During the development of the logic, these encounters 
were used to improve various features of the resolution 
process (e.g. management of low convergence 
encounter). Subsequently, the objective was to analyse 
the behavior of the logic, and to ensure that it behaved 
properly for these encounters. 

To illustrate the behavior of the logic, we have selected 
two typical, encounters. 

For each snapshot, the upper area is a (x, y) view 
graduated in NM, and the lower area is a ( 2 ,  t) view 
graduated inflight level (100 ft) and second. 

Each aircraft starts at the point labelled “O”, and a mark 
is plotted every 2 minutes. The bold lines between 
trajectories represent the line of the “physical” CPA (i.e. 
based on Euclidean distance). 

The first snapshot corresponds to an encounter of two 
aircraft converging at 90” and at the same altitude. Initial 
and modified trajectories are represented on the same 
snapshot. 

Each aircraft receives from its own logic a red order 
(MTE) which corresponds to a corrective maneuver (e.g. 
climb n fpm, and turn with bank angle m): the logic takes 
control of the aircraft. After a certain delay, a green MTE 
is issued, corresponding to a preventive maneuver (e.g. 
don’t turn left and don’t descend). A progressive 
resumption of trajectory is started. Finally, the “clear of 
conflict” (COC) is generated, and control is returned to 
OSCAR (the difference between x and y deviation results 
from different x and y scales). 

The second snapshot corresponds to a 4-aircraft 
encounter. The aircraft are converging at the same 
altitude. The corrective advisories are the following: 

!;ding (“) r; advisory vert. advisory 1 
280 TR DES (descent) 

The distances measured at the physical CPA are the 
following (time at CPA is in seconds, horizontal distance 
(h) in NM, and vertical (v) in ft): 

TR (turn right) CL (climb) 

4 360 

couple initial trajectories modified trajectories 
o f d c  time h V time h V 

1-2 300 0 0 302 3.16 821 
1-3 300 0 0 296 4.92 1739 
1-4 282 3.54 0 278 2.26 658 
2-3 300 0 0 292 1.77 908 
2-4 305 4.83 0 307 3.85 2 
3-4 321 3.22 0 347 0.63 1456 

One can note an increase in distance at the CPA on the 
modified trajectories. 

5. CONCLUSION AND DISCUSSION 

The general concept of repulsive potential and coupled 
sliding forces provides a powerful framework for 
airborne detection and resolution of conflicts. The 
technique allows the definition of an avoidance logic 
based on flight state, which ensures a reactive 
coordination with multiple intruders, and issues lateral 
and vertical maneuvers. 

The experiments show that it is possible to resolve all the 
conflicts of the 10,000 encounters generated, with a 
“reasonable” cost. In addition, the simulation highlights 
that the logic is capable of handling the 84 typical 
encounters defined by the CENA. 

However, the experiments also highlight that the intent of 
aircraft should be available, at least for detection to 
reduce false alarms. In addition, the main feature of the 
logic is its ability to handle multi-intruder encounters. 
Such encounters have been created and the logic behaves 
properly, but a systematic experiment have not been done 
(some results regarding density can be found in [ 13). 

Beyond these points concerning this particular logic, 
there is a major question of what an ASAS should do. 

For a logic based on flight state (FS): 

false alarms (around 2 minutes), 

primary flight display (PFD), 

the lookahead time should be optimised to reduce 

outputs are avoidance maneuvers, displayed on the 
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support of J. Bourrely for the experimental part, and P. 
Carle for the integration. The author also wishes to thank 
C. Aumasson for his comments, V. Duong and R. Irvine 
for reviewing this paper. 

these maneuvers are to be executed rapidly by the 
pilot (or sent to the autopilot) with no real man- 
machine interaction. 

This approach of FS based ASAS is probably sufficient 
for separation assurance with few resolution Occurrences 
(e.g. in low density), or for pre-tactical airborne ATM 
operations (e.g. electronic crossing, in-trail climb or 
descent). 

In an en-route context with possibly several conflicts 
during the flight, it would be necessary to provide a real 
management of flight versus resolution, with a real 
human centred automation. For this purpose, it is 
necessary to [7]: - provide a longer lookahead time (e.g. 6-7 minutes), - output conflict-free trajectories on the navigation 

display (instead of avoidance maneuvers on the 
pm. 
send the “best” one (e.g. from the pilot point of 
view) to the flight management system (FMS). 

However, this requires the trajectories of intruders as 
input, and therefore requires: 

a range of 150 Nh4, 
the broadcasting of trajectories (or trajectory change 
points, TCP), 

.an FMS guidance so that the own trajectory 
broadcasted is the actual one. 

The Eurocontrol FREER project15, in which the author is 
involved, aims at addressing this question of definition 
and use of a TCP based ASAS. 

From a theoretical point of view, while the logic of a FS 
based ASAS would be derived from a distributed action 
coordination technique, the logic of an TCP based ASAS 
would be derived from a distributed trajectory planning 
technique (e.g. using the prioritized planning approach). 

These two approaches can be seen as different levels of 
ASAS: a minimal level for FS based ASAS (which 
would probably have a lower equipment cost), and an 
extended level for TCP based ASAS. The question is: Is 
a “minimal” ASAS promising? If so, can it be made 
compatible with an extended one? If not, could the FS 
based avoidance logic presented be better used as an 
ACAS logic providing lateral advisories? 
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HUMAN-MACHINE INTERFACE (HMI) IN THE MAGYAR AUTOMATED AND 
INTEGRATED AIR TRAFFIC CONTROL SYSTEM (MATIAS) 

N. Galantai 
ATC Evaluation Unit 

Air Traffic and Airport Administration 
H-1675 BudapestIFerihegy POB 53, Hungary 

Preface 
The Hungarian Air Traffic and Airport 
AdministratiodLegiforgalrni es Repiildteri 
Igazgatosag is to replace the current 
Budapest Area Control Centre (ACC) with a 
new, purpose-built building at Ferihegy 
Airport. 
The new ACC system is planned to be fully 
stripless and will include area control, 
terminal area control, aerodrome control, 
military control and flight information 
sectors. 

Readers involved in air traffic control may 
find it interesting, how the system is planned 
to fulfill the controllers’ requirements. 

The article contains the description of those 
functions, which are planned to be used by 
the operational staff in the OPS Room, so the 
technical and maintenance windows are 
omitted. The windows of the radio and 
telephone systems are also omitted. 

Project history 
The new Air Traffic Control Centre will 
accommodate all those functions already 
contained within the current ACC with the 
addition of Approach Control Services, 
Flight Information Centre and Military 
Control sectors. 

The current facilities are unable to cope with 
the traffic demand, the current Area Control 
Centre cannot be upgraded. 

The building was finished last year. It is located 
near the threshold of RWY 13R at Ferihegy 
aerodrome. It has an approx. 700 sq. m OPS 
room. 

In 1993 an Operational Outline Plan was 
worked out with the assistance of the 
Eurocontrol .Advisory Service, which has been 
requested to support continuously the project. 
Controllers have been involved also in the 
preparation of the OOP and also in the drafting 
of the tender requirements. A two-phase tender 
was called, which was finally won by the 
Siemens ATM. The signature of the contract 
took place in October 1995. 

The operational start date of the MATIAS is 
some time in 1999. 

Roles and HW 
The following roles and HW is planned for the 
sectors in the MATIAS: 
ACC, APP an MIL sectors: 

one 2x2 K and one 1 K display for the EXE 
and an other same set for the PLN controller 

two 1 K displays for the EXE and an other 
same set for the PLN 

two 1 K Barco displays 

one 1 K Barco display 

FIC sectors: 

Aerodrome Controller: 

Ground Controller: 

Flight Data Section: 

Paper presented at an AGARD MSP Workshop on “Air Trafsic Management”, held in Budapest, Hungary, 
27-29 May 1997, and published in R-825. 
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one 1 K display for each operator (the 
FD section consists of FPL operator, 
EST operator, COM operator and AIS 
operator roles), 

Operational Supervisor: 
two 1 Kdisplays 

Team Chiefs: 
one 1 K display 

The workstations will be supplied with a 3- 
button mouse and a keyboard. 

Main HMI requirements 
A stripless system was required in the tender. 
Flight lists were planned for all roles. As one 
of the main function of the strips is to assist 
the controllers in detection of conflicts, using 
flight lists alone requires the MTCA facility. 
Data input via radar labels and flight lists are 
planned with pop-up menus and scrolled 
lists, 
Different colours are used to indicate 
assumed, concerned, unconcerned traffic, 
data under coordination, e.t.c. 
An integrated display system was planned 
where all data, regardless if it is radar data, 
flight plan data or information can be 
displayed on the same screen. 
The same functionalities were required for 
the EXE and for the PLN controllers. 
The HMI was required to be easily 
modifiable. 

MATIAS windows 
During the past year we have defined the 
window requirements which have been 
handed over to the factory for review and 
comment. It should be mentioned, that the 
HMI was planned by those personnel who 
will actually use the system. 

The followings have been taken into 
consideration during the HMI definition: 
- ODID experiments, 
- results of a real-time simulation of the 
MATIAS carried out in Bretigny in 1995, 
- HMI in Maastricht 

- planned HMI of the Finnish FATMI System. 

Some of the MATIAS HMI hctionalities had 
to be worked out without adequate basis, as e.g.: 
- Flight lists for TWR controllers have not been 
developed so far, 
- Military and FIC sectors have not been 
included in the samples, 
- Different coordination methods are used with 
neighboring units, OLD1 links in some 
directions, while the coordination is verbal to 
other directions. 

General features 
The following general features have been 
defined for the windows: 

The windows will be moveable, closeable, 
scrollable, resizeable and iconizable by the 
operator and dynamically resized by the system. 

I 

I 

No requirement exists for windows to be 
switchable from one monitor to an other. 

Priority swap function will be provided. 

Some windows will be regarded as “critical”. 
These windows will be raised automatically 
when any other window overlays them, in order 
to prevent important data being obscured. 

Some windows will be transparent windows on 
the radar window (Stack Window and Coastlist 
Window). 

The windows can be in full access mode, 
restricted access mode (read only) and in no 
access mode, depending on the operator’s role. 

Different colours are planned for flights in: 
- assumed status (the flight is under the control 

of the sector) 
-“concerned “ (the flight is within the sector but 

controlled by an other sector e.g. the flight is 
released), 

- non-concerned or non-correlated 
- advanced information, (the flight will be under 

the control of the sector). 
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In such cases the flight data line and the 
whole track label will be in different colour. 
Colours indicate also the warnings and data 
under coordination, when the relevant field 
will be in different colour. 
The alerts and warnings will be categorized 
with respect to their severity, as follows: 
1. Severity 1 Warning, highest priority, 
requiring immediate attention by the user 
(same colour as for severity 2, but blinking) 
2. Severity 2 Warning, high priority (unique 
colour) 
3. Severity 3 Warning, low priority (unique 
colour) 

The pointing device will be switchable for 
left-handed and right-handed users. There 
will be Action button, an Information button 
and a Window Manager button. 
By default, the left-hand button of the device 
will be the Action button. 

The pointer can take different shapes. It 
indicates if: 

- it is in window management state or 

- no input allowed 
- action required 
- system busy 
- normal 

the window should be re-sized, 

Center cursor function was also required. 

Categorization 
The MATIAS windows can be categorized 
as follows: 

General windows, 
Radar windows, 
Flight List windows, 
Flight Plan windows (including the 
Coordination Window and the 
conflict windows, as well), 
Information (or AIS) windows, 
Sectorisation windows, 
Communication windows, 
Menus and scrolled lists 

The windows can be invoked from various 
menu bars i.e.: Global menu, COM bar, RAD 
bar, FDP bar and AIS bar. 

General windows 
Every display has a Global Menu. Different 
Global Menus exist for the large screens and for 
the small screens. The Global Menu allows the 
following functions: 

Sign-on, Change password 
Selection of left-handed or right-handed 
operation 
Access to COM, AIS, FDP and 
resectorisation functions, 
Situation (Radar) Display presentation 
Hard-copy printout of a window or sector 
traffic 
Selection of customisation sets 
Brightness control 
Display of additional flight lists 
Display of alerts. It should be noted, that all 
alerts, regardless of the originating 
subsystem will be displayed via the Global 
Menu. 

The main important general windows are: 
Sign-on Window, 
Brightness Control Window 
Alerts List Window, Message Window, 
Alerts entry window (for AIS OP role) 

Radar windows 
Maximum 3 independent radar windows can be 
presented on the large screens. One radar 
window can be displayed on the small monitors, 
however altogether 3 radar windows can be 
open in a large display + small display 
configuration. 

The main radar window on the large screen can 
not be switched-off by the operator. 

Radar bar functions: 
The following functions can be selected from 
the radar bar: 

Primary plot presentation for a selected 
display 
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Map information to be presented 
(the local maps are role dependent). 
The operator is also able to create 
local map with a graphics editor 
The supervisor is able to initiate the 
presentation of danger area maps, 
military area maps, e.t.c. centrally. 
Display of separation rings around 
radar tracks on the main radar 
window. 
Display of weather conditions in the 
selected radar window. 
Display of flight’s planned path on 
the selected radar window upon 
assumption of control. 
Display of geographical position of 
the cursor on the selected display. 
Range and bearing line control. 
Brightness control. 
Range selection. 
Range ring manipulation. 
Centre selection. 
Synthetic track presentation. 

The level filter is changeable between 
label and also track filtering. 
The operator is able to select the 
displayed tracks, i.e.: which are 
outside or between the height limits. 
Those flights which are expected to 
enter the sector are not filtered. 
Label format selection 
The operator is able to select the 
number of history dots, the label 
orientation and the text size. 
Automatic label conflict avoidance is 
not planned, however the operator is 
able to select an “autolabel” function, 
when the label orientation is 
dependent on the track course. 
Radar service selection 

Track labels 
The track labels are selectable separately for 
each radar display: They can be of 
Standard and Reduced size. 
The label consists of max. 5, and minimum 2 
lines. 

Different label content has been defined for 
uncorrelated and correlated tracks and the 
content of correlated tracks depends on the 
operator’s role. 
Empty lines and empty fields are not displayed 
(justified to the left), 
The non-concerned or uncorrelated, concerned, 
advance warning and assumed flights are 
displayed in different colours. 
As a general rule, the Action mouse button shall 
be used for data input, and the Information 
button is used if information is required for a 
flight. 

Input is made via invoking menus and scrolled 
lists: 

a&g&km 
Selecting the aircraft identification field with 
the Action button, a Callsign Menu is invoked, 
which allows the input various orders, e.g: 
assume, transfer, request release, release, skip, 
proceed direct (including elastic vector), close 
flight plan, holdkerrninate hold, proceed to 
ALTN aerodrome, conformance check off, 
MTCA area alert off, 
RBIW off. The displayed and selectable 
pushbuttons are depending on the flight’s state 
(not yet assumed, assumed), and on the 
operator’s role. 
In order to reduce the length of the Callsign 
Menu, two states are available: 
basic, containing the most often used functions 
and the 
extended, which contains all functions. 

B d  
jlight list windows 
The following scrolled lists are invoked by 
clicking on certain fields: 
Sector Scrolled List, Level Scrolled List, 
Assigned Rate Scrolled List, Assigned Speed 
Scrolled List, Assigned Heading Scrolled List, 
Waypoint Scrolled List. 

The correct sizing of these pop-up windows is 
very important. The selection shall be easy, data 
shall be readable, however the size of the 
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window should be small that only the 
smallest area is covered on the radar screen. 
To reduce the necessary cursor movement 
the correct default position of the cursor is 
important when the pop-up window is 
invoked. 
To avoid incorrect data entry these pop-up 
windows also contain the 
aircraft whose label the scrolled list was 
invoked. 

callsign of the 

Track iEformation 
The following information can be initiated to 
be displayed for a selected flight on the radar 
display: 
Flight leg with or without conflicts, 
Extended Label Window (which contains the 
full details of the selected aircraft with 
estimate data for the next route points), 
Next sector’s frequency, and the Vertical 
Profile, 

Special windows on the radar screen 
In addition to the flight list windows, the 
radar window can also display: 
Coastlist Window, which contains those 
assumed or concerned flights, which are 
coasted from the display or for which the 
operator suppressed the display of data label. 
Stack Window, containing data of holding 
aircraft. 
Correlation Window, which is invoked when 
the operator wants to correlate a track 
manually. 

Flight list windows 
Due to stripless operation a sophisticated 
flight list window system has been 
developed. Dedicated memoir fields are also 
provided for the operator. 

The operator is able to manipulate data via 
track labels and also via list fields. Same 
functions are available via flight list fields as 
via track labels. In addition there are certain 
functions, which can be input via flight lists 
only, e.g. start-up and departure input, 
inbound estimate data modification, etc. 

In order to reduce the size of the lists, most lists 
are available in basic and in extended format. 

The content of the lists are role dependent. 
Some windows contain two lists, e.g. the Start- 
up Window, where the lower part contains those 
aircraft which are expected to request start-up 
clearance, and the upper part contains those 
which have already done so. 

Special call sign menus have been developed. 
The selectable functions of the callsign menu 
invoked by clicking on the call sign depends on 
the window, or if the contains two list, it 
depends on the list. 
E.g.: If the Aerodrome Controller selects a 
flight from the Landing List of his Sector 
Window, the invoking Callsign Menu enables 
him to input ARRIVED or MISSED 
APPROACH information. 
If he selects a flight from the Transit List of the 
same window the invoking Callsign Menu 
enables him to input TRANSFER, CLEARED 
FOR APPROACH, RELEASE and CLOSE 
FLIGHT PLAN information. 

The following flight list windows are planned: 
Start-up Window, for manipulation of flight data 
of aircraft starting up the engines at Ferihegy 
aerodrome (for GND controller use) 
Taxi Window. It is planned to display and to 
provide the facility of aircraft taxiing at 
Ferihegy aerodrome. It is also planned for the 
GND controller. 
Take-off Window. It is used by the Aerodrome 
Controller and contains those flights which are 
waiting for take-off clearance. 
Inbound Window. It contains the data of those 
aircraft which are expected to enter the sector. 
Sector Window. It is planned to provide the 
facility to display and manipulate data of 
aircraft currently under the control of the sector. 
Departure Window. It is used by the APP,ACC, 
MIL and FIC sectors and contains the data of 
those aircraft wkich are departing from the 
sector area. 
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As an example, the Military sector has the 
following flight list windows: 
Departure Window. It contains the data of 
OAT flights (fully OAT or mixed OAT-GAT 
which operate as OAT in the first part of the 
flight), departing from domestic military 
aerodromes. 
The Pending List of the window displays the 
aircraft expected to start-up the engines 
within VSP time (30 min). 
The Active List contains the data of aircraft 
for which start-up information has been 
input. Dedicated fields are available for the 
military operator to input free-text departure 
route information and clearance data (which 
has been coordinated verbally with the 
relevant civil sector). 
Inbound Window. It contains the data of 
those full OAT or mixed OAT/GAT flights 
for which the military controller made the 
departure input and those GAT/OAT flights, 
which are expected to be controlled by the 
military sector, but currently controlled by a 
civil sector. 
Sector Window. It contains the data of those 
military OAT flights which are currently 
controlled by the military sector. 

Capability is provided to (only) view the 
departure and sector list of the military 
sector by the civil sectors. 

The lists normally contain the usual flight 
plan elements, e.g. Callsign, type, estimate 
data, etc. but some special fields are also 
included, e.g. the tower controllers are able 
to indicate ATC en-route clearance delivery, 
the MIL ,and FIC controllers can input 
coordinated level and route information for 
the flight. 

FDP windows 
The FDP windows, which can accessed via a 
dedicated FDP bar provide capabilities to 
manipulate basic flight plan data, input 
estimate and position report data and 
displays outbound estimate data to be 

forwarded verbally to adjace 
staff. 

t units by the FD 

(It should be noted, that in MATIAS the 
estimates are received and forwarded by the FD 
section, modifications and cancellations are 
received and forwarded by the relevant sectors.) 
Functionality is also provided for displaying 
load count information. 

The following FPL windows are available: 
FPL Window, which allows the operator to view 
and manipulate flight plan data. It also provides 
the capability for the control staff to initiate 
sending of FPL, ARR, DEP and RQS messages 
via AFTN. 
EST Window, which allows the operator to input 
estimate data without or together with FPL data 
(e.g. AFIL) 
Route Data Window (for FIC). It provides the 
facility to enter estimates, position reports and 
reporting requirements. 
Flight Inputs Log Window. It provides the 
facility to view all flight data related inputs that 
have been applied to a selected flight record. 
The Workload Estimate Window informs the 
operator about the expected workload based on 
FPLs in the system. 
The operators can manipulate RPL data via an 
RPL List Window. 
Dedicated role is able to process bulk RPL data 
received from IFPS. 
A special Outbound List Window is provided for 
the FD staff which contains those data that has 
to be forwarded verbally to adjacent foreign 
units or to other domestic units. 

Coordination window 
A Coordination Window is planned to support: 
- silent coordination conversations relating to 
flight transfer data between MATIAS sector 
controllers, 
- verbal coordination with neighboring units 
(REV and EST CNL messages) . The operator 
is able to indicate the acknowledgment of the 
forwarded message by the receiving unit. 

This window should display also the operational 
content of the received REV or MAC messages 
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should the MATIAS not be able to process 
these OLD1 messages automatically. 

When the system detects that after data 
modification coordination is required 
between two sectors within the MATIAS, it 
does not process the change, but, instead, 
initiates a silent coordination conversation 
between the sectors concerned. 

The coordination messages are predefined 
and made of structured fields. By selecting 
different fields, the receiving controller can 
accept, refuse the modification or he can 
make a counter proposal. 

The window is not planned to be used for 
ATS route crossing requests between the 
military and the civil sectors due to the 
density of ATS routes in the FIR. Verbal 
coordination is planned between the civil 
and military sectors. The result of this 
coordination can be inserted into dedicated 
fields in the flight lists. 
The civil sectors are able to view the military 
flight lists, flight plans and flight tracks. 

The Coordination Window is split into two 
parts, i.e. messages received - “IN List”, and 
messages to be sent “OUT List”. 

Two Coordination Windows are planned for 
a sector, one for the Exgcutive and one for 
the Planning Controller, with the same 
content. 

Conflict windows 
Due to stripless operation, Medium Term 
Conflict Analysis and alert generation is a 
very important feature of the MATIAS. 
The result of MTCA can be displayed on the 
radar screen and in two dedicated conflict 
windows. 

The operator is planned to be able to request 
the system to display the flight path of a 
selected flight and the conflicting traffic on 
the radar picture in a horizontal plane. 

An ODID-like Conflict and Risk Display 
provides a dynamic display of all predicted 
medium term conflicts and/or risks including 
intrusion into reserved areas. 

A static Vertical Aid Window is also provided 
for the operator, which displays the vertical 
profile of a selected flight. 

The operators are able to exempt selected flights 
from MTCA. 

The Planning Controller is also able to indicate 
those conflicts which should be solved by the 
Executive Controller. 

AIS (or Information System) windows 
The AIS windows contain all important 
information, which are required by the operators 
in order to provide efficient air traffic services 
to aircraft. 
The AIS system can be accessed by a dedicated 
AIS bar. 

Data input is made by selected role(s). An AIS 
Operator is responsible for data input. 

The following functions are available : 
The operator is able to view various 
meteorological data, including: 

Sensored current met data at Ferihegy 
aerodrome, like wind, visibility, RVR, 
QNH, e.t.c, 
METARs, TAF, SNOTAMs etc. for 
selected aerodromes or for a selected 
group of aerodromes, 
Upper wind and temperature data, 
General Aviation Forecast data, 
Weather picture received from 
meteorological satellite 

NOTAMs in force. It should be noted, that 
MET and NOTAM messages will also be 
displayed in decoded format. 
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Dedicated windows are available for 
displaying equipment status, like VORs, 
RADARS, ILS, etc. 

The user is able to select an aerodrome and 
view all information (met, equipment, 
services, opening hours, etc.) relevant to the 
aerodrome. 

The operator is also able to select hotspots 
on his radar picture. Selecting the hotspot, 
information is presented in a dedicated 
window for the selected aerodrome, navaid 
or area. 

A very important data is the frequencies 
currently in use by the ATS units. This data 
is displayed in a dedicated window for the 
controllers. Supervisory roles are able to 
manipulate data within this window. It 
should be noted, that the next sectors 
frequency is also displayed in the target data 
label. 

Dedicated windows are planned for 
displaying current and planned activity data 
of danger, restricted and military areas and 
other special airspaces. Supervisory 
positions are able to modify data as required. 
Data in these windows control the automatic 
display of the relevant radar maps at the 
sector positions. Functionality is provided 
for the AIS Operator role to create an ad-hoc 
restricted area and input planned activity 
data. 

The operator is able view various maps, e.g. 
sector map, aerodrome maps, aeronautical 
chart, etc. 

In addition document pages can also be 
presented, e.g. AIP pages, Letter of 
Agreements, administrative regulations, shift 
schedule, etc. 
All these information are presented in a so- 
called Information Window. 

The AIS Operator is able to generate and send 
predefined bulletins (met. data and NOTAMs) 
to various addressees. 

The TWR controllers are able to input and 
display in dedicated windows the maintenance 
cars and vehicles operating on the runways and 
taxiways. 

Sectorisation windows 
Dedicated windows are available for the 
Operational Supervisor to initiate sectorization 
changes and to move a role from a faulty 
hardware to an other equipment. A separate 
window is planned for reallocation of flight data 
roles between the available workstations. 

Communication windows 
Communication windows are provided for the 
COM Operator role to supervise and control the 
messages exchanged via AFTN, OLDI and 
MET connections. 

An AFTN Message Window is provided for 
displaying, addressing and sending external 
AFTN messages. It should be noted, that all 
outgoing AFTN messages are planned to be 
displayed at the COM Operator, who is 
responsible for the correct addressing of the 
messages. 

A dedicated window is provided for AFTN link 
control. The operator is able to select AFTN 
channel mode, e.g. Operational, Off-line and he 
is also able to set message sequence numbers. 
He is able to view all received or sent AFTN, 
OLDI and MET messages via a Log Window. 

In the case an unrecognizable message is 
received by the system, he is alerted, he can 
correct the message if it is corrupt, route the 
message to other roles (e.g. free-text AFTN 
message), or he can discard it. He is also able to 
repeat transmission of AFTN messages, or can 
request repetition of a previous message and 
generate SVC messages. 
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Plans and Prospectives for Research and Development in Air Traffic Management 

Clyde A. Miller 
Program Director for Research 

Federal Aviation Administration 
800 Independence Avenue, S.W. 

Washington, DC 2059 1 

SUMMARY 

In 1993, the U.S. Congress passed the Government 
Performance and Results Act (GPRA). The purpose of 
the legislation is to improve Federal program effectiveness 
and public accountability by promoting a focus on results, 
service quality and customer satisfaction. The GPRA 
shifts the focus of program accountability from agency 
internal activities to the products and services planned to 
be placed in the hands of external customers and the 
eventual benefits to be achieved as a result. Decisions 
regarding expenditures of public funds wil l  be justified in 
terms of these products, services and benefits. This 
perspective is very useful in planning and prioritizing 
research w d  development 0) projects in air tratlic 
management (ATM). In particular, it would be useful to 
establish a comprehensive framework of performance 
goals to guide R&D investments in ATM. Some progress 
toward this end has been achieved at the Federal Aviation 
Administration (FAA). 

LIST OF ACRONYMS 

ADS-B automatic dependent surveillance - 
AGL above ground level 
ATM air traffic management 
FAA Federal Aviation Administration 
GPRA Government Performance and Results 

R&D research and development 

broadcast 

Act 

1. INTRODUCTION 

Fig 1 illustrates the central notion of the GPRA as applied 
to the FAA R&D program in ATM. The GPRA focuses 
on outDuts. external customers and outcomes. An outDut 
is a product or service produced by the FAA and delivered 
to its customer community. An outcome is the result, 
consequence or benefit achieved by placing the output in 
the hands of the customer. For example, an intended 
outcome of an R&D initiative might be to reduce the 

fresuency of runway incursions. The output that the 
initiative is pursuing might be a new surface surveillance 
capability based on the automatic dependent surveillance - 
broadcast (ADS-B) technique. (ADS-B is a function that 
automatically broadcasts, via a data link, aircraft position 
data derived from the on-board navigation system.) 

The R&D program and its various activities and products 
(for example, system analyses, simulation experiments, 
field trials and technical reports) contribute to’agency 
outputs but they are not especially helpful for 
understanding the potential value of R&D investments. 
Government decision makers allocating scarce funding 
resources are concerned with outputs to be delivered and 
outcomes to be achieved. 

2. CUSTOMERS AND STAKEHOLDERS 

The GPRA philosophy is very partichar about the notion 
of customers. GPRA customers exclusively are the end 
users of the agency’s products and services. FAA’s 
customers include passengers traveling in commercial 
aircraft, users of air cargo services and commercial, 
private and military aircraft operators. 

A sharp focus on the end customer forces one to think 
about the ultimate outcomes achieved by agency outputs 
as opposed to considering consequences experienced by 
intermediaries. For example, if one views tower 
controllers as the customers for an improved airport 
surface surveillance capability, it would be possible to 
develop and implement a new system that is well received 
by the controllers but not effective in providing an 
intended reduction in incursions. The controllers are 
essential partners in any effort to reduce incursions and 
any surface surveillance capability developed would need 
to meet their approval. But the focus of the R&D 
investment and the associated implementation expenses 
must be the intended improvement in the safety of aircraft 
operations on the surface as experienced by passengers 
and aircraft operators. 

Paper presented at an AGARD MSP Workshop on “Air Trafic Management”, held in Budapest, Hungary, 
27-29 May 1997, and published in R-825. 
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The focus on outcomes for end customers also fosters a 
more comprehensive approach to R&D program planning 
and management. Delivering benefits (outcomes) to the 
customers of the ATM system often requires both 
technical improvements and changes in procedures and 
rules. In R&D, it is easy to overlook the procedural 
aspects and focus only on technical innovations. The 
GPRA focus on benefits derived by end customers requires 
coordinated delivery of all essential elements of system 
improvements. . 

Stakeholders are important as well. A stakeholder is a 
party concerned with the outcomes achieved but not 
involved as an end customer of FAA’s outputs. The air 
transportation system dramatically e f f i  the ~ t i o n a l  
economy and virtually everyone therefore can be Seen as a 
stakeholder. More specifically, U.S. government agencies 
and legislative bodies concerned with the safety and 
efficiency of air transportation are pMcipal stakeholders 
in FAA’s R&D program as are state and local 
governments, the international aviation community, 
aviation associations, commercial pilots, FAA’s 
operational staff, aircraft and equipment manufacturers, 
universities and the research community. 

The objective of the GPRA is to assure that value is 
delivered to the agency’s customers. It follows that 
customers should be involved in agency planning 
activities and that program design should be conducted in 
collaboration with the customer community. The 
stakeholders need to be involved as well. 

3. PERFORMANCE GOALS 

The GPRA is not satisfied with qualitative outputs and 
outcomes. Rather, it requires that intended outputs and 
outcomes are expressed as quantitative performance ~ o a l s ,  
that is, target levels of performance expressed as tangible, 
measurable, objectives against which actual performance 
can be compared, including goals expressed as 
quantitative standards, values or rates. 

For the example of the preceding d o n ,  the intended 
outcome could be expressed properly as follows: 

By 2003, reduce the frequency of runway 
incursions by 30 percent relative to the 1996 
baseline. 
0 The frequency of incursions is the number of 

incursions divided by the number of aircraft 
takeoffs and landings. 

0 A runway incursion is an incident in which 
an aircraft, vehicle or other object creates a 
collision hazard for an aircraft on an active 
runway. 

A correctly stated output for this outcome could be the 
following: 

By 2002, develop and implement an airport 
surface surveillance capability based on ADS-B 
meeting the following performance goals: 
0 Statement of quantitative technical goals 

associated with target detection and 
identification, false detections, update rate, 
and all-weather capability. 
Statement of quantitative goals for capital 
and life cycle costs 

0 

The basic precepts of the GPRA are easy to appreciate. 
Like any business, government’s function should be to 
provide products and seMces to customers who, in turn, 
derive benefits that justify the associated expenses. 
Quantitative performance goals are essential to 
understanding whether or not proposed investments are 
likely to be cost beneficial. 

4. APPLICATION TO R&D 

Difficulties can arise in applying the GPRA to RBiD 
projects. The principal problem is that the benefits of 
RgtD are often uncertain. The example used in the 
preceding section asserts that a specified surface 
surveillance capability will achieve a 30 percent reduction 
in the frequency of runway incursions by 2003. 
presumably, past research justifies the assertion. 

Suppose that little research has been conducted on the 
subject. How does one get started? The objective is still 
to reduce the frequency of runway incursions. But what 
quantitative outcome should be used and what outputs can 
be identified? The dilemma that arises is the requirement 
for a goal before the research to establish a viable goal has 
been conducted. 

The solution can be to frame the initial research activity 
around investigating the problem, identifying and 
analyzing potential solutions and their benefitcosts, and 
establishing performance goals for outcomes and outputs. 
The output of the first phase of research is then an 
improved understanding of the problem and its potential 
solutions. One publishes a technical report that provides a 
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basis for dialogue with the customer community prior to 
making a substantial R&D investment in pursuit of 
solutions. Through this process, GPRA imposes a 
healthy discipline on the R&D process. One is required to 
think clearly about the alternatives for solving the 
problem prior to committing significant fesoufces to any 
of them. 

This discussion illustrates an important point to be made 
about performance goals. In particular, the development 
of viable goals is a significant task in itself. In the ATM 
area, one will need to understand both the operational 
issues and the technological opportunities for achieving 
system improvements. Alternative approaches must be 
analyzed and their likely benefits and costs compared. 
Finally, one will want to collaborate with the customers 
and stakeholders involved prior to expending significant 
resources. 

5. 
MANAGEMENT 

ESSENTIAL ELEMENTS OF R&D PROGRAM 

It has been said that quality research is a matter of doing 
good work, doing it well and publishing the results. 
Pragmatically, in the field of ATM, it is a matter of 
understanding what needs to be done, developing a sound 
plan for doing it, collaborating with customers and 
stakeholders in these planning activities, and then 
efficiently accomplishing the project plan. A more 
specific list of essential elements of R&D program 
management is the following: 

Establish clear outcomes with their associated 

Analyze alternatives for achieving the outcomes 
IdentifL clear outputs with their associated 

Develop a reliable plan for producing the outputs 
Develop a benefitcost understanding of the selected 
course of action 
Collaborate with customers and stakeholders on the 
selected course of action 
Establish productive partnerships with industry, 
academia, government agencies and the international 
aviation community to foster R&D contributions from 
these sectors and to involve them in the development 
process. 

performance goals 

performance goals 

There are, of course, interactions among these elements 
and they are developed iteratively over time. 

6. OUTCOMES FOR ATM SYSTEM 
DEVELOPMENT 

The FAA research and development program in ATM is 
focused on seven principal outcomes that represent value 
to the end customers of the system: 

Increase system safety, that is, reduce the risk and 
consequences of accidents and incidents in the ATM 
system. 
Decrease system delays so that the time interval over 
which a flight occurs corresponds to the interval 
preferred by the user. 
Increase system flexibility by more frequently 
allowing users to operate at the altitudes and speeds 
and on the routes they prefer. 
Increase system predictability so that, even when 
delays are necessary and flexibility is limited due to 
traffic congestion or other factors, the ATM system 
can reliably estimate when aircraft will be able to 
depart and when they will arrive at their destinations. 
Predictability is an important service attribute for 
airlines in managing their fleets over the day. 
Increase user access to airports and airspace in all 
weather conditions. 
Maintain a high level of equipment and service 
availability to assure uninterrupted ATM operations. 
Increase the productivity OfAlUservices  as a means 
for controlling costs as demand increases. 

One might add other outcomes to this list, including an 
objective to reduce the environmental consequences of 
aircraft operations, in particular, the impact of noise on 
communities within major terminal areas. Even so, the 
outcomes listed provide a useful starting point for 
structuring an R&D program and its framework of 
performance goals. 

7. A HYPOTHETICAL EXAMPLE 

The following hypothetical example illustrates how 
one might structure R&D projects around the 
outcome concerned with increasing system safety. 
The hypothesis is that an informed group of 
researchers, analysts and operational specialists, in 
considering means for improving the safety of ATM 
operations, has collected and analyzed the necessary 
data and determined that there are four principal 
opportunities relevant to R&D, in particular (Fig 2): 
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0 

0 Reduce weather-related accidents 
0 

0 

Reduce approach and landing accidents and incidents 

Reduce the frequency and consequences of runway 
incursions 
Reduce the frequency of accidents and incidents 
related to human factors 

Further detailed analysis of each of these four areas yields 
the following performance goals and outputs: 

0 Approach and landing: By 2003, reduce the 
frequency of approach and landing accidents by 35 
percent relative to the 1996 baseline by producing the 
following output: 

Establish satellite-based Category I precision 
approach capability at al l  runway ends at 
public use airports. 

0 

0 Weather: By 2003, reduce the frequency of weather- 
related accidents by 40 percent relative to the 1996 
baseline by producing the following outputs: 

Implement specified weather products on 
government and commercial weather 
platforms 
Provide data link comruunications to 
transmit warnings of hazardous weather to 
aircraft operating in major terminal areas 
and in en route airspace above 6,000 feet 
(1830 meters) AGL. 

0 

Runway incursions: By 2003, reduce the frequency of 
runway incursions by 50 percent relative to the 1996 
baseline by producing the following outputs: 

Implement specified improvements in 
runway lighting, marking and signs and in 
surface navigation, surveillance and 
communications capabilities 
Implement decision support systems for taxi 
routing and conformance monitoring and for 
surface conflict alert. 

0 

o Human factors: By 2003, reduce the frequency of 
human-factors related accidents by 35 percent relative 
to the 1996 baseline by producing the following 
outputs: 

0 

0 

Implement improved programs for pilot and 
controller selection and training 
Implement means for monitoring human 
perfOrmance 
Implement guidelines for the design and 
validation of automation systems to assure 
better that they reliably perform their 
intended functions in the operational 
environment. 

It is further hypothesized that an analysis of accident 
statistics and the expected characteristics of the future air 
transportation system leads our analysts to the conclusion 
that achieving the four performance goals above will 
reduce the frequency of accidents by 30 percent. The 
Level 1 performance goal becomes: 

0 By 2003, reduce the frequency of accidents associated 
with ATM operations by 30 percent relative to the 
1996 baseline. 

The result of the analysis is a two-level framework of 
performance goals (Fig 2) which clearly could be further 
developed to lower levels. An assessment of the relative 
benefits and costs associated with the individual goals and 
outputs would provide a basis for prioritizing R&D 
investments among them. 

A similar analysis of alternative means for progressing the 
six remaining outcomes of Section 6 above would produce 
a comprehensive, rational framework for investment 
decision making in ATM R&D. 

Some will find the hypothetical example described above 
too elaborate. Several specialists could work for a year or 
more to collect and analyze the data needed to identify 
alternative opportunities for increasing system safety and 
to estimate their associated benefits and costs. Expenses 
amounting to several hundred thousand dollars (U.S.) 
could accrue before a clear picture emerged of the 
appropriate program. Some would argue that this 
investment is not an effective use of funds. The other side 
of the argument, of course, is that significant resources are 
expended in ATM R&D and one cannot be confident that 
they are well applied without the sort of analysis 
described. In addition, one cannot demonstrate to oneself 
or to others the value of the proposed investments without 
the results of this work. 

It is prudent to apply a certain percentage of the resources 
devoted to ATM R&D to systematic program planning, 
including the analysis of needs and opportunities for 
addressing those needs together with the establishment 
and maintenance of an appropriate framework of R&D 
performance goals. The art is in balancing the resources 
devoted to planning and goal setting with the resources 
dedicated to developing the solutions. In any case, 
planning and execution must proceed in parallel. The 
planning is not finished until the program is completed. 
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8. OTHER ADVANTAGES 

A framework of performance goals for ATM R&D has 
advantages beyond the ability to improve investment 
decision making. In particular: 

Consideration of alternative mems for achieving 
goals broadens one’s perspectivt: to include potential 
solutions that might not have been considered 
otherwise. One focuses on goals and then solutions 
rather than approaching R&D with the painstaking 
development of technological “solutions“ which many 
times are then left to seek out corresponding 
“problems” to be solved. 
Established goals provide an objective means for 
assessing program progress. They also provide ”exit 
criteria.” When the goal is achieved, work should 
stop. 
Goals provide a nearly universal means for 
explaining one’s work, both to oneselfand to others. 
They are essential for convincing the Board of 
Directors, whomever they may be, of the value of 
W2.D investments. 

0 Clear goals focus the energy of the research team on 
the desired end result. Frequently, this focus is more 
effective than elaborate program plans with their 
many milestone charts and descriptions of future 
research activities. 

9. CONCLUSION 

It is intended that R&D planning at the Federal Aviation 
Administration increasingly will be based on a 
comprehensive framework of objective performance goals 
describing what is to be achieved and by when. The 
h e w o r k  will be used in making investment decisions 
and will provide a principal means for communicating 
program objectives and priorities to agency customers and 
stakeholders. 

The benefits of this approach will be an R&D program 
that can be shown to be well focused on the needs of the 
agency’s customers and that is well understood by the 
FAA’s customer and stakeholder communities 
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Figure 2. Performance Goals for System Safety 
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I MSP Workshop - Budapest 

Outputs and Outcomes 

e:* outputs: 
0 Products and services produced by the agency 

and delivered to the agency's customer 
community 

e:* Outcomes: 

customers 
0 Consequences and benefits achieved by 

AGARDOI.PFT 

MSP Workshop - Budapest 

Customers and Stakeholders 
+:e Customers - EXTERNAL: 

0 Passengers 
0 Private aircraft operators 

0 FAA's operational staff 
Commercial pilots 
Aircraft and equipment manufacturers 

e:* Stakeholders - Involved, not customers: 

0 International aviation community 

AGARDO1 .FTT 4 
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MSP Workshop - Budapest 

Performance Goals 

.:e Target levels of effectiveness 
0 Effectiveness is the extent to which the purpose 

is achieved 
0:. Tangible, measurable and objective 
+Outcomes and outputs should be stated as 

performance goals 

AGAFlDOl .F"T 

MSP Workshop - Budapest 

Example of an Outcome 

*:e By 2003, reduce the fiequency of runway 
incursions by 30% relative to the 1996 baseline 
0 The fiequency of incursions is the annual 

number of incursions divided by the number of 
aircraft takeoffs and landings 

0 A runway incursion is an incident in which an 
aircraft, vehicle or other object creates a 
collision hazard for an aircraft on an active 
runway 

AGARDOI.P€T 6 
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MSP Workshop - Budapest 

Example of an Output 
+:e By 2002, implement an airport surveillance 

capability based on ADS-B meeting the 
following performance goals: 
0 Probability of detection and identification. .... 
0 False detection and identification rate.. .... 
0 mort coverage requirement ............. 
0 Update rate ..................................... 

Capital and life cycle costs ....... 

AGARWI .PFT 7 

. . .  

....... 

MSP Workshop - Budapest 

Goals Are Hard Work! 
Operational analysis 

+:e Technology assessment 
+:e Cost-effectiveness and cost-benefit studies 
e:* Collaboration with: 

0 Customers and stakeholders 
0 Subject-matter experts 
0 R&D partners 

Industry 

8 AGARDOl .PIT 
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MSP Workshop - Budapest 

Essential Elements of R,E&D Program 
. ..._. 

Management 

o Clear outcomes with performance goals 
o Analysis of alternatives for achieving the outcomes 
o Clear outputs with performance goals 
o Reliable plan for producing the outputs 
6 Cost-benefit understanding of the selected course of action 
4 Customer and stakeholder involvement 
o Partnerships with industry, academia, other government 

agencies and international community 

AGARDOI.PPT 9 

MSP Workshop - Budapest 

FAA Initiative 

+:+ Structure the R&D program in air traffic 
management around specific: 
0 Outcomes . outputs 
0 Performance goals 

AGARDoI.PPT 10 
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Outcomes for ATM 
*:e Increase system safety 
*:e Decrease system delays 
e:* Increase system flexibility 
e:* Increase system predictability 
*:e Increase user access 

Maintain hfiastructure service and equipment 
availability rates 

*:e Increase productivity in system operation and 
maintenance 

AGARDoI.PFT 11 

I MSP Workshop - Budapest 

System Safety 

Level 1 

I 
1 

I 1 
1 1 1 1 

AGARDO1 .PFT 
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I . _ _ _ _ _  

I MSP Workshop - Budapest 

Level 2 Goals for System Safety 
e Approach and Landing: By 2003, reduce the frequency of 

approach and landing accidents by 30% relative to the 
1996 baseline 
0 Output: 

Provide satellite-based Category I approach capability for all 
runway ends at public use airports 

9 Weather: By 2003, reduce the frequency of weather- 
related accidents by 40% relative to the 1996 baseline 
0 outputs: 

Specific aviation weather products implemented on government 

Ahground data link to provide weather products to the cockpit 
and commercial weather platforms 

AGARDOI .PPT 13 

.. .. 

MSP Workshop - Budapest 
:' Level 2 Goals for System Safety 

. . . . . . . 
9 Runwav Incursions: By'2003, reduce the frequency of 

runway incursions by 50 % relative to the 1996 baseline 
0 outputs: 

Signing, marking and lighting improvements 
Surface navigation and surveillance improvements 
Decision support for taxi routing and surface conflict alert 

9 Human Factors: By 2003, reduce the frequency of human- 
factors related accidents and operational errors by 30% 
relative to the 1996 baseline 
0 outputs: 

Selection and training techniques 
Techniques for monitoring human performance 
Guidelines for design and validation of automation systems 

AGARDO1 PIT 14 
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System Safety Level 1 
Performance Goal 

*:e By 2003, reduce the frequency of accidents 
associated with air traffic management 
operations by 30% relative to the 1996 
bas el ine 

AGARDOl.PPT 15 

MSP Workshop - Budapest 
I 

ATM Goals Framework 

AGARDO1 .FTT 

Level 1 

Level 2 
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I MSP Workshop - Budapest 

Advantages of a Performance Goals 
Framework for ATM R&D 

+:+ Requires consideration of alternative means 

+:+ Provides a basis for prioritizing investments 
+:+ Provides a means for assessing progress 

+:+Answers the question, “Why are we doing 

(outputs) for achieving outcomes 

0 Provides project exit criteria 

this?” 

AGARwl .PFT 

. .. 

MSP Workshop - Budapest 

...... Conclus ions 
e:+ FAA R&D program in ATM increasingly 

+:+ The goals framework will: 
will be based on performance goals 

0 Support investment decision making 
0 Facilitate communications with customers and 

stakeholders 
+:+ Benefits will include a better understood 

and supported R&D program 

AGARwl PPT 
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CNWATM Concept 
ICAO Prospective 

A. Dedryvere, 0. Carel 
Direction de la Navigation Abrienne, DNNCS 

48, rue Camille Desmoulins 
92452 lssy les Moulineaux Cedex, France 

Backaround review 

In 1983, ICAO founded the FANS Committee (Future Air Navigation System) to trigger 
a global reflexion on the radioelectric means to be used by Civil Aviation in 2000 and 
further. 

In dense areas (like the European (( core area D between London, Paris, Milan, Berlin 
and Amsterdam) the growth of traffic will no more be manageable by the current control 
methods ie multiplying the number of sectors more and more. En-route and airport 
delays generate time and financial losses. 

In oceanic and desertic areas the traffic is low and will remain low for a long time. 

The lack of communication and navigation means generates large lateral and 
longitudinal separations which sometimes do not avoid near misses over continental 
crosspaints. 

There was a need for more reliable but affordable controller-to-controller and controller- 
to-pilot links associated with modern and reliable navigation aids. 

Paradoxes in m odernitv 

Aviation is generally famous for technical modernity but the International Maritime 
Organization was the first to implement a satellite communication system designed 
between 1976 and 1979 and put into operation on 01/02/1982. 

It was then possible to maritime crew and travellers to phone everywhere in the world, 
when aircraft pilots were unable to have a confortable contact with ATC. 

General trends of FANS Committee report 

In its 1993 World wide transition plan; FANS 4 produced trends and not 
recommanda tions , nor imperative planning s. 

With due apologies to the conceptors, a very brief digest of the report can be read now 
as : introduction of CNS/ATM concept. 

- In the communication field, encourage satellite use rather than HF and digital 
exchanges when possible, rather than analog voice communications. 

- In the navigation field encourage satellite (GNSS) means associated with a new 
regulatory concept required navigation performances B. 

Paper presented at an AGARD MSP Workrhop on “Air m c  Management”, held in Budapest, Hungary, 
27-29 May 1997, and published in R-825. 
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- In the surveillance field definition of a new technique ((Automatic Dependent 
Sun/eillance>> ADS in areas not covered by radar and upgrade radar 
surveillance by enhanced secondary (mode S) radar. This ADS concept was 
further called ADS contract. 

Please note that the FANS Committee did not imagine at that stage ADS 
Boadcast, or Free flight which generate now inany ideas and technical 
proposals. 

- For obtaining benefits in ATM of these CNS proposals increasing use of 
automation was a major hope : 

ATM automation will make it possible to formulate real time flow 
management strategies, 

will allow negociation between ATC and aircraft to 
enhance tact ica I control . 

Datalink and voice channels combined with automation aids will be used for 
aircraft not capable of automated negociation. 

Flexible oceanic ATM will accomodate user-prefered trajectories. 

Both flow management and tactictal control will be enhanced for en-route 
and terminal operations. 

Traffic will flow smoothly into and out of terminal areas. 

New ATM systems will support increased airport capacity. 

Aside these technical efforts and their investments, the report aimed at operational 
benefits : reducing delays, accommodating user-prefered trajectories and flexible 
routing, reducing the communicator’s workload and channel congestion etc. 

Degree of implementation - of the transition plan 

Two chapters of the FANS 4 report are attached : (( Global planning )) and (( System 
lmplementation D. Let us have a look on the beginning of operational use of the three 
CNS composents. 

0 Communication 

The AMSS was installed on more than 110 aircraft, rather for passengers public 
telephone than for ATC needs. In case of emergency, pilots could dial the telephon 
number of an ACC, but it never occured ! 

Nevertheless AMSS is currently used for digital controler to pilot data link (CPDLC) over 
Pacific using a non standard application procedure called FANS 1 (initiated by Boeing 
on the B 747-400) or FANS A (Airbus). 
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This procedure has not yet really allowed dynamic negociation of flying routes. 

A reduction of lateral or longitudinal separations is under study but leads to certification 
problems due to the performances of the network. 

Among the 1500 aircraft foreseen to be AMSS equipped some hundreds are 
equipped/ordered with the FANS 1/A equipment. As an example all 8777 are basically 
equipped and Singapour Airlines ordered its 17 A340 to be equipped. 

Nothing is foreseen up to date for North Atlantic as it is doubtfull that interim 
FANS COM could introduce operational benefits as reduction of separations. 
Furthermore the present reduction of vertical separations obtains more benefits on the 
short term. 

The unique VHF datalink currently operationnal is the Airlines'ACARS but VDL 2 (with 
higher speed and ATN compatible) is ready to start. VDL 3 (digital mix of voice and 
data) is postponed by FAA. 

Furthermore a forth VDL is proposed by several experts. Some european Airlines 
gained European Commission DG 7 funding for experiments on VDL 4. 

The risk is to have different regional implementations. 

The secondary surveillance radar Mode S is quoted twice in the FANS 4 report : for 
communication and surveillance. Two degrees of performance can be achieved but 
were not precised on the chart : 

a) Enhanced surveillance (selective addressing + downlink aircraft parameters) 

b) Two way datalink wich is a genuine communication application. 

This application is not implemented to date in North America (NAM Region). 
Eurocontrol is supporting it more warmly than the FAA, but the POEMS program 
(pre-operational european Mode S) is starting now with enhanced surveillance 
capability only. 

The FANS report announced initial implementation of ATN in NAM/NAT/EUR 
around 1995. 

There is a misunderstrunding on the word ATN. In this document, it meant (( Network 
and Transport services )). 

When you read now in the Press (like ATC News) (( ATN versus FANS 1 )) it means air- 
ground applications. 

ATN covers a wide field from lower OS1 layers, by upper-layers, to application layers 
called CNS/ATM 1. 
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The network and transport layers are ready and some ground-ground applications will 
start soon (1 998). 

There are still discussions on air-ground applications. The standards are ready (and 
more efficient than FANS 1 application) but are different from FANS 1IA which was 
implemented first. 

Naviaation 

GNSS was foreseen for en-route operational use in 1993-95 in ASIA/PAC and it really 
happened (in practical GPS only is used). 

The FANS 4 report did not mention the augmentation systems (WAAS, EGNOS, 
MTSAT) which appear to be necessary for the Terminal areas (at least the most 
congested). The middle term (1996-2000) forecast of the committe seems to be 
postponed to 2000-201 0. 

Transition from ILS to MLS should have been precised in the '95 MLS meeting and was 
not : many states hope to avoid implementation of the MLS, waiting precision 
approaohes with GNSS (including local area augmentation system). 

S u rveil la nce 

ADS (contract) was foreseen in 1993-95 in ASWPAC. 

As explained above an interim FANS communication system was implemented over the 
Pacific in 1996. It includes only controller to pilot data link (CPDLC) but the forecast of 
the FANS Committee stays pretty good : CPDLC includes a "triggered dependant 
Surveillance". When contacting the ATC, the pilot sends its parameters in the same 
message. 

FANS/I/A avionics has ADS capability. It needs : 

- finalization on board, 

- implementation on ground system. 

Operational use is now foreseen at the end of 1998. 

There is some pressure from airlines to extand the FANS/?/A interim protocols and 
applications to Africa, Indian ocean, Siberia, Iran and Pakistan. If that happens, it will 
probably be CPDLC rather than ADS. 

The inadequacy of FANS/l/A protocols and avionics to obtain operational benefits on 
more congested areas should lead to CNSIATM 1 solutions. 

"ADS Europe" is an experimentation which started in 1996 and is still living. It involved 
dedicated aircrafts of several european airlines (British Airways, KLM, Lufthansa, Air 
France) on routes from North Atlantic to Asia. 
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The technical results are considered as positive. The operational implementation, 
mainly on North Atlantic, is still on debate. 

ADS Broadcast is a new concept, not proposed by the Committee. 

Each equipped aircraft would broadcast its position (altitude, heading, etc. associated 
with ti me). 

The neighbouring aircrafts (with adequate reception, processing and display) will have 
a situation awareness allowing separation insurance. 

Two techniques are proposed to fullfill this operational need : 

- the "long squitter" of the SSR transponder; 

- the Self organized time division multiplex (in the vhf band) also called VDL 4. 

The long squitter is favoured by the FAA, the STDMA by the Swedish Luftvartverket and 
some german experts. The competition between these two systems is not clear. 

NOTE 

ADS contract, ADS broadcast and CPDLC are studied by the same ICAO 
body (ADS panel). 

The SSR Mode S was foreseen in the 1993-95 term in the NAM region. As explained 
before, the FAA no more favours the Mode S as two way data link. 

Even restricted to enhanced surveillance, Mode S would facilitate radar tracking and 
controller task by downlinking some aircraft parameters (like heading, speed, etc.). 

the FANS 4 report did not mention ACAS (Airborne collision avoidance system) based 
on the SSR transponder. ACAS and some of its implementations (TCAS 2 etc.) were 
known bud considered out of pure surveillance systems. 
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CONCLUSION 

Four years later, the FANS 4 global planning appears delayed but globally valid. The 
principal lack in the report is probably the absence of reflexion on the FANS 1 solution 
which was designed by Boeing at the same time (but rather secretly). 

This leads to new paradoxes, Pilot and controller have interim but modern 
communications techniques on huge areas with low traffic (to day Pacific ocean, and may 
be tomorrow Indian ocean). 

Over the Atlantic ocean they don't have. 

Large and cosfull experiments are running for more congested areas (ADS Europe, 
EOLIA). 

ADS Europe did not engage pilots, because they were transparent to automatic position 
reports . EOLIA will demonstrate and evaluate data link services in an operational-like 
environnement (using ATN communications infrastructure). 

Taking profit of data link techniques needs to make implementation not only on the ground 
working stations or airborne avionics, but also in the controller and pilot working methods. 

It leads to delicate certification problems and huge investments which explain the 
prudence of the operators. 
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ACRONYMS 

ACARS 

ANC Air navigation commission (ICAO) 

Aircraft communication and reporting system : Network using VHF 
or INMARSAT (AMSS) 

ATM 

ATN 

ADS 

Air traffic management 

Aeronautical telecommunications network 

Automatic dependant surveillance 

DME Distance measurement system 

EGNOS 

GPS Global positionning system (USA) 

I LS Instrument landing system 

NDB Non directional beacon 

European geostationnery overlay service (GNSS) 

MLS 

VDL 

VOR 

Microwave landing system 

VHF Data link (VDL, 2, 3, 4) 

VHF omnidirectional ranging system 

Regional groups See next page 

Technical groups See next page 

RNP Required navigation performance 

WAAS Wide area augmentation system (GNSS) 



18-8 

AWOP 

SICASP 

RGCSP 

OCP 

AMCP 

ADSP 

ATNP 

GNSSP 

REGIONAL GROUPS 

EANPG 

ISPACG 

NATSPG 

APANPIRG 

APIRG 

Grepecas 

MI DAN PI RG 

European air navigation planning group 

Informal South Pacific coordination group 

North atlantic special planning group 

Asia Pacific air navigation ................. 
Africa planning and implementing ..... 
Grupo ......... Carribe y America del Sur 

Middle east air navigation .................... 

TECHNICAL GROUPS 

All weather operational panel 

Secondary radar improvement and collision avoidance panel 

Review of the general concept of separation panel 

Obstacle clearance panel 

Ae romo b ile communications panel 

Auto ma tic dependant surveil lance pa ne1 

Ae rona u tica I telecommunications network panel 

Global navigation satellite system panel 
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The  need for an evolutionary transition is critical to planning for the new CNSIATM An evolutionary 
systems: transition is 

critical for 
planning the 
global 
implementation. 

FANS (II)/4-WP/82 

Appendix B to the Report on Agenda Item 8 

L 

Global planning will be essential to the successful implementation of the new CNS/ATM 
systems. n e  global plan sets forth the details of 
section provides an overview of the key isslies involved. 

planning; the discussion in [his 

J 

SECTION 4 

b GLOBAL PLANNING 

EVOLUTION AND TRANSITION 

. The transition should be carefully planned to avoid degradation in system 
performance. The level of safety attainable today will need to be assured 
throughout the transition. 

Careful planning will also be necessary to ensure that aircraft of the future are not 
unnecessarily burdened by the need to carry a multiplicity of existing and new 
CNS equipment during a long transition cycle. 

As discussed in Section 3, there is a close relationship between the required CNS 
services and the desired level of ATM. 

For reasons of both economy and efficiency, it is necessary to ensure that 
differences in the pace of development around the world do not lead to 
incompatibility among elements of the over-all system. In particular, given the 
wide coverage of satellite CNS systems, world-wide co-ordination of these systems 
is necessary if they are to be optimized. 
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Amendix B to the ReDort on Agenda Item 8 8B-3 1 

Key Transition Events 
On a global scale, the transition to the ICAO CNS/ATM systems will be paced by a series of 
key events that must be completed for the implementation to proceed. Activities relating to 
those events are currently being pursued under the.sponsorship of ICAO and/or its Contracting 
States. Global transition planning requires recognition and understanding of those events and 
the associated schedule of activities so that the individual planning undertaken by ICAO, States 
and international organizations can lead to the intended benefits. There are many such events, 
but for planning purposes it is useful to group them as follows: 

The availability of standards and procedures . The completion of necessary trials and demonstrations . The availability of adequate satellite capacity (when applicable) 
The  equipage of suitable numbers of aircraft . Operational use . Training 

It is recognized that there are major long-term consequences of adopting a CNS 
concept that will evmually permit the elimination of a variety of current CNS 
systems. Decisions on whether particular systems can be removed will depend on 
many factors. One essential factor is the demonstrated capability and implementation 
of the new systems. Moreover, a clear and compelling case for transition to the new 
CNS system will include consideration of the benefits perceived by the aviation 
community. 

Decisions on the  
elimination of 
current systems 
involve many 
factors. 
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General Transition Issues 

. . . . 
fi  Automation issues 

Procedures'and training for use of parallel systems 
Humanhachine interface issues for parallel systems 
Operatorhser confidence in the new system 
Selection criteria for operatorshsers of the new system 
Procedures in case of new or old system failure 

ODerator knowledge of the svstem mix 
Y 

Equiprnent/Facili tiedhfrastructure . . 
H . . . 
W . . . I 

~ 

Availability of equipment, facilities, and infrastructure for new and old systems 
Maintainability of new and old equipment, facilities, and infrastructure types 
Partial or non-standard equipage within a facility or aircraft 
Partial equipage across facilities or an aircraft fleet 
Integrity assurance and back-up for new and old systems 
Multiple equipment types or facilities for the same function 
Design of new systems to allow for further upgrade 
Replacement of aging components of the old system 
Upgrading of aircraft/facilities with limited remaining life 
Capacity and coverage'issues 
Certification of equipment for the new system 

Use of different systems in different flight phases 
Different aircraft capabilities or user classes in the same airspace 
National or other boundaries with different infrastructures 
Non-equipped 'intruders" 
Disruption of operations to change the system 
Supplementary versus sole-means use 
AircraWfacilities out of service to re-equip 
Initial benefits of the new system during the transition 

. Standards and regulations . Phased transition; intermediate steps 
. . 
m Pre-operational trials . . . 

Organizational restructuring during the transition 

Research and development and applications development 
Need and incentives to minimize the duration of the transition period 
Communication among States on imdementation D I ~ S  

0 . New system cost and investment in the old system; amortization 
Cost of maintaining parallel systems 
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Because of differences in the level of ATM in various parts of the world and the 
variety of other factors influencing the transition, exact time frames for the transition 
cannot be specified. However, considering the predicted occurrence of certain key 
events, the transition can be expected to occur during four time periods: 

Previous term: T O  -1992 

Near term: 1993- 1995 . Mid-term: 1996-1999 

Long term: 2000-20 10 

Graphical depictions of the progress of the key events during these time periods for 
communications, navigation, and surveillance are shown in the system evolution charts 
on the succeeding pages. 

Ideally, the transition to new CNS systems should be based on improvements in 
ATM, and should be accompanied by structural and procedural changes that will 
enhance ATM and provide benefits to users. The necessary structural changes involve 
airspace re-organization required to optimize the new systems. The necessary 
procedural changes icclude: 

Data link handling procedures . Review of ATC procedures, including separation criteria . Review of separation minima 

Message formats . Approach procedures 

Planning and implementation of improved ATM capabilities should include 
consideration of human factors impacts and requirements. Essential human factors 
considerations for the transition include: 

Rough time 
periods for the 
transition can be 
given . 

I 

I 

1 

I 

Structural and 

changes will be 
procedural j 

required. 

There are 
essential human 
factors 

Training (discussed below) . Human/machine interface 

considerations for 
the transition. 

. Definition of safety level with reference to system statistics as well as human capabilities and 
1 imitations 

The retention of situational awareness by ATS personnel and air crews 
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Provision for user-preferred routings 

Effective packaging and managing of.information relevant to users and ATS personnel 

Definition of responsibilities of pilots, air traffic controllers and system designers in an 
automated environment 
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SECTION s 

SYSTEM IMPLEMENTATION 

The action programme outlined in this section is intended to provide users, service 
providers, and the States/regions with guidelines for transition to and implementation 
of the new CNSlATM systems. The discussion below is'at a high level of detail, in 
keeping with the spirit of the present document. Much greater detail on these issues 
is provided in the global plan. 

TRANSITION GUIDELINES 

Guidelines for transition to the future system encourage early equipage by users for 
the earliest possible accrual of the system benefits. Although a transition period of 
dual equipage, both airborne and ground, will be necessary to ensure the reliability 
and availability of the new system, the guidelines are aimed at minimizing this period 
to .the extent practicable. 

The action 
programme 
provides 
transition and 
implementation 
guidelines. 

These guidelines 
emphasize early 
user equipage 
and minimizing 
of the dual ' 
equipage period. 

~~ 

Global co-ordinated plan for transition to the ICAO CNSlATM systems 
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* Global co-ordinated plan for transition to the ICAO CNSIATM systems 
. I  
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The Way Forward, a European Perspective 

Xavier FRON 
EUROCONTROL Experimental Centre 

BP 15 
91222 BrCtigny sur Orge Cedex 

France 

Slide 1 

Good morning, ladies and gentlemen. I am honoured to present a paper to this distinguished 
audience. Here are some personal ideas about what may be coming next in European Air Traffic 
Management (ATM), dealing more specifically with the following items: 

Slide 2 

First, why is there is a need to act at all, 
Second, try to explain existing plans in Europe to address challenges, 
Third, show that we have at least some idea of how to address those challenges, by presenting 
some results, which will lead us to a possible path forward, 
and finally to conclusions. 

Slide 3 

Air traffic in Europe has been growing heavily and steadily since 1985, at a compound rate of 
about 5% per year, reaching sometimes 10% a year. Traffic has doubled in about 12 years, which 
is an impressive growth, projected to cany on for the foreseeable future. This is the demand side. 

Let’s consider here four major indicators characterising ATM performance, the offer side. 
Delays are one major ATM performance indicator. Imbalance between en route capacity and 
demand has resulted in large delays in the late 80’s. It is remarkable that collective European 
action under EATCHIP was able to handle such traffic growth and to contain delays to tolerable 
levels. I shall present you the projection for delays if capacity is not increased further. 
Delays are strongly related with capacity shortfall. Capacity shortfall can be analysed through 
modelling, taking traffic projections into account. 
ATC costs, which are recovered through route charges in Europe, are another major performance 
indicator. I shall present the historic long term trend of ATC cost growth in Europe. There is a 
stronger and stronger pressure by airspace users to reduce ATM costs, whose magnitude is 
nowadays equivalent with that of fuel. 

Collision avoidance between flights is the basic purpose of ATM. Safety is the fourth key ATM 
performance indicator. The natural law is that ATM-related incidents or accidents grow 
quadratically with traffic. Doubling tr&c would imply four times more accidents, if 
countermeasures are not taken. 

There are trade-offs between performance parameters. For example, it is possible to improve safety 
at the expense of cost. The converse is also possible, but should obviously handled with extreme 
care. The user requirement is to improve all performance parameters at the same time, while 
handling traffic growth. This is a considerable challenge. 

Paper presented at an AGARD MSP Workshop on “Air Trafsic Management”, held in Budapest, Hungary, 
27-29 May 1997, and published in R-825. 
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Now: What happens if capacity remains constant and traffic keeps growing? 

Delays are directly linked with the imbalance between trafiic demand and airspacelairport 
capacities. This slide shows how delays would grow if nothing was done, that is if no more 
capacity was created at airports and air traffic control centres. Delays, which are already considered 
to be barely bearable, would simply explode, even five years from now, that is tomorrow! Just 
remember that the growing delays at the end of the 1980’s were at the origin of major political 
concern and resulted in the ECAC strategy for the 90’s. It is clear we need an ECAC strategy for 
the 2000+, which is now being developed. 

We have observed an empirical short term relationship between the difference traffic-capacity and 
delays with an elasticity of about 5. Typically, 1% more capacity reduces delays by about 5%, 1% 
more traffic at constant capacity increases delays by 5%. The explosive behaviour of delays 
matches well with this strong observed elasticity. There are two major components of growing 
delays: the blue line shows delays due to lack of ATM capacity, the green one delays due to lack 
of airport capacity. Whereas ATM capacity was dominant so far, airport capacity is projected to be 
dominant in the coming period, which brings us closer to the US case. 

Slide 5 

Coming now to cost trends. In Europe as you know, all revenues of air traffic control are 
recovered through route charges collected by The EUROCONTROL Central Route Charges 
Office, which amounts to about 5 billion dollars per year. This is of the same order of magnitude 
as he1 expenditure. Airlines are ready to invest a lot to save just 1% of fuel. ATM is far from 
being optimised to 1 %. Imagine the pressure on ATM cost reduction, because the same savings 
can be achieved by reducing ATM costs by 1%. 

You see here a long term cost trend analysis, which shows that the unit cost of ATM capacity 
tends to be linear in constant currency, globally and locally for a given country, and that there are 
little scale effects. For example, the Netherlands, which deliver less service units (kilometres flown 
weighted by the square root of mass) than France, have an equivalent unit rate. It’s encouraging in 
a way because, so far, we have been able to provide more capacity at constant unit cost. The short 
term trend would be that costs grow faster than traffic because the only way to increase capacity 
has so far been to add more sectors, which has decreasing returns. But over the year, thanks to a 
number of intelligent initiatives, it was possible to beat that decreasing returns trend. Curbing the 
long term linear cost trend and decreasing unit rates will be a major challenge in itself. 

Slide 6 ~ 

Finally, capacity. The important remark here is that the situation in Europe is very contrasted. 
Many control centres have and will still have excess capacity in 2001, given detailed traffic 
projections for individual city pairs. In a few control centres, there will be a capacity shortfall 
between 25 and 50%, if no action is taken, which would generate the huge delays shown above. It 
is not adequate to devise plans for Europe whereby capacity would be increased everywhere by say 
25 % until to 2001. It would not be cost-effective to add capacity in areas which are and will be 
over capacity, because over-capacity causes additional costs. Conversely, under-capacity causes 
delays and other penalties which exceed direct cost savings, which, again, is away from the 
optimum. We know from recent studies that the optimum is around a capacityldemand ratio of 1. 
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Slide 7 

I’m coming now to the second part of this paper: the European response to these challenges. 

Slide 8 

Several major actions to improve ATM in Europe are co-ordinated through EUROCONTROL, a 
26-state organisation. 

The first three were launched in the late 80’s and early 90’s: 
- implementation of the CFMU - the Central Flow Management Unit, 
- the EATCHIP Program - European ATC Harmonisation and Integration Programme, 
- definition of the future European ATM System (EATMS). 
The ECAC Strategy for’the 90’s final target is 1998. It is remarkable that it was possible through 
combined European action to handle growing traffic - doubling in 12 years, with delays and costs 

successful. 
’ being contained within acceptable limits. So, we can say the strategy for the 90’s has been 

However, a number of non-renewable capacity resources have been exhausted: the size of sectors 
has often been reduced to a minimum , and so on. We want to handle growing demand whilst 
maintaining or improving ATM performance for all above-mentioned indicators: delays, costs, 
safety. This is very much what the ATM 2000+ strategy is about. The launching event happened 
in February 97 with the MATSE 5 Transport Ministers Meeting. MATSE 5 decided the 
institutional arrangements, which should take legal form with the signature of the 
EUROCONTROL Revised Convention. Performance review, performance driven R&D 
programmes, very much in line with the FAA approach presented by Clyde, should play a major 
role. 

In fact, I shall try to show through this briefing the necessity of the different components of that 
strategy. In order to clarify the terminology, EATMS is at the same time the target, the ultimate 
goal towards which our programmes are aligned, and the way towards that target. 

Slide 9 

Official EATMS vision and objectives have been agreed through a series of user consultation. The 
vision is to allow all airspace users the maximum freedom of movement subject to the needs for 
safety, cost effectiveness, environmental aspects and national security requirements. The main 
objectives are : safety, efficiency , uniformity, environment, capacity, cost effectiveness and 
national security. Those objectives are stated at the moment in a qualitative terms. We are 
working to qua&@ objectives and to understand trade-offs between contradicting objectives such 
as cost reduction and safety improvement. 

Slide 10 

ATM is not living in isolation. Key external trends influencing EATMS have been identified. 
The first one is a growing and unavoidable economic pressure to reduce ATM induced costs. 
The second is that independent performance review will be put in place. 
The third one is that the hub-and-spoke operations are projected to expand in Europe. 
There will be increasing pressure on airports and runways. Airports must be addressed with at 
least the same priority as Air Traffic Control has been so far. 
The question of human resource management is also a key item. 
Increasing use of new generic technologies - for a long time ATC has been using specific 
technologies - is foreseen: operating systems, computers, telecom networks and so on. 
And finally, air and ground will be much more inter-dependent. 

‘ I  
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Slide 11 

So, why can’t we just cany on the old way which was to further divide the airspace, to sp it 
sectors? First, airspace division is reaching diminishing returns and even physical limits: in some 
sectors in Europe, flying time is no more than five to eight minutes. The ATM unit cost is too 
high. As was said, ATM charges sometimes exceed fuel costs. Controller workload, tactical 
controller workload in particular, has been the limiting factor so far. Airport capacity limitations 
will hurt more and more. Therefore, new approaches have to be introduced to address challenges 
ahead of us. 

Slide 12 

Let’s try now to understand the guiding lines of EATMS. In the procedural ATC era of the 503,  
controllers knew precisely where aircraft was from time to time; in the present radar era, which has 
been lasting since the late 603,  controllers know where and who aircraft are, but very little 
assistance is given to know where aircraft will be, the essential item. Being a pilot, I know that 
pilots must fly ahead of their machine. That’s exactly the same for controllers. 
So, knowing not only where aircraft are, but also where they will be through intent broadcast could 
be the origin of a new generation of ATM, and of a paradigm shift leading some way towards the 
solution. 
In EATMS, it is not foreseen that automation will replace human judgement and decision, both in 
the air and on the ground. The system design should be human-centred, taking advantage of both 
human intelligence and computer power. 

Slide 13 

Another feature of the EATMS concept is the airspace structure, which would include three sorts 
of airspace: 
- managed airspace, which is similar to today’s controlled airspace, with either direct routing, 2D 
or 3D routes (e.g. SIDETAR). Responsibility for separation could be temporarily and explicitly 
transferred on board as is the case today with visual crossing, 
- free-flight airspace, where the responsibility for separation assurance will be on-board. Some sort 
of authority checking that the rules-of-the-air are respected could be required, 
- finally, unmanaged airspace, which is very similar to today’s uncontrolled airspace. . 

Slide 14 

So, I presented the challenge and major lines of the EATMS concept. What makes us think there is 
a chance to meet the challenge, that we will be able to handle growing traffic demand, and to 
improve performance? Well, there are some clues from on-going research that this can be done. 

Slide 15 

The first major item where we see significant capacity gain for en-route is RVSM, Reduced 
Vertical Separation Minima, whereby vertical separation above FL290 will be reduced from 2000 
to 1000 feet. A number of simulations were conducted, in particular at the EUROCONTROL 
Experimental Centre, showing potential capacity gains in the order of 30%. This is worth about 
five years of traffic growth, enough time to develop more elaborate solutions. Simulations showed 
that the (( double alternate )) scheme, whereby two successive flight levels are in the same 
direction, is the best option. There, I would like to praise our Hungarian colleagues, whose 
participation in those simulations was very precious. There is now a European plan to implement 
continental RVSM by 2001, the final go-ahead being due in June. 



19-5 

Slide 16 

Trying to understand what is coming next in terms of integrated air ground systems, it is useful to 
start where we were yesterday. 

Air ground interaction in the early days was based essentially on voice, a very thin link between air 
and ground. 

Slide 17 

The present air-ground interaction is still mostly dependant on voice communications and can be 
characterised as loose air-ground coupling. In fact, the essential difference with the early days is 
the introduction of identified surveillance thanks to SSR and flight plan. SSR is the foundation for 
the level of ATC automation we know today, which gives reliable information on where aircraft 
- are to the controllers. However, the even more crucial information on where aircraft will be is still 
far from perfect. There is no system support to ensure that planning information available on board 
and on the ground is consistent. Consistency is only ensured through a rather weak chain of voice 
communication and two human operators, pilot and controller, backed by work-load intensive 
procedures. This defeats investment both sides (e.g., 1% fuel savings thanks to FMS flight profile 
optimisation can be negated by 10% penalty due to ATC in the TMA). This also gi,ves rise to a 
number of potential errors, such as altitude errors, which account for two thirds of all incidents, 
according to NASA ASRS. 
Proven safety is the main advantage of present ATC system. It has however a number of 
drawbacks: it is certainly workload intensive, capacity is limited, with a probable capacity shortfall 
shortly after 2000 under today’s operating principles and finally it is rather expensive with the cost 
of air traffic control reaching the cost of fuel in some areas. 

Slide 18 

PHARE (The Programme for Harmonised Research in Air Traffic Management Research in 
EUROCONTROL) is probably one of the most extensive research programme addressing Air- 
Ground coupling at the moment. It is run by major research establishments in Europe, with both 
ATC and aeronautic expertise, together with their parent ATC authorities. PHARE is funded 50/50 
by EUROCONTROL and participants. 

The PHARE model essentially uses data-link for trajectory negotiations, whereby a contract is 
established between air and ground. PHARE is based on powerfd planning tools on the ground 
and on an experimental 4D FMS on board, the EFMS. The EFMS is capable of assembling a 4D 
flight path which respects constraints uplinked from the ground. It is controlled through a touch- 
screen interface. Note that the airborne part was only developed to the extent necessary for the 
programme, and should in no way be considered as definitive. 

There are a number of expected benefits associated with the PHARE scenario: 
-first, controller workload reduction, which leads to better productivity, increased capacity and 
reduced delays, Remember that radar controller workload is L5e limiting ATC capacity factor in 
Europe. If sector capacity was doubled, double t&c could be handled with present staffing, a 
yearly saving in the order of 1500 MECU by 2005. 
-in addition, PHARE planning tools can support direct routing en route, which could yield yearly 
savings in the order of 400 MECU in Europe by 2005, 
-finally, enhanced safety through consistency checking of air and ground planning information and 
medium term conflict detection and resolution. 
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Slide 19 

The PHARE scenario relies on a number of advanced controller assistance tools. There are nine of 
those: the Trajectory Predictor, the Conflict Probe, the Flight Path Monitor, the Negotiation 
Manager, the Problem Solver, the Arrival Manager, the Departure Manager, the Tactical Load 
Smoother and the Co-operative Tools. 

One of the new features of PHARE is the Problem Solver, which enables the controller to look into 
the future and design a plan which resolves conflicts for a given aircraft against all others over a 
given time horizon. 

Slide 20 

Before explaining the Principles of the Problem Solver, I would like you to understand that a time- 
dependant problem in our conventional 3D space is a static problem in a 4D space, including time 
as the fourth dimension. In this 4D space, each trajectory is a ga& curve, to which a protection 
volume can be associated. Flight planning can be considered as a problem of optimisation under 
constraints in a 4D space. Constraints outside the aircraft itself are essentially: terrain, traffic, flow, 
airspace and meteo. 4D protection volumes can be associated with all those constraints, which the 
subject aircraft 4D flight path should not intersect. 
4D geometry is not readily understandable by humans. However, it is possible to compute 2D 
projections in this 4D plane. These 2D projections show intuitive maps of constraints in each of 
the three useful degrees of freedom of an aircraft, i.e. horizontal, longitudinal and vertical. 
Computing these 2D projections involves exact geometric transforms, which are easy for 
computers, however complex, and can be proven. 

Back to the PHARE Problem Solver, which combines the power of computers for algorithms with 
the power of the human brain and vision for finding its way on a map, in a truly Human-centred 
approach. The Problem Solver shows what not to do, rather than telling what to do, like AERA for 
example. The horizontal display shows a map of traffic constraints for horizontal manoeuvres. An 
intuitive description of the horizontal 2D projection shows the contour of separation infringement 
segments from a given turning point. 

Slide 21 

With the Problem Solver, testing a horizontal resolution manoeuvre simply entails dragging the 
original flight path (the thin blue line), until it is clear from conflict zone. Note that the conflict 
zone has a dark core corresponding to the separation standard, and a lighter zone, which 
corresponds to prediction uncertainties. There, the controller can either decide to plan the shortest 
route and wait whether the conflict will eventually materialise, or plan a conservative route around 
the uncertainty zone and forget about the conflict. This is a very intuitive interaction which is 
readily learnt by controllers. Note that the controller can instantaneously decide whether the 
solution he/she has designed solves the conflict, and find the best solution, thereby remaining fully 
in control. 

Slide 22 

Similarly, constraints to speed and vertical changes are shown on two additional maps. The 
vertical axis of the speed display shows early/late arrival. An horizontal segment represents 
nominal speed, an upwards segment shows increasing speed, with faint triangles showing flyability 
limits. Note that the speed display enables the controller to decide instantaneously whether there is 
a speed change solution, and which is the best one, a novel feature. In the altitude change display, 
flight level is shown against time in the vertical display, together with traffic constraints zones. 
Interpretation is straightforward, with zones showing real and potential conflicts. 
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Note that any combination of heading, speed and altitude change for a given aircraft can be 
designed and checked very quickly with this system. 

Slide 23 

. So, PHARE achieved already very significant steps towards a better air-ground integration. 
However, using lessons learnt, one could consider whether there are no alternative models, for 
example trying to loosen the air-ground coupling as compared to the PHARE scenario. 
PHARE tools need good trajectory prediction. Such prediction is easy with 4D aircraft, because, 
by definition, they arrive at the said time and place. In this diagram, trajectory prediction would 
incorporate accurate MET and very accurate flight planning information which is available in 
AOC. The PHARE MET project indicates that it is probably possible to reduce the wind speed 
error from 15 knots to 5 knots rms. by incorporating aircraft reports in a background field, which is 
probably good enough to support the advanced tools. This is only a first step towards integrated 
air-ground systems. 

Slide 24 

Consider for one moment that the advanced planning information and tools available to the 
planning controller in PHARE are also available on board the aircraft. Suppose also that all 
constraints, i.e. traffic, terrain, airspace, MET and flow are incorporated on those 2D projections. 
That would give a powerful basis for dialogue between the controller and the pilot to establish an 
agreed path. 
This slide shows constraints for horizontal planning: traffic, restricted airspace and Meteo in this 
case. 

Slide 25 

Such principles are being implemented in the experimental FREER project at the 
EUROCONTROL Experimental Centre. Under FREER 1, Problem Solver like displays are 
presented to professional pilots, in order to find whether such tools and associated procedures 
could usefully support Airborne Separation Assurance. This slide shows an early implementation o 
such a display. The more elaborated FREER 2 would support co-operative air-ground Separation 
Assurance, using similar information in the air and on the ground. 

Slide 26 

With consistent information across ATC centres and aircraft, and associated management tools, 
conflict resolution could be ground based, with controllers using advanced tools to plan conflict- 
free trajectories and identify constraints to be satisfied by the aircraft. Conflict resolution could be 
shared, with trajectories being negotiated between air and ground on the basis of a common 
information. Conflict resolution could possibly be handled on board the aircraft as well. Note that 
this would require the definition of extended rules of the air, which would define which aircraft is 
in charge of solving which conflict. 

What would be necessary to that effect? I suggest that a consistent information base on all 
constraints, available to all interested parties, with access control for confidentiality and security 
reasons, together with associated management tools, would provide a good foundation. 

Note the essential components of this model: 
- aircraft with today's system (not necessarily 4D FMS), air-ground and air-air data-link capability 
for communicating position and intentions, using AT" and ADS-B for example, 
-AOC, which may become a major player as we saw in the last slide, 



-Airports, which could provide information such as runway capacity, and receive information such 
as expected landing times. 
-Finally ATM as defined in EATMS, i.e. a seamless network of ATC centres and ATFM. 

What could be expected from such a model? 
-It could support the full spectrum of operational concepts, from 4D tubes to autonomous aircraft, 
depending on time and airspace, with a uniform underlying paradigm, 
-It would enable trajectory negotiations and advanced planning, thereby drawing full benefit of air 
and ground automation. This does not contradict the principle of (( Free Flight D, because aircraft 
may modify intentions at any moment, provided they are communicated and satisfy constraints. It 
is rather a foundation for (( Free flight n, or rather (( Efficient Flight D. 
-And finally, it would provide safety back up loops, checking consistency of information between 
different players and identifying future conflicts. 

Slide 27 

I think we start to have a clearer view of a possible path forward, which could be capable of 
addressing the challenges mentioned above. 

Slide 28 

In addition to on-going initiatives on Central Flow Management (CFMU) and improvement of the 
present system, a first quantum jump in performance could come from RVSM, may be followed 
by direct routing in upper airspace. Tools like the Problem Solver, or its implementation called 
HIPS, would significantly help controllers in planning traffic outside classical route networks. The 
next step may be what is called here Co-operative ATM, with ATC, AOC, and aircraft being 
involved in the decision making process, based upon homogeneous information available to all 
concerned parties. A continuum of Separation Assurance principles, from ground-based ATC to 
airborne separation, with any form of negotiation in-between, could be based upon a uniform 
paradigm: flight planning taking into account all constraints (traffic, terrain, Meteo, . , .) known to 
all Concerned and possibly represented by no-go zones. Finally, we may one day reach the nirvana 
o free-flight. 

Slides 29, 30 

The following two slides give the axes for change as presently identified in the EATMS context. 

Slide 31 

As a conclusion, I would say that tough challenges lie ahead of us. In view of past effort known 
results, we can have good confidence that ATM challenges can be met: However, it was shown 
that airport challenges are of the same magnitude. The ATM 2000+ strategy being developed will 
most certainly be performance oriented, with priority being given to actions with best influence on 
performance. The very timely gate-to-gate )) approach will enable Europe to address airport 
challenges. Co-operative ATM may be a practical way to deliver a quantum jump in ATM 
performance, with enough capacity and efficiency to handle growing traffic at acceptable cost. 
This will not happen over night, and will require everybody’s effort. to achieve progressive 
implementation. 
Thank you. 
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PHARE ADVANCED TOOLS 
Ground System Functions 

Trajectory Predictor (TP) 
Prediction of the onward path of the aircraft in 4 dimension6 

Conflicts Probe (CP) 
Prediction of conflicts based on the predicted trajectories 01 the TP 

Flight Path Monitor (FPM) 
Automatic detection of deviations from planned flight trajectories 

Negoclation Manager (NM) 
Processing of air-ground and ground-ground communicatiGn of trajectory requests 
and assignments (different scenarios for achieving a "contfact") 

Problem Solver (PS) 
Proposals for the resolution of the conflicts of the CP or otber problems 

Arrival Manager (AM) 
Provision of optimum scheduling and sequencing advisoriqs to ATC controller for 
inbound traffic in the TMA 

Departure Manager (DM) 
Provision of optimum departure advisories to ensure efficignt flow of outbound traffic 
into the en-route sector 

Tactical Load Smoother (TLS) 
Multi-sector planning tool related to advanced scenarios of PHARE Demonstration 3 

Cooperative Tools (CT) 
"Electronic assistance" tool encompassing the other 8 tools above in the PHARE 
Demonstration 3 
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ANNEX 
CONFERENCE SESSION DISCUSSIONS 

Carlos Garcia-Avello 
Editor 

TRANSCRIPTION QUESTIONS - REPLIES 

NAME M. PELEGRIN 

COMPANY ANAE 

COMMENT Comment about a remark made by Gen. ALEXIS 

TEXT 

ANSWER 

There is a strong difference between landing and take-off. In the first case the plane 
should pass from a barometric altitude (or height) reference to a ground referenced 
trajectory. This is why the safest and most precise landings are performed with the ILS. 
On the contrary at take-off the plane quit the ground and get a barometric altitude (or 
height according to the baro-reference used on the altimeter). 

For evident safety reasons the plane must accelerate as rapidly as possible and once it 
reached the “rotation speed Vr” it must take off. The point on the runway at which the 
plane takes off varies in a large domain while the point at which the plane touchdown is 
located in a very short domain at about 300 m from the runway threshold. 

After take off one can imagine that the plane will fly horizontally at a height of some tens 
of meters and wait for the glide slope normally used for landings in the opposite QFU. 

NAME A. BENOIT 

COMPANY EUROCONTROL 

QUESTION TO U. VOELCKERS 

TEXT 1 20 Years ago, we made predictions of the future position of the aircraft; these were 
accurate for short periods of time only, the volume of uncertainty becoming quickly 
prohibitive. Subsequently, we designed a ground-based control system which made 
it possible to maintain the time of arrival over a fixed geographical point within a few 
seconds after a one-hour flight, for instance. 

You are in fact defining the initial conditions of a flight, if the flight is considered 
being initiated at brake release. 

In view of your experience, the number of uncertainty sources clearly mentioned in 
your diagrams, what can be expected as brake release time accuracy versus 
prediction horizon ? 

2. In the planning and monitoring frame, you refer to predictions. I understand that 
these predictions are “open-loop” prediction - no subsequent control. Is this correct ? 
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ANSWER 1. In fact, to “predict” a brake release time with high accuracy is very difficult. But 
with the integration of the AOC / Dispatch data, the “figure-of-merit’’ of this 
information will be permanently updated and become more and more accurate to 
close the intended brake-release time becomes target for brake-release time : 2 1 min. 
vs time-horizon : 4-5 minutes. 

2. Yes. 

NAME D. TRIVIZAS 

COMPANY University of Athens 

QUESTION TO U. VOELCKERS 

TEXT 

ANSWER 

How “adaptive” is the ground movement system ? 

As in advanced arrival management (AM) systems. If controllers use planning data and 
if the plan is good, it will be accepted by the controllers and adapted after a learning 
period. 

NAME D. TRIVIZAS 

COMPANY University of Athens 

QUESTION TO U. V~ELCKERS 

TEXT Is there a feed-back between planning and the active control of aircraft movements on 
the ground ? 

Is conflict-free planning of taxi-routes ensured by same conflict avoidance fhnction (e.g. 
a “ground TCAS’) ? 

’ 

ANSWER No ! 
Firstly Surface Movement Planning, allows still some planning-conflicts, because taxi 
operation can not be planned precisely. A certain “overlap” has to be tolerated. 
Otherwise the planning would be too rigid, and the real-world situation never can be 
controlled precisely according to his plan. 

Secondly, there are no defined “ground-separation-minima“, between two aircraft. 

Separation has to be maintained by pilots based on visual information. 

NAME R.W. SIMPSON 

COMPANY MIT 

QUESTION FOR E. PETRE 

TEXT Does the European controller have the ability to reroute, change altitude, or change 
speed of an airborne aircraft ? 

How does aircraft get routed around a thunderstorm ? 
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ANSWER Generally no - it requires coordination among nations. This policy is now being revised 
to allow this changes. 

By vectoring the dc .  

NAME R.W. SIMPSON 

COMPANY MIT 

QUESTION TO E. PETRE 

TEXT Does the conflict alert function have a shorter time horizon than the surface trajectory 
planner horizon of 5 minutes ? 

ANSWER Yes. 
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i_ ~ SESSION2 \* 1 I 
NAME S. SWIERSTRA 

COMPANY EUROCONTROL 

QUESTION FOR J.F. MEREDITH 

TEXT Do you think that the cockpit crew needs to be extended to perform the ATC task. 

How will this additional crew be accommodated in present cockpits ? 

ANSWER No. Means need to be developed to give the existing crew awareness of the conflicting 
traffic principally in order that they understand, and are in sympathy with, the conflict 
avoidance maneuver being applied. This is so, whether the maneuver is generated by 
on-aircraft computers or as a result of ground based Air Traffic Management 
calculations. 

NAME D. TRIVIZAS 

COMPANY University of Athens 

QUESTION FOR J.  F. MEREDITH 

TEXT How are pilots going to sense traffic around them ? (virtual reality glasses ?) 

What is the computational load involved ? 

Is this an “every man for himself’ philosophy ? 

ANSWER I am sure that whatever display means are developed to give the flight deck crew 
situation awareness of other aircraft, it will not involve virtual reality glasses ! 

Whatever display has to be supported will involve a computational load which is devoted 
to making the data, which is available in the conflict detection process, meaningful to the 
flight deck crew. 

No it is not “every man for himself’. the conflict resolutions algorithms will, wherever 
they are implemented. 
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NAME E. PETRE 

COMPANY EUROCONTROL 

QUESTION FOR J. F. MEREDITH 

TEXT 

ANSWER 

In order to support such new ATM concept, airborne equipment will be required in order 

to broadcast the a/c trajectory, and 
to process the data coming from the other d c .  

Can you give any indication on the availability or the underlying techniques required for 
such equipment ? 

Data link communication, probably using SATCOM will be necessary whether the 
conflict detection and resolution is done in individual aircraft or on the ground. 

Datalink transmission and receiver equipment is currently being installed in aircraft 
being equipped for FANS1 (FANS A) operation. 

NAME A. BENOIT 

COMPANY EUROCONTROL 

QUESTION FOR J .  F. MEREDITH 

TEXT You referred to “free flight” concept and, for its implementation, advocate the intense - 
if not the only use - of the FMS. 

Could you give us an idea for Continental Europe, of the difference between the actual 
length of flights and the corresponding great circle length for all flights over, say, a one- 
year period ? 

I have seen estimates that direct routings in Europe would save about 10% of the flight 
length. 

ANSWER 
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NAME K. ZEGHAL 

COMPANY STERIA 

QUESTION FOR J. F. MEREDITH 

TEXT note concerning previous question : 
there is a project at Eurocontrol (Freer) that aims at studying and developing an airborne 
separation assurance system based on trajectories and using FMS) 

On one hand : flight plan optimisation for the 10 following minutes (maximal 
lookahead). On the other hand : a third person in the cockpit for conflict management. 
Where is the cost benefit ? What about reduction of route charges ? 

ANSWER I think it unlikely that conflict management would require a third crew member, but I do 
believe that work needs to be done on the means by which the crew will obtain good 
situation awareness of other aircraft in a free flight situation. 

The benefit to be obtained will be the shorter path lengths flown. 

NAME A. BENOIT 

COMPANY EUROCONTROL 

QUESTION TO M. PELEGRIN 

TEXT 0 Causes of delay : 
..... 
..... 
ATC : 49 %, no comments 

0 Being here, as a member of an ATC institution, I feel to react to such a simple 
statement; when observing the departure board, in Brussels, a few weeks ago, you 
could note 1 1  flights announcing the same departure time ! 

This, obviously is included in the 49% attributed to ATC. 

ANSWER Answer to the comment .... 

I fully agree. A possible solution would be that large aircraft do no longer belong to a 
Company (but to banks !) - Large planes will be rented to Operators; several operators 
may occupy the same plane, offering different on-board and ground services. 
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NAME 

COMPANY 

QUESTION FOR 

TEXT 

ANSWER 

H. WINTER 

DLR 

J. K. RAMAGE 

What is the time-frame of a penetration of those military technologies for Un-manned 
Military Aircraft into the civilian air traffic environment ? 

As UAV systems currently under development begin to transition to the military 
operational environment over the next 5 years, one can expect unprecedented increase of 
range performance capability to permit military operations over extremely large 
geographical areas. 

Exploiting the full military potential of UAV will eventually require operations within 
the civil airspace section. Operational missions involving long range routing and/or 
large area loiter through civil airspace are quite conceivable within the next 5 years, 
including possible terminal area operation. 

Next generation UAV’s e.g. Unmanned Tactical Aircraft (UTA) are likely to evolve with 
reliable and highly automated flight path trajectory management systems, which will 
permit a high degree of autonomous operational capability. Technology forecast studies 
recently conducted by the NATO AGARD organization indicate technology maturity in 
the 210 to 2020 time frame. 
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NAME J-B. SENNEVILLE 

COMPANY FRENCH MINISTRY OF DEFENSE 

QUESTION TO R.W. SIMPSON 

TEXT You mentioned that a multi-disciplinary team requires a team leader and that so far there 
is no engineering course covering all the technical areas for ATM. 

Would you comment on the possibility of having just a “leader” with no specific 
engineering skills, coming from a business school for instance ? 

ANSWER I believe that any technical manager who will lead a team should understand the 
technical problems and trade offs. He/she will need additional training for managing a 
team, or an assistant who has only been to a management school to perform 
administrative duties for him/her. 

NAME X. FRON 

COMPANY EUROCONTROL / BRETIGNY 

QUESTION TO G. MAVRAK 

REMARK This briefing was a perfect illustration that not only engineering skills, but also 
organisational skills are part of ATM fundamentals 

NAME D. TRIVIZAS 

COMPANY University of Athens 

QUESTION FOR N. IMBERT 

TEXT 

ANSWER 

How is the probability field selected in the simulated annealing 

The probability is defined as p = e - A J ~  where T is the “temperature”. T decreases from 
an initial value corresponding to p = 0.5; its variation is often made of several decreasing 
levels. 

As a result, the transitions corresponding to high worsening of the objective functions are 
accepted at the beginning of the process; but after, less and less objective function 
worsening are accepted. 
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ANSWER 
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H. WMTER 

DLR 

N. IMBERT 

You have presented many powerful methods of optimisation. Could you give us an 
impression of the different application areas of these individual methods. 

We may roughly distinguish between the operation research type methods, which are 
used for planification, resource allocation flow management and control type methods : 
for dynamic continuous system : (trajectory computation, identification, guidance and 
control). 

The “new” methods are more general and may be used in a wide class of problems, 
because they make no assumption on the form of the model and criterion. 
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NAME E. PETRE 

COMPANY EUROCONTROL 

QUESTION FOR J. REICHMUTH 

TEXT One of the major limitations of capacity for TMA operations is what you call "precision 
of delivery". It has been mentioned that it is possible to land an aircraft within a few 
seconds. 

Such figures have been illustrated, e.g. a few years ago, in a paper presented by Mr 
Volkman Adams during an earlier AGARD symposium in Berlin. 

In the results presented, the mean precision of delivery ranges from 2 min. down to 40 
sec. according to the various organisations. How do you explain the reasons of such 
evolution ? 

ANSWER (see next two questions) 

NAME C. MILLER 

COMPANY FAA - WASHINGTON DC 

QUESTION TO J. REICHMUTH 

TEXT 1. Are bank angle and turn rates (via MODE-S) considered in the trajectory 

2. In TMA the most important for capacity is delivery accuracy (ref. Adam) 2 min. to 

3. 

calculations. 

40 sec. reduction ? 

ANSWER (see next question) 

NAME R.W. SIMPSON 

COMPANY MIT 

QUESTION TO J. REICHMUTH 

TEXT What is 3 R s  error from initial plan to touch down? 

ANSWER 1.  In PD2 all (( points )) of the trajectory are down-linked from whichone can calculate 
the arrivals manager rates 

2. There are several reasons: there were 5 conflicts which controllers have to solved 
manually, also pseudo-pilots mistakes and advisory were not updated; therefore the 
achieved level was low compared to Adam's values 

3. Yes they are 
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NAME C. MILLER 

COMPANY FAA - WASHINGTON DC 

QUESTION FOR J. REICHMUTH 

TEXT 

ANSWER 

In the development of the arrival manager has consideration been given to downlinking 
aircraft bank angle, turn rate, vertical rate andor other state variables as a means for 
improving the ability of the arrival manager to monitor aircraft conformance to flight 
plan ? Do you believe that downlinking state variables would improve the performance 
of the arrival manager ? 

The Arrival Manager uses the downlinked trajectory information. From this, bank angle, 
turn rate and other state variables can be derived. Monitoring aircraft’s conformance to 
flight plan is the task of the Flight Path monitor (FPM) within the PHARE concept. I 
believe that downlink of the state variables would improve the performance of the FPM 
(and also the Controller’s in conformance monitoring). 

NAME E. PETRE 

COMPANY EUROCONTROL 

QUESTION TO N. DURAND 

TEXT 

ANSWER 

The problem resolution approach presented seems to be on the tactical level, while 
people generally consider Problem Solving more on a planning level. As this “short- 
time” notice seems indeed to be embedded in your approach, how do you see possible 
implementation of such tool ? 

First of all, such a tool could be used to help controllers to make a choice as genetic 
Algorithms are able not only to frnd the global optimum but a set of good solutions that 
have different characteristics. 

In order to let controllers enough time to react in case pilots or FMS do not follow 
exactly maneuver orders given to them (or it), we should probably adapt the separation 
function 1 instead of considering a fxed standard separation in nautical miles, we should 
consider a time to collision (or conflict) standard separation 

NAME C. GARCIA AVELLO 

QUESTION TO K. .ZEGHAL 

TEXT 

ANSWER 

When the crossing problem is solved with the “coupled sliding forces”, the solution 
(perturbations) is note equally distributed. Why ? 

Because one of the force is directed along the velocity vector, whereas the other is 
normal to the motion. The heading change for the first one is therefore very low. 
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NAME A. DEDRYVERE 

COMPANY DNA FRANCE 

QUESTION TO K. ZEGHAL 

TEXT 0 Does this method assume the same algorithm in all aircraft ? 
0 What happens if not ? 

Basically, yes it does. If the intruder has a different. algorithm, the avoidance maneuver 
are not guaranteed to be coherent. some solutions can be envisaged to overcome this 
limitation. 

ANSWER 

NAME J. REICHMUTH 

COMPANY DLR 

QUESTION TO K. ZEGHAL 

TEXT 

ANSWER 

Are you sure to find always a solution also in case of more than two are involved ? 

Some typical encounters involving more than 2 a/c have been created to test the logic : 
the logic behaves properly and finds a solution. 

Some results concerning density can be found in the first reference indicated in the 
paper. 

However, there is a maximal density : 30 a/c with a lookahead of 2 minutes is probably 
unsolvable. 
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NAME J. REICHMUTH 

COMPANY DLR 

QUESTION TO N. GALANTAI 

TEXT 

ANSWER 

A-13 

Is there an “undo” hnction provided in the system, to allow to correct mistakes / wrong 
data entries. 

Yes, but only for the “back-transfer” of aircraft that have been handed-over, for example 
for aircraft, which revoke e.g. their start-up. 

But not to “undo” wrong data entries, which can be corrected by over-writing with the 
correct data. 

NAME D. TRIVIZAS 

COMPANY University of Athens 

QUESTION TO N. GALANTAI 

TEXT 

ANSWER 

HMI IN MATIAS 
The design included an exhaustive enumeration of windows. 
I would like to know what are the design principles, methodology and objectives. 

Objective 

To implement a cost-effective ATM system, which is capable to cope with the current 
and expected traffic demand in 2003 and which is in line with EATCHIP. 

Design Drinciules 
0 the system shall be safe, easy to handle and expandable 
0 in order to provide a relative easy change-over the task of the controllers should not 

change significantly 
0 the system has to eliminate current deficiencies 
0 shipless system 
0 easily modifiable HMI 

Method 
0 analyzing current domestic system and working methodology 
0 analyzing currently used HMI in foreign countries and planned implementations 
0 designate roles and tasks in the new system 
0 significant involvement of the future users (controllers) in the design and testing. 
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NA E H. WINTER 

COMPANY DLR 

QUESTION TO C. MILLER 

TEXT How does this metn.ad c 
result of the research is 
Wake Vortex research 

ANSWER 

planning the R&D work of FAA work in the case where the 
:ill far away from successful application like in the case of 

Comment : R.W. SIMPSON 
The wake vortex research should be pursued in the context of the benefits (outcomes) 
that agency customers may experience as a result. For example, the purpose of the 
research may be to determine the feasibility and technical approach for a dynamic wake 
vortex advisory system for arriving aircraft. The system would operate with an arrival 
traffic manager to automatically reduce aikraft spacing when vortices are note a hazard 
due to favorable atmospheric condition (cross winds, turbulence) When conditions are 
less favorable, the spacing would be increased. overall, the benefit would be increased 
airport capacity. It is possible that the research would determine that such a system is 
not practical. Ever so, the investment in the research would have been focused on 
specific benefits for customers. 

Investments in ATM R&D that are not linked to specific foreseen benefits for system 
customers are difficult to justify. A single exception may be R&D for the purpose of 
better understanding the current and future ATM processes and the R&D that is needed 
to advance the progress of the system. 

NAME M. PELEGRIN 

COMPANY ANAE 

QUESTION TO A. DEDRYVERE 

TEXT Will the ATN use ground commercial networks for links between ground centers ? If 
yes, what about protocols ? 

ANSWER Yes. 
ATN (in its network and transport layers) will accept a big variety of subnetworks 
accepting IS0  protocols = 
0 X25 public data networks and later Asynchronous transfer mode 
0 X25 ATC dedicated networks 

(i.e. = RAPNET of Eurocontrol 
RENAR of France 
REDAN of Spain) 

0 SITA network with adequate protocols 
(i.e. the “data 3”) etc. 
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NAME 

COMPANY 

QUESTION TO 

TEXT 

ANSWER 

E. PETRE 

EUROCONTROL 

A. DEDRYVERE 

I was surprised by your sentence : “ATN is a private internet” 
Do we have to understand that ICAO will in the future support an alignment of ATN to 
internet developments ? 

Consider “internet” or “internetworking” as a general purpose words. 

AT” is a federation of subnetworks, some of them are mobile. It is an operational 
network with quality of services constraints that the famous Internet (with capital I) has 
not. 

NAME A. BENOIT 

COMPANY EUROCONTROL 

QUESTION TO A. DEDRYVERE 

TEXT In the early ~ O ’ S ,  MLS was strongly advocated by the US-FAA. You showed what 
happened. Didn’t Russia have a plan for implementing MLS ? 

ANSWER Various countries hesitate between implementing MLS or waiting the availability of 
GNSS + Local Area Augmentation System. 
UK (in Heathrow) and NL (in Amsterdam) have wave-reflection problems for 
ILS (buildings) and may be can not wait - Russia ? 

5 %  ) *  I Y ”’ p ’,SESSION6 ’ 

NAME M. PELEGRIN 

COMPANY ANAE 

QUESTION TO many speakers 

TEXT The importance of color codes which appear on the screens has been mentioned by many 
authors since yesterday. 

When a controller is engaged, does he has a detailed color blindness test ? 

ANSWER R.W. SIMPSON : I hope so ! 
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