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High Speed Body Motion in Water 
(AGARD R-827) 

Executive Summary 

This report is a compilation of the edited proceedings of a Workshop on “High Speed Body Motion in 
Water” held at the National Academy of Sciences Kiev, Ukraine, 1-3 September 1997. The material 
assembled in this report was prepared under the combined sponsorship of the NATO Partnership for 
Peace Program, the AGARD Fluid Dynamics Panel, the Institute of Hydromechanics in Kiev, and the 
United States Air Force European Office of Aerospace Research and Development. It was appropriate 
that the Workshop be co-sponsored with the Institute of Hydromechanics in Kiev, where for many years 
there has been an active research effort in many aspects of high speed motion in water. One of the main 
purposes of this Workshop was to showcase the research of the Institute in this area to participants from 
the NATO countries. 

The technical topics covered during the Workshop included Hydrobionics, Boundary Layer Flows, 
Supercavitating Flows, Air-Water Penetration, and Control of Cavitation. Hydrobionics is the science of 
studying the structure, form, and movement of swimming animals in order to determine possible ways 
to achieve better efficiency, such as drag reduction and an increase of propulsion efficiency with 
minimum possible energy expenditures, for bodies such as submarines and missiles. 

A general summary of noise generation by high speed bodies in water was given. It was clear that this 
field is not well understood at the present time, and that a great deal more research effort is required in 
this area. In addition, presentations were given on a Simple Model for the Aero-Hydrodynamics of 
Ekranoplans, and on the Movement of a Wing Above a Wavy Water Surface. Of the 35 presented 
papers, 18 came from the Ukraine, 5 from Russia and 12 from the NATO nations. 



Le inouvement des corps 6voluant 
B grande vitesse dans l’eau 

(AGARD R-827) 

Synthitse 

Ce rapport est un recueil des travaux de l’atelier sur “le mouvement des corps Cvoluant B grande vitesse 
dans l’eau”, organise B 1‘AcadCmie nationale des sciences B Kiev, en Ukraine, du 1“‘ au 3 septembre 
1997. Les textes inclus d m s  ce rapport ont CtC rCdigCs sous 1’Cgide conjointe du Programme OTAN de 
Partenariat pour la Paix, cLu Panel AGARD de la dynamique des fluides, de 1’Institut d’HydromCcanique 
de Kiev et du Directorat europCen pour la recherche et les realisations aCrospatiales de 1’ArmCe de l’air 
des Etats-Unis. 2 

Ce partenariat avec 1’Institut d’Hydrodynamique de Kiev Ctait tout B fait indiquC car cet Institut travaille 
activement sur les differents aspects des mouvements B grande vitesse dans l’eau depuis de nombreuses 
anntes. L’un des principaux objectifs de cet atelier a CtC de montrer les travaux de recherche de 
1’Institut dans ce domairie aux participants des pays de 1’OTAN. 

Les sujets techniques couverts par l’atelier comprenaient l’hydrobionique, les Ccoulements de couche 
limite, les Ccou1ement:s supercavitants, la pCnCtration air/eau, et le contrble de la cavitation. 
L’hydrobionique est la science de la structure, la forme et le mouvement des animaux aquatiques, qui 
sont t tudits dans le but d’obtenir une meilleure efficacitC des corps en mouvement tels que les sous- 
marins et les missiles, par la reduction de la trainee et 1’amClioration de la propulsion par la reduction 
au minimum des dCpenses d’Cnergie. 

Un rCsumC global de la gCnCration du bruit par les corps Cvoluant B grande vitesse dans l’eau a CtC 
prtsentC. I1 est apparu t rks  clairement que ce sujet n’est pas trks bien connu B l’heure actuelle et que des 
efforts de  recherche supp1Crnentaire.s considerables sont demand& dans ce domaine. Des 
communications ont Cgalement CtC prCsentCes sur un modkle simple de I’aCrohydrodynamique des 
Ekranoplans, et sur le mouvement d’un profil au-dessus d’une surface d’eau ondulCe. Des 35 
communications presentees, 18 ont CtC proposCes par l’ukraine, 5 de la Russie et 12 des pays de 
I’OTAN. 
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THE SWIMMING HYDRODYNAMICS OF A PAIR OF 
FLAPPING FOILS ATTACHED TO A RIGID BODY 

Promode R Bandyopadhyay 
Naval Undersea Warfare Center Division 

Weapons Technology and Tactical Vehicle Systems Dept. 
Newport, Rhode Island 02841 U.S.A. 

and 
Martin J. Donnelly 

Virginia Polytechnic Institute and State University 
Department of Engineering Mechanics 

Blacksburg, Virginia 24061 U.S.A. 

SUMMARY 
Inspired by the natural action of flapping in aquatic 
locomotion, a dual flapping foil device was developed. The 
performance of the device in providing propulsive and 
maneuvering forces to d l  rigid axisymmetric bodies will be 
detailed. Two modes of flapping were i n v d g a t d  waving 
and clapping. The clapping motion of wings is a common 
mechanism for the production of lift and thrust in the insect 
world, particularly in butterflies and motbs. Waving is similar 
to the motion of the caudal fin of a fish. A model was built (1 
m long, 7.6 cm diameter) with flapping foils at the end of the 
tail cone and various measurements were paformcd in a water 
m d .  (In hindsight the model cau be described as a rigid- 
bodied mechanical seal because seals have remarkably similar 
dual flaps in their tails.) Timedependent tests of thrust, drag, 
and yawing moment were conducted for several flapping 
frequencies commonly observed in relevant aquatic animals. 
Phasamatcbed laser Doppler anemomelry measurements of 
the near wake were carried out and detailed vorticity-velocity 
vector maps of the vortex shedding pmcss have been 
obtained for the axial and cross-stream planes. Dye 
v i s u a l i o n  of wake WBS documented and a video recording 
was prepared of the entire dynamic process. 

The ability of the dual flapping foil device to produce a net 
thrust and maneuvering cross-stream f o m  has been 
demonmatcd, although the main body is rigid. Its wake, 
which is composed ofjets, is extremely wide, nonrotating, and 
rapidly decaying. The thrust production greatly increases with 
Stmuhal number. The results have been compared with two- 
dimensional inviscid flapping foil theories and measurements. 
The effect of the rigid cylinder on the flapping performance is 
exmcted. The eEciency of thrust production generally 
increases in the waving mode which mimics the sideh-side 
head motion of a fd. EEciency also tends to peak roughly in 
the Stmuhal number range popular among fish. Axial thrust 
shows sensitivity to Stmuhal number in the range popular 
among fish. However, existing non-linear inviscid theories do 
not capture this aspea and the strong viscous &e% observed 
also need to be included. 

1.0 INTRODUCTION 
In nature, the inherent actions of swimming and flying have 
been perfected over millions of years. These actions have been 
the inspiration for many inventions in the fields of aem- 

dynamics and hydrodynamics. However, most studies have 
concentrated on mechanisms of thrust. The aspea of 
maneuverability bas m i v e d  scant attention. Aquatic 
locomotiou generally deals with low absolute speeds. A more 
relevant speed parameter is body length t r a v d  per sccond, 
which is frequently large. Thus, considering our current 
interest in shallow water and small vehicles, a natural place to 
Iwk for new ideas for maneuvering and propulsion would be 
the hydrodynamics of aquatic locomotion. The transition from 
hydrodynamics in nature to engineering is not straightfonvard. 
Some recent developments are described in Bandyopadhyay et 
al. (ref. I). This paper is a continuation of that effort 

Many varieties of fish use caudal fins for propulsion and 
penoral fins for maneuvering. In this paper, we will consider 
the engineering reproduction of these cootrol surfaces and usc 
a pair of foils to simulate motions that are qualitatively 
similar. Propulsive and lifting forces produced by flapping 
foils were studied by Knoller and Betz fmm 1909-1912 (see 
ref. 2). From 1924-1936, Birnbaum, von KgrmBn, Burgers, 
and Ganick conducted theoretical studies that proved 
propulsive efficiency improved with slower flapping. Though 
there is no verification, it appears that German scientists tested 
a flapping foil device for torpedo propulsion during the early 
19409 (see ref. 3). Gopalkrishnsn et al. (ref. 4), Hall and Hall 
(ref. 9, and Jones et al. (ref. 2) have made recent progress. 
These works provide insight on the mechanism of propulsion 
and drag. and describe advanced diagnostics of the forces and 
turbulence in wake. Most importantly. the former authors (nf. 
4) have indicsted the existcncc of an optimum standard 
number for flapping, which squarely places the vortex 
shedding process at the center of the mechanisms for 
propulsion and maneuvering. 

Several past studies of flapping foils dealt with flexible bodies 
and propulsion. However, we deal with the maneuvering of 
rigid bodies by means of flapping foils. A simplitid 
momentum model of the dual flapping foil device (ref. 6) will 
fust be described. Then, we will report the results of a detailed 
laboratory experimental investigation. An instrumented robust 
model (1 m long with a 7.6-cm diameter) was built with a pair 
of flapping foils installed at the end of the tail cone (Figs. I 
and 2). The flapping frequencies and flow spads were varied. 
Phase-matched measurements of force and moments were 
carried out using a six-mmponent dynamic drag balance. 

Paper presented at an AGARD FDP Workshop on “High Speed Body Motion in Water”, 
held in Kiev, Ukraine, 1-3 September 1997, and published in R-827. 
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Phase-matched mi rements of the vortex shedding in the 
wake were also CO cted using a laser Doppler anemometer. 
Data analysis inc :d ensemble averaging of forccs and 
moments and determination of net axial forces. The 
anemometry data were processed to produce phawmatched 
maps of vorticity-velocity vectors and circulation dis- 
tributions. Vortex threading diagrams are c o n d  to gain 
insight into the mechanism for the production of mnneuvming 
and propulsive forces. 

( j  t$v<; 
F 

mmfaeum 
cNc1u170ruI UuIUmc 

cnmme .aw 
YLLNFL o.CuIny0 

Fig. 1 .  Schematic diagram of the dual flapping foil device 
mounted at the end of the tail cone of a rigid cylinder. Axis z is 
along soan offlaD 

ring 
mi aevice. uuai naming miis ana awmer mate am mown on 
the right end lo the ieftif foils lie the actuators. hvo phase 
transducen, and actuator wntml circuits. The sixcomponent 
load 0011 is located at the  jundion of the stnd and cylinder. 

The present work, while engineering in approach, needs to be 
placed in the perspective of hydrobionics. Unambiguous 
identification of the mechanism of maneuvering, thrust and 
lift in swimming and flight in nature continues to be 
extremely difficult because of a lack of objective diagnostics 
and wnmlled experiments. The present experiment could 
help biology in this regard. Many quasi-steady aerodynamic 
explanations of biolocomotion have actually been an 
impediment to the uncovering of dynamic stall mechanisms 
for force enhancement b e l i e 4  to be widely prudced in 
nature (Ellington, 1995 ref. 7) .  Three-dimensional time- 
dependent accurate calculation methods necd to be developed 
that can compute dynamic stall characteristics accurately. 
Measurements reported bmin wuld help validate such 
methods. 

What an the hydrodynamic differences baween foils 
mounted on rigid and flexible bodies? According to Rayner 
(1995, ref S), “For a swimming fish, drag is enhanced 
substantially because of body flapping (estimates range to up 
to five times the gliding drag; Webb, 1975, ref. 9). The fish 
mud generate thmst lo balance this enhanced flapping drag, 
hut this force will not be reflected in the total momentum flow 
far fmm the fish if - as seems intuitively monable  - much 

ofll enhancement is due to ir g. If : fish is well- 
streamlined, there may be only a weak thrust wake in steady 
swimming. Momentum representing the flappmgsnhand 
profile drag wake that will be h.anspor&ed in vortices 
generated close to the M y ;  one explanation for the paradox 
is that these vortices approach and interact with the liffing 
vortices at the tail and annihilate one another before reaching 
the wake (Lighthill, ref IO).” The present experiment on the 
rigid body is unambiguous in the sense that the flap behavior 
and wake are not contaminafed by MY body flqping drag or 
associated vortices. Furthermore, because circulation is 
proportionate to the angular velocity of rotation, it is clearly 
ascribable to the flapping foils on a rigid body, but less so 
when the body is flexible. 

The present work originated from a desire to apply the 
mechanisms of fish locomotion to rigid bodies and to focus on 
devices that would allow precision maneuvering. This led to a 
design of a tail on which two or three flapping foils are 
mounted on a ring and where they wuld be operated 
differentially. After the dual-flapping foil model was built 
(Figs. 1 and 2) and the measurements were wmpleted, one nf 
the authors (P. U. Bandyopadhyay) obsaved during a trip to 
the Mystic Marinelife Aquarium that seals and sea lions, 
which have a streamlined body and are known as wonderful 
swimmers, also have dual-flapping foils (Fig. 3). Figure 4 
shows that the present experiment was carried out in the 
parameter range popular among fish. 

Fig 3. The caudal fins of seals and w lions am examples of 
duakflapping foils which make them wonderful swimmen. 

7 I a 4 
8p.d (Body LngUYS.mnd) 

ov 
0 

Fig. 4. Comparison of flapping frequencies of the rigld-bcdied 
mechanical sea1 with Ihose of aquatic animals 
(reb. 19,ZO. 21, and 26). At a given speed, 

hequency range may be fO.5 ~ r .  
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2.0 SIMPLIFIED TWO-DIMENSIONAL 
MOMENTUM MODEL 
A simplifed t w d i e n s i o n a l  momennun model of the 
maneuvering forces produced by the diffmtial  flapping 
device is developed here. This model assumes that the 
kinematics of the trailing edge of the flap holds the key to 
modeling the dfects of the device. The basic importance of 
the trailing edge hears some similarity to the modeling of the 
propulsive forces produced by the caudal fins of fish (see refs. 
10-13). In this simple model, induced drag and flap tip 
vortices are npt c o n s i d d .  

1.1 Maneuvering and Axial Thrusts Generated 
Consider the two-dimensional maneuvering device shown 
scbematically in Fig. 5. Two flaps, numbered 1 and 2, are 
shown, although the basic approach is applicable if three flaps 
are mounted on a rotatable ring for fmer control of 
maneuvexing. Figure 5 pertains to thrust-producing mancuvcr- 
ing deviccs, rather than drag-producing maneuvering devices 
(Fig. 25 VCRUS Fig. 26 - the two modes will be discussed 
later). In the thrust mode. two jets are assumed to be 
produced, each consisting of starting vortices as sketched. 
These jets IUZ assumed to he similar to those obsaved behind 
a flexible tuna by Triantafyllou (see ref. 13). 

As mentioned earlier, the differential flaps are both 
maneuvering as well as propulsive devices. The drag of the 
rigid body in Fig. 1 can be accounted for by proposing that 
the thrust-producing jets are produced after the drag is 
overcome. Consider flap #I.  

U), U2 = Velocities of water due to flapping @ing at 
angles of biL? and bf19 respectively, to the axial direction, 

VI, V2 = Speeds imparted by flapping normal to the 
direction of vehicle motion, 

x, y = Axial and normal & i o n $  respectively, and 

91.92 =Maximum flapping angles. 

Therefore, thrust in the axial direction is 

and 

(2) 
u,ws(+212)-u 

'2 
T2x mm2 

If 11 # 12 and if the phase is different when 'I= 12,  a 
complex, perhaps even chaotic, pitching motion could result. 
Therefore, to simplify, assume that 1 = t t =  12 and that both 
flaps oscillate at the m e  or opposite phase. Thrust vectors 
(Fig. 6)  are then as follows: 

NetMalThrust 

T. = To + 5, + T2* (in Ihe x - direction), 

(3) 
T, =To + ATx, 

where To is vehicle axial thrust due to any additional 
independent means of propulsion, and ATx is the 
contribution from the oscillating flaps. 

w R n c m  

CENTERLINE 
JETM 

U 

--- --- 
CENTER LINE Net Maneuvering Thrust 

T H R U W  ~ ~~ 

Fig. 5. Schematic of thrusts due to a pair of differentially 
operated oscillating nap. 

Propose that the thrust generated is proportional to the pmduct 
of the mass of water affected and the increase in velocity 
given to that mass. The following defmitions apply: 

mi. m2 = Mass of water affected per unit span (normal to 
page io Fig. 5)  hy flaps 1 and 2, respectively, 

TI,  T2 = Thrusts due to naps 1 and 2, respectively. 

11, 12 = Time periods of oscillation of flaps 1 and 2, 
respectively. 

propulsor, 
U = Forward speed of the vehicle generated by its 

(4) 

CENTER LINE 
OF JETM 

:!: ~ ~ WHlCLE 
CENTERLINE 

-.__ 
CENTER UN E 
of JET- 

-.._ -..- -.__ 

"p& 
1, 

Tlr 1, 

Fig. 6. Maneuvering and axial Ihrust vectors. 

The vertical velocity vectors (in the ydirection) would be Tly 
and TzY (see Fig. 6). 



Total axial thrust due to flapping is 

UI coS(u$l I 2) - U 

V,coS(+2/2)-U 

AT, = ml 
'I 

7 
+ "2 

2.2 Mass of Wakr Affacted 
The mass of water affected by the flap's oscillation can be 
modeled in several ways. A simple body-gwmetry-based 
assumption would be that the diameter of the vortices 
produced is related to the distance of cross-stream eavel of the 
oscillating flap. The following approach is based on the 
property of the vortices produced. 

(5) 

gconarcdbymain 
Pdm) 

2.1. I Axial f h t  versus braking 
Equation (5 )  shows that if U). U, .C U, the flaps can be used as 
brakes. If both flaps are oscillated identically, then, 

U l = U 2 ,  T,=O. 

In this manner, the dual flaps cm be used as brakes. If the 
vehicle is perfectly neutrally buoyant, and if the flaps are also 
slowed down in the manner of U, then the vehicle would 
come to a dead stop gradually. 

However, if U, f U2 > U, or U/  f U2 < U, then maneuvering 
thrusts will be produced. 

In equation (S), if U =  0, To = 0, then, 

If (+1.+2)?,ATxT. Note that +1.+2 # 0 when the flaps are 
operational. 

2.1.2 Maneuvering f h f  
From equation (4), 

T,,, = I ~ l S ~ ( O l / ~ )  - m 2 ~ 2 S ~ ( O 2 / 2 )  

11 12 

If 11 = 12 = 7 , 

1 T,,, = - [ q U l  sin(+l / 2 ) - q U 2 s i n ( + 2  /2)]. 
7 

As +I?, or+,?, each part of T,,, increases. The value of 
IT,,, will be maximum if all flap variables are held the same 
when either flap is turned off 

It is implied that the rate of momentum shed by the flap 
uailing edge vortices is equal to the thrust produced. 
Therefore, the kinematics of the trailing edge gives the thrust 
and power geoerated. The key factors are the mass of water 
affected by flapping and movements of the trailing edge 
leading to acceleration of the water. These issues are 
considered next. 

1. The flaps are two-dimensional, 

2. Both vortices are of the same seength (Irl) but of 
opposite signs, 

3. There is no viscous dissipation, and 

4. Vortex distance from flap center is cl, i.e., the frst 
vortex has not propagated downstream significantly more 
compared to c1 during one cycle of flap oscillation. 

Assume that the radial ( r )  distribution of azimuthal velocity vg 
within each shed vortex is as shown in Fig. 7(b). The 
distribution is linear in the core, followed by an exponentially 
dropping velocity (see ref 14, fig. 5.5, p. 89): 

(7) 

r 

b* 
e 

i t -  
dr 

Fig. 7. Vortex doublet (a) and cross-sectional distribution 
Or azimuthal velocity in the shed vortices (b). 

Here, kl is a constant denoting the vortex property, viz., its 
vorticity (whose dimension is UT), and kz is another constant 
that is largely dependent on vortex diffusion rate. Shuch~ral 
modeling of turbulent boundary layers (Bandyopadhyay and 
Balasubramanian, ref. IS) shows that, as a first approximation, 



the distribution in equation (7) may be neglected, i.e., the 
decaying region due to viscous effects is ignored soon after 
the formation of the vortices. As proved successful in that 
model, it was also assumed that t = the local mixing length 
80.07 of the local width of the hailing jet 

Considering the two vortices in the control volume in Fig. 
7(a), the mass of water affected by flap # I  per unit span is 

where k is a constant dependent on the flap's sectional shape 
and is a properly of the vortex, and p is the fluid density. 
Similarly, 

Therefore, the maneuvering t h ~ s t  is given by: 

where UI and U2 may be obtained by Biot-Savart's law, if r 
is known from measurements. The vortices in Fig. 7(a) would 
move in a direction normal to the line joining them (see 
Batchelor, ref. 16, p. 441). 

2.3 Velocity of Propagation of Shed Vortices 
Let 

c1.q = Chord lengths of flaps 1 and 2, 

l-I.4-l = Strengths of vortices shown in Fig. 7(a), and 

U= Half-gap between the two vortex foci (Fig. 7(a)). 

Referring to Batchelor (ref. 16, sec. 2.6.4) and Schlicbting 
(ref 14, p. 89) for a doublet, 

U 1 = 2 L L 2  rl 
2no 2ncl sin(+] / 2) ' 

2.4 Strength of Shed Vortiees 
Circulation from Joukowski's hypothesis is (see Batchelor, ref. 
16, p. 441) 

r, =a@, 

where A is a constant of proportionality that depends on the 
shape and orientation of the flap. For example, it will be 
different for a rigid or a flexible flap. (Note that a flexible flap 
would have a variable chord length.) The value of A would be 
different if trailing edge serrations are present. If a divider 
plate is present between the two flaps, it would alter the 
effective shape and orientation of the flap by introducing 
another length scale into the problem, whose effect would be 
to alter the value of the constant A. In equation ( I  I), Vr is a 
representative speed of the flap. 

~ 
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2.5 Speed of Flap Oscillation 
There are two forms of flapping speed, i.e., pendulum-like 
sinusoidal rotational speed and constant rotational, square 
wave speed. The sinusoidal pattern would be obtained if a 
pendulum-like variable toque is used to oscillate the flap. The 
square wave pattern would be generated by a drive that 
produces a constant rotational speed. In the model design, a 
pattern that is close to a square wave is expected. In this case, 
if W is the tip speed, c is flap's chord length, and R is the 
rotational speed (rad/s), then 

W=cR. (12) 

A flexible flap would have a variable chord length and the 
time signature of the tip speed would be distorted compared to 
those for rigid flaps. 

In h e  present model design, a brushless magnet actuator, 
known commercially as Ultimags, was chosen to oscillate the 
flaps. The input current to the Ultimags was observed to 
follow a square wave pattern. This finding confirmed that, in 
the model, the flaps indeed operate at a constant rotational 

A relationship is required for the transfer of momentum 
between the solid and the liquid, i.e., between the rotational 
variables R and r. This relationship is modeled in section 
4.3.2 where comparisons with measurements are presented. 

2.6 Effects of Flap Travel, Body Thickness, 
Viscosity, and Virtual Mass 
There may be a relationship, yet unknown, between maximum 
flap travel and body thickness (Fig. I). Experiments are 
needed to determine if results become independent of body 
thickness when the maximum flap travel exceeds the body 
thickness (Webb, ref. 12, p. 208). 

V i m  mass would be affected by viscosity via boundary 
layer displacement thickness S* on the flaps. An estimate 
suggests that virtual mass is reduced to 

speed. 

m- ~ps 'c ,  

where p i s  the density of water and c is the flap chord length. 
Equation (13) is analogous to that for a fish where virtual 
mass correction is of the order of only 1 percent. The viscosity 
correction to the mass of water affected can therefore be 
neglected. 

The added mass effects due to the potential flow also need to 
be considered. The pressure drag, or the frontal area, is an 
indication of this effect. Therefore, it is expected that, as long 
as the flap travel is small or the flaps oscillate within the base 
of the tailcone, the added mass effect due to the potential flow 
would be low. However, if the flap tips protrude beyond the 
vehicle, the added mass effect would increase. 

2.1 Power of Flap 
Let 

direction normal to page in Fig. 5) ,  
mi  =Mass of water affected by flap # I  per unit span (in 



U1 =Velocity imparted to mass of water "1 by tlnp #I, 

U= Vehicle speed. 
and 

Then, the momentum given to water by the flap = qui ,  and 
the rate of momentum shedding into the wake (thrust) = 

W I U .  
The flap is working against the fluid at the rate of tip speed W. 
Power is always positive-when accelerating and braking the 
vehicle. The flap power is, therefore, 

P=nquIuIy. (14) 

(Units for equation (14) are: (ML,3/L'P) = WfP) = watts. In 
SI units: Power = watts = J/s) = (N/m)/s = (kgm/$) ( m / s )  = 

kg(mW) = M W P ) . )  

However, all tbis power is not available for maneuvering and 
thrust. Some of it is used to overcome drag. The lost kinetic 
energy in the shed vortices is 

2 Pk = 1 / 2qU1 U. 

Therefore, the available power for maneuvering and thrust is 

Pm = P- 4. 

3.0 DESCRIPTION 

3.1 The Dual-Fluppiug Foil Maneuvering Device 
A schematic diagram of the water tunnel model is shown in 
Fig. 1. Figure 2 is a photograph of the partially asscrubled 
model. The cyllnder diameter is 7.62 cm and the length is 
about 1 m. The two flaps are 7.62 un x 7.62 an m size. A 
fixed divider plate of the same size is located between the two 
flaps. The divider plate serves to reduce the rigid body drag 
and it also "traid the vortex array allowing accurate phase- 
averaged wake vortex measurement The flaps are activated 
by two magnetic actuators and phase is determined by two 
differential transducers that measure displacement. The 
actuators and phase sensors are housed internally. The entire 
model 'floats,' mounted on a six-component balance located 
under the sbut. The strut is fixed and hangs from the tunnel's 
top wall. The vortices shed by the flapping foils are created by 
salient edge separation and, thus, their effects are independent 
of any boundary layer tripping. The data presented here are 
mostly for natural hgnsition on the main cylinder because 
tripped c a w  show little effect The two flaps can be operated 
in one of two modes, i.e., in a clapping or waving mode-so 
named because of the kind of animation they simulate (see 
Fig. 8). In the clapping mode, the two flaps approach or 
d e  ftom each other simultaneously, while in the waving 
mode, the flaps always follow the direction of motion of each 
other. In other words, in clapping, the phase of the two flaps is 
opposite to eaeh other, while phase is the same in the waving 
mode 

33 Experiment Details 
All measurements were performed for both flapping modes, 
i.e., waving and clapping. The balance measunments were 

conducted with a single flap as well as the dual flap. The 
actions of the maneuvering device and the phase sensors in air 
and in a water tunnel were video taped (Bandyopadhyay et al., 
ref. 17). The robuptoess of the device was demonstrated by the 
fact that it worked in the water tunnel nonstop for about five 
days during which time the phase-matched turbulence 
measurements were carried out. These muwrementr were 
conducted in the water tunnel at Virginia Polytechnic Institute 
(Zeiger et al.. ref. 18). The cross-section of the test section is 
large for our purpose: 0.56 m wide and 0.61 m deep. The 
balance data were collected for flow speeds between 10 and 
80 d s  and flap fquencies of 2.65, 4.237, and 6.2 E. As 
shown in Fig. 4, these parameters are in the same range as 
thox in wed nlevant quatic animals. The flow visualjza- 
tion was carried out at 5 d s  and the laser Doppler velocity 
data were collected at 20 d s  with a flap frequency of 2.65 
Hz The flap tip travel was commonly 38 mm which made an 
angle of 30 degrees about the axis. Data acquisition was 
carried out in the following manner. P i  the balance data 
were collected. One desk-top computer was used to operatc 
the balance and another was used to read out, process, and 
store the data, N W  a two-component laser Doppler 
anemometer was used to make phasematched turbulence 
measurements in the wake. The measurements were conducted 
first in three axial planes downstream of the flaps. Then they 
were conducted in three cross-stream planes. The data were 
processed to produce phase-averaged vorticity-velocity vector 
contours in the axial and cross-slmm planes. Finally, 
distributions of circulation were calculated by two integral 
methods, i.e.. velocity time integrals and vorticity areas. The 
eEciency meaSuIcmentS were carried out in the NOWC water 
tunnel which is 30 cm x 30 cm in cross-Won. 

4.0 RESULTS AND DISCUSSION 

4.1 Flow Visualization 
Dye flow visualization was carried out to examine the vortex 
shedding process ai a flow speed of 5 cm/s. The vortex rollup 
ai the flap tip is shown in Fig. 8 for the clapping and waving 
modes. The complete wake can be seen in the video 
(Bandyopadhyay et al., ref. 17). For a flap angle of 309 the 
outer tip vortices were spread at an angle of 700 to the axis, 
the resulting wake spread angle being 1400. This is a very 
wide wake that produces thrust and maneuvering forces. As 
shown later, this wake dissipates very quickly. 

Flow - 

Fig. 8(a). Flow visualhation tests of dapping mode: f lap 
dosing (top, graphic depiction: bottom. photcgraph). 



Flow - 
b 

Fig. 8(b) Flow visualiation tests of dapping mode: flaps 
opening (top, graphic depiction; bottom. photograph). 

Fig. S(c). Flow visualization tests of waving mode: Flaps toward 
port (top, graphic depiction; bottom, photograph). 

P c)  

Fig. 8(d). Flow visualiation tests of waving mode: Flaps toward 
starboard (top, graphic depiction; bottom, photograph). 

4.2 Definition of Coeficienb 
The coefficient of axial force, c,, is defined as 

where F is axial force. being positive for thrust, p is density of 
water and U, is freestream velocity. When F is positive, 
ca=cf ,  the wefficient of thrust, and when F is negative, 
c, = cd. the coefficient of drag. 

The weficient of yawing moment is defined as 

where Tis yawing moment, D is the length scale of the model 
and flaps. Time, 1, is nondimensionalized as t* = fU, ID. The 
Reynolds number is defmed as 

Re=-, urn D 
V 

where v is kinematic viswsity of water. ln calculating 
vorticity, velocity and circulation, nondimensionalbation is 
performed using U ,  for velocity scale, D for length scale, and 
D/U, for time scale. 

The Strouhal number, Sf, is defmed as 

/A st = -, 
urn 

wberefis flapping frequency and A is maximum c r o s s - s t ~ ~  
travel of a flap tip. 

Efficiency of the flapping foils was defined as 

where Tis integrated thrust, q, is actuator efficiency, Y and I 
are actuator volts and currents, respectively. The factor 2 
accounts for two Bctlliltols. 

4.3 For- and Moment8 

4.3.1 Time SigMtUres 
The ensemble-averaged ccefficient of axial force (ca) due to a 
single flapping foil is shown in Fig. 9(a-c). A net thnrst is 
produced only at 4.24 Hz For the dual-flapping foil case, the 
ensembleaveraged time histories of axial force and yawing 
moment are shown in Figs. 10 and 11, respectively. A thrust is 
produced at all three ftquencies. In Fig. IO, positive values of 
force indicate thrust and negative values indicate drag. 
Clearly, the device has produced more thnrst than drag. The 
net values of the moment can be made non-ZCTo and acting 
toward port or starboard by operating the flaps differentially. 
The data in Fig. I I  can be used to design wntrol laws for 
maneuvering. Observe the 9W phase diEmnce between axial 
force and yawing movement. 
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O(a) 2.6 Hz S@) 4.24 Hz 

No) 6.2 Hz 

' 

lqa) 2.6 Hz 
!'I I 

F!g. 9. Enwrnblawengsd caefkbnt of uhl force (cJ dw to 
a single hpping foil; porithrs v a l w  indicae thnrst (@ and 

negsthre v a l w  lndlats drag (3; U,- 20 an!.: (a) 2.6 Hz, 
(b) 4.24 iiz, and (c) 6.2 Hr. LVDT signaturn indicates 

fisa phaw I hbhaat vlluea: tlop fully open; 
lowslt valuea. h p  fully doaad. 



1O(b) 4.24 Hz 

IO@) 6.2 Hz 

Fig. 10. (Cont'd) Ensembhvengsd axial forCS Ond flap 
opening d w  lo duaCllapping foils. High LVDT YpIW I fi.p fully 

open; IOW LVDT values - fisp fully cloasd. The flaw am 
actually in opposite phase. 

-1 d ob 0. -RE >I irwq 

Fig. 11. EMsmblasverngaci (a) axisl form, (b) yawing 
moment, and (c) flap phaw in waving d e :  U, = M cmala: 

f = 6.2 Hz. The Rap am actually in phase. 

.I 

4.3.2 Thnut cor#tcient 
The distributions of coefficient of wial force with Stmuhal 
o u m k  are show in Pi. 12. The dual tlspphg foil data arc 
compand with the two-dimensional theories of Lighthill (d. 
IO) and C h o p  (nf. U) and the two-dimensional measure- 
ments of Triantafylou et al. (&. 23, 24) and IsshiLi and 
MuraLsmi (d. 25). There is good apeanent in the bmd Our 
measurements are also compand with the two-dimcnsionsl 
momentum model of Bandyopaahyay (d. 6) described in 
xctioo 2. In this model, the mass of water affected per unit 
span of flap was taken to be 

whp.evg=c. R. Herevg is azimuthal speed ofthc flap time, 
Rv is vortex radius at the flsp tip, c is flap chord = D; R is 
mtational speed of flap = 2~ and the Eactor 2 accounts for 
two vorticts famed in each cycle of flapping. 
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Thrust /-,{?I!-.- I i' ------- 20 lnvlicid Theory (Lighthill 107% Chopra 1976) 
\ rful Thlloy (8andyop.dhy.y 1886) 

/ ,I' Pt. __ _"", ... ntsMlou et 61. 1 r n I  - 
Preaent Rlgld-Bedled Dual Flap Expt. 

ZD Expt (Irhlkl h M u n k a m l l ~ )  

1 . I . . _ . . I  

Strouhal Number 
. l  1 1 0  .w1' .o 1 

Fq. 12. Comparison of mearunwnta of axial fora, (thrust) Cwmcant. 

From flow v i s u a l i o n  experiments, Rv was taken to be 
0.173 cm at all values of U, andf: From the phasematched 
LDV measurements shown in Fig. 13, the axial jet speed 
relative to U, was taken to bc 60 cmls at all values of U, and 
f: Thrust meflicients calculated using these values of mass of 
water affected and jet speed are also shown in Fig. 12. The 
momentum model may bc the asymptotic limit of thrust that 
can bc produccd by the flapping foil technique. In the St range 
~mmm among fish (Trianta@llou, rd. 23), some of the dual 
flapping foil data exhibit sensitivity to St. 

In the CBSC of the rigid body, the shed vortices do not 
propagate tangential to the trailing edge when the flap is at the 

U 

U 

.. 
U '  

U 11 I *I I 
r 

Fq. 13. Phased-avemge measurements of axial j& apead due 
to duabflapplng foil. Axial velooities shown am mlalive to U, of 
20 cmls. Measurements in two dtrsmnl plsmrs am compared. 

outer nmnnity. At 5-20 cds, while the flap hailing edge is at 
300 to the axis. the outboard vortcx moves sway from the axis 
at 700. There is also a rapid dccay in the vortex circulation 
(discussed later, Figs. 23 and 24). Thus, the vortex self- 
induced dynsmics is strong and the wake is affeetcd by 
viscous non-lincar mkhsnisms. Although, the two- 
dimensional non-linear theorics generally agm with the mean 
data trmd in Fig. 12. the detailed sensitivity in the range 0.2 < 
St < 0.4 is not captured. We suggest that, in order to detemine 
sensitivity to St and 1; viscous non-linear stability dynsmics 
need to be included in the theories. 

The efficiency of the flapping foil (equation (21)) is shown in 
Fig. 14. The efficiency of the magnetic actuator, qo , was 
assumed to be 18% as supplied by the manufacturn: The 
actual qo is lower and thus, the actual values of q of the dual 
f laps shown are higher. There is a general agreement with 
Triantafyllou's (ref. 23) experiment on a two-dimensional 
heaving and feathering foil. It is intersting to note that the 
dual flaps show a tendency to achieve a higher efficiency in 
the waving mode. This is intriguing. We propose that in the 
waving mode, the model nose yaws and shcds vortices. This 
either lowm the drag on the rigid body 01 it enhances the 
thrust @y augmenting jet speed) due to the vortices produced 

Because the efficiency plots shown in Pi. 14 include the 
cylinder drag, an attempt was made to estimate the efficiency 
of the flapping foils alone. The viscous and fonn (small) drag 
coefficient of the cylinder was estimated to be 0.145. When 
this is taken into Bccounf the efficiency of the flapping foils 
alone are higher as shown in Fig. 15. At lower St, there is a 
tendency for the efficiency to depend on 1: This has not yet 
becn explained. 

by flapping. 



I t  f 
0.5 1.0 1.5 4.4 

0.0 
Stmuhal Number 

Fig. 14. Maasuremsnts of the axial form efficiency 
of the duakflapping foils. 

Measurements of all axial force coefficients due to single- and 
dual-flapping tails are shown in Fig. 16. Both thrust and drag 
production cases are included. Exccpt at 4.25 HZ, one single 
foil is unable to produce thrust. This is due to the drag of the 
rigid cyliider. Tripping of the cylinder boundary layer has no 
effect on the thrust produced because that mechanism is 
inviscid -tripping only af€& the drag of the rigid cylinder. 
The data indicate that the thrust produced is governed by SI, 
drag of the rigid cylinder, and the total m a s  of water affected. 
The mass of the water affected is doubled when two flaps are 
used and the thnrst produced overcomes the drag of the rigid 

Fig. 

stt~yh.i n u m m  

Fig. 15. Estimated eRiciency of duabnapping foils. Estimated 
vabea of bare body drag (visoous + form) removed horn 

rneasuremsnts of total effidancy (riga body + flapping foiis) 
shom in pig. 14. 

cylinder. According to Triantafyllou (Pvt. Comm. 1997). the 
"robotuna" vortex cores make an angle of 10-15O to the 
forward direetion. However, the wake angle is 140° in the 
present case. (The divider plate probably lowus the cylinder 
drag slightly.) This suggests that the drag of the flexible 
robotuna's main body could well be lower, but this remains a 
speculation. ?be two-dimensional flapping foil experiments 
do not have a main body and, thus, have the pure thrust 
produced. We believe that, in the !3ure, hy comparing our 
results with those of the r o b h a  of Trianta@llou, insight cau 
be gained on the effect of a flexible body. 

3D nap Expt.: 
Bindyoprdhyay ot al. (1SS7) 

Single Flap 

+ 0 DU~~PW.LIUI 

DU8I Fl8pS . g C s U Y  + 4 - m  
A 

-w-m 
-urn 

m -urn 

Thaory 
Dm.my.y11mw4*.m 

0 a m-mn-vl.) 
ZD Expt.: 

* ~ l l . k l b W  
l O ~ I ~ I * . L " W  

0.6 1.0 1.6 

Strouhal Number 

16. Summary of all single and dual-flap axial force mefficiants. Both thrust- and drag-pmducing 
cases are shown. Nota that body drag is included in axial fom. 
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4.4 Vortex Shedding: Vorticity-Velocity VeEtor Mipr 

4.4. I Vorticily-wiocify vecfor "rpy 

The phase-matched vorticity-velocity vector measuremena 
were carried out at a flow spxd of 20 a d s .  Their maps in the 
axial (diametral) midplane (z = 0) are shown in Figs. 17, 18 
and 19 for waving and clapping modes @base is given by f* = 
fUdD) .  Similarly, the phase-matched vorticity-velocity vector 
maps in the crowstream plane at the hailing edge of the flap 
( d D  = 0.066) are shown in Figs. 20 and 21 for the waving and 
clapping modes, respectively. Such maps were used to 
compute circulation values of the vortices by two methods: by 
calculating velocity line integrals and vorticity area integrals. 
The circulation distributions are shown in Figs. 22 and 23 for 
d D  = 0.0656 and 0.5577, mpectively. The two methcds of 
circulatiorr calculation are in reasonable agrement We note 
tha  within a short length after formation (dD o 0.5), the 
minimum circulatiou has dropped by a factor of 3. 

Measurement resolution is higher in Fig. 17. This figure 
captures the radidy far-flung vottices. The maps in Figs. 17, 
18, and 19 show the j& behueen vortex pairs which gives rise 
to thrust. The vortex arrays and the mechsnism of thrust and 
yawing moment are depicted scbematically in Figs. 27 and 28. 

Figures 18 and 19 indicate that, in the clapping mode, the two 
flaps produce arrays of vortices that are mirror images. Thus, 
they would produce thrust but no maneuvering cross-stream 

,I, 1 

f o m  (Fig. 27). On the other haad. in the waving mode, the 
two arrays of voltices from the two flaps are stagged in the 
streamwise direction. h e  to this tict, the waving mode 
produces both axial and cross-stream forccs (Fig. 28). The 
vortex shedding process is clarified in Figs. 25 - 28. Figure 25 
shows a drag-producing wake, behind a hydrofoil where the 
induced flow h d w m  a pair of shed vortices is pointed 
upstrram. When the foil is oscillated, the wave train shown in 
Fig. 26 is produced when the induced velocity points in the 
downstream direction, which givts rise to thnut The clapping 
mode produces the mirror-image vortex aain shown in Fig. 27 
and the waving mode produces the staggered vortex train 
shown in Fig. 28. 

The cross-stream maps in Figs. 20 and 21 were cxnmined to 
look for clues for higher e5ciency in the waving mode. The 
wake is three-dimensional due to the finite nabue of the flaps. 
The figures show that the shed axial vortex lying within the 
divider propagates inward towards the axis of the model while 
the outer shed axial vortex shows no such tendency. This is 
shown ScbematicSUy in Fig. 24. After it is fully formed, the 
inner axial vortu is elliptic and takes an inclined position in 
the y-z plane. In the clapping mode, during the outward 
motion of the flaps, four axid vortices would tend to converge 
near the model axis inmasing vortex-vortex and vortex-wall 
interactions. We suspect that induced drag will be af€& 
more in the clapping mode than that in the waving mode. 
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r = 0.0 ., . 
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Fig. 20. Votticity-velocity vector maps in the wss-streim plane in the waving mode; x/D = 0.086 
Fllled square marken at 2\13 = 0.5 within each frame indicates Rap location. 
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Fig. 21. Vorticity-velocity vector maps in the cmss-stream plane in the clapping mode; xlD = 0.086. 
Filled square mafken at zlD = 0.5 within each frame indicates flap location. 
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Fg. 24 Schematic dlagram showlng the inward trajocloiy of the inner shed axial vortex 
(a) as opposed Lo the outer shed axial vortex (b) in both modes offlap oscillation. 

Fa. 25. Schematic of produdion of drag (momentum deficit) 
and yaw form due to a Kgnnh vortex train. 

Fig. 26. Schematic of produdion of thrust (momentum excsss) 
and yaw form due to a negative KgnnOn vortex train. 



Fig 27 Schematic of vortex Inin in clapping mode showing the 
ongin of axial and uo8o-stroam force vectors 

5.0 CONCLUSIONS 
A laboratory investigation has been conducted to examine the 
performance of a dual flapping foil device used as a 
maneuvering and propulsive tool for a rigid body. A model 
was built (1 m long, 7.6 cm diameter) with flapping foils at 
the end of the tail cone and various measurements were 
performed in a water tunnel. The flow speed range in water 
was between 5 and 80 c d s  and the flapping frequency varied 
from 2.6 to 6.2 Hz. These parameters, as well as the body 
length, are in the range popular among fish and seals. The 
flaps were operated in two modes: waving and clapping. 
These flaps mimic the motion of the caudal and pectoral fins 
of a fish. (This clapping motion is also found among insects.) 
It was demonseated that, although attached to a rigid body, 
the device can produce a net thrust. By operating the flaps 
differentially, the device can also be uscd to produce a yawing 
moment for maneuvering purposes. The waving mode of the 
flaps is more efficient as a thruster wmpared to the clapping 
mode. This explains why a fish may use a caudal fin for 
propulsion and the pectoral fm for maneuvering. The waving 
mode involves a yawing motion of the nose. Thus, its higher 
propulsive efficiency suggests that the side-to-side motion of 
the head of a fish may have hydrodynamic benefits. 

Comprehensive measurements of the vortex shedding process 
in the wake, matched to the phase of the flaps, have been 
carried out  These data can be useful to validate dynamic 
numerical simulation codes incorporating the effects of 
moving surfaces. Existing non-linear inviscid theories are 
inadequate to account for sensitivity to Stmuhal number in the 
range 0.2 < St < 0.4. Viswus stability effects also need to be 
included. In the dual-flapping foils attached to a rigid body, 
while the net drag is less than the net thrust, the wake is very 
wide compared to that for a fixed cylinder of same diameter 
and the wake decays rapidly. This is explained by clearly 
demonstrating that the wake of the device is predominantly 
composed of down-streampointing jets lying between pairs of 
shed vortices. 

Past two-dimensional theoretical and experimental results in 
the low Strouhal number-axial force coefficient range, as well 
as the present work over a larger range, indicate that there is 
an universal asymptotic limit of thrust that can be produced by 
the flapping foil technique. However, the axial force produced 
may fall short when flapping foils are attached to rigid bodies. 
The interaction of the drag of the rigid body with the flapping 
foil flow is complicated. There is systematic variation in force 
generation with the mode of flap oscillation, flapping foil 

.. --. 
Fie. 28. Schematic of vorkx train in waving mode showing the 

origin of axial and mu-stream force veclom. 

frequency (in addition to Strouhal number) and the number of 
flapping foils. Three-dimensional viswus non-linear theories 
are required to account for these effects. 

When the present work was started, we were intrigued by the 
fact that the clapping motion of the wings of insects for 
propulsion is wmmon in air, but is rare in water. On the other 
hand, the waving motion of the caudal fin of fish is common 
in water but is rare in air. Because clapping of wings in air 
produces both thrust and a large amount of lift force, it 
involves a complicated rotary motion of the wings as well. 
The ability of small insects to fly in the air remains a mystery. 
Quantitative experiments are required to ascertain the 
mechanisms involved. However, aquatic animals have 
separate means for handling the buoyancy forces and the 
thrust-producing role of the waving motion of the caudal fin is 
relatively better understood. 

With aquatic animals, the main lacuna in our undmtanding is 
the element of drag. There is considerable uncertainty in the 
drag data of aquatic animals. This has led to much controversy 
in the past. Even our understanding of li-based force 
generation is often based on inviscid non-linear theories. They 
do not adequately acwunt for viscous effects, which influence 
the behavior in narrow Sfmuhal number ranges where 
optimum efficiency is reached. Careful laboratory experiments 
on simplified engineering models of aquatic animals and 
physical modeling might bring some clarity to the subject. 
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1. SUMMARY 
As is shown by theoretical and experimental 

researches, the general mechanism of crucial re- 
duction of hydrodynamic’ drag consists in substi- 
tuting rolling friction for slipping friction [l]. This  
mechanism is realized a t  a boundary layer recon- 
structioa with formation of periodic transverse vor- 
tices tha t  are rolling without slipping over the 
body surface. A small velocity gradient charac- 
terizing such a motion conditions low energy-dis- 
sipation. A travelling wave on elastic body surface 
works as a -mechanism of formation of a periodic 
vortex structure for some water animals, such as 
dolphins. At appropriate elastic parameters of the 
surface, the wave is excited hi a regime of hydroe- 
lastic flutter. The  surface roughness, as it takes 
place with sharks, expands the range of velocities 
at which travelling waves are excited, though it  
decreases their energy efficiency. 

2. INTRODUCTION 
Another vortex formation mechanism abundant 

in nature employs the specifics of the  flow along 
a slender rough body. Analytical calculations val- 
idated by direct experiments showed tha t  helical 
vortices with a high aniplitude growth increment 
are generated on a slender rough body. Arriving 
at the fish body, wtll-developed helical vortices re- 
co~istriict the boundary layer i ~ :  such a way that  
the normal flow with slipping of fluid layers with 
a high velocity gradient is replaced by a motion 
with rolling of vortices with a small velocity gradi- 
ent  and,  as a consequence, with low hydrodynamic 
drag. 

T h e  rostrun: of a sword-fish is a slender body 
covered by small-scale roughness. Nearly parallel 
flow is forrncd at a small distance from the lead- 
ing edge, which changes weakly downstream due 
1.0 both viscosity a i d  slight tliickeiiing of the  r o s  
h r r r i i .  Oric  air try to approxirriate this flow by 
f l i t  id irioLiori dong  AI^ i n f i r i i k  thin roiigh nccdle. 

’1’11~ ntudlc si~rfati; rorrgliness geocrates contin- 
uously siiiall disturlmiccs in the flow. Thc stabili- 
ty of iriitial larriiriar flow guarantees the abscnce of 
othcr dist.urbances cxccpk for those diffusirig from 
Ihc ryliiider siirface. ‘For om-scale roughness, we 
will havvc one-scale turbulence with a knowii nlur- 
irig path lengt,ti. 

I Irc: prcsericc! of hrliulw!t osciflatioris causes 

1 

I .  

the  appearance of turbulent viscosity that’ exceeds 
multiply the molecular viscosity in the gradient 
flow region. The flow which is of interest to us 
can be  described by the Reynolds equations with 
a certain turbulent viscosity which can be deter- 
mined using the Prandt l  technique [l] in terms of 
known, in.the present case constant mixing path 
length. The  solution obtained can be analyzed for 
stability. Inviscid solutions depend on turbulent 
viscosity only via the averaged velocity profile. 

3.MATHEMATICAL FORMULATION OF T H E  
PROBLEM. 

The  equation of the average momentum in Ihe 
boundary layer model in the cylindrical coordinate 
system r, z is written as 

av av 1 6  
a x  Br r 6r p[ -  + V-] = ---(rpiE) 

Here, U and V are components of the aver- 
aged velocity profile, u,u are components of the 
fluctuating velocity. 

stress can be expressed in terms of the averaged 
velocity gradient (aU/ar) and mixing pa th  I as 
f0Uows: 

uv = -/2(au/ar)a. 
Thus, the averaged momentum equation is reduced 
to the eqbation 

According to the Prandt l  model [2], the Reynolds 

- 

The continuity equation has a usual form. 

Assuming the needle diameter t o  be equal to  zero, 
we. obtain the following boundary conditions for 
unknown functions U and V. 

U = V = 0 for r = 0,z > 0 
U = I , V  + O  for r + 00 
One can conclude from the formof equation (1) 

that  it is independent of velocity scale hut depends 
on the roughness scale. Assuming the coordinates 
r, z be nornialized to a certain size C, the quantity 
1 will be a measure of relative roughness. 

4. SOLUTION OF T H E  PROBLEM 

Paper presented at an AGARD FDP Workshop on “High Speed Body Motion in Water”, 
held in Kiev, Ukraine, 1-3 September 1997, and published in R-827. 
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From the analysis of diniensionality of equa- 
tion (l), i t  follows the existence of a self-similar s e  
lution of the form U = V ( q )  where q = r/(122)'/3. 
Let us represent the Function U ( q )  in terms of the 
second derivative of some other unknown function 

. Sh) 
.U = f$"(q) 

and determine the second component of velocity 
from the continuity equation (2). 

For this purpose, let us pass to new variables 
..z = t; 

Then we will need the relations, aq/& = q/r = 
q = r/(12z)1i3. 

aq/az = -q/3z 
a(/& = 0; 
Let us substitute in equation ( 2 )  the relation 

for the function U. 

i j( /az = 1. 

whence we can obtain 

Now we will turn to the momentum equation (1). 
After substituting the above formulas for U 

and V ,  the left-hand side is converted to the fol- 
lowing form 

#'If .--(-2q# + 24) 
3€7? 

Let us now transform the right-hand aide of 
this equation. 

Finally, we obtain an equation for 4(q)  

4y2741t11 + q t  + f,]# - f4) 3 = 0 (4) 3 
with the boundary conditions 

qSf = 0 for q = 0 
linr( 4 / q  - qY) := 0 I I ~ E  q -t 0 
lirrr( 4"s - 2# + 24/rl) = 0 npa q + 00 

5 .  ANALYSISOF EQUATION (4). 
For small values of argument 51 in equation (4), 

tlre main terms are the highest derivatives that 
clcscribc viscous fclrccs 

2714t)" + 4"' = 0, 

which hats the rollswing solution 

dff = J;i. 

For large values of q the main terms are the con- 
vective terms 

which vanish at 4 = $. 
6. ANALYSIS OF STABILITY OF THE SO- 

LUTION. 
Let ua designate by the letters U, v ,  w , p  the 

small perturbations of components of velocity vec- 
tor and pressure, which will be sought is the form 

U, U, w , p  = Reel[Fr, iGr, H r , p P r ] e x p ( i n ~ i a ( z - d ) ) .  

Here, a is the wave number and c is the phase VI+ 

locity. For unknown functions F(r), G(r), H(r) af- 
ter eliminating P(r), we obtain the following s y s  
tem of ordinary differential equations 

4ff = 

d 
dr n(V - c)G + -[(U - c)rEl] = 0 

a(V - c)(nF - a d )  + nU'G = 0 

arF + r-G + G + nH = 0 

, that must be solved with uniform boundary con- 
ditions F,G,H,P -t 0 at r -+ 0 and r -.) 00. 

The second equation of this system is an al- 
gebraic one and makes it possible to exclude the 
function F. 

As a result, one can obtain a system of two 
equations of the first order for two unknowns H ,  G .  

n(U - c)G + -[(U - c)rH] = 0 ( 5 )  

d 
dr 

d 
dr 

Excluding H from this system, we obtain one second- 
order equation with one unknown. 

(U - c)G - G-(  d TUf ) = O  
dr n2i -a2r2  

The system of equations (5)-(6) or equation (7) 
equivalent to it with uniform boundary conditions 
can have a solution only for certain values of c and 
a that are called eigenvalues. 

. Stability of various axisymmetric flows is stud- 
ied in detail in a well-known paper of Batchelor 
and Gill [4]. In particular, they showed that the 
flow can lose stability with respect to inviscid form 
of perturbations if the following condition is sat- 
isfied at 'some internal point: 

rUf ) =o. 
;i;;(na + aar2 

- .  
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Here, aa usually, n is the number of the azimuthal 
mode, and a is the wave number of the longitudi- 
nal travelling wave. 

This condition is a generalization of the known 
condition on an inflection point in the profile of a 
parallel-plane flow to an axisymmetric flow. 

It is easy to see that this.condition is not valid 
for the Poiseuille flow with a logarithmic profile 
and for any profile if we confine ourselves to ax- 
isymmetric disturbance6 (n = 0). 

At the same time, for a profile on a rough cylin- 
der obtained by us, this condition is always valid 
at point rt = n/& 

Batchelor and Gill showed that most unstable 
are disturbances with the number n = 1. 

Concerning the conditions of physical realiea- 
tion, we are interested in the case when the prod- 
uct a c  = w is a real number, hence, a is a corn 
plex number conjugated with c. In this case, the 
real part of the wave number a, determines the 
wave length A in accordance with the relation a, = 
22r/A, and the imaginary part ai determines the 
downstream changc of disturbance amplitude ac- 
cording to the law exp(-aiz. 

The reference length in the problem under con- 
sideration can be only the wave length, which will 
be accepted as a unit of measurement. With such 
normalization, a, = 2 ~ ,  and 

Since ai < then the dimensionless distance 
to the critical layer will be determined by a small 
number 0.092. 

' Let us rewrite equation (7) in the following 
way: 

r d  
rZ[n2  + azr2  dr -(rG)] - rG = d 

1 r2G d rU' 
( -- 

U - c d r  n2+azrz 
Let us represent an approximate solution to this 
equation, which satisfies uniform boundary condi- 
tions, in the following form: 

rC; = 0 
rG = rKi(ra) for r > rt 
Here Kf is the Hankel function of the Ith order. 
The condition of continuity of this function at 

for r < rt 

point r = rk 
(9) 

U = w n d  at r > r k  

and is an approximate solution for all profiles s i m  
ilar to this one. 

The first root of equation (9) has the following 
complex value: 0.90 - i0.58. The negative imag- 
inary part ensures a rapid growth of disturbance 
amplitude. 

7. CONCLUSION. 
The conducted qualitative analysis of solution 

properties and the estimate of some of its param- 
eters allows one to prepare an experimental verifi- 
cation of the hypothesis according to which a thin 
rough rostrum of a sword-fish performs a function 
of vortex generator. 

Firstly, we found out that dimensionless pa- 
r;uneters of the flow along a rough cylinder are 
independent of velocity d e .  This makes it pos- 
sible to carry out experiments with an arbitrary 
velocity convenient for the experimentor. 

Secondly, we found out that the velocity profile 
formed by the rough cylinder is stable with respect 
to axisymmetric disturbances. At the same time, 
helical disturbances of the travelling wave shape 

f (r)ezp[ia(z  - d) + in01 
are unstable with a continuous spectrum of 

frequencies. This means that forced generation 
of such disturbances with a small initial ampli- 
tude ensures an onset of increasing disturbances 
which, having achieved a certain amplitude, as we 
suppose, form a steady periodic flow. The most 
unstable form is a helical vortex filament corre- 
sponding to the value n = fl. Superposition of 
two such forms provides an intersecting vortex g e  
ometry that will then evolve into inclined circu- 
lar vortices embracing the cylinder. Such waves 
can be generated by transverse oscillations of the 
cylinder in one plane, two disturbance waves being 
excited during one period of oscillations. 
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can be provided by choosing an arbitrary value of 
the wave number a. 

Using direct substitution, one can verify that 
the chosen function satisfies equation (8) for v e  
locity profile 

I U = &  at r < r t  
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SUMMARY 
General principle of optimization of alive organism 
consists, as a result of many-centuries evolution, in 
attainment of minimal energy expenditures for 
maintaining the process of life. Principal attention in 
this investigation is payed to study of peculiariries of 
organism systems and their interaction in the process 
of motion of water animals, which are directed at the 
reduction of energy expenditures. On dolphin 
example, considered are peculiarities of morphology 
and physiology of skeleton, muscles, skin coating, 
blood system and innervation. As the motion takes 
place in the water medium, considering those systems 
the force influence of medium onto the organism is 
taken into account. Studied are influence of swimming 
speed, non-steadiness of flow, unusual method of trust 
creation, specific structure of body surface onto the 
body systems. Also considered are some peculiarities 
of hydrodynamic influence onto the body when 
moving in water medium. In accordance with these 
peculiarities, specific structure of mentioned systems 
of water animals are analyzed. 

Here there are detailed description of skeleton and 
location of innervation ganglions as well as layer-by- 
layer location, along diameter and body length, of 
moving muscles. Structure of skin coatings is given in 
details especially. The peculiarities of blood system 
and structure of that in. skin coating are analyzed. 
Presented are results of measurements of temperature 
distribution on the surface of body skin and results of 
theoretical estimation of controlled heat conductivity 
of skin. 

By means of apparatus developed, the measurements 
of distribution for elasticity and damping properties of 
skin of different dolphin types are carried out. 

Presented are results of direct and indirect 
measurements of other mechanical parameters of skin, 
in particular phase velocity of disturbances 
development. The results of measurements of 
turbulent boundary layer in different regimes of 
dolphin .motion are given. Described are the 
functioning the body systems and mechanisms for 
regulation of mechanical features of skin. 

The ways of reduction of body motion drag are 
shown. 

1. INTRODUCTION 

The attention to hydrodynamic functions of skin 
covers and bodies of cetaceans was paid for the first 
time in the works [I 1 ,  30-33, 37 etc.]. The greatest 
attention to these investigations was attracted by the 
publication of the Gray’s book [13], were the estimated 
calculation has shown that the energy of dolphins 
does not correspond to swimming speeds developed by 
them. The book of Hertel [12] has shown ways of the 
hydrobionics technical applications and has formed 
the basis for development of this direction in the 
different countries. The fundamental theoretical [17, 
21, 22, 27, 381 and series of experimental [20, 36 etc.] 
investigations in hydrobionics were carried out. 

It is known, that high-speed hydrobionts, in particular 
dolphins, have developed as a result of evolution the 
adaptations for economical energy expenditure and 
efficient drag reduction. 

The principal purpose of research consists in finding 
the corresponding laws of structure ofdskin and other 
organism systems as well as explanation of that on the 
basis of laws of physics and hydromechanics. 

Hydrobionics is new science based on complex 
studying the phenomena using knowledge of different 
scientific directions including biological and technical 
ones. As a new science hydrobionics needs 
development of methodology and, in particular, of 
new techniques for experimental investigations 
carrying out. Present section of research includes 
development of methodology of carrying out the 
mainly experimental hydrobionical investigations. 

About 30 years of research in Institute. of 
Hydromechanics of National Academy of Science of 
Ukraine and in other institutions show the perfect 
flowing around the high-speed marine animals and the 
difference from that for corresponding rigid bodies 
[U, 251. 

Study of living organisms should not be conducted in 
the same manner as it is done in case of rigid bodies in 
technics. This gives the new notion in the field of 
modelling in technical problems. Well elaborated 
bionical approach can create a bridge between 
investigations of marine animals and development of 
methodology for identification of more effective 
technical systems. 

Paper presented at an AGARD FDP Workshop on “High Speed Body Motion in Water”, 
held in Kiev, Ukraine, 1-3 September 1997, and published in R-827. 
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The 'most important i:j insight into understanding of 
basic principles of organism construction which would 
permit to develop the .reliable methodics of research. 

The purpose of present investigation consists in 
identification and study the adaptation mechanisms of 
systems in a hydrobiont organism which are energy 
saving at high speeds of swimming. 

The hypothesis of present investigation consists in the 
fact that all organism systems are interconnected and 
function towards achievement of highest efficiency: 
drag reduction and increase of propulsion efficiency at 
minimum possible energy expenditures. 

Formulation of the problem consists. in 
determitanation of the relationship between 
morfology of hydrobiont body and its 
hydrodynamics. 

Approach consists in characterization of hydrobiont 
morphology systems including hydrodynamic 
correspondence and mutual interaction of organism 
systems. 

2. BASIC PRINCIPLES OF THE GYDROBIONIC 
The most important for undestanding the peculiarities 
of structure of hydrobionts and their systems as well 
as for modelling those pecularities in technics is study 
and systematization of hydrobionics principles. Let 
enumerate the basic functional principles [4, 5, 8, 9, 
251. 
- Principle of buqyancy force balance. Average 

density of hydrobiont body is close to that of 
water, so animal is more or less balanced by static 
force buoyancy. Positive or negative buoyancy is 
neutralized during the motion by hydrodynamic 
resultant force of body and fins. 

- Biological principle of convergence (likeness of 
signs) affirms that in long- and stable-uniform 
conditions of life the animals of different type, 
under influence of natural selection, draw nearer 
concerning some signs, which are connected 
directly with influence of environment. 

- Biological principle of divergence (discrepancy of 
signs) means that in the range of one single species 
there are not absolutly equal organisms. Being 
uniform initially groups of them, during natural 
selection in some different conditions of 
environment, have been specializing in different 
directions. As a result new varieties and binds have 
appeared with more expressed distinctions of 
structure, functions and way of life. For example, 
skin elasticity of dolphins which swim with 
different speeds is essentially different. 

- Important is biological principle of embriogenes. It 
was found out that is process of embrio growth the 
common signs of large group of animals are found 
themselves earlier than special ones. So, different 
signs caused by historical influence of environment 
appear successfully. 

- Principle of progressive swimming consists in that 
that, as hydrobiont dimensions increase and 
strenghtening ~ the  level of organizing, the 

maximum swimming speed essentially increases. It 
is stipulated by the fact that effective power of 
hydrobiont is proportional to cube of linear 
dimensions (to mass), and hydrodynamic drag - to 
square of linear dimensions (square of wetted 
surface). 

- The principle of cyclic motion. Swimming of water 
animals is always non-stationary, usually 
periodical, close to harmonic. Besides, usually the 
active swimming alternates with motion by its own 
momentum (coasting). This principle may be 
explained by important-for-life biological 
properties of regulating the parameters of living 
tissues, which (properties) are stipulated by cycles 
of energy exchanges, acts of breathing and blood 
circulation as well as unexplored jet efficiency of 
non-stationary swimming. 

- Principle of propulsor unification. Among 
hydrobionical objects the most widely distributed 
are wave-like propulsors with elastic bending- 
oscillatory complex of different structure which 
become localized as the dimensions and swimming 
speeds increase. 

- Principle of relative hydrodynamic conformity is 
characterized by that that, as Reynolds number 
increases, there is succesive localization of 
hydrobionts parameters range with changing, in 
law-governed way, characteristics of propulsors 
and methods of swimming in accordance with 
hydrodynamic modes of flow in boundary layers 
and vortical wakes. However the generic Reynolds 
numbers differ essentially from those for rigid 
bodies because of specific flexible skin covers and 
non-steadiness of flowing around. 

- Principle of receptoric regulation consists in the 
following. If rigid body moves then various 
hydrodynamic forces influence its surface. 
However the rigid body is insensitive to those 
forces, it does not perceive them because designers 
set beforehand such a margin of safety that this 
body would not be deformed. For all hydrobionts 
and in particular cetaceans the nerve endings are 
located in skin very close to flowing around 
surface: at distance of several tens of microns from 
body surface. Our predictions showed that pressure 
fluctuations. and boundary layer velocities are 
registered by such receptors very well. Since the 
hydrobiont body surface is very innervated then 
force influence of hydrodynamic field of outer 
medium when moving and especially the gradients 
of hydrodynamic loads are perceived sensitively by 
a living organism. An animal feels any vortical 
perturbation. And this principle (law) of receptoric 
sensitivity means that as a result of many-centure 
evolution a hydrobiont organism has developed 
the adaptations in such a way that to eliminate the 
painful feelings. Yet on the basis of this principle 
one can search the organism adaptations intended 
for elimination of painful feelings and directed 
toward reduction of hydrodynamic drag. 

- Principle of interconnection consists in that that all 
systems in a living organism work only in an 
interconnected manner. 
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- Principle of polyfunctionality means that majority 
of organism systems has not! one function only but 
several ones. 

- Principle of combinationness of adaptive systems 
consists in that that, in order to achieve the most 
efficiency, working are not single organism system 
but the greatly large number of systems. 

- Principle of automatic regulation consists in that 
that all adaptations in organism work 
automatically. 

- Principle of thermal regulation consists in that that 
there are hydrobiont's mechanisms for control of 
heat flux and, besides, heating is directed not on 
forming the heat boundary layer but on regulation 
of mechanical characteristics of skin covers, the 
latter being directed to control of coherent vortical 
structures of boundary layer. 

3. GEOMETRIC PARAMETERS OF BODY. 
,In conformity with hypothesis of research, at first the 
geometric parameters of body and its parts (fins) are 
considered. Geometric parameters have to provide 
minimum hydrodynamic drag. Laminarized airfoil of 
B-TSAGI series for airplane wing is shown on Fig. 1 
at its top [25]. On the airfoil the boundary layer 
remains laminar one on the extent of 80 ... 90% of 
wetted surface, that is such profile has minimum 
friction drag and minimum thicknesses of boundary 
layer and wake behind the airfoil. Below are the 
vertical longitudinal projections of cetacean body: I1 - 
Orcinus orca, I11 - cetacean dolphin, IV - common 
dolphin, V - coalfish whale, VI - grey whale; VI1 - 
sperm whale, VI11 - smooth whale. It is seen that all 
bodies have laminarized shape. Moreover, the 
geometry of body shape is such that resultant lifting 
force for some cetaceans is directed upwards and for 
another ones down. This is connected with way of life 
and contributes to diving and rising to the surface. It 
is to be noted that, from one side, cetaceans are able to 
regulate the body shape unlike rigid bodies and can 
change the direction of resultant force. From another 
side, they have almost zero buoyancy and can move in 
fluid with different position of the body. This promote 
effective body manoeuvrability. On Fig. 2 one can see 
the body shape of having been just caught cachalot 
(sperm whale), and represented on Fig. 3 [29] are 
bodies of revolution which are equivalent to trunk of 
cachalot ( I ) ,  coalfish whale (2) and dolphin (3) [17]. It 
is seen that all animals belong to different speed 
groups: high-speed dolphin has obviously laminarized 
shape; as low swimmer but good diver, cachalot has 
middle section located in the forebody part. All 
cetaceans have well-streamlined body shape. 

The shape of cetacean fins is also of optimal geometry 
which corresponds to best airfoils [15, 251. Fins of 
cetacean are able to change their geometry, and tail fin 
changes the span and profile shape cyclically in 
process of oscillation [28]. 

4. SPEEDS OF MOTION. 
In order to estimate correspondence of adaptations of 
organism systems to hydrodynamic laws of body 
flowing around it is necessary to know the real speeds 

of the hydrobiont swimming. Distingnished are three 
typical speeds of swimming: slow swimming with 
infinite time of motion, cruise swimming speeds which 
can be maintained by animal for 15 ... 20 minuts and 
full speeds (rush-like) that are the maximum possible 
speeds which can be maintained for several seconds 
[17, 251. 

Thus, the speed of motion is determined by the time of 
sustaining the loading. Besides, speed of motion is 
determined by the size of motive musculature that is 
dimensions and leugth of animal. 

Shown on Fig. 4 is dependence for cruising mode of 
swimming on duration of swimming for wild dolphins: 
common dolphin ( I ) ,  orca (2), white whale (3) and for 
whales: blue (4), grey and sperm whales (5, 6), and 
also for pro-dolphin having been trained (7), bottle- 
nosed dolphin (8) and striped one (9). Experiments 
with fishes in hydro-tubes represent: a - pulsed mode, 
b - long-time, c - migrating mode, and also sports 
swimming of champions: d - with flippers, e - "free- 
style" method, and the last one: f - salmon of 0.18 
meters length [17]. 

Comparison of hydrodynamic parameters for 
hydrobionts of different type with technical objects is 
shown on Fig. 5 [25]; I - fishes: a - trout, b - salmon, c 
- vakhu, d - barracuda, e - tuna, f - sword-fish, g - 
mac0 shark, h - blue shark; 2 - cetaceans - dolphins: i - 
common dolphin, j - bottle-nosed, k - howling, I - 
orca, m - white whale; whales: n - finback whale, 
coalfish, fin-whale, blue, o - grey, humpback, sperm; 3 
- transportation of light divers; 4 - self-propelled 
inhabited vehicles; 5 - small submarines; 6 and 7 - 
foreign submarines; KT and OB - regions of 
parameters for hydrodynamic models having been 
tested in cavity tube and test tank. 

Majority of high-speed hydrobionts are just as good 
as american submarines as to speed of motion, and 
some of hydrobionts have the speeds more than those 
of technical objects. 

5. ENERGETICS. 
The question arises, at what expense the high-speed 
hydrobionts can move with such speeds. Presence of 
laminarized shape does not explain the phenomena 
found out. It may be suggested that there is a complex 
of means of adaptation in organism structure for the 
sake of observed swimming velocity achievement. The 
hypothesis h a s  been put forward that all is determined 
by energetics of animal. Measurements of energy 
capabilities (power to weight ratio) of some kinds of 
high-speed hydrobionts have been carried out. Shown 
on Fig. 6 are the power of basic and active exchange in 
dependence of total mass for: I - dog, 2 - human 
being, 3 - horse and dolphins (MC - porpoise, A - 
common dolphin). Line I-prime shows energetics of 
animal in a state of excitement [17]. It is seen that laws 
for warm-blooded animals are the same. The more 
mass the higher power developed. Shown on Fig. 7 is 
the dependence of maximum specific power output to 
external mechanical work on duration of swimming 
[17]. Curve 1 is predicted one according to 
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approximating formula Q m a x =  1,73[ln( 1 +T)]-13 here T 
in seconds, Qmax in W/N, 2 and 3 - physiclogical 
evaluations for sportsmen - champions and well- 
trained sportsmen. Experimental points: 1 - dolphin 
jumps, 2 - salmon jumps, 3 spawning migration of 
Siberian salmon; sportsmen: 4 - boat-racing, 5 - 
running on track and uphill, 6 - exercises with cycle- 
ergometer. Maximum ispeed of swimming as a 
function of motion duration is represented of Fig. 8 
[25]. The designations are as follows: 

- - 
q m a x  = q m a x  'cI~, U,,,, - typical average 

maximum speed of every species swimming at, 
characteristic, for all species, swimming duration 
T'= IO3  sec., q* - specific output of power at T= T'. 

There are some metholds for finding the energy 
capabilities of hydrobiont. One of them is based on 
results of gas composition analysis of air breathed out 
depending on fulfilled loading (work). Second method 
deals with estimation of jump height and motion 
kinematic during the jump. All measurement showed 
that energy capabilities of' high-speed hydrobionts are 
of the same order as that of well-trained sportsmen, in 
particular of Olympic champions. ' Phenomenal 
differences as to energy capabilities of high-speed 
hydrobionts were not found out. Discovered in 
cetacean tissues was myoglobin which contributes to 
accumulation and reserva.tion of oxygen. Myoglobin 
promotes the deep-sea diving and forcing the speed, 
but does not exercise essential influence on magnitude 
of cruising speed and energy capabilities. 

Body shape and energy ceipabiliities do not permit to 
explain the reason of the high swimming speeds. 
Consequently, hydrobionts must have another means 
of adaptation for fast swimming. 

6. NONSTEADINESS 01F MOTION. 
All hydrobionts move along non-steady trajectory and 
are flowed around by non-steady flow. There are three 
types of hydrobiont swimming [I71 (Fig. 9): - 
undulatory (shake-like) type: 1 - Squalus acantias, 2 - 
Rabidus furiosus, 3 - Heterodontus francisci, 4 - 
Lampetra, 5 - Anguilla rostrata, 6 - Chlamydoselachus 
anquineus, 7 - Lophotes, 8 - Gastrostomus; - 
Scombroid type, when tail part of body oscillates: 9 - 
Cephalorhyndus commersonil, I O  - Tunnus saliens, 1 1  
- Lamna distropis, 12 - Katsuwonus pelamit, 13 - 
Balcenoptera borealis, 14 - Pneumatophorus 
garonicus, 15 - Clupea pallasii, 16 - Ladis 
marocephalus, 17 - Oncorhyndins nerka; - fin-twinkle 
type: 18 - tetraodon melengris. Shown on Fig. 10 is the 
typical trajectory of tail fin during scombroid mode of 
motion (curve I ) ,  with that the centre of gravity (curve 
2) moves along straight trajectory. Cinema frames of 
motion for high-speed bottle-nosed dolphin (at the 
top) and low-speed Phocaena phocaena (at the 
bottom) [17, 19, 251 are given on Fig. 7. Investigation 
of kinematics of hydrobiont motion is as separate and 
very important part of hydrobionics. A large amount 
of experimental researches of kinematics of fish and 
dolphin swimming has been carried out. Developed 

were the theories which describe method of motion 
and allow to calculate the hydrodynamic 
characteristics of hydrobionts. A drawing-in force, 
arised at the tail part of hydrobiont body, is 
introduced into prediction. Measurements of pressure 
distribution along the body showed that, when active 
swimming, there is redistribution of pressure along the 
body, which promote the laminarization of boundary 
layer. 

However the calculations have shown that even in this 
case the drawing-in force and pressure redistribution 
don't allow to explain the phenomena of fast 
hydrobiont swimming. 

Next problem is study the laws of non-steady 
boundary layer on the dolphin body. On Fig. I 1  there 
is the general picture (pattern) of coherent vortical 
structures development in the boundary layer of flat 
rigid plate during laminar, transitional and turbulent 
modes of flow [7]. Shown there below is general 
scheme of morphological structure of outer layers of 
dolphin skin and generation in the boundary layer, 
with help of skin, of two types of coherent vortical 
structures: sinusoidal wave and longitudinal vortexes. 
Of course, this idealized picture in real non-steady 
boundary layer on vibrating surface will have another 
character (behaviour). Carried out were direct 
measurements, with thermoanemometer, of 
longitudinal fluctuative component of velocity in the 
dolphins boundary layer at different modes of its 
motion [ 18, 19, 261. On Fig. 12 curve 2 corresponds to 
longitudinal fluctuative velocity along rigid body and 
curve 1 [17-19] is that along dolphin body. It's seen 
that transition to turbulence happens at high speed of 
motion. Maximums of fluctuations are less for curve 1 
and, what is most important, it is smooth that is there 
are not large gradients of velocity change as it is when 
flowing the rigid dolphin model. Fig. 13 shows that 
value of fluctuations and their behaviour change 
essentially, depending on modes of acceleration. Also 
compared were distributions between fluctuative 
velocity along dolphin body and its rigid skin (Fig. 
14): 1...6 - points on the animal body at x/L=0,22; 
0,56; 0,75; 0.8; 0.84; 0.89; 7 - data for rigid model at 
U=4.7 m/s; 8...11 - data at passive swimming at 
Uz1.0, 2.7, 2.5; 3.3 m/s; 12 ... 15 - active swimming at 
the same speeds. One can see the essential difference of 
fluctuations in the boundary layer of alive dolphin 
and its rigid model. During active swimming the 
boundary layer fluctuations are intrinsicly smaller 
[26]. Magnitude of fluctuations determines the friction 
drag. Thus, from those date it is seen that friction drag 
of actively moving dolphin is considerably less than 
that of rigid body. What is an explanation of results 
obtained. To understand this one should consider 
morphological structure of dolphin skin and its 
systems. 

7. MORPHOLOGY OF ORGANISM SYSTEMS. 
In the centre of Fig. 15 there is classical structure of 
dolphin skin by academician V. E. Sokolov [3 1-33]. In 
outer skin layers one can see clearly the dermal nipples 
and dermal rolls. At the left there is the scheme of skin 
structure according to Surkina and Babenko 191. The 
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basic distinction from Sokolov's scheme is skin 
musculature and specific peculiarities of outer layers 
structure shown below. Fig. 16 depicts the skin 
development during ontogenesis. This means that, as 
embryoe developes, in its organism the signs appear 
which have been developed in the process of many- 
century selection. Dermal nipples and rolls arised in 
comharatively recent time. Millions years ago the 
dolphin skin was the same as we have. This testifies 
that specific structure in the skin has appeared under 
the action of force-type stresses of flow and was 
directed towards friction drag reduction. 

On Fig. 17 there are dimensions of transverse 
microfolds on skin surface [9]. It is seen how the skin 
layers in the region of microfolds peel, that is 
connected with hydrodynamics of flowing the micro- 
hollow. Shown on Fig. 18 on the right are the angles 
of inclination of dermal mipples as regards to body 
surface at different places along the body [9]. From the 
left there is topography of dermal nipples inclination 
angles along dolphin body. It is seen that these angles 
of inclination correlate with gradients of 
hydrodynamic loads on the body arised when moving 
in water medium. Angles of inclination along the body 
change essentially and are stipulated by 
hydrodynamics of body flowing only. 

Fig. 19 shows along-the-body direction of dermal rolls 
in the dolphin skin [35]. Let remind that dermal 
nipples are located in form of rows along dermal rolls. 
Such location corresponds, as if, to streamlines in 
boundary layer when flowing the dolphin body. 

On Fig. 20 there is distribution of skin muscle along 
the body of bottle-nosed dolphin and Phocaena 
phocaena [34]. Skin muscle plays important role 
during regulation of mechanical features of skin. 
General scheme of location of motive musculature and 
skin muscle along the dolphin body [2, 341 is 
represented on Fig. 21. 

Also longitudinal distribution of skin thickness both 
as a whole and of separate layers were measured [IO] 
(Fig. 22). Near-surface thin layer has uniform 
thickness along the body. More deep layers have 
different thickness distribution along the body that is 
connected with hydrodynamic functions. 

Represented on Fig. 23 is general scheme of 
circulatory system and innervation of dolphin body [I ,  
21 as well as typical pattern of web of circulatory and 
lymphatic systems in a skin cover of mammals. In the 
region of each vertebra there exists the autonomous 
circulatory, lymphatic and innervative system which 
control narrow circular areas of skin. 

8. MEASUREMENT OF MECHANICAL 
CHARACTERISTICS OF DOLPHIN SKIN 
Peculiarities of structure of dolphin's organism 
systems show that there exist the definite 
morphological means of adaptation directed, first of 
all, on intensive section-by-section blood-supply of 
skin covers. Autonomous section-by-section 
innervation of skin testifies about fast regulation of 

blood-supply and lymphatic system.. As it follows 
from data represented on Fig. 12-14, 16, skin covers as 
a result of long evolution have developed the 
adaptations for decrease the power stress of friction. 

In this connection it is of interest to measure the 
mechanical characteristics of skin covers. On the basis 
of analysis of skin structure, a mechanical model of 
element of skin cover has been developed [3, 71. 
Differential equation of motion for the model has 
been made (Fig. 24), while making the coefficients of 
the equation dimensionless ones allows to define the 
basic criterions of similarity. 

Apparatus and techniques for determination of 
mechanical characteristics of dolphin skin covers have 
been developed [6, 71. At first, measurements of skin 
elasticity along the body were carried out with 
specially produced instrument. Fig. 25 shows 
topography of dolphin skin elasticity. 

On Fig. 26 there are results of measurement of skin 
elasticity distribution along the body for high-speed 
(common and bottle-nosed dolphins) and low-speed 
(Phocaena phocaena) dolphins as well as for having 
been trained (a) and just cought (b) ones [6, 171. It is 
seen that in the middle part of the body elasticity 
decreases and in tail part increases. 

One of the most important characteristic is rigidity 
determined as ratio of elasticity to thickness of 
measured material. On Fig. 27 there are results of 
measurements of skin rigidity for above mentioned 
dolphins. The empirical equations of rigidity 
distribution along the dolphins body were made [4]. 
On Fig. 28 there is distribution of elasticity parameter 
for common ( I )  and bottle-nosed (2) dolphins at fast 
and slow swimming. The shaded area corresponds to 
optimal parameters for drag reduction. It is seen that 
skin elasticity becomes optimal at fast swimming only. 

Represented on Fig. 29 are the measurement results of 
damping dolphin skin features determined by height H 
of rebounding the metal balls of different mass M 
from dolphin skin with respect to initial fall height Ho. 
Plotted on horizontal axis is potential energy of 
perturbation .(by balls) which (energy) influence the 
dolphin skin. It is seen the. relationship of damping 
coefficient for skin of living dolphin is essentially 
different from that for skin of sick or just the deceased 
dolphin as well as from that for rubber-like and 
constructive materials. The principal difference 
consists in that that damping coefficient comes near to 
100% at values of perturbation energy which 
corresponds to energy of pressure fluctuations of 
turbulent or transitional boundary layers [39]. 

Investigated also were another mechanical parameters 
of skin covers: oscillated mass, coefficient of skin 
tension, phase velocity of skin oscillations. All those 
parameters become optimal ones, from the point of 
view of friction drag reduction, at fast-swimming 
speeds only. 

9. INTERACTION OF BIOLOGICAL SYSTEMS. 
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Mechanical characteristics of' skin covers become 
optimal from hydrodynamical positions at high speeds 
of swimming only, it means that energetics of 
organism is enough for swimming at low speeds. 
When moving with cruising speeds the energy in not 
enough and joined into the work must be the 
adaptations for friction drag reduction, which were 
acquired during evolutional development. Evidently, 
the adaptations work during the interaction of all the 
organism systems. 

Scheme of section-by-section distribution of organism 
systems and their interconnection is represented on 
Fig. 30. It is seen that, in the region of each vertebra, 
blood and lymphatic vessels. and nervous stems are 
directed vertically upwards. It permits in a shoretst 
way to provide with blood and regulate automatically 
the blood current in outer layers of skin. Also two 
layers saturated with horizontal layers of circulatory 
systems are seen on Fig. 30. The layer of skin muscle 
can regulate mechanical features of skin layers located 
upper of this layer, and stress of motive musculature 
changes, cyclically in time with propulsor, the stress of 
all skin. 

On the basis of analysis of organism systems 
interaction and Fig. 30, the following classification of 
methods of interaction of biological systems has been 
developed. As a result of such interaction, occurred is: 
1. Regulation of shape of body and fins. 
2. Regulation of geometric parameters of skin covers. 
3. Adaptation of mechanical characteristics of skin 

with help of both the s,kin tension by muscle and 
the oscillation of elastic medium (skin). 

4. Control of mechanical characteristics of skin with 
help of systems of blood-circulation and 
innervation. 

5. Specific regulation of body and skin temperature. 
6. Optimization of mechanical characteristics of skin. 
7. Regulation of vibration on skin surface. 

On Fig. 31, 32 it is shown how the regulation of body 
shape happens. Conformity between dolphin sceleton 
and motive musculature along the body is represented 
on Fig. 31 [24]. Fig. 32 shows structure of organism 
systems. When bracing xhe motive musculature, the 
body volume and cross suction as well as body shape 
can change itself due tal large mobility and specific 
structure of sceleton and lungs filled with air. On Fig. 
33 it is shown how the shape of vertical fin changes. 
Such change ocurres owing to specific complex vessels 
and regulation of their blood filling [24,25,37]. 

On Fig. 34 it is shown how the thickness and shape of 
skin covers change owing to specific structure of skin 
muscle [I]. With that, along the body at fast 
swimming, a longitudinal fold is formed. 

Calculations showed that mechanical characteristics 
of skin and its stabilizing the boundary layer features 
can be changed essentially by small changes of body 
diameter and thickness of skin cover. 

Fig. 35 shows how elasticity of skin is regulated due to 
changes of tension in skin .with help of skin muscle [4]. 

Curves 1 and 2 denote elasticity of sick dolphin of 
length L=2.4 m; curve 3 - for just the deceased 
dolphin, L=2.55 m; for healthy dolphins: curves 4,5 - 
L= 1.9 m and curve 6 - L=2.2 m. 

Shown on Fig. 36 are calculations of oscillations of 
conical panel made with rubber IRP-1347. It is seen 
that there are the resonant frequencies of oscillation at 
which the maximum temperature of rubber heating is 
reached. 

In the process of motion dolphin represents the elastic 
oscillatory beam. Skin surface can be represented in 
form of conical elastic shell. Owing to specific 
structure of skin and under-skin fat cellulose, heat 
insulation of body from outer water medium is 
realized. In this consequence, when swimming with 
high speed, heating both the body and skin owing to 
oscillation of elastic systems occurs. It is known that 
elastic characteristics of flexible materials depend 
essentially on temperature. Thus the adaptation of 
mechanical characteristics of skin to external 
hydrodynamic loads is realized. 

On Fig. 37 there is the scheme of hydrodynamic loads 
that act on a body of revolution which is similar, as to 
shape, to dolphin body [7, 81. Curve I denotes shear 
stresses on the inner surface of skin; 2 - shear stresses; 
3 - static pressure; 4 - displacement thickness of 
laminar boundary layer. It is seen that in certain 
places of the body the gradients of hydrodynamic 
loads are different. Accordingly, regulation of 
mechanical characteristics of skin covers must be by 
sections. 

Represented on Fig. 38 is dependence for length of 
section of self-regulation of damping the cetaceam 
skin on relative maximum speed of swimming and 
Reynolds number [25l: I - high-speed and I1 - low- 
speed cetaceans; 1 - common dolphin, 5 - bottle-nosed 
dolphin, 7 - howling whale, 8 - orca, IO - porpoise, 1 I - 
white-wing porpoise, 12 - white whale, 13 - coalfish 
whale, 14 - fin whale, 15 - blue whale, 16 - humpback 
whale, 17 - grey whale, 18 - cochalot (sperm whale). 

The warm-blood cetaceans provide the regulation of 
elastic prorerties of skin with help of circulatory and 
innervation systems. On Fig. 39 there is the scheme of 
blood circulation in dolphin skin [5, 231: 1 - venules, 2 
- arterioles, 3 - epidermis, 4 - under-nipple layer, 5 - 
derm, 6 - hypoderm, 7 - skin musculature, 8 - under- 
skin fat cellulose, 9 - sceleton musculature; I and I1 - 
first and second layers of horizontal location of vessels 
respectively. Such horizontal two-layer structure in 
combination with skin muscle allows to create a heat 
screen and regulate effectively the thermal regime of 
body and skin covers [5]. Complex vessels were found 
out in under-nipple layer, which permits regulating the 
heat transfer effectively. 

Capillars of venules and arterioles in epidermis have 
between themselves the straight cross-pieces, that 
allows blood to flow effectively from arterial system 
into venose one. Owing to specific system of 
innervation such flowing can be controlled actively. 
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Owing to regulation with skin muscle the vessels may 
become closed or opened at all. Thus, with help of 
circulatory system, heat flux can from one side rernain 
inside the body and from another side be directed into 
external layers of skin for change of mechanical 
characteristics of skin. 

On Fig. 40 there is a prediction of specific heat flux 
through unit of length of dolphin skin for commori ( I )  
and bottle - nosed (2) dolphins. Curves 3 and 4 denote 
calculations from below and from above respectively. 
Calculations have been fulfilled according to formulas 
from work [5]. As the base of calculations, taken were 
measurements of temperature of exterior surface of 
skin, which were carried out with different kinds of 
living dolphins [5]. 

Measurements showed that at quiet state and slow 
swimming the temperature of skin surface differs from 
that of outer medium insignificantly, of the order 
0.5 "... 0.7" degrees (Fig. 41) [5]. On fins the difference is 
several degrees. At such difference of temperature the 
thermal boundary .layer is of no importance for 
boundary layer stabilization. 

At high speeds of swimming the blood circulation 
increases and pressure in capillars of dermal nipples 
increases too. Nipples become of bottle-like form [9], 
Fig. 42. This happens also owing to vessels 
contraction. With this, from one side, elasticity of skin 
increases, however, from another side, damping 
properties of skin increases due to specific form of 
nipples. Thereby adjuistment of stabilizing properties 
of skin onto optimal regime occures. 

Vessels of lymphatic system have a system of valves 
intended for flow of lymph in one direction (Fig. 43) 
[2]. Undoubtedly, lymphatic system participates also 
in generation of optimal mechanical properties of skin 
covers. 

To determine the optimal properties of skin covers, 
theoretical and experimental investigations have been 
carried out with analogs of dolphin skin cover. On 
passive analogs of skin covers a range of optimal 
parameters has been determhed. Those data are to he 
compared with results of measurement of mechanical 
.characteristics of skin covers and can, as a first 
approximation, serve as landmarks for determination 
of corresponding characteristics for artificial 
(cynthetic) elastic coatings. 

Executed also were direct measurements of vibration 
of skin covers at different speeds of swimming [16,25". 
Calculations of mechanical characteristics based on 
modelling approach showed good agreement with just 
mentioned results. Besides, active oscillation of 
external covers shows resonant mechanism of their 
interaction with disturbances of boundary layer. 

10. SOME EXPERIMENTAL VERIFICATIONS 
ON MODELS AND DEVELOPMENT OF 
ANALOGS OF SKIN COVERS. 
Direct measurements of kinematics of dolphin 
swimming have been carried out [12, 15, 171. On the 

basis of processing the cinema frames and direct 
measurent of dolphin body and fins, predicted were all 
corresponding parameters on which basis the relations 
on Fig. 44 were built [17]. Curves 1 and 2 denotes 
relations for laminar and turbulent boundary layers 
on flat plate respectively. When dolphin moving with 
different accelerations the curves mean: 3 - a=0,35+0,7 
m/s2, 4 - 0,1+0,3 m/s2, 5 - 0,0+0,07 m/s2, 6 - - 
(0,08+0,l5) m/s2, 7 - motion by inertia with put-off 
engine. 

Obtained with quasi-stationary approach the 
coefficients of dolphins hydrodynamic drag, whose 
propulsor is considered as working one in the regime 
of flapping wing (points in double small circles), are in 
all cases approximately twice as much than those 
obtained at the same regimes of dolphin swimming, 
whose propulsor generates thrust by bending- 
oscillatory movements of all the body (points 3-7). 

The bigger (longer) regime of accelezation and the 
larger body stress the smaller body drag. In this case 
all organism systems begin operating in the work. 

Comparison of drag for dolphin and models is on Fig. 
45: 9 - laminar, I O  - transitional and 7 - turbulent 
flowing around the rigid plate; 8 - drag of rigid body 
of revolution in turbulent mode; 1 - dolphin drag 
predicted according to theory of flapping propulsor; 2 
- dolphin drag at active braking; 3 - dolphin drag 
(L=2.2m) when moving on inertia; 4 - numerical 
calculation of drag of equivalent rigid body; 5 - drag 
of dead porpoise when towing in basin (dolphin 
dimensions lx0,21xO,25 m); 6 - drag of model 
"Dolphin" with profile of body of revolution NACA- 
66; 1 1 and 12 - experiments by Kramer [ I  4, 17,251. 

Tests on analogs of skin covers of dolphins [7] are 
represented on Fig. 46, 47. Fig.46 shows 
measurements of oscillations propagation on rigid 
surface (from the left) and on two types of elastic 
plates. Fig.47 describes measurements of drag of 
elastic plates. 
Developed constructions of elastic plates which model 
the skin covers of dolphins [7] are shown on Fig.48. 

I 

I 1. CONCLUSIONS. 
Adduced results of hydrobionic investigations as an 
example of cetaceans with consideration of main 
hydrobionic principls permit to confirm that there is a 
complex of adaptations for high-speed marine animals 
drag reduction. 

On the basis of research carried out it is possible to 
conclude that a number of means of adaptation has 
been found out which: 
- function separately/simultaneously depending on 

swimming mode 
- interconnect toward achieving higher results, in 

particular for increase the efficiency and drag 
reduction 

- influence as active control with feedback system 
- have been modelled and tested with different extent 

of approximation to real properties. 
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In  mture all adaptations are inlerconnected. However 
for technical applications , individual systems 
optimisation may be used. Peculiarities of body shape 
and fins shape, of push-motion complex, polymer 
injection system for high-speed fishes of kinematics 
motions, also regularities of unstady motion and body 
oscillations, peculiarities of resonant mechanisms and 
so on were consider in detail acording to analog plan. 
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TURBULENT BOUNDARY LAYER OVER A COMPLIANT SURFACE. 

Voropaev G.A., Rozumniuk N.V. 
Institute of Hydromechanics, National Academy of Sciences of Ukraine 

8/4 Zheliabov Str., Kiev, 252057, Ukraine 

Summary. 
Numerical results of modeling of turbulent 

boundary layers over deformable viscoelastic 
surfaces are presented. A qualitative interpretation of 
friction drag reduction on a deformable surface is 
given. Quantitative characteristics of interaction of a 
turbulent boundary layer with the deformable 
surface at various magnitudes of parameters 
describing viscoelastic properties of the material are 
obtained. 

1. Introductian. 
During the time after Kramer’s publication [28], 

a large number of both experimental and theoretic 
works have been performed to investigate a back 
influence of the surface which is deformed by flow 
pulsations on the structure of laminar or turbulent 
boundary layer. As a rule, first experiments [1,28] 
investigated how the integral characteristics of 
bodies with polymer coatings differ from those on 
rigid bodies of the same shape. Friction drag 
reduction was attributed to delaying transition from 
laminar boundary layer to turbulent one. 

First theoretic works of Benjamin [13], Landahl 
[29], Nonweiler [35], Korotkin [9] was also devoted 
to the laminar boundq layer stability on a 
deforming surface. But these results stated new 
questions rather then asked the question what is 
possible interaction mechanism of the deforming 
surface with flow disturbances. It was shown there, 
that delaying transition is possible on a deforming 
surface, but the coating parameters were not in 
accordance completely with the Kramds coating 
ideology. At the same time, the experiments of 
Kozlov, Babenko [7l on the laminar boundary layer 
transition on viscoelastic coating verified the 
transition point displacement towards high Reynolds 
numbers and, that is the most important, showed that 
the disturbance amplitude enlarging rate decreases 
as compared with that for laminar boundary layer 
on rigid smooth surface. But even qualitative 
confirmation of some insignificant delaying of 
transition could not explain quantitative friction drag 
reduction at high Reynolds numbers. 

The experiments of Blick [14], Lissaman [33], 
Hansen & Hunston [24], Babenko [2], Semenov[ll] 
investigated the internal structure of the turbulent 
boundary layer together with friction drag. 
Longitudinal velocity U profiles and the Reynolds 
stress -W, U’ were measured in different section of 

- 

the boundary layer on a compliant surface. Blick 
[14], Lissaman [33], Babenko [2], Semenav [11] 
reported friction drag coefficient reduction that 
correlates with turbulent pulsatian intensity 
reduction and viscous subiayer thickening. 
Logarithmic velocity profiles for streamlining over 
different surfaces have the same slope in the 
“logarithmic region” that means the Karman’s 
constant K is the same for different boundary layers. 
There was not detect any noticeable change of 
turbulence anisotropy in the near-wall region of the 
boundary layer. Some anomalous behavior of 
u., -uv,u’ obtained by Blick was corrected by 
Lissaman. But these articles did not contain any 
information about the deforming surface behavior 
during interaction with flow, and therefore the 
conclusions could not contain any recommendations 
how to choose the coating material a priori, except 
those parameters which was suggested by Kramer. 

Further, both the Wulent  flow characteristics 
and spatial and temporal quantitative characteristics 
of the streamlined surface displacement amplitudes 
were studied by Bushnel & Heher & Ash (BHA) 
[MI, Gadel-Hak [22,23], Lee & Fisher & Schwan 
(LFS) [32]. The coating material was chosen based 
on theoretic evaluation of the coating reaction to 
fluctuate load which are equivalent to those referred 
by Duncan [19] and Buckingham & Hall & Chun 
[16]. In the USSR, analogic evaluations were done 
independently by Vompaat [3]. 

It must be noted, that the BHA’s and Gadel- 
Hak’s conclusions differ essentially fiom Us‘s 
conclusions. Gadel-Hak proceeding from his 
researches supported the hypothesis suggested by 
Bushnel. The essence is that the coating is capable to 
friction drag reduction, if short running waves of 
large amplitude appear on its surface, i.e. kinematic 
interaction of the boundary layer disturbances with 
the deforming d a c e  takes place. It is only possible 
for lowdissipate coating material at shear modulus 
G<p,U:, where p. is the material density, U. is the 
flow speed, i.e. for such the coating parameters at 
which inherent oscillations of the coating will show 
themselves. 

LFS obtained friction drag reduction at G> p,U: 
and small (much more less than the viscous sublayer 
thickness) amplitudes of the surface oscillation, that 
means absorbing nature of the interaction 
mechanism. 

- - 
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Last 10-15 years, the boundary layer stability and 
initial stage of the disturbance evolution in laminar 
boundary layer at varied boundary conditions were 
analyzed by Carpenter [18,19], Kirejko [6], Yeo 
[40,41], Thomas [38] using both linear and quasi- 
linear treatment. 

Theoretic evaluations of a possible dissipative 
mechanism of interaction of a turbulent boundary 
layer with the absorbing coating at G>p,U: is 
suggested in [SI, based on the k-E model for the 
turbulent boundary layer and a flow boundary 
conditions at the partition boundary of mediums. 

2. Theoretic model. 
Usually when a turbulent boundary layer 

characteristics are studied, they are separated rather 
relatively in mean and fluctuate ones. The 
investigations of these both characteristics are 
conducted by means of direct physical 
measurements, as well as simulation of such flows 
on basis of elaboration and solution of closed 
systems of equations and boundary conditions. 

Determination of dependencies of turbulent 
characteristics on dimensionless flow parameters 

. (Re, Fr, Pr,Gr), as well as a type and quality of the 
streamlined surface permits to systematize 
experimental data and formulate laws of these 
characteristics or their combinations variations, that 
provide a possibility to plan new experiments. 

This process is often called numerical 
experiment. If the model describes adequately a 
turbulent flow in varying conditions, then results of 
the numerical experiment often compete with those 
of expensive direct physical experiment 

The problem of interaction of a turbulent flow 
with the deformable surface of viscouselastic 
medium includes the system of differential equations 
for parameters describing movement of fluid and 
oscillations of viscous-c:lastic medium under action 
of disturbances in the flow over some undisturbed 
surface, as well as boundary conditions for 
displacements or velocities and forces on partition 
boundary of two mediums. 

2.1. To describe a movement of viscous, 
homogeneous and incompressible liquid, the 
following equations are used: 

aij 1 -+(O.grad)O =--grad P-v.rot.rot 0; 
at P 

div ir=o, 
and for viscoelastic medium: 

- 
where L(6) is a generalized viscoelastic operator. 

Though it is impossible to solve this classical 
system of equations at 1 , g e  Re numbers exceeding 

some threshold Re values, even at a simplest 
boundary conditions. 

Therefore it is necessary to design a model of 
turbulence, i.e. a system of equations describing 
adequately turbulent flows at fixed sets of 
parameters characterizing such flows. 

Nowadays the Reynolds stress transfer model 
named &er the Launder-Reece-Rodi model [30] is 
the most informative turbulence model. It pennits to 
obtain as mean velocity profile as the Reynolds stress 
components, and to conclude about energy balance 
components at each points of flow, as well. 
Application of this model to the boundary-layer 
problems has required to introduce the nearwall 
functions and to modify the model equation for 
dissipation velocity, that permits the no-slip 
condition for the Reynolds stress to be satisfied. 

In a boundaylayer approach, the model system 
of equations is the following [5,39]: 

I 

i 

au au a2u a - 
ax ay a y l a y  

u-+v-=v--- u'v I ;  

m a v  -+--0; (1) 
hay 

U- a ( Z )  - +v- a ( F ]  - =-P,,-n,,f" 1 

ax 2 a y 2  2 

U- ax a ( T ]  - 2 + v -  ;(:) - =-p , -n  2 1 n o  f 

I-, / ,-,\ 

+ v z [ f J  ay' 2 +gbT $[$JJ - E p ;  

U- a [ " )  - +v- a [ - " )  - = -P3, 1 -n,,f" 

ax 2 a y 2  2 

+ v ~ [ ~ ) + $ [ 2 E T ~ ( ~ ] ] - E , 3 ;  a 2  . ~ 1 2  

ay 
a -  - U%' + v -  ulvl = PIZ -n,,f" a (7 ay 

+vquIv.)+;(4ET ay $(z)) - E l 2 ;  

-C,,f2, E[ E-2V ( - y ) 2 ] + $ ( 2 E T  z) +,a'", ay 

& &  E U-+v-=c f - P  
ax ay ' l ' k z  

L A 

where P, are components of production tensor, n, 
are components of energy redistribution tensor: 
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I 

I 

t 
, 

I 

(2) 

+ n b., + n ;i,2 + 71 ;i,, ; . 

E- nI2 =C,-u'v'+C,P,, +n;,,, +n;:,,, +n;,,,; 
k 

E,, +E, +E,, =E; 

n,, +n, = 0, 

where xi,,, nh2 are the additional redistribution 
tensors [30] appeared owing to the wall influence 
and satisfying the condition: 

n!..=O. 
K J  

The wall influence function has been written as: 

The nearwall functions f,,, f,, f2 are: 

fn = [l-exp(-a,,R,)] 

f, = 1 + 0.8e+ ; f2  = 1 - 0.2e4 , 
k y k2  where R, =-; R, =-, A,, h, a, are the 

V VE 

model constants. 
The kinematic coefficient of turbulent diffusion is 

assumed to be equal to: E, = C,v"k/e; (C, = 0.12 
and in the equation for dissipation velocity 

- 

C' =0.15). 
The dissipation velocity tensor is [3 11: 

U I U j  1 
E..  = f  - E +(1-f,)-6ijE, 
" 2k 3 

where f, = 1/(1+0.06Rt). 
Assuming the turbulent flow to be homogeneous 

statistically over a deforming surface ( without 
resonance effects of eigen frequencies of the surface) 
the application of Reynolds's averaging to the 
problem of stteamlining over a deforming surface 
results in the analogical system of equations with the 
boundary conditions for Reynolds stresses and 
turbulent diffusion components on the deforming 
surface: 

and usual conditions of undisturbed flow far from the 
surface. 

2.2. Movement of incompressible viscoelastic 
medium movement can be described by the system 
of linearized equations of motion: 

a2g. 
at 

p-$- = oij,j (3) 

with the dynakic boundary conditions imposed at 
undisturbed partition boundary of two mediums: 

where p', z are pressure and shear stress 
fluctuations on the surface. 

For isotropic incompressible viscoelastic 
mediums, the shear modulus is determined by the 
decay function which may be simulated by the 
exponential function: 

OpI,, =-P'; 0 2 1 1 ~  =T, 

N 

j=O 

In a case of harmonic load, it is possible to 
obtain a frequency dependence for the shear 
modulus: 

Ma) = F,(a)+icci(o) 

Assuming the volume modulus K to be independent 
on time (K=h+2/3p), we can also obtain an 
expression for h(a). 
Thus'we can use a convinced expression for stress 
Ou : - 

CYU = A(W)06, + 2jZ(O)Eij, 

Eigen values analysis of viscoelastic coating [8] 
pennits to select such range of phase velocities of the 
load at which the eigen frequencies do not show 
itself and the coating response to the boundary layer 
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disturbances is homogeneous in whole range of 
frequencies. Proceeding from this conditions, the 
principle of nonresonance interaction of a boundary 
layer and a viscoelastic coating has been formulated. 
Once we determined the amplitudes of surface 
displacement and dissipation velocity inside of 
coating at a unit load, it is possible to define 
boundary conditions for characteristics of the 
nearwali turbulence at arbilrary Reynolds number. 
In absence of resonance (U, <m), the 
averaging by the all wave numbers per unit time 
does not cause any problems and it is possible to 
obtain linearized values of Reynolds stress carried to 
the undisturbed surface: 

viscoelastic layer. Therefore regularly oscillating 
surface does not generate the Reynolds shear stresses 
on the surface, i.e. -u,u, =0 ,  or generated shear 
stresses became to be negative under oscillations 
decaying in time. 

Thus, assuming the surface oscillations to be 
regular we qualify a possible fiiction drag reduction. 
Zero values of the shear stresses permit to assume 
that the turbulent viscosity coefficient in the 
nearwall layer is the same on a deforming surface in 
comparison with a rigid smooth one. 

While oscillating, the viscoelastic coating absorbs 
fluctuate energy of the flow, where dissipation 
velocity is determined by diffusive flux of fluctuate 
energy through the boundary, that is equal to the 
Poiting's vector p'u2. On the surface of an 

- 

- 
- 

U' absorbing layer, p'uz a, while at ideal elastic 

surface or rigid one, p'u2 4, and consequently, the 
- 

coedXcient of turbulent diffusion in a turbulent 
boundary layer on the absorbing surface is not equal 

- 1 to zero: - 
uZ = -@,,1'tan2e, 

-uzp' - = - - UZP' - - 1 H Pz(wPu: K;y(o)'iif - -  ' 2  

where o e = L .  U U'=--; U: e=-%, and Pu: 4 6 IcL(o)I 
(5 )  

U,, 1 H  6 '  V 
--- - C& 

the amplitude of the surface displacement is 4 6  
determined using the calculated values of the 
function Pdo) (normalird amplitudes at the unit 
load) and the pressure fluctuation intensity at the 
coating surface: an 

-3 
- - u2p' 1 u.A, 

E, =-,=,c,, k,-k ' 
?> - 

where PK,Ui -2  

14 I4 
P' 

where H is the coating thickness, U. is dynamic 
velocity. 

Then 

Y +- , y+ =yu. I v, kg is c,, =K,C,zY(d, A, =- 
Re. 

energy of oscillating surface, and consequently, 
dissipation velocity on the boundary is: 

U. 3 5, = HP, (0 )  - = HP, (0)  - 

- u: = ~ ( ~ ) ' ( ~ k l  +i?, Re, Ct1)2ii:; E = r [  X (J- Re + EJ 3 2 6  
- I H  Thus, boundary conditions may be 
U: = -- ( x) cili?: ; characterized .by three parameters: Ckl and CLz are 

responsible for additional generation of turbulence 
energy for account of nonzero Reynolds stresses on 
the boundary; CB is responsible for additional sink 

- of fluctuate energy from turbulent boundary layer 
into the coating. It is more conveniently to use in 

PUi U.6 calculations the generated coefficient 

(4) 2 

1 l ( K ) 2  u3 =- -- c;,iii.4tan2e; 

-qu2 =o, 
2 6  

cd I = c k , H / 6% , which Connects dynamic velocity where ck, = K , ~ , ( o ) - ,  Re. =-; K, is 

e a i c ~ s  parameter, 6 is 1om1 boundary layer 
thickness. 

Taking into account that we dealt with one-mode 3. Calculation results. 
approach the stresses are determined by energy- The boundary problem (1)-(5) has been solved by 
carrying mUenCy = U, 16 ,  dynamic frqUenCy finite Merence technique on the 5dot template of 

nonuniform grid [lo]. 
Calculation results for local and integral of flow o ,, = U: I v ,the amplitudes and do not 

depend Practically on Phase Shift between them . characteristicsofturbulentboundarylayeronarigid 
because ( P Z - < P I ~  for isotropic materials of smooth surface are shown in Fig.2, as well as LFS's 

14 V 

ofthe flow with generated stre-. 
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results at corresponded Reynolds numbers based on 
the momentum thickness (+ - Re..=897, * - 
Re.,=1349, 0 - Re.,=1952, x - Re..=2347). Integral 
drag coefficient calculated along the plate length is 
represented in Fig.2e in comparison with two 
empirical curves which approximate a great number 
of experimental data mentioned in [32]. All this 
results were obtained at the model constants written 
in the Fig 2. 

The results of numerical experiments for 
streamlining over the plate at fixed Re number are 
shown in Figs.2-9. There were varied the parameter 
Cdz describing additional generation of turbulent 
stress on account of normal amplitudes of the surface 
oscillations, and C d 3  describing intensity of 
absorption of fluctuate energy. The parameters vary 
in limits Cdz-(0+3-10-’) and Cd3 4+1. 

Calculation results for boundary layer thickness, 
displacement thickness and momentum thickness 
along the plate are shown in Fig.3a,3b. When 
intensity increases, boundary layer thickness grows 
more fast on the oscillating surface and more slowly 
on absorbing one, than that on the rigid smooth 
surface. Friction drag of the plate increases on the 
oscillating surface in comparison with that on rigid 
smooth one by 6 ’* / 6 6 - 1 = 0.05 . Drag reduction by 
11% has been obtained on the absorbing surface that 
coincides with the results of [32]. 

Curves of drag coefficient variation along the 
plates are shown in Fig.4. The f?iction drag 
coefficient increases at additional generation of 
turbulence and decreases at absqqon  of turbulence 
energy. But when insignificant additional 
generation of turbulence energy occurs (Cdz = 1-10-3) 
we can only observe influence of the oscillating 
surface on the beginning part of the plate where the 
boundary layer thickness is small and viscous 
sublayer is thin. When the boundary layer thickness 
(viscous sublayer thickness) increases, the dynarmc 
roughness does bring a noticeable change in the 
integral result. Further development of the boundary 
layer is similar to that on rigid smooth surfixe with 
somewhat larger the boundary layer thickness. We 
can see coincided velocity profiles (FigS), profiles of 
b e t i c  energy of turbulence (Fig.6) and dissipation 
velocity (Fig.8) in the section at xL4.94 .  

The curve 1 on Fig.5 corresponds to the velocity 
profile on the rigid smooth surface, 2 corresponds 
to CdZ=3-1O3, 3 corresponds to Cd3=5/Re8. At 
Cd2=l-10”, the velocity profile coincides with that 
on the rigid smooth surface. Thus, if a memory effect 
exists along the boundary layer thickness, i.e. local 
increase in friction on the trailing edge of the plate 
results in total drag increase of the whole plate, than 
the effect can not be seen in measurements of the 
velocity profile in dynarmc variables on the 
oscillating plate in sections close to end. Therefore 

the velocity profile in dynamic variables only reflects 
local effects, practically do not taking into account 
previous history. The curve 4 shows the local friction 
drag reduction, that is accompanied by relative 
growth of viscous sublayer. The velocity profile in a 
core of the boundary layer (7O<y+<lOOO) lies in 
parallel to the logarithmic profile, that shows the 
constant K does not vary in the boundary layer on a 
damping surface. 

Energy grows somewhat in the viscous sublayer 
on oscillating surface at Cd2 =3.10” in comparison 
with rigid surface (Fig.6). Turbulent energy 
maximums in the boundary layers coincide 
practically by magnitude and their location relatively 
the surface. At Cds = 5/Re6, turbulent energy in the 
boundary layer on the absorbing surface is much 
more less through whole the boundary layer 
thickness. Energy maximum on deforming surface 
less by almost 20% than energy maximum on rigid 
smooth surface and displaced from the surface to 
-y+=32 while maximum k on rigid plate lies in the 
region of y+=20. 

Coincident velocity profiles in sections close to 
the end of the plate correspond to coincident shear 
stresses -u,u3 / U: on the rigid smooth surface and 
oscillating one (Fig.7). In the nearwall region, at 
~ ‘ 4 0 ,  shear stresses are less on the absorbing 
surface than those on the rigid smooth surface, and 
they reach maximal values more smoothly. Far from 
the wall, shear stresses in dynarmc variables 
practically do not depend on a type of the 
streamlined surface. 

The most variations in turbulence energy 
dissipation velocity appear in a region of viscous 
sublayer (Fig.8). Dissipation velocity tends to zero 
on the oscillating surface, while it reaches absolutely 
maximal value in a boundary layer on the absorbing 
surface, and in region 5<y+<20, it is essentially less 
then corresponding values of dissipation velocity in a 
boundary layer on the rigid smooth surface.. Thus, 
typical time &/E) of turbulent structures existence 
near the surface varies. So, turbulence degeneration 
is more intensive on the absorbing surface than that 
on rigid one, and typical time in a viscous sublayer 
on the oscillating surface can have a concrete 
magnitude. Therefore, a viscous sublayer can not 
exist on the oscillating surface in usual 
understanding, like to that on a rough surface. At 
~E&-v/u=, it results in increase of mixing near the 
surface. A size of the mixing area is proportional to 
the root-mean-square value of the surface oscillation 
amplitude. Hypothesis of gradient diffusion is not 
applicable in this area. But, at small amplitudes 
(I&<<s), the integral scales do not vary and the 
inaccuracy introduced by hypothesis of gradient 
diffusion can only be visible in the area y’< 2, where 
it is comparable with viscous diffusion. 
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In addition, when the surface is deformed so that 
wave length is small in comparison with the 
boundary layer thickness (a>>l), at certain phase 
shift q~ between maximum energy disturbances and 

velocity of the surface travelling wave c, such 
velocity pulsations appear which provide negative 
viscous diffusion near the surface (Fig.1). As a 
result, the area of maximum turbulent stresses moves 
away from the surface. 

I the surface displacement, and at certain phase 

0.6 

0.4 
0 

0.2 

0 

-0.2 

-0.4 

-0.6 
0 0.2 0.4 0.6 0.8 1 

C 
- a-16. 

a-I 2. - - - - _ - - _ _ _  

Fig. 1. 

The domains enclosed by the cwves correspond 
to such magnitudes of q.~ amd c at which the viscous 
diffusion is negative near the surface. 

Experimental results are absent in this field, 
therefore it is impossible to confirm or disprove this 
statement. 

An indirect confirmation can be given by 
numerical solutions of the linearized Navier-Stokes 
equations in approximalion of Stenberg on the 
oscillating surface. 

Moving away from the wall, at y+>5, the 
turbulent diffusion coefficient becomes to be less on 
the absorbing surface, and diffusive flux of 
turbulence energy decreases, that leads to 
deceleration of the boundary layer thickness growth 
and consequently, to fiicti on drag reduction. 

For stable flows, as it was noted, we can observe 
practically unequivocal Connection between dynarmc 
velocity and energy balance components at changing 
both Re number and conditions of the flow (for 
example, a flow of polymer solutions). This fact 
confirms universality of the dynamic velocity as a 
scale parameter, but does not make more clear 
physics of energy balance formation. 

In turbulent boundaty layers on a plate and in a 
pipe, on greater part of boundary layer thickness or 
pipe radius, the energy balance is determined by 
lacal equality of production and dissipation. In direct 

vicinity from the surface, the turbulence energy 
dissipation is counterbalanced by viscous 
diffusion,.Far from the surface, the last can be 
neglect. At last, in the layer "of constant stress" and 
on external border of the boundaq layer or on axis 
of the pipe, where all these quantities are small in 
comparison with their maximal values, turbulent 
diffusion is comparable with production and 
dissipation. 

There always exists a thin area of boundary 
layer, from the surface to the layer "of constant 
stress", which corresponds to such flows at large Re 
numbers, where the cross pressure gradient is 
small. This area is of shares of percent from the 
whole boundary layer thickness (0.005+0.016), and 
it is responsible for formation of maximal values of 
the Reynolds stress (in the tint place, U' ) and 
dissipation velocity E. Therefore, very small 
variation of turbulence energy in the nearwall 
region can results in a significant variation of 
friction drag. Such variation of energy can provide 
fluctuate energy absorption by viscoelastic coating 
in nonresonance area of interaction on a wide 
enough range of frequencies. 

All the components of turbulence energy 
balance (production, diffusion, dissipation and 
redistribution ) are comparable by magnitude in a 
region of their maximal values, that requires an 

appropriate level of simulation. Fixing a certain 
energy balance of total turbulence energy, it is 
possible to analyze present structure of the flow and 
its integral characteristics, but practically we could 
say nothing about a reason of this state. It has 
already been shown in the work [8], that turbulence 
energy diffusion coefficient variation can results in 
energy balance with less values of turbulence energy 
intensity and dissipation velocity, and consequently, 
in reduction of U*. 

This statement, giving explanation to the fact of 
changed enere  balance, describes only 
schematically the mechanism of establishment of 
this balance in terms of &-E) model, connecting this 
result with change of turbulent viscosity coefficient. 
So, anisotropy of the Reynolds stress tensor 
components in the nearwall region of turbulent flow 
emphasizes unequivalent influence of the 
streamlined surf= on the turbulence energy 
components and, consequently, on mechanism of 
redistribution, as well. 

Calculations of the turbulence energy 
components and shear stresses on the deforming and 
the absorbing surfaces has shown that longitudinal 
component of fluctuate energy and turbulence energy 
dissipation velocity are the most varied, and it 
occufs in the nearwall region only. 

At the same time, calculation results for terms of 
the equation of turbulence energy conservation have 

- 
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demonstrated the qualitative difference of the 
balance components during streamlining over 
various surfaces. So, streamlining an absorbing 
surface, there is energy changed considerably 
production of the longitudinal component of total 
fluctuate energy, which is equivalent to production of 
total turbulence energy in whole at interaction of 
disturbances in the flow with mean flow, because 

direct production of the components v2 and 

w2 may be neglected in a stable boundary-layer 
flow. These components receive energy on account 
redistribution from component 7 only. 

Behavior of diffusion and turbulence energy 
dissipation velocity varies qualitatively. When the 
fluctuate energy absorption is Cd3>3/Re8, then 
maximums of these variables reaches the absorbing 
surface, while the maximum of production moves 
away from the surface (Fig.10). Distribution of the 
conservation equation component in a turbulent 
boundary layer on the Oscillating nonabsorbing 
surface repeats qualitatively behavior of 
corresponding compnents on the rigid smooth 
surface, even at large values of the surface oscillation 
amplitude. 

On basis of calculation results for turbulent 
boundary layer on the absorbing surface, we can see 
interrelation of energy frequency cy - UdS [17] and 
dynamic frequency ob = U: / v with mfficient of 

anisotrom of turbulence q = v ’  /U’ and with 
variation of friction drag coefficient. So, at 
the coefficient of anisotropy q decreases in 
comparison with boundary layer on rigid smooth 
plate, but friction drag grows. At %em,, the flow 
anisotropy rate remains the same or grows 
somewhat, and friction drag changes proportionally 
to the Reynolds stress intensity. 

If to assume behavior of the components of the 
stress tensor near a surface to be described by the 
following dependencies: 

- 
- 

- -  

U’ n a - y 2 +  ...; 

w’ mc-y4+ ..., 
V’ a b * y 4 +  ...; 

then redistribution nl1 is equivalent to the 
dissipation velocity at y 4  in the boundary-layer 
approximation, i.e.: 
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NON-LINEAR NONSTEADY EFFECTS 
IN THE HYDRODYNAMICS OF THE OSCILLATING WING 

S.A. Dovgiy 
Hylroiiiecliaiiics Institute. The Natioiial Acadeiiiy of Scieiice of Ukraiiie 

8 /4  Zlieliabov str., 252057 Kvi\..Ukrairie 

SUMMARY 
The article presents tlie aiialvsis of the iioiisteady 
li~droaerotlyiiaiiiic characteristics of tlir oscillatiiig wiiig 
with the iiit'iiiitr spaii perforiiiiiig the ftiiictioii of the 
propulsor. The results are rweived for t.he non-hear 
rlieory by iiieaiis of the discrete vortices iiietliod. The 
coinparison of data is coiiducted based on the quasi- 
steady approacli. h e a r  aiitl iioii-linear theories. It is 
idso iioted that for those iiiodes of the \viiig iiiotioii 
\vliich are ablr I O  siiiitilate the operatioii of tlir wing 
proptilsors of Iiydrobioiits, valid results can be giveii 
with the help of the iioiisteadv tlimr!, oiily. 

THE LIST OF SYMBOLS 
wing chord 
oscillatioiis freqiieiiry 
v o r m  SI reet \vitlth 
vnri ex st reet step 
wing's heave coordiiiate 
;~iigular oscillatioiis aiiiplitutlr 
l i i i c w  oscillatioiis aiiiplitudr 
progrtwivr \viiig velocity 

characrrristic velocity, I J , ,  
ailglr of attack 

rchtive wing veloritg. 1 / np  * 
osci 1 Iat ions period 
diiiieiisioiiless time 
velocity iii the iiearest wake 
presstire iii the iiearest wnke 
presstire clifferential on tlie wiiig 
niaiii vector of rxteriial forces 
thrtisi forre rorfficiriit 

siici ioii fnrw coefficient 

lift fore(- corffirieiit 

iioriiial force coefficient 

1r;itliiig edgr iiioiiieiit coefficieiit 

prrssiirr tlr:ig coefficient 

frictioiial drag coefficient 

olltpllt po\ver 

i i ipt i i  po\ver 

pliasr shift I)etweeii C,. aiitl !J . 

efficiriicy ' 

rdticrd thrust coefficient, c, (nz,;)) 

reduced power coefficieiit. c,, / ( n ~ p  2 )  

rrducetl- lift forct, rwfficieiit. c, ,I ((, 

I 

- - 

Srrollllal lllllllber. 2nvb / U * 

INTRODUCTION 
The inajor part of the tlieoretical p a p m  i i i  tlie 
iioiisteadv Iivdroaerotlviiaiiiirs of t l ia  \viiig-propiilsor iirc 

fiilfilled oil basis of h e a r  theories. Tliv liiieai, t Iirories 
are still traditioiially more developrtl .oiies. This is 
iiiaiiilv roi!iiected with fact tliat tlic iii)ii-Iiiit~~r 
approaches iieetl tlir cleariiig of great i1i;iiliciiiiiiic ;iiitl 
coiiiputatioiial difficulties. 111 tlir aviiilhlr sciriii il'ic 
literature tliere are few lmpers specially tlrvotcd I O  t lw 
roiiiparisoii of results of tlie iioii-Iiiiriir iiiiil  l i i i t w  
tlimries, the aiialvsis of the rfferts of i i o i i s ~ i i t  ioiiiiriry. 
displaviiig ill the iioii-linear stateiiiriit 0 1  I lic ~)roblciii 
[ 1.1 11. 

The iiiost effectiue iiiethotl for tlir. solutioii of rlic.  iioii- 
liiiear iioiisteady prohleiiis of the wiiig I Iirory a1 prrsenl 
is the discretr vortices iiictliotl.[ 1, 2 .  51. T l i r  iiiaiii 
advantage of it roiisists i i i  rlir iiiiivt.rs;il iil)liroiii,li IO I I N *  
soliitioii of various probleiiis. iii p i i r ~  i c ~ i l a r .  tl ic pliiiir 
aiitl spatial oiies. Tlir atitllor of I 1 1 1 .  ~ ) r ~ w i i ~  pq)rr 
togetlikr with his colleagues acruiiiulartd ii xootl i l t d  01 

experieiice wliilr solviiig various iioii-liiiciir iioiist(mly 
probleiiis oil tlie iiiotioii of oscillatiiig wing iiiid wing 
svsteiiis iisiiig this iiietliod as well as ;in cy(*ririicc- i i i  

the carrying out of iiumerical aiid pliysical cy)vriiiieiits. 
(see. e.g.[3-121). Tlir results of tlir prrsriit 1iiiptdr are 
received on basis of the follo~viiig nssiiinpt ioiis: I Iir wiiig 
with iiifiiiite span is iiioviiig iii tlir iioii-liiiii~rcl Iluitl 
and Iwrfoniis reciprocat.iiig or aiigiih Iiariiioiiii. 
oscillatioiis iii a predeteriuiiied iiiniiiier. the fluid is 
suplmsed to be ideal, iiiroiiipressiblv. aiitl die  fluid 
streaiii-\~ortexfree. TIiesr assiuiiptioiis lvt 11s .rrtlurc* the 
solutioii of the plivsical probleiii to tlic. iioii-iiiimr 
iiiit.ial bouiidary value probleiii for tlir velocity 
pteiitial. The iiiaiii feature of this problriii coiisisi s i i i  

tlie fact that at everv tiiiie iiioiiieiit thrw is a part of 
t.lie potential existeiirr field Imiiidary - tlit. l ~ o i i i i d ~ i r ~ ~  ol' 
the vortes slitbet (vortes wakr) uiikiio\vii. Tlir. 
iiivestigatioii of tlie vortes \valtr e\wIiitioii I ~ ~ - l i i i i d  tliv 
wiiig is oiic of the iiiost difficult issurs I I ic  tiotisiiwly 
tlirorv. At prrsriit it ciiii Iw solved \villi tlii, s;itisf;ictory 

degree of prrcisioii for iii;iiiy easi's usiii;: I IN. vori(*x 
iiietliotl aiid basing oil the coiiservatioii f(-;ii t ir i*  til ' l'ret, 
vortices circiilatioii. 

COMPARISON OF THE NON-LINEAR THEORY 
WITH THE OTHER THEORIES 

The characteristic property of all ap1ii.ii;iclii.s Ii:isc.tl o i i  

liiirarizatioii roiisists iii tlir fact that I Iic. vnr~t's  wake 
foriii is postulated ii i  atlvaiice. Tlicrc. art' tlirec 
approaclies kiiowii: 

1. The positioii of frer vortices trailiiig frniii t l ir  wiiig is 
carried oilto the plaiie (line) wliicli is p:iriillel IO tlie 
ve1orit.v of tlie exteriial flow. Tliv v t h i l y  of ilieir 
iiiotioii is coiisidrretl to Iw equal to tliv wlority of tlic. 
exter11al llow [13-1.51. 

11. * r h  foriii of the vortex wake "follo\vs" I Iw I r i d {  ol' 
tlic wing's tlailiiig cdg. iiiotioii. I I I  (xi' d l i : i r i i i o i i i ~ ~  

oscillatioiis the wakr loriii is also ;I liiii~iiioiii~~ f i t i i c i  ioii. . 

Paper presented at an AGARD FDP Workshop on "High Speed Body Motion in Water", 
held in Kiev, Ukraine, 1-3 September 1997, and published in R-827. 
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111. The inverted vortex street observed iii the 
experiiiieiit is siiiitilated by two vortex rows. The 
coiitlitioii of tlir stability / I  / / = 0,281 is iiitrodwed 
I'roiii tlir cliissical Knriiiaii I 1ieor.v. 

Hnviiig rrstrictrtl tlir values ol' r to siiiall oiies. it is 
possible to obsrrvr the liiiear fcmis of tlie vortex sheet. 
However. \vIie1i coiitiiiitiiig the ralriilatioiis iuitil great 
\~diies of tiiiie are arliieved. we will see tlie appenriiig of 
tiisturhaiices. their developiiieiit a id  creatioii of spiral 
curls. The rsprriiiieiits also show that eveii iiiider siiiall 
tlisturlxuices cnusrtl iii  the tlow by the wing the wake 
differs esseiitially froiii tlie Srlieiiies I mid I1 that are 
sripiil;itrtl by I Iir liiirar approdies. Aiid the iiiore the 
aiiiplitiide niitl tlir heqiieiiry of osrillntioiis are, the 
iiiorc~ this tliffrreiicr is. As to Srlieliir 111. so it is 
uiistendy tliat is proven by iiiniiy aiitliors iii a 
ilieoreticnl ivziy. So. it is iieressnry .to attract tlir iioii- 

h e a r  approaclies for the desrriptioii of the real flows. 

i\part froiii tlie linear approarlies t lint iiiake it  possible 
to take into accouiit tlie Iioiisteady effects. the quasi- 
steady nppronrli is also wid el:^ used iii the eiigiiieeriiig 
npplicntioiis. This appronrli is based oii tlie liypotlirsis 
of sintioipriry ;i i it l  gives tlir :;atisfactory rrsults for tlir 
progrrssivv oscill;it ioiis wit11 the relntivr wing velocities 
i, ,, 2 4 . Soiiic. iiicoiivriiiriic~e of this apj)ro;irli, I)rsitles 

froiii tlir rrstrictioii 011 A, . is coiiiirctrtl with tlir fact 

tliat it tlriiiaiitls tlir kiio\vletlgr of values of steady 
chx-teristic.... of I lie wiiig ustd 

The coiiipiirntivi3 iiivrstigatioii of the osrillntiiig wings 
c.linrnrteristics I)nsatl oii the ,afoi.eiiieiitioiied appronrhes 
is ;I iiixttrr 0 1  iiiierc.sl. As we are iiiterestetl ii i  tliili 
iviiigs only. it is i iai  tiral to regard the projertioiis of 
s t r x l ~ ~  v h r s  of lift force for the planr plnt(3 iii the 
velocity eoortliiintrs systeiii :is tlie ilistantniieous quasi- 
stratty vdklrs: 

Cl1<(r)  = 2 ~ s i n a ( r ) r o s a ( r ) ,  

For tlir c;isrs of t lw liiirar niitl noii-liiiriir theories the 
I Iiriist 1orc.r \vas (1rteriiiiiiei.I l>y tlir projretioii of tlir 

iii;iiii vr(.ioi. o l  cwrriial forres R( r )  onto tlic clirretioii 
of t l i r  i i v t w ~ r ( l  \viiig's iiiotioii. As i i i  tlic. rasc givtw tliis 
tlirrctioii is j ) i i ~ i l I t ~ l  to tlir wiiig c.liortl. so tlic t Iirust 
lorcr will hr tlrteriiiiiietl hihlv by thr- suctioii force aiitl 
tlir lift forcr u ~ I  lw tleteriiiiiietl by tlir iioriiial forcr. : 

- 

Cr ( r )  =: C, ( r ) ,  
c:,. ( r )  == c:,, ( r ) .  

.4part froill thr thrust roefficieiit. tilt3 secoiid iinlmrtaiit 
i.linriict(~ristic of tlir osrillatiiig wing tlint prrforiiis a 
luiictioii of n \viiifi-l,rol)ulsc,r. is its efficicw-y roeffirieiit. 

For tlie rase of progressive wing osrillatioiis ivitli t l i v  

aiiipIitiide n = O , O ~  aiid t ~ i e  freqneiir:\. 1)' = 10 i i i  t ~ i r  

Fig. 1 the values of thr aiigle of attack U. tlir rrtluretl 
thrust roeffirieiit k ,  mid thr reducrtl poivrr eorft'icieiit 

k,,, for tlie oscillatioiis period ;ire wprrsriitrd. The 
Curves 1 show tlir quasi-steady npproarli ( 1 ); the 
Cirrles 2 SIIOH. tlie liiicar theory: tlic C I I I W S  :$ s h v  tlir 
noli-hear tlieory. It caii br secii tliat tor tliis iiiotlr of 
osrillntioiis the quasi-steady approacli is iiot able to 
reflect the real sitiintioii either qunlitativrly or 
quaiititntivelv: the iiistaiitaiirous vaIi i (~s of ;iiid 

k , .  differ both iii the aiiiplitutle ai id  i i i  tht .  pIiiise, 

Fig 1 

aiitl ' t1oc.s lint I i n w  tlic s w t  ions I Ii;it arr 

rliararteristir for the iioiisteatly iiiotles \vlic.ii tlic. part of 
tlir  mower that is given to the fluid hy tlic wiiig, 
returiis to tlie wing - (tlir iiegativr vnliic-s of k,,.  ). Tlie 
siiiiiilatioii of the wing osrillntioiis oii Ixisis o f  tlir h e a r  
tlieory tlesrribes t l ie  bnliaviour of kr iiiitl All. iii ;I 

qiialitativrly correct way; Iiowrvc~r. ;ill Iiougli tlir 
osrillntioiis aiiiplitiitlc~ is siiinll. the t1ifferc.iire.s ill 
aiiiplittitlr aiitl iii pliase rail alreatlv lw obsrrvetl for tlir 
red uretl power coeffir ieiit . 

Now. let's clear it t i p  wliat is tlir trvii(1 i i i  tliv ldinvioiir 
of , k,  aiid I],,. ~ 11 for tIir v;iIuc*s of t I i v  reliitivt~ 

wiiig velocitv A,, > 1 . Let's exaiiiiiir tl iv lo\v frrqtiriiry 

iiiotlrs 01 tlit. progrrssiw osc.illat i o n s  uiitlrr tlit- 

aiiiplitude w h i t >  ( /=0 ,5  . I i i  t l i t -  Fig. 2 Litrvr 1 

correslmiitls to tlir iioii-liiir:ir theory. ;iiiO C;iirvc* 2 



i 

2 '  

# ,  

0.4 

5-3 

shows the quasi-steady circulation. It ran Lw see11 that 
under A,) > 4 the results does not asviiiptotirallv tend 
to each other. as it was traditioiiallv stated in the 
experitiieiiral papers using the engiiieer suiiiiiiarising. 
The rlirusr coefticienf k ,  exceeds k,  h o s t  twice 

;111tl I],,. = 100% for the whole range of' 2, )  . 

P 

This fiict is unusn;il nt first gIaiic(- aiitl can b t a  espl:iiiird 
;IS follo\vs. First, tlie tlistiiiction brtwreii tlir ;ipproacli 
(1) and the traditioiial one consists i n  tliv fact tliat the 
approach ( 1) does iiot take into arcoiiiir the wiiig 
profile drag ( tlit. siiiii of tlie ~)ressurr drag C,,,, aiitl 

thr frictioii;il drag C,, )~ that causes the afore 

iiieiitiotied asyriiptotic trend witliiii the fraiiiework of 
rlie traditioiial npproacli. 

Sec.oi~tl. tititier the coiiditioii CAY, = 0 ; i t id  C,,,, = 0 

;ill tlir iliput po\ver Ctt* to tile wiiig will lw equal to 

tIie output power C,;, twcaiisr the energy will not ~w 
spent for the vortes's separatiori aiid for the creation of 
the needed cirdatiori rouiitl the wing as \veil as for tlie 
;iceeleratioil aiid the deceleration of tlie fluid added 
III;1sses. 

That is whv the quasi-steadv approach ( I ) corrrspoiitls 
to siich ideal situation a h i  olily tlir st early Zliukowski 
force affects the wing. 

THE VORTEX WAKE CHARACTERISTICS 
No\\. let's study the vortex' \valte chnrncwrist ics I)rliiiid 
the oscillatiiig wiiig. 

111 the Fig. 3 the coiiiparisott is giwi ol' coiiipiitntiniial 
aiid experiiiieiital Ilo\v patterns ill thr iit~;iri~si  \\.;ik(. t I i a t  
are reduced to a universal scalr. Tlir a i i i p l i t  u t l t .  ol tlir 
atigular wiiig's osrillatioiis is B = 3.8" , SI roulial ii1i1ii1)er 

p' = 9. ~ / v e  consequent frames ;w s ~ i n ~ v i i  (Iiiritig a 

Iialfiwriod to rliaracterise the 1101~ I);itterits i i i  

developinelit. Near tlie last top posit io11 ol' r l i v  wing 
(the top couple of tllr I ~ ; I I I W S )  I I I V  ~ O ~ I ( T  01 t11r 
maximal intensity is separated. crratiiig rlic- cow ot' tiit, 
vortex blob that i~ivolves tlir part of t lw aiiil)iiwr tliiitl 
ill the rotatioiial tiioveiiient. This vort ('s tnltrs pl:ic(* i i i  

tlie top row of tlie iiiverted vort(~s s t r i ~ i .  T l i ( A  siiiiilar 
processes take place (luring tliv crcwioii o l  I I I ( *  vort(*s i n  
the low row. A good qualit ative agreeiiic.iit c h x w r i s c s  
not oiily the reliability of tlir coiiiI)iiini i o i i d  inrtliotl. 
but also tlie speciality of tlir experiiiiriit , tliiriiig \vliicli 
only the field of the intetisivc, vorws I'lo\\. lwliiiid tlic 
wing \vas coloiiretl. 

The cycle of iiivestigatioiis \vas ci i i i t l i ic~i~d o i i  t l i t *  

averaged flow rliararteristics of tliv tir;irt~st n.;iIw IWhiiid 
the oscillating iviiig. 

The Fig.4 sliows the profiles of tlie ;ivc*r;igrtl lcwgtli\vist. 
velocity F,,, , tlie r ~ t - t i i e a i i - s ~ ~ i i ~ i r ~ ~  piilsatioii 01' 1Iir  
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lie detrriiiiiietl ~ i o t  only Oy tlir aiiiplitittli- \~;iIitrs Ul)l. 
; t i id  C,. , hit nlso by the value of tlir p1i;isr sliift 
Iwtweeti rlieiii. The pliase sliift can rliaiige i n  
depriitleiirr froiii the osrillatioiis freqiieticy. Tlir 
iiitlueiire of tlie value of this pliase shift i~poii tlie wiiig 
rff'icieiicy is big eiioiigli. that is why it is a matter of 
interest to ilivestigate tlie h i t s  of its vnriatioii for the 
cases of tlir liiirar niitl tlie noli-linear tlieories. 

For coiiveiiience we will determilie tlie shift (p ktwrrii 

rlie phases Cl- aiid .I/ ( the oscillatioiis law). It's tiiorc 
riarural ;is tlie plinse .I/ coilirides witti. t l i i .  witig's 

:icix+r:itinii pliasi~ j j  . So. for tlii.  qii;isi-sl iwly  l i i i  lorcvk 

roeffirieiit c,; we rereive the shift va~ue p = 90" 
with reference to tlie osrillatioiis h v .  This corrrspoiitls 
iiot to the Iiinxiiiiiiiii of tlie accelemtioii 1)i11 to t l i r  
Iiiaxinimii of tlie wing's velority, as tlir qualiriry 
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plienoiiieiioii is iiniiied. as it is known. n dvnaiiiic 
hysteresis. 

Fig4 
tlyiniiiic hysteresis of Ii~~tlronerod\~nniiiir 

clinrnctrrist ics i i i  t i i t .  s u ~ e p  iiiitler t l i t*  iiistniitniieous 
anglr ot nrtnck is n iiintter of special i i i t iGbst .  1 1 1  t l it .  
Fig. i tlir so-callrtl pliasr portr;iits of t l i v  tlirust 
1-oefficieiit C, , tlie lift force coeffirieiit C,. , the 

iiioiiieiitiiiii niitl tlie iiipiit ~mwrr C,,. for tlir 

h 3 q t l r 1 1 ~ ~  p' = 2~ niiti tile niiipIitutIes = - o , o ~  
(c.llr\rs 1). (I  = 0.06 (Cur\k=s 2), I /  = 0,09 (C11rves 
3 )  nrr wpr(~sri1rrd. The arroais iiinrk tlic tljrwtioiis of 
the ciirves pntli-trnciiig wlie~i the angle of nttnrk a( r )  
cl1a11ges. 

Ler's sttitly tlir Lxilinviour of the tlirust h r w  coefficimt 
C:, (Fig. 7) .  Let's tnkr :i riglit Iinltloop niitl follow the 

i h i g e  C:, (a( r ) )  . It is visible that tlic. iiirreasing of 

a froill 0 to alllns CBLISCS the rliaage of C, along the 
low part of tlie linlf loop. mid the decreasing of it muses 
rl1r cllallgr of e, nlo11g the t q  part of tl1r I1nll' loop. It 

is known that tlic increasing of a fro111 0 to a,,,,, 
npproxiiiiately corresponds to tlie nrceltwt ioii wrtioii of 

c, 
0.4 

a 

U 

- i  

6 

2 
Fig. 7 

\ 
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the Iviiig iiioveiiieiit track and vice versa. the reduction 
of it corresponds to the deceleratioii mode. During this 
process tlie intensive overflow of the flo\v through tlir 
leading edge of tlie wing is foriiied near the eiid of the 
arreleratioii track sectioii. The phase of tlie tleceleratioii 
foIIo\viiig after this process leads to tlie short-teriii 
iiicrease of the velocity of this overtlow relative to the 

'\viiig. Iii futurr t l i (% Iviiig will pass tlir saiiir aiiglrs of 
nttack iii tlir reverse order in the coiitlitioiis of rlir 
circiilatioii Iiaving beell geiierated round the lradiiig 
edge that filially causes the ocriireiice of tile suctioii 
force tlyaiiiie Iiysteresis. 

111 tlie siiiiilar way tlie iiiertial iiifluelirr of tlir added 
of tlir tluitl ciitisrs tlir rorrrrtioii of rlie ~xcss t i r~  

.entia1 LIP oii the wing that is iiorisyiiiiiietric i i i  
sigil. 111 its ttirii i t  causes tlie tlyiiaiiiic hysteresis of 
other hytlrodyiiaiiiic coefficients. 

THE INFLUENCE OF FORCES OF VARIOUS 
NATURE 
Let's rsaiiiiiir ilit. coiit ributioii of tlir forces of various 
iiatiirr act iiig oii tlie oscillatiiig wiiig : the iiiertinl 
forces. tlie forces of the rirculatorv aiitl vortical nature. 
The circulatory coiiipoiieiit is the quasi-steady aiialog of 
Zbuko\vski force aiid is deteriiiiiied by tlir ciirreiit 
value of tlie rirculatioii nloiig tlie roiitour near the 
\i.iiig, (\vitliout taltiiig into arrotiiit the separated 
vortices) aiirl hy the relative ulitlistiirlx4 vrlocity. Tlits 
iiirrtid coiiipoiiriit is tile iioiiste;itly coiiipoiiciit 
tle~~rntlriit holll the ciirrriit atlded riiass of the wiiig 
tliat is detwiiiiird by the velocity of cliaiigr of tlie 
iircu1;itioii nloiig the liquid coiltorir eiicoiiipassiiig the 
separated vortex street. The vortical coriilioiieiir is 
(letrriiiiiitd 1)y tlir runelit valuc aiitl distri1)utioii of thr 
voriicrs rouiid tlir \viiig [lo]. 

Let's colisider first the case of the roratioiial oscillations 
\vir11 tlir trrqueiicy p' = 9 aiit~ tllr aiiguiar aiiiplitutlr 

B = :i8" roiintl tlir IeatIiiig etlge of tlir wiiig. We caii 
iioir I II;II I hr \v;iIw lorIll for sricli s~iiall aiiipIititd(~ has 
;I slight tlist iiici ioii froiii tlir \Yak(, loriii iii c:isr of 
progressivr oscillations with the linear aiiiplirutle U ,  
bring equal to the linear vertical travel of tlie wiiig's 
~railiiig edge. 

For this case Fig.& a i d  Fig.81~ show tlw coiiiril>iitioii 
of each coiiiporienr into tlir tliriist forcr a i d  tlir lift 
lOrcc* of  I Iir osc.illat iiig wiiig. T l i~  coritiiiuous ctirvt. 
iiuriihrrrtl I corrcyoiids iii all piet iircs to tlic su~iiiii;iry 
tliriisi forcr rorflirieiii. (Fig. 8a), iiiitl t I i ( .  l i l t  force oiie 

(Fig.8b). 

It rail Iw ol~servetl that for this ciiw the iiiaiii 
c~oiitributioii iri CT arid C,. is ma& by tlie force of' 
iiiertinl iiatiirr: tlir vortical oiie is near zrro*tluriiig tlic. 
whole cyclr of oscillatioiis aiitl til(, circiilatory oiic 
oscillates witli siiiall values of aiiiplitiitle iicar zero 
values. 

_ - -  ----- 
\ 

To test tlii* iiitlwiice of Strodial i i i i i i i lwr  \) value 
r i p 0 1 1  rlw rrtlist r i l i i t  ioii of tlir coiitri1)utioii of 1 liesr 
lorces tllr c;ilciilatioiis were Iieltl reprrseiited i n  Fig. 9. 
There are tlir coniImolielits of tlir tlirust force roefficieiit 
laid off oii the ordiiiates axis refrriiig to tlie full tlirust 
force roefficieiit ( i = 1 iiicaiis rlir coiitril>iitioii of thr 
iiirrtial force. i = 2 - the coiitributioii of t l i e  circulatory 
OIIC. i = :3 t l i ( s  coiitributioii of tlic. vortical ow).  

CT.Cll 
a3 

a2 

0. I 

0 

I I I I I 
a8 CO 1.2 T 

a 
cv.cv, 

2 

0 

-2 

-4 

CV 

I I 
(0 4.2 T 

-4 
0.8 



5-8 

Tlie iiivestigatioii of the contribution of all three 
coriipoiiriits for this osrillatioi,is type is also a iiiatter of 
interest 

r 

Fig. 9 
Fig. 10 slio\v.; tllr results ot t l l ~  calculatioiis for the 

c3sr a = 0.05 . /” = 10 , 

It raii I)r obsrr\wl Iliat altliotigli the thrust lorer iii this 
(.:ISY is t’tilly tleieriiiiiietl by the force of tlie circrilatory 
lint urc. tlir iiiniii eoiitribtition ilito tlie lift force is still 
iiintlr by the iiiertial conlponelit. 

Fig. 10 

The restilts received coiiviiiciiiglv prow the afore 
riieiitioiied esplaiiatioiis of iiiecliaiiisiiis of the 
;ippearaiice of the nonsteady pliase sliifts a id  of the 

dviiniiiir hysteresis of Iivdroaerodviiamir rliararrerisrics 
of oscillatiiig wings. 
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Fig. 12 
Ant1 fiiiallv, let’s studv the I)aliaviorir ol the retlucetl 
tlirust force coefficient aiitl tlie efficiericy drlwiidriit 
froiii the aiiiplitude and the frequeiicy nf asc.illat ions. As 



i t  \vas noted nbove. the Iiiienr tlimry is not able to 
siiiiulatr, tlir process of vortes sheet deforiiintioii. 

The sc(~oiid :irguiiiriit iii fnvotir of necessity of the 11011- 

Iiiiear siiirulnrioii is the nssuiiiprioii ot' rllr liiienr theory 
regardiug the sninll values of tlir niigles of nttark niitl 
the osrillnrions aiiiplirudes does not give the possibility 
I O  rorrectly siiiiiilnte the oscillatioiis with tlie fiiiite 
niiiplittides. This facc is illustrnted i i i  tlw Fig.1 I .  12 
ivhere tlie CurvPs 1 rorrespoiid to tl ie liiirnr theory aiid 
tlir other liiir rorreslmiids to the iioii-liiienr tlieory 
iiiider niiiplirutlr vnlties CI = 0,Ol (Curves 2). U = 0,04 
(Ctirves 3). N = 0.08 (Curves 4) (Fig. 1 1 ) .  a i d  the 

frequeiiey I' = :I (Fig. 12). I t  rnii be seen froiii the 
figtires that the liiienr theory sigiiificniitly Iiigliers the 
values of efficiriicy uiider big vnlurs of Stroiihal 
iitiiiiber niid fiiiite eiiiplitudes of progressive oseillntioiis. 

I t  en11 be nlso seen tlint tlie be1inviotir of the thrust 
torce coeffirieiit CT iii depeiideiice froiii tlir niiiplitude 
o deviates froiii the sqiinre delxiideiice. aiid the 
i4icieiic~~ tle\%ires frorii tlie liiienr tlepwlriict* linviiig 
'lw(w oh;iiiied m i  Insis of the liiiriir ~lirory. 

* -  

, 

CONCLUSIONS 
1 Iir liiimr throric-s tlesrribr tlir belinviotir of t l i e  tlirtist 
coet'lirieiir aiitl t l i r  efficieiicy iii a qtinlitatively rorrrct 
\vny OJIIY for s l i d  vnlurs of frrquriicy ;iritl osrillntioiis 
iiiiiplitti(lrs. For vfl'iciriicy thr tlistiiictioii froiii tlir iioii- 

linear rliror! rnii alrmdy bc obsrr\:etl uiitler siiinll 
v d ~ e s  of niiiplitiidt~. 

TIita ntleciiintc~ drscriptioii of the vortes wake strurttire 
lwliiiid the oscillat iiig wing by iiieniis of the Iioii-linear 
Ilirory niitl tlir clisrrete vortices inet hod gives l i s  tlie 
possibility io  coiiipute tlir proprilsive rliiirnrteristirs 
iiiorc prrrisrly. 111 partirtilar. tlir iiiwstigatioii of siirli 
plirrioiiieiiori as dyiniiiic hysteresis of 
liydroaerodpnaiiiir clinrnrteristirs slio\\~s that the results 
of tlir liiicnr niitl the iioii-hear theories coiiiride only 
uiirter freqiieiiry values 11' < 1.5 . 
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DISTINCTIVE FEATURES OF THE WAVE PLATE 
(OR FISH) MOTION 

L. I. Korennaya 
National Academy of Sciences - Institute of Hydromechanics 

8 / 4 Zhelyabov str., Kyev, 252057 
Ukraine 

SUMMARY 
The measurements of the thrust force of the wave- 
like deformable plate in three-dimensional flow 
were carried out on specially constructed equip 
ment. The laws which were found out by other 
authors in researches of water animals (fish and 
dolphins) were reviewed. The vortical model 
of the wave-like deformable plate reflects three- 
dimensional flow space. This model was used to 
calculate the hydrodynamic forces and coefficients 
of the wave-like deformable plate (the mechanical 
model of wave propulsion). Our measurements, cal- 
culations, comparisons with ideal hydraulic propul- 
sion have shown the distinctive features of the 
wave-like deformable plate as it creates the thrust 
force. 

The distinctive features of boundary layer forma- 
tion on the wave-like deformable body are also con- 
sidered. There is a boundary layer control system 
in nature with running waves. Concepts similar to 
Prandtl’s about boundary layer control by means 
of the moving surface of the body has existed in 
nature for centuries. 

1. INTRODUCTION 
The results of research of a wave-like deformable 
plate in three-dimensional flow are discussed. 
Our experiments were carried out in the flume of 
the Institute of Hydromechanics, the Ukrainian Na- 
tional Academy of Sciences. Actually the wave’ 
plate is a mechanical model of wave propulsion hav- 
ing prescribed kinematic parameters. The range of 
these parameters was wider in comparison with the 
range for water animals. 
The data for water animal kinematics for compar- 
isons and calculations were taken from earlier re- 
ports of the Institute of Hydromechanics. 

2. , GEOMETRICAL A N D  KINEMATIC 
PARAMETERS OF THE WAVE PLATE 
The plate was made from 2 mm thick rubber. It 
was aligned horizontally and had streamwise length 
L = 400 mm and the width across the flow H = , 

100 mm. Hence its aspect ratio was small, 0.25. 

The coordinate system oxyz connected with the 
plate moves uniformly and with the velocity V rel- 
ative to the stationary fluid, Figure 2. The running 
wave 

y = A(x)sin(wt + P X  + PO) (1) 

propagates along the plate in the direction from the 
leading edge to the trailing adge with the constant 
relative velocity C = X f .  
Here, A(x)  is the amplitude function, w = 27rf is 
the circular frequency, p = 9 is the wave number, 
A is the wavelength, f is the frequency, cpo is the 
phase angle. 

The wave was generated the following way. Seven 
links were fixed to the plate, Figure 1. They pro- 
duced phase-shifted sine oscillations so that the 
running wave was created. 
It is possible to imagine the running wave as fol- 
lows: We take a rigid ”infinite” sinusoid enclosed 
in a piece of a flexible sleeve. This sleeve plays the 
role of the fish body. When the sinusoid is moved 
inside the sleeve, all elements of the sleeve are sub- 
jected to transverse oscillations. The sleeve repre- 
sents a transversely deformable body according to 
the wave propagation. The velocity of the sinusoid 
inside the sleeve is the wave velocity, C. The body 
begins its motion opposite to the direction of the 
running wave with velocity V ,  and always V < C. 

The thrust force of the plate was measured exper- 
imentally for successively modified parameters: 1) 
the velocity of uniform and rectilinear motion of 
neutral axis of the wave-like deformable plate V ,  
in our experiments (in inverted motion) this is the 
velocity of water in the flume V’ = -V ,  which was 
V’ = 0 and V’ NN 0.33 - 1.2m/s (the asterisk is 
for inverted flow everywhere in this paper); 2 ) the 
oscillation frequency f M 1.5 - 4Hz; 3 ) the num- 
ber of waves that are on the length of the plate 
L/X = 0.25, 0.5, 0.75, 1; 4) the amplitude function 
A ( z )  of seven types: the constant oscillation ampli- 
tudes along the plate and the amplitudes increasing 
by linear or square law along the plate toward the 

Paper presented at an AGARD FDP Workshop on “High Speed Body Motion in Water”, 
held in Kiev, Ukraine, 1-3 September 1997, and published in R-827. 
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back edge. 
The velocity of the running wave and the velocity 
of the neutral axis of the vvave-like deformable plate 
were held constant for each experiment. 

The Reynolds numbers RL = V L / u ,  where U is 
the kinematic viscosity of fluid, and the Strouhal 
number SL = f L / V  were changed respectively in 
limits from 1.25 to 4.6 x lo5 and from 0.6 to 6. The 
ratio of velocities C/V = SA was limited from 0.64 
to 21. 

3. PROPULSION REGIME OF THE 
WAVE PLATE 

3.1. Thrust Force and Effect of Non- 
Stat ionari ty 
The experimental researches have shown the fol- 
lowing. 
- Vhen V < C and in opposite directions is the 
necessary condition for l,he creation of propulsion 
force (thrust). This occurs in nature. 
- The thrust force decreases when the velocity of 
the uniform motion of the neutral axis of the wave- 
like deformable plate V (in our experiments the 
velocity of water in the llume) increases. 
- The thrust force at V = 0 is proportional to 
square of the oscillation frequency . 
- The thrust force for the constant oscillation am- 
plitude along the plate and V = 0 is approximately 
proportional to square of amplitude of oscillations. 
- The law of change of oscillation amplitude along 
the plate has decisive significance. It is possible 
to obtain considerably larger values of the thrust 
force if the oscillation amplitude is increased in the 
direction from the forward edge of plate to back 
one. 
- The nature of dependence of the thrust force 
from the wavelength arid from the running wave 
velocity is more complicated. With increase of 
Strouhal number fL /V  the transition from the 
greater wavelength to the smaller one is desirable. 

The results agreed with the kinematic data of the 
water animals as well as with results of the wave- 
like deformable body researches of other authors. 
Earlier the particular case of the wave-lake de- 
formable plate in two-dimensional flow was inves- 
tigated experimentally 111. 
It is necessary to draw attention to the regimes 
of plate deformations on which the thrust of the 
plate is equal zero. These regimes are analogous 
to those of fish motion as the thrust force created 
by the wave-like deformable body is equal on value 
and is directed oppositly to the resistance force of 
the wave-like deformable body. For these regimes 
Strouhal numbers calculated with the wavelength 
SA = fA/V = C/V were within the limits 1.18 
to 1.44. For fish and dolphins Strouhal numbers 
SA = fA/V = C/V range from 1.05 to 1.59 in ex- 

periments done earlier by other authors in the wa- 
ter tunnel of the Institute of Hydromechanics. The 
range of Strouh'al numbers for our plate is within 
the range of Strouhal numbers for water animals. 
So there is identity of the conditions for formation 
of the hydrodynamic forces on the wave-like de- 
formable plate and for active motion of water an- 
imals. And also this fact shows the reliability of 
data obtaind in experiments with the plate and in 
experiments with the subjects. 

The mechanism of thrust force creation by the 
wave-like deformable body is a nature1 phe- 
nomenon. Let us compare the wave-like deformable 
plate, the mechanical model of the wave propulsion, 
with other types of propulsion created by man. 

The parts of the wave 1, 2, 3, 4, 5 in Figure 2a lo- 
cated within the extreme points of the sinusoid act 
similarly to an oar blade or the paddle of a water 
wheel. They push the fluid in the opposite direc- 
tion of the body motion. They are the working 
elements of the wave propulsion. The fluid that is 
pushed by the running wave carries with it the def- 
inite momentum of the fluid. By the law of conser- 
vation of the momentum the opposite momentum 
is obtained by the deformable body. Thus, the part 
of the energy that was spent on creation of the run- 
ning wave was transformed into work of the thrust 
force. 

Let us show that the conditions of creation of the 
thrust are V < C and in opposite directions. When 
a body moves in fluid, the direction of the resis- 
tance force coincides with the direction of the flow 
velocity in inverted motion. It is clear from Fig- 
ure 2a that in the case V < C and in the oppo- 
site direction the flow velocity in inverted motion 
U' = -(C - V) and the velocity of the uniform 
rectilinear motion of the neutral axis of the wave- 
like deformable body V have identical directions. 
Thus, the thrust that is necessary for motion of 
the wave-like deformable body with the velocity V 
is due to  the resistance force to  motion in water of 
the sinusoid moving on the body with velocity C. 
The inclination of the axis of the deformable body 
of the water animals to the neutral axis of the wave 
is equal to 40 degrees on the average. Such a body 
is a badly streamlined one . The main contribution 
to its resistance is the form 'resistance. Really the 
system of vortices is formed near to the extreme 
points of the sinusoid and the edges of the plate, 
Figure 2c, 3 . The thrust force has the greatest 
value when V= 0 because then the velocity U' is 
maximum. At V = C and in the opposite direction 
the velocity U' and the thrust are equal to zero. If 
the wave-like deformations occur in regime V > C, 
the flow velocity U' and the resistance force of the 
sinusoid are directed opposite to the motion of the 
plate and'there is no thrust. 



6-3 

Let us look at  the wave propulsion working ele- 
ments 1, 2, 3 at t = to, Figure 2a, then at ele- 
ments 2, 3, 4 at t = t o  + 1/2f, then at 3, 4, 5 at 
t = t o  + l/f. It is visible that the working elements 
arise gradually, move on the plate, and gradually 
disappear. They exist during the final time inter- 
val, At = L/C = L / X f .  Hence the final interval 
At depends on the kinematic and geometrical pa- 
rameters of the plate. The events are similar to 
those at a sudden start of a body with constant 
velocity. It is known that a t  the initial moment 
of the body motion at  constant velocity the hydro- 
dynamic forces considerably exceed the hydrody- 
namic forces a t  stationary motion [2, 31. There- 
fore, if the period At is small, the hydrodynamic 
forces should be calculated with regard to non- 
stationarity. The non-stationarity coefficient k is 
equal to the ratio of non-stationary (experimental) 
forces to quasi-stationary ones (calculated in ac- 
cording to the quasi-stationary theory) Terp/Tcalc, 
Figure 4. Let us compare L / A  in Figure 4 and 
At = L/Af. In Figure 4 L and f are constant 
for each curve. Therefore, At is only a function 
of A.  So L/X is dimensionless time number. At 
L/X = 0.25 At is one-fourth at  L/X = 1. The k 
has the greatest value at  L/X = 0.25 where At has 
the minimum value. The non-stationarity coeffi- 
cient approaches unity as At tends to infinity. The 
experiments have shown that the most influence on 
the nonstationarity coefficient have: a) the wave 
length, namely, the number of the waves present 
along the plate length, b) the law of change along 
the plate of the oscillation amplitude A ( z ) .  But 
the non-stationarity coefficient depends on the os- 
cillation frequency to a lesser degree, Figure 4. The 
body shape and the shape of the lateral edges con- 
siderably influence the process of vortex formation, 
and the research of the effect of non-stationarity is 
considerably complicated. 

Each element of the wave-like deformable body (it 
is "d' in Figure 2) makes a transverse oscillatory 
motion. Therefore the values of instantaneous flow 
velocity and instantaneous angle of attack of each 
element change continuously. This helps to jus- 
tify logically the vortex model of the wave-like de- 
formable plate [4], Figure 3. Usually the occurrence 
of a vortex is considered as a negative phenomenon. 
However it is a good idea to increase the intensity 
of the vortex in the case of wave propulsion. This 
phenomenon takes place in nature. There are sharp 
edges of the flippers of the water animals. And ex- 
periments [I] have shown that the thin metal wave- 
like deformable plate with the sharp edges had 
thrust considerably larger than the rubber plate. 

We have two main paradoxical conclusions. 
- The thrust force of the wave propulsion is s t i p  
ulated by the resistance force of the sinusoid. So 
the thrust, 'that is useful force, arises from the re- 

sistance force, that is usually a harmful force. 
- Hydrodynamic forces of the wave propulsion are 
greater than their calculated quasi-stationary val- 
ues. Hence, it is necessary to take into considera- 
tion the non-stationary effect. 

3.2. Wave plate efficiency 
The calculations of the wave-like deformable plate 
in accordance with [ 4 ] were carried out. The 
dependence of the wave-like deformable plate ef- 
ficiency r , ~  on the thrust load coefficient UT = 
2 T / p F ~ i / ' ,  where p is Auid density, FT is the hy- 
draulic section of the wave-like deformable plate 
that is equal to the product of width of the plate 
and the total amplitude of the trailing edge of the 
plate. Figure 5 represents one wavelength on the 
length of the plate and the linear change of the os- 
cillation amplitude along the plate. The seven links 
for setting of the running wave had the cross oscil- 
lation qmplitudes A = 0.01, 0.014, 0.018, 0.022, 
0.026, 0.030, 0.34 m. 

Curve 2 in Figure 5 for experimental values of the 
thrust load coefficient shows that the wavelike de- 
formable plate for small aspect ratio has low effi- 
c i e n c y . 
The calculations of efficiency for imaginary propul- 
sion were carried out: 
- without friction forces (without internal losses in 
the propulsion) - Curve 3; 
- without friction forces and inertia forces - Curve 
4; 
- without friction forces, inertia forces and without 
inductive velocities - Curve 5. 
The relative position of Curves 2 ,  3, 4, 5 in Fig- 
ure 5 shows that friction forces and inertia forces 
considerably reduce the efficiency of the wave-like 
deformable plate. The efficiency decreases, but in 
less degree, under the influence of inductive veloc- 
ities. 
Curve 1 for the ideal hydraulic propulsion [5] is.in 
Figure 5. It is calculated by the formula 

I 

n 

Here UT, is the thrust load coefficient of the ideal 
propulsion. 
The wave-like deformable plate efficiency, Curve 
2, is far below the ideal hydraulic propulsion ef- 
ficiency, Curve 1. 

There were assumptions about high efficiency of 
wave propulsion in the literature. They were not 
verified. It is impossible in nature to realize the 
rotary motion of parts of the body relative to each 
other, and so much energy is spent for overcom- 
ing the inertia forces at cross oscillations of a body. 
However it should be noted in relation to the wa- 
ter animal motor-propulsion complex that its com- 
mon efficiency can be sufficiently high. In the first 



place, the same body fulfils functions of motor and 
propulsion. Secondly, it. is not excluded that in 
most cases the water animals use resonance regimes 
that are economical ones. It is possible in the fu- 
ture designers offer the devices using principles of 
energy transformation existing in nature. Then ap- 
plication of such devices will be very effective. 

4. FRICTION FORCES OF THE 

PROPULSION REGIME 
An idea of Prandtl was to reduce the velocities in 
the boundary layer by means of moving surface of 
the body in the flow direction. It is possible to 
remove completely the boundary layer if the surfac 
of the body has the velocity that is equal to the 
external flow velocity. 

WAVE-LIKE DEFORMABLE BODY AT 

We come back to the moldel used for demonstration 
of the running wave. This is a body having the form 
of a sinusoid in the flow. The surface (or boundary) 
of this sinusoid is moving along the sinusoid. Really 
in each following moment of time the very same 
element of the plate takes the new element of the 
sinusoid. 

The theoretical and experimental researches of 
moving surfaces were undertaken more than once 
including the question of boundary layer control. 
The parameter of the moving surface p was intro- 
duced into the theoretical research [ 6 ] for the plate 
in the form of the half-plane as the ratio of the 
velocity of the moving surface to the mainstream 
velocity. The following, conclusions were derived 
which reveal the effects of moving surfaces. 
- When the velocity of the moving surface equals 
the value and direction of the mainstream velocity, 
p = 1, the hydrodynamic forces do not act on the 
plate. The flow around the plate is potential. 
- When the velocity of the moving surface is more 
than the mainstream velocity, p > 1, the plate has 
no resistance force, it his thrust force. 
- When the velocity of the moving surface and the 
mainstream velocity are directed opposite to each 
other, p < 0, the plate has a resistance force less 
than on stationary surface at p = 0. 
The effects of the moving surfaces in applications in 
engineering could be very useful. But complexity 
of design and increase of cost block the way to the 
technical applications of the effects of the moving 
surfaces. At the same time nature makes wide use 
of the effects of moving; surfaces as will be shown 
below. 

Let us enter .the parameter p ,  similar by structure 
to the parameter for the half-plane. This is the 
ratio of the velocity of the moving surface WL to 
tangential component of the external flow velocity 
W: on the plate element. Naturally this parameter 
has another value for each element of the wave-like 

deformable plate and in each following moment of 
time on the individual plate element. 

WL 
w; p =  - (3) 

For the regime of propulsion under consideration 
the surface moving in flow direction takes place in 
the extreme points of our sinusoid necessarily, as 
the velocities WL = -C and W; = U' = -(C-V) 
are directed to one side, Figure 2b. Bearing in mind 
that SA = X f /V = C/V we have 

(4) 

The parameter p,,,, at the extreme points of the 
sinusoid depends only on Strouhal number. The 
regimes L/A = 1 and T = 0 for experiments with 
the plate are the closest to the regimes of the water 
animal's motion. The range of parameter pYma,, 
3.28-6.55, for the plate in this regime is within the 
range of parameter p,,,, , 2.7-21, in experiments 
with live water animals. 

Going over to the general case, not the extreme 
points of the sinusoid, we must take into account 
the velocity of oscillatory motion of the considered 
plate element Vy = %, Figure 2b. The angle a 
formed by the neutral axis of the running wave and 
the considered element of the plate, 1y = tan-' 2, 
indicates the position of the considered plate ele- 
ment. 

In general case 

c+v,$$ 
c - v - v y 2  P =  (5) 

The surface moving in the flow direction is realized 
only if 

c - v > v y z  dY 

The kinematic data of the water animals were used 
for calculations. The following results were ob- 
t ained . 
- The ratio (6) is fulfilled on all points of the dol- 
phin body. The scheme of the moving surface in 
the flow direction is fully realized here. 
- The ratio C - V < V, 2 is fulfilled for fish on a 
significant part of their body. Consequently p < 0 
and the scheme of the moving surface opposite to 
the direction of the flow takes place here. 
It is necessary to note, that p for the different fish 
varieties has close values, in the range from -2.54 
to -2.68 for the caudal flipper at y = 0. It is 
considerably different from p = 389 for the dolphin, 
see the table, Figure 6. 

So, the scheme of the moving surface in the flow 
direction, p > 0, is realized for the entire length- 
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of the dolphin body moving at  R > R,,, and the 
scheme of the moving surface opposite to the flow 
direction, p < 0, is realized on a significant part of 
the fish body moving at R < Re, ,  

From structure of formula ( 5 ) follows that when 
V = 0, p has the least significance and p,,,, = 1.  
Hence, friction forces at extreme points of the sinu- 
soid are absent, and in other points of the sinusoid 
are less than they were at regimes when V is not 
equal to 0. Therefore, in oder to reduce the influ- 
ence of the friction forces (internal losses in propul- 
sion), the regimes V = 0 were used in the analysis 
of experimental results. 

The knowledge of physical processes taking place 
in the boundary layer of the wave-like deformable 
body is necessary for successful use of the effects 
of the running wave and the moving surface in en- 
gineering. The method of geometrical summation 
of the velocity profiles in the boundary layer of the 
wave-like deformable plate is here offered for the 
case of a moving surface in the flow direction and 
for the case of a moving surface against the flow 
direction, Figure 7. This is the first step to un- 
covering the physical processes and for qualitative 
comparisons. The two regimes below, which were 
close to the regimes of the live moving water ani- 
mals and to the regimes in both [ 7 ] and the au- 
thor’s experiments, were chosen for accuracy and 
clearness. 

Regime A: p = 4.33; 
V = 0.5m/s; C = 0.65m/s; C/V = 1.3 

Regime B: p = -2.33; 
V = 0.5ml.s; C = 0.35m/s; C/V = 0.7 

All velocity profiles are constructed in the same 
scale, Figure 7. The theoretical Blasius profile for 
the laminar boundary layer was used for construc- 
tion of the velocity profiles a for W; and b for WL. 
It was taken into consideration that the velocity 
W; and WL complete the total cycle of changes 
for the distance that equals 112 wavelength. The 
velocity profile c is obtained by geometrical sum- 
mation of the profiles a and b .  The resulting pro- 
file c is constructed in coordinate system connected 
with the element of the ”sinusoid”. It is necessary 
to take up the coordinate system connected with 
the moving surface (with the plate). They were 
given velocities equal in magnitude WL and oppo- 
site WL directed for the plate element and for the 
environmental fluid, profile d.  The velocity of the 
external flow in the resulting profile e is equal in 
magnitude of the velocity V and in the opposite 
direction. 

Comparing the calculated velocity profiles for 
wave-like deformable plates at p > 0 and p < 0 

1 we will note the following important properties of 

these profiles. 

The resulting profile e at p > 0, Regime A ,  is 
similar in form to the experimental velocity profile 
in the boundary layer of the wave-like deformable 
plate [7]. This velocity profile is more convex in 
comparison with the one on the flat plate and is 
similar to the profiles of the stable type. Transi- 
tion from laminar to turbulent boundary layer is 
delayed in this case [8]. 
The scheme of the moving surface in the flow direc- 
tion is realized on the entire body length of the dol- 
phin moving at  Reynolds numbers which are larger 
than critical ones. Hence the velocity profile in 
the boundary layer of the dolphin body should be 
the profile of the stable type, and transition in the 
boundary layer is delayed. 
Really, there are interesting results in [9]. The am- 
plitude of the pressure pulsations in the boundary 
layer depends on the type of the dolphin motion 
at R > Rer. The level of the pressure pulsations 
in the boundary layer corresponds to the developed 
turbulent flow for passive motion (inertial). But for 
active motion the level of the pressure pulsations is 
considerably less (1.5 - 2 times) and corresponds to 
insufficiently advanced turbulent flow. 

The theoretical Blasius profile for the laminar 
boundary layer on the flat plate is the dot-and-dash 
curve in the profile e. 

In case of p < 0 (the scheme of the moving surface 
against the flow direction) the value of the velocity 
gradient ( d u l d y l )  at  y1 = 0 is less in comparison 
to the velocity gradient ( d u / d y l )  at y1 = 0 on the 
flat plate. As the local viscous shear on the body 
surface is directly proportional ( d u / d y l )  at y1 = 0, 
then the surface friction should be slightly smaller 
than on the flat plate. This agrees with the con- 
clusions in [6]. 
The scheme of the moving surface against the flow 
direction is realized for a significant part of the fish 
body moving at  Reynolds numbers which are lower 
than critical. Hence the local viscous shear for fish 
should be smaller than on the flat plate. 

We see that these features of the boundary layer 
for wave deformations of the body are successfully 
used in nature. The delay of transition from the 
laminar to turbulent boundary layer takes place at 
greater critical Reynolds numbers. And the reduc- 
tion of the surface friction takes place at Reynolds 
numbers which are less than critical ones. 

The wave-like deformable body can be used not 
only as the mechanism for creation of a thrust force 
but also as the mechanism influencing the bound- 
ary layer in control systems for decrease of the re- 
sistance forces. 
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Fig.6. Parameter of the moving surface p for the caudal flipper of the 
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A New View of the Dynamics of Reynolds Stress 
Generation in Turbulent Boundary Layers 

Brian J. Cantwell 
Dept.  of Aeronautics and Astronautics, Stanford University 

Stanford, C A  94305 USA 
and 

Juan M. Chacin 
Dept. of Mechanical Engineering, Stanford University 

Stanford, C A  94305 USA 

The structure of a numerically simulated turbulent 
boundary layer over a flat plate at Ree = 670 
(Spalart [lv) was studied using the invariants of the 
velocity gradient tensor (Q and R) and a related scalar 
quantity, the cubic discriminant (D = 27Ra/4 + Q3). 
These invariants have previously been used to study 
the properties of the small-scale motions responsible 
for the dissipation ofturbulent kinetic energy (Chen et 
al. [6], Soria et d. [16] and Blackburn et al. [3]). In 
addition, these scalar quantities allow the local flow 
patterns to be unambiguously classified according to 
the terminology proposed by Chong et 01. [E]. The 
use of the discriminant as a marker of coherent mo- 
tions reveals complex, large-scale flow structures that 
are shown to be associated with the generation of 
Reynolds shear stress -=. These motions are char- 
acterized by high spatial gradients of the discriminant 
and are believed to  be an important part of the mech- 
anism that sustains turbulence in the near-wall region. 

Nomenclature 

Roman Symbols 

Aij 
D 

P 

P 
0 
R 

Rea 

Sij 

Velocity gradient tensor (aV;/Oz,) 
Discriminant of the velocity gradient 

First invariant of the velocity 
gradient tensor Aij 
Instantaneous pressure 
Second invariant of the velocity 
gradient tensor Aij 
Third invariant of the velocity gradient 
tensor Ai, 
Reynolds number based on momentum 
thickness 
Rate of strain tensor 

tens01 &j 

Vi Instantaneous velocity component 

UT Wall shear velocity 
Zj  Cartesian coordinate direction 

U V  Instantaneous Reynolds shear Stress 

.+, y+,z+ Cartesian coordinate axis normalized 
by wall units (U, and v) 
Rate of rotation tensor Wi j 

Greek Symbols 

generic eigenvalue of the velocity 
gradient tensor 
kinematic viscosity 
Fluid density 
Boundary layer momentum thickness 

Introduction 

Since the early 1980’s there has been tremendous 
progress in our ability to directly simulate wall- 
bounded turbulent flows at moderate Reynolds num- 
ber. However, for the foreseeable future, simulations 
will be restricted to a relatively small number of flows. 
Therefore the vast majority of engineering applica- 
tions, especially those involving high Reynolds num- 
ber, will continue to require the use of phenomenolog- 
ical models. Unfortunately, there has been much less 
progress in the development of models capable of han- 
dling all but the narrow range of flows and conditions 
for which they have been tailored. Part of the reason 
why progress has been slow is that we stii lack a com- 
plete physical picture of what Townsend [20] called the 
”main turbulent motion” and which, as Klebanoff [ll] 
showed, contains most of the turbulent kinetic energy 
and is responsible for the generation of most of the 
Reynolds stress. Nor do we have an adequate pic- 
ture of the h e  scale motion responsible for the & 
sipation of kinetic energy. This is not surprising in 

Paper presented at an AGARLI FDP Workrhop on “High Speed Body Motion in Water”, 
held in Kiev, Ilkmine, 1-3 September 1997, adpublished in R-827. 
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view of the difficulties inherent in the description of 
such a complex, highly elliptic, timedependent, three- 
dimensional phenomenon. 

The first step toward understanding the physics of tur- 
bulent motion is to  develop a robust, unamb~ous 
method for identifyiig dynamically important flow 
structures. This paper is mainly concerned with this 
issue. The methodology described here is based on 
the use of the invariants of the velocity gradient ten- 
sor and a related scalar quantity, the cubic discrim- 
inant. Identiication of turbulent structure in terms 
of the discriminant provides a usetid connection be- 
tween Fleynolds stress producing motions and dissi- 
patiig motions. The method is particularly effective 
near the wall where the low-speed streaks, first docu- 
mented by Kline et d. [12], are cleady defined along 
with their physical connection to the outer flow. New 
insiihts also emerge into the concept, introduced by 
Townsend [19], of active versus inactive turbulence. 
Finally, the turbulent structure can be compared with 
Theodorsen’s (181 original vision of a hierarchy of 
horseshoe eddies as well as with Townsend’s [19] at- 
tached eddy model of wall flow as recently extended 
by Perry and MarueiC [14]. 

Discriminant-based structure  identification 

Cbong et al. [8] provide a road map to linear, three- 
dimensional flow patterns in terms of the invaxiants of 
the velocity gradient tensor. The approach is useful 

for the classification of compressible and incompress- 
ible flows. The method treats every point in a flow 
field as a critical point as seen by an observer mov- 
ing with the fluid particle at the point in question 
at the instant of time in question. The local flow is 
the solution of a third-order system of autonomous, 
linear ordinary difTerential equations whose solution 
behavior is determined by the invariants of the veloc- 
ity gradient tensor. We wnsider fluid motions that 
are describable by the leading terms in a Taylor series 
expansion of the velocity field about a point. 

We wi l l  exclude singulsr cases such as vortex sheets or 
shock waves as well as highly degenerate flows where 
the local flow is determined by quadratic or higher or- 
der terms in eqn. 1. If the origin of the coordinate 
system translates at the local velocity of the expan- 
sion point (Ui(Z,,,t) = 0), then eqn. 1 reduces to  
the following, autonomous set of ordinary difTerential 
equations 

(2) 
h i  Ui(Z,t) = - = Aijzj, dt 

where Aij is the velocity gradient tensor (A, = 
BUi/Bzjl,).  Using standard linear algebra tech- 
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Figure 2: Contour plot of joint probability distributions of the invariants of the velocity gradient tensor at 
Rea = 670 (from Chacin et al. [5]). 

niques, the shape of the solution trajectories - 
instantaneous streamlines in this cas- be 
uniquely classified according to the nature of the 
eigenvalues, and associated eigenvectors, of A,,. The 
eigenvalues are the roots of the characteristic cubic 
equation for this tensor, given by 

x3 + P P  + Q X  + R = 0. (3) 

The coefficients of this polynomial are the invariants 
of the velocity gradient tensor given by 

P = -Aii, (4) 

(5) 
1 1 Q = -Pa--&&,, 2 2 

1 1 
3 3 

R = --P3 f P Q  - -AsAknAni. (6) 

The 6rst invariant P is identically zero for incomprese 
ible flow. It can be readily shown that the nature of 
the roots of eqn. 3 is determined by the sign of the 
discriminant of Aij , de6ned as 

Z(  D = - R 1 + Q 3 .  
4 (7) 

If the discriminant is positive, eqn. 3 admits two com- 
plex and one real root. If D < 0,  all the roots are 
real. Using these quantities, the local geometry of 
threedimensional instantaneous streamlines around 
any point in a turbulent flow field can be cataloged 
using the invariants Q and R and the discriminant D. 
Figure 1 summarizes all the possible streamline shapes 
that can exist in an incompressible flow, classified ac- 
cording to the values of these invariants. 

An important feature of this method is that both Q 
and R, and consequently the discriminant, are invari- 
ant under non-uniform translations and are indepen- 
dent of the orientation of the coordinate system. More 
generally, they are invariant under any affine transfor- 
mation. As pointed out by Perry and Chong [13], thin 
technique also avoids the dangers involved in trying 
to study a flow field by projecting threedimensional 
streamlines onto two-dimensional planes. 

This method wm used by E l d b u m  et al. [3], Soria et 
al. [IS], Cheng and Cantwdl [q and Chacin et al. (51, 
to study the flow structure of numerically simulated 
turbulent flows. The data considered here are from 
the direct simulation of a turbulent boundary layer 
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Figure 3 Top view of the zero pressure gradient, turbulent boundary layer showing flow structures of positive 
discriminant (focus topology). The vertical extent of the domain is from y+ a 1 to y+ a 138. All the areas that 
are not colored have topology of the type node-saddle-saddle (from Chacin et al. [5]). 

over a flat plate under zero pressure gradient com- 
puted by Spalart [17] at .Res = 670. The invariants 
of the velocity gradient tensor were obtained at every 
point in the flow and cross-plotted in the Q - R plane. 
The result, shown in fig. 2, is a joint probability dis- 
tribution for these two invariants. Four contour levels 
with logarithmic spacing are plotted and the value P b  
shown in the legend corresponds to the density of data 
points ((R, Q) pair) per unit area of the plot, per sim- 
ulation time step. The total number of samples, ob- 
tained over 500 time steps was approximately 7.9 x lo8 
data points. The tear-drop shape of the distribution, 
as well as the tendency of the data to gather near the 
origin (as indicated by the darkest contour), have been 
observed in several different flows-including decaying 
turbulence (Cheng and Cantwell [7]), time-developing 
compressible and incompressible mixing layers (So- 
ria et al. (161 and Chen et al. 161) as well as in tur- 
bulent channel flow (Blackburn et al. [3])-and seem 
to be a distinctive and universal trait of turbulence. 
Fhrthermore, the second invariant Q can be broken 
into two terms 

(8) 
1 Q = - (W..W . - S . . S . . )  2 '3  $3 I1 $3 7 

where Wij is the antisymmetric, rate-of-rotation ten- 
sor and S,j is the symmetric rate-of-strain tensor. The 
fist term in eqn. 8 is proportional to the enstrophy 
density whereas the second one is proportional to the 
mechanical dissipation of kinetic energy. This expres- 
sion, together with the sketches in fig. 1, highlight the 

faxt that the local flow pattern is determined by a 
tradeoff between rotation and strain. 

The invariants of the velocity gradient, rateof- 
rotation and rate-of-strain tensors were used by Black- 
burn et al. [3] to conduct detailed studies of regions 
of high dissipation in a simulation of turbulent chan- 
nel flow. The authors observed a strong tendency 
towards alignment between the vorticity vector and 
the intermediate, p.rincipal eigenvector of the rate-of- 
strain tensor ( S i j ) .  This is consistent with the nume- 
rical studies of Ashurst et al. [2] and the experiments 
of Tsinober et al. [21] in free shear flows. In wall 
bounded flows, for these highly dissipative areas of 
the flow, both terms on the right hand side of eqn. 8 
tend to be of comparable magnitude particularly very 
near the wall where all three scalars, Q ,  R and D go 
rapidly to zero. 

While the joint probability distribution of Q and R 
shown in fig. 2 is useful for the study of some of the 
characteristics and properties associated with certain 
specific flow patterns, it is also important to study the 
relationship between the joint pdf's and physical fea- 
tures of the flow structure. As shown in fig. 1, the 
curve D = 0 marks the boundary between focus-type 
and node-saddle-saddle-type flow patterns in the Q-R 
plane. Therefore, a surface of D = 0 in physical space 
will identify regions of the flow within which the eigen- 
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Figure 4 Top view of the computational domain showing regions of positive discriminant (light gray) and 
isocontours of instantaneous 4 v '  (dark gray). 

values of the velocity gradient tensor are complex and 
thus may be a useful marker of dynamically impor- 
tant motions (see Blackburn et al. [3]). These tend 
to be mainly regions dominated by vortex stretching. 
This approach was used to produce 6g.  3. The di- 
mensions shown in the figure were normalized using 
wall variables (U, and v). As a practical matter, to 
avoid interpolation errors, a surface of D = 0.04 was 
used to make the plot. The maximum value of D was 
approximately four orders of magnitude larger. 

The isocontours of D = 0.04 show that the points 
in the flow where the local topology is of focus type 
are grouped together forming complicated flow struc- 
tures of dimensions comparable to the boundary layer 
thicknm which extend almost all the way to the wall. 
The majority of them are tilted streamwise tubes in- 
clined away from the wall that seem to bundle and 
twist creating long braids. Farther away from the wall, 
into the logarithmic region, some of these tubes turn 
in the spanwise direction and form horseshoe shaped 
eddies reminiscent of the coherent motions first prc- 
posed by Theodorsen [le]. Three of these structures 
are indicated by the square outlines in fig. 3. The 
surface D = 0.04 delineatea the flow structure all 
the way down to the viscous sublayer. Within the 
sublayer Q, R and D fall rapidly to zero and are 
identically zero at the wall. This figure depicts a 
boundary layer structure which is consistent with the 
picture proposed by a number of investigators since 
Theodorsen [le] including Townsend [20], Head and 
Bandyopadhyay [9], Robinson [15] and more recent- 

ly Perry and MamL3iE [14]. However, it needs to be 
pointed out that these pictures are based purely on 
the vorticity and do not take into account the fun& 
mental balance between vorticity and strain which is 
essential for the formation and shape of the coherent 
structure and which is accounted for by the discrim- 
inant. This distinction becomes crucial near the wall 
where, as pointed out by Blackburn et al. [3], the vor- 
ticity is very d i t h e  and is therefore a poor marker of 
flow structure. 

Relationship to Reynolds stresses 

The importance, and useiihess, of the study of them 
organized motions hinges on whether or not they can 
help clarify the mechanism by which the flow of energy 
from the mean flow to the small dissipative scales is 
sustained. It is believed that a signi6cant fraction of 
the turbulent kinetic energy in wall bounded flows is 
produced in short, intermittent, quasi-periodic events 
called bursts (see for example Kim et al. [lo] or An- 
tonia et al. [l]) which are associated with the passage 
of large eddies. Of similar interest is the mechanism 
by which the components of the Fleynolds shear stress 
tensor are generated since they constitute the closure 
problem of turbulence modeling. Figure 4 shows the 
Same view of the flow previously presented in fig. 3. In 
the light shade of gray are, again, the regions where 
the discriminant of the velocity gradient tensor is poe 
itive (focus topology). Superimposed on this view, in 
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Figure 5: Timeaveraged Reynolds shear stress (-u'u') generating events associated with the four incompressible 
flow topologies. The values of the contour levels shown are normalized by U: (from Chacin et al. [5]).  

the darker shade of gray, are isocontours of high, in- 
stantaneous values of -u'v'. 

This particular component of the Reynolds stress ten- 
sor is the most important one for this particular flow 
as it is the only one that appears in the produc- 
tion term of the turbulent kinetic energy equation 
( -u"BU/By).  The events shown in fig. 4 are about 
6 times stronger than the peak, t ieaveraged value 
of this stress. There is a clear spatial association b e  
tween these bursts and the structures visualized using 
the discriminant 88 they seem to oc,cur in the immedi- 
ate neighborhood of these eddies. A close inspection 
of this figure reveals that the Reynolds stress gener- 
ating motions actually occur where the discriminant 
is close to zero and rapidly changing sign. Statistical 
evidence of this observation will be discussed shortly. 
Notice also that the areas of fig. 4 where there are no 
visible, nearby structures of focwtype topology are 
also devoid of motions with high values of -u'u'. A 
computer-based flow animation prepared using several 
hundred, consecutive realizations shows these bursts 
growing, convecting and dissipating together with the 
D > 0 eddies. This figure gives new meaning to the 
notion of active and inactive turbulence once proposed 
by Townsend 1191. 

The nature of these active motions can be further 

studied using the Q - R plane. Figure 5 shows the 
timeaveraged value of the -u'u' stress associated 
with each one of the four possible three-dimensional 
topologies. The peculiar shape of this figure shows 
that the strongest events are located toward the lower 
right branch of the Q - R distribution with the high- 
est values of -U'd corresponding to local flow pab 
terns with either unstabl*focus compression or un- 
stable node-saddle-saddle motions (with the eventa of 
these latter type being located, in physical s p a ,  ad- 
jacent to regions of positive discriminant). It can also 
be seen that there are two distinctive peaks for the 
strongest -u'u' motions, one located right above the 
D = O,R > 0 curve and one right below it. These 
two peaks were further studied using the quadrant d e  
composition technique first proposed by Wallace et al. 
[ZZ]. As shown in fig. 5, it waa observed that the strong 
u'u' motions below the D = 0 line were c o m p d  
mostly of sweeps (positive U', negative U') or high 
speed fluid moving downward. Those located above 
the aforementioned curve, in the region of unstable 
focus compression topology were almost entirely com- 
prised of ejections (negative U', positive U'); low speed 
fluid moving away from the w d .  
In addition to suppressing turbulent fluctuations, the 
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Figure 6: Time-averaged Reynolds shear stress (-u'w') generating events associated with the four incompressible 
flow topologies as a function of distance to the wall. a) < 5.0, b) 5.0 < g+ < 41, c) 41 < v+ < 107, d) 
y+ > 107. The values of the contour levels shown are normalized by U:. 

presence of a no-slip boundary also creates a strong 
shear. As a consequence, the flow is strongly inhomo- 
geneous in the direction normal to the wall. Since the 
data used to create fig. 5 comes from the entire layer, 
the effects of the shear cannot be observed. This issue 
is addressed in 6g. 6. As indicated in the figure, the 
boundary layer was divided into four regions (viscous 
layer, buffer region, log layer and the wake) and the 
same calculation for -u'd was repeated in each sepa- 
rate zone. In the viscous sub-layer (fig. 6a)), where the 
turbulence level is predictably low, tbe unstable node- 
saddlesaddle topology is the only kind of flow pattern 
that contributes significantly to the Reynolds shear 
stress and, BS can be observed, these events are almost 
exclusively sweeps (positive U', negative w') or high 
speed fluid moving downward. Farther away from the 
wall, from the buffer region to the outer layer (figs. 6h) 
through d)), the profiles are similar to that shown in 

fig. 5. The only noticeable effect of the diminishing 
role of viscosity is the change in the scales, with the 
largest range of contours occurring in the buffer region 
(where the production term and the turbulence inten- 
sities also peak). In these regions (buffer, log layer and 
wake) the strongest Reynolds stress events are associ- 
ated with motions of unstable node-saddlesaddle and 
unstable focus-compression topology. As pointed out 
above, these events are located in regions where the 
discriminant changes sign rapidly. 

Finally, fig. 7 shows a similar view to that presented 
in fig. 4. The dark gray contours indicate motions 
with very high instantaneous turbulent kinetic energy 
(u:uf/2). There is a similar spatial correlation b e  
tween these energetic motions and the eddies iden- 
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Figure 7: Top view of the computational domain showing regions of positive discriminant (light gray) and 
isocontours of instantaneous turbulent kinetic energy uiu1/2 (dark gray). 

ti6ed using the discriminant of the velocity gradient 
tensor, shown once again in the light gray tone. As 
before, active and inactive regions are evident. 

Relationship to the pressure fleld 

A comprehensive study of the kinematics of turbulence 
was carried out by Robinson [15] on the same numer- 
ical simulation data presented here. In that work, the 
author presents a taxonomy of coherent events that 
have been observed in turbulent flows. He points out 
the importance of vortical motions and how they could 
be used to connect various types of structures. He 
usea the pressure field as a means of identifying these 
vortical motions. The rationale is that, for a t w e  
dimensional vortex with near-circular streamlines the 
pressure has to reach a minimum at the vortex center. 
In the absence of such near-circular streamlines, the 
extrema in the pressure field need not occur. 

Figure 8 shows the same view of the computational dw 
main used in fig. 3 with surfaces of constant pressure 
superimposed onto the structures visualized using the 
discriminant. These latter contours were made trans- 
parent to facilitate the comparison since pressure min- 
ima commonly lie inside the surface D = 0.04. The 
pressure threshold chosen was p/(pu:) EJ -4.3. This 
level encloses the regiom of the flow with the lowest, 
instantaneous pressure and is the same one used by 
Robinson [15] in his study. As can be seen in the fig- 
ure, there is a general correspondence between the two 

fields. In particular, pressure minima generally occur 
where the discriminant is positive. Again, this is con- 
sistent with the view that active regions are located at  
the boundary of the D > 0 surfaces. The association 
however is not universal. 

This issue can be further explored hy examining some 
of the properties of the pressure field, which is gov- 
erned by Poisson's equation. This equation can be 
recast as (see for example Cantwell 141) 

.Vap = ZQ. (9) 

For any thrwdimensional function, a necessary con- 
dition for the existence of a local minimum is given 
bY 

so local pressure minima and regions of positive dis- 
criminant can only coincide in areas where Q > 0. As 
was shown in the joint probability distributions of Q 
and R in fig. 2, there is a significant number of flow 
structures where D > 0 and Q < 0. These regions 
can not be seen using isocontours of low preasure and, 
as indicated by fig. 5, these areas are important in 
Reynolds shear stress generation. 

In addition, the use of the pressure field presents the 
additional complication that a threshold level must 
be chosen. For a relatively simple flow, with no mean 
pressure gradient like this one, this selection is not un- 
duly cumbersome. For a more complex flow with pres- 

vap > 0, (10) 
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Figure 8: Top view of the computational domain showing regions of positive discriminant (light gray) and 
isocontours of instantaneous pressure (dark gray). The pressure threshold level is p / p :  IJ -4.3. 

sure gradients it may not be possible to do so with- 
out a certain degree of arbitrariness. This problem 
is avoided by the use of the velocity gradient tensor 
invariants, and the discriminant, since the threshold 
value used (D = 0) is unmistakably determined by 
the boundary between complex and real roots for the 
characteristic equation (eqn. 3). 

Conclusions 

Perhaps no other problem in fluid mechanics has re- 
ceived as much attention as that of the structure of 
a turbulent boundary layer. In spite of all this effort 
the lack of a unified framework for identifying and 
describing the structure has been a continuing hin- 
drance to progress. As a result, a substantial fraction 
of the etfort has been devoted to settling nagging is- 
sues of nomenclature and communication. In this pa- 
per we have described a methodology which identifies 
dynamically significant features in an unambiguous 
and coordinate-independent way. The method relies 
on scalar measures of the velocity gradient field and 
is generally applicable to all flows regardless of pres- 
sure gradiemt, boundary conditions or Reynolds num- 
ber. Moreover the extension to compressible flows is 
straightforward. The method gives new meaning and 
definition to the concept of active versus inactive tur- 
bulence. It also gives new meaning to the concept of 
an attached eddy and provides a physical connection 
between the flow very close to the wall and the outer 
part of the layer. 

That the invariants of the velocity gradient tensor, and 
in particular the discriminant formed from them, are 
closely associated with Reynolds stress generating m e  
tions as depicted in fig. 5 is an important new finding 
which may have significant implications for turbulence 
modeling. 
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SUMMARY 

It is shown that convex curvature is a strong nonlinear 
stabilizer of Gortler vortices. It is also conjectured that 
sub-critical roughness can prevent the growth of more 
unstable modes and hence delay transition. 

1 INTRODUCTION 

In a boundary-layer flow over a concave surface. the 
Rayleigh circulation criterion is satisfied and the flow i s  
subject to a centrifugal instability. This instability of an 
open system with a weokly nonparallel basic state i s  
commonly associated with G6rtler and is in the form of 
stationary counter-rotating vortices. Saric (1994) 
presents arguments for considering this problem to be 
different from Taylor instabilities and Dean instabilities. 
For general reviews of the subject, see Hall (1990). 
Floryan (1991) and Saric (1994). 

The Gortler instability is an important boundary-layer 
instability that, under some conditions, leads the flow 
through a transition to turbulence. It is known that a 
Goinler instability can cause transition on the wall of a 
supersonic nozzle in a boundary layer that would be 
otherwise laminar (Beckwith et al 1985; Chen et a1 
1985). Moreover. the Gortler vortex structure exists in a 
turbulent boundary layer over a concave surface such as 
Nrbine-compressor blades (e.g. see Floryan 1991 for a 
review). This instability is visualized, for example, with 
surface striations on the reentry vehicles in the 
Smithsonian Air & Space Museum where differential 
surface ablation caused locally concave surfaces. On the 
other hand, recent experiments (Swearingen & 
Blackwelder 1987, Peerhossaini & Wesfreid 19880.6) 
show that the breakdown to turbulence in the presence of 
Wrtler vortices is typically through a strong secondary 
instability caused by distortion of the steady velocity 
profile. This leads to arguments reganlmg the linear 
nature of this instability. In addition, the spanwise 
modulations of the steady flow caused by the Gtirtler 
vortices can also destabilize Tollmien-Schlichting waves 
(Nayfeh & Al-Maaitah 1987, Hall & Seddougui 1989, 
Malik & Hnssaini 1990). These brief comments serve to 
illustrate that this is a rich area of study. 

1.1 Nonlinear mean flow distortion 

The significant feature of a stationary, streamwise 
oriented vortex io a spatially developing flow is the 
convection of streamwise momentum normal to the wall. 
Figure 1 is a sketch of such behavior and Figure la, 
shows the orientation of the vortex motion. At the L = 0 
position, the wmbined action of the two vortices 
produces an upwelling of the flow. At the *1T position, 
there is a downwelling. If the low-momentum fluid i s  
identified by the shaded area of Figure lb  as an initial 
condition, the upwelling at L = 0 raises the low- 
momentum fluid and reduces the shear. On the other 
hand, the downwelling at f A  decreases the region of 
low-momentum fluid and increases the shear. As the 
motion continues, a mushroom shaped distribution i s  
formed as shown in Figure Id. 

Lt*lo(*syu. 
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Figure 1.Evolution of mean profile distortion 

Paper presented at an AGARD FDP Workshop on "High Speed Body Motwn in Water" 
held in Kiev, Ukraine. I-3 September 1997, and published in R-827. 
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This behavior is verified experimentally by Peerhossaini 
(1987) and with a typical nonlinear calculations by Liu 
& Sabry (1990). Sabry & Liu (1991). Lee & Liu (1992). 
Liu & Domaradzki (1993). and Benmalek (1993). This 
phenomenon also exists in other flows with a stationary 
streamwise vortex Structure such as the crossflow 
instability on a swept wing (Kohama et al 1990) and the 
curved channel problem (Guo & Finlay 1994). 

':[ 8.0 

"." 
0.0 0.5 1.0 

U, 

Figure 2. Streamwise evolution of mean profiles of total 
velocity for constant curvature case. 

The consequence of this behavior is shown in Figure 2 .  
In this figure, the velocity profile is calculated for the 
different streamwise locations and shows the 
development of the highly inflectional velocity profiles 
that would give rise to a Rayleigh instability. Here, x is 
the streamwise distance from the leading edge normalized 
with the with distance from the leading edge where the 
curvature is first applied, ?J is the Blasius variable, and 
U, is the total mean velocity (Benmalek & Saric 1994). 
The computations are for the nonlinear, parabolized 
disturbance equations and should be considered as generic 
features that are characteristic of these distorted profiles. 
One can do a comparable development of the spanwise 
gradients of the velocity profiles and show that these are 
subject to a Kelvin-Helmholtz instability. The spanwise 
gradients are as large as the wall-normal gradients and 
that flows such as this are subject to strong secondary 
instabilities. 

1 . 2  Saturation and breakdown 

The other feature of this nonlinear profile distortion is 
saturation. At some streamwise location, the disturbance 
energy saturates as shown i n  the generic Figure 3. This 

figure contains the trajectories of the integrated mode 
shapes for different curvatures. The constant curvature 
case is K / K ~  = I .  Saturation does not wcur at a 
particularly large G6rtler number. 

0 . D I I . '  ~ ~ ' " ' " " " " " " " " ' " " " " '  10 I5 20 25 30 35 

Figure 3. Sreamwise evolution of maximum streamwise 
velocity disturbance for different curvature conditions. 

The first measurements of the strong distortion of the 
mean flow and the description of the nonlinear process 
are found in Aihara (1979). Yurchenko et al (1980). 
Yurchenko (1981). and Ito (1980). Yurchenko also noted 
the importance of the spanwise gradient of the 
streamwise flow, A/&, which is as large as the wall- 
normal gradient, &/&. This was followed hy the work 
of Aihara & Koyama (1981) who identified the 
breakdown of the vortex structure as a secondary 
instability due to a horseshoe-vortex structure. 

The Gofiler vortex problem is really a nonlinear, 
nonparallel instability where the basic state cannot be 
decoupled from the disturbance state or the initial 
conditions. In fact, the only reliable assumptions about 
the Gbrtler problem are that it is spanwise periodic and 
initially stationary. Prior to the onset of the secondary 
instability, the experiment teaches us (i) that there is 
significant profile distortion from mean. flow (Figure 2); 
(ii) saturation will 'occur (Figure 3); and (3) the low- 
momentum streaks form a mushroom-shaped cross 
section (Figure I ) .  

Sabry & Liu (1988, 1991) and Liu & Domaradzki (1993) 
did a temporal calculation of the spatially developing 
vortex and they were able to achieve good agreement 
with experiment. Lee & Liu (1992) did the nonlinear 
spatial computations of the parabolized Navier-Stokes 
equations as did Guo & Finlay (1994). Benmalek (1993). 
and Benmalek & Saric (1994). Whereas some numerical 
details differ between these computations, they are stable 
computational models of the steady spatial evolution of 
the Giirtler vortex structure. Both Lee & Liu (1992) and 
Guo & Finlay (1994) give the successful comparisons 
with the data of Swearingen & Blackwelder (1987). Lee 
& Liu go one step further and show that the initial 
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conditions typically used by Hall (1983, 1988) do not 
give as good a comparison with experiment as compared 
.with initial conditions chosen as eigen solutions to the 
separation of variable solution (e.g. Day et a1 1990). A 
more complete review is given by Saric (1994). 

2 CONTROL OF CURVATURE 

2 . 1  The concave/convex wall 

We consider a concave circular arc attached to a convex 
circular arc of the same radius 1 / ~ ~  by a section with 
continuously varying curvature. The curvature 
distribution between the circular arcs is chosen as 

The convex curvature starts at x = 8 which is upstream 
of the location where the mushroom-shaped contours are 
established; that is before the onset of the associated 
secondary instabilities. This allows us to study whether 
the mushroom-like structures and the associated 
streamwise velocity inflectional profiles and secondary 
instabilities can be prevented by convex curvature. 

Benmalek & Saric (1994) show that in the convex 
region, the primary pair of vortices is lifted upward away 
from the wall while a new pair of vortices with opposite 
sense of rotation is created. These vortices appear 
initially as recirculating eddies near the wall at each side 
of the interface z = x / a  separating the vortices of the 
preceding primary pair. These new vortices strengthen 
and expand for some distance downstream while the 
preceding pair weakens. The new vortices move the low- 
speed fluid, that was initially ejected from the wall by 
the preceding pair, back towards the wall. They also 
eject low-speed fluid away from the wall at the spanwise 
locations z = 0 and 27t/a, where high-momentum fluid 
was moved towards the wall by the initial vortices. 
While strengthening for some downstream distance 
immediately after its creation, the new pair of vortices 
does not reach the maximum amplitude of the preceding 
pair as indicated by the streamwise evolution of their 
amplitude in Figure 3. This process of creation of new 
sets of vortices with opposite rotation to that preceding 
each set near the upwelling interface on the convex wall 
continues downstream and eventuaily, the vortices are 
too weak to affect the flow. Eventually, the iso-contours 
of mean velocity are dissipated from the mushroom 
shape, the flow becomes two-dimensional with a similar 
distribution of iso-contours as the Blasius flow. The 
effect on the meanflow contours is shown in Figure 4 .  
The mean flow is observed to go from the highly 
inflectional state to a benign profile as x increases. 

Thus, convex curvature is a strong stabilizing influence 
on Gortler vortices and can be used effectively as a 
control device. 

6.0 t 

4.0 - 

0.0 t/" 
0.0 0.5 1 .0 
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Figure 4. Streamwise evolution of mean profiles of the 
total streamwise velocity for concave/convex curvature. 

2 . 2  Periodic Curvature 

Saric & Benmalek (1991) and Benmalek & Saric (1994) 
show that in the case of periodic curvature, the 
stabilizing effect of the convex region is greater than 
the destabilizing effect of the concave region. This i s  
shown in Figure 3. Thus, the well-worn Gtirtler-Wittig 
mechanism (see Lesson & Koh 1985 for a recent 
example) for destabilizing the boundary layer does not 
exist and in fact is stabilizing. If one needed to sustain a 
region of convex curvature over a body at moderate 
Reynolds numbers, judicious use of periodic curvature 
could permit one to sustain an overall concave surface. 

3 CONTROL WITH ROUGHNESS 

In Saric et a1 (1998), stationary crossflow waves are 
investigated on a swept airfoil within a low-disturbance 
environment. A review of this mechanism can be found 
in Reed & Saric (1989). Although the stationary 
crossflow waves are co-rotating vortices, the same 
distortion of the mean flow occurs as in the case of the 
Gortler vortices and the secondary instability pattern 
leading to transition is similar. Thus there may be an 
analogy between the control of these two mechanisms. 
Therefore, a brief description of the results of Saric et a1 
(1998) are given here. 

Stationary crossflow waves dominate the transition 
process even though the surface is polished to 0.25 pm 
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rms roughness. The results of Reibert et a1 (1996) show 
that the spectral content of the stationary instability can 
be controlled by the careful addition of artificial 
roughness at a particular wavelength. For reference, it i s  
necessary to note that under the conditions of Reibert et 
a1 (1996), the most unstable wavelength was 12 mm. 
The roughness initiated waves at integral multiple 
wavenumbers of the primary mode i.e. harmonics in  
wavenumber space but not subharmonics. 

Saric et a1 (1980 showed that the disturbance field 
obtained with 18 mm spaced roughness is qualitatively 
consistent with the experiments of Reibert et a1 (1996), 
with one important new discovery. Applying the 
roughness elements such that the spacing is not a 
multiple of the most unstable wavelength, effectively 
suppresses growth of this most unstable mode. The 
strong growth of the 9 mm mode (the harmonic in  
wavenumber space) prevents the naturally occurring 
dominant mode from appearing. This suggests that 
forcing modes that do not grow strongly (or have 
harmonics that grow strongly) may yield smaller total 
disturbance growth. 

Saric et a1 (1998) then examined a subcritical roughness 
spacing of 8 mm for elements that were of 6 pm high. 
Under certain conditions, the subcritical spacing 
effectively delays transition past that of even the natural 
roughness case (0.25 pm). This behavior was sustained 
for roughness heights of 48 pm. The excited disturbance 
shows initial exponential growth, but then saturates and 
decays dramatically. The strong initial growth of the 
subcritical disturbance inhibits the growth of the most 
unstable wavelengths. The decay allows longer- 
wavelength background disturbances to grow downstream 
(as linear theory predicts) which may eventually lead to 
transition. 

The implications of the subcritical roughness spacing 
results are profound. Although some issues remain to be 
addressed in terms of appropriate roughness height, 
subcritically spaced roughness shows promise as an 
effective passive transition-control mechanism for cases 
where stationary structures dominate. 
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EXPERIMENTAL INVESTIGATION OF THE BOUNDARY LAYER OVER RIGID AND ELASTIC PLATES 

V. V:Babenko. 
Department of hydrobionics and boundary layer control 

institute of hydromechanics 

National Academy of Sciences of Ukraine, 

252051, Kiev, Ukraine 

SUMMARY 
Boundary layer in natural conditions is influenced by 
disturbances of different types coming from outside. An 
approach was developed for experimental study of 
disturbance interaction. It was realized using a special 
hydrodynamic complex including a water channel with 
the regulated freestrearn turbulence level, different kinds 
of strain gauges and devices for the introduction of small 
disturbances into a boundary layer from its outer and 
inner edges. There were used in experiments visualization 
methods (in particular, tellurium method) therrno- and 
laser anemometry and strain-gauging. Besides, a 
technique was developed to carry out measurements of 
space-time characteristics of disturbing motion. 

Kinematic, spectral and correlation characteristics were 
investigated at different stages of natural boundary layer 
transition including the turbulent state on flat and concave 
plates. The model of disturbance transformation through 
all the transition stages was proposed. Each stage was 
considered from the point of view of mechanisms driving 
the disturbance development resulted in a next stage. 
Some empirical relations were obtained for wave lengths 
of two and three-dimensional disturbances depending on 
the Reynolds number. Conditions of the occurance of two 
transition types and their connection with two distincet 
intermittency factors proposed were analysed. Results 
were presented in the form of profiles of mean and 
fluctuation longitudinal velocity components and also of 
neutral curves and curves of maximum amplification in 
Tollmien-Schlichting and Gortler diagram. 

Structural and kinematical-dynamical principles of 
boundary layer interaction with compliant surfaces were 
formulated. 

Interactions of different disturbances were studied in 
boundary layers on resonant and dissipative compliant 
plates. 

1. INTRODUCTION 
It is considered that investigations of i. Kramer [I41 on 
the elastic surfaces published in 1957 was the beginning 
of development of a new direction in a hydromechanics. 
Actually, the announcement about the developed theory 
of liquid flow in elastic pipes [12].was made by the 
Russian professor I.  S .  Gromeko on May 14, 1883. 

The main stages of development of a flow over elastic 
surfaces problem are explained in reviews and 
monographs [2, 5:  6,8,9, 10, 1 I ,  13, 15, 181. 

The M. Kramer considered that the effect of elastic 
surfaces interaction with a flow is stipulated by damping 
of Tollmien-Schlichting waves. Therefore, the problems 
of hydrodynamic stability during a flow over elastic plates 
were wideiy investigated in the beginning after 
publication of results of his experiments. 

The study of a problem with the purpose of examination 
and substantiation of Cramer’s idea was executed for the 
first time by Benjamin and Landahl [6, 151. 

Among the home scientists the experimental researches of 
a boundary layer on elastic plates were carried out by A. 
I .  Korotkin [5], V. B. Amphilohiev [I], B. N. Semenov 
[20]. Recently, Gad-el-Hack [ 1 I], Bushnel [9], Fisher 
[16]. Carpenter [I71 etc. fiuitfully worked in this 
direction. 

The results of experimental researches of laminar [I;], 
transitional [IO] and turbulent [4] boundary layers at a 
flow over various kinds of elastic surfaces are presented 
in this work. 

2. MEASURING METHODS OF BOlJ’DARY 
LAYER PARAMETERS 
Boundary layer velocity field is visualized with 
tellurium method [21] and with coloured streaks. 
Velocity measurements are carried out with the laser 
Doppler anemometer (LDA) and DISA 
thermoanemometer [IO].  

The hydrodynamic bench, equipment and devices are 
described in [ I O ]  and detail in Fig. I .  

A low-turbulence hydrodynamic test bench comprises 
special equipment and devices. The following are the 
basic technical data of the test bench: length of test 
bench 7 m, length of test section 3 m, cross-section of 
test section 0.09x0.25 m, range of operating speeds 
0.0k1.5 mlsec, effuser contraction factor equal to IO. 
Mougted on the  test bench are the following main 
devices: a duplex bottom of the test section, a 
removable cover of the test section. The test bench is 
equipped with a boundary-layer bleed in the corners 
of the test section. The cover of the test section can be 
tilted to various angles and rails are laid out along the 
test section, over which the car with special apparatus, 
LDA and DISA moves. 

The tellurium method was employed and a set of 
special equiment was constructed for measuring the 

Paper presented at an AGARD FDP Workshop on “High Speed Body Motion in Water”, 
held in Kiev, Ukraine, 1-3 September 1997, and published in R-827. 
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velocity field and recording the neutral oscillations. 
Tellurium wires were attached to special supports. 

Small oscillations of various types were introduced 
into the boundary layer with the help of specially 
designed oscillators for measuring neutral oscillations. 
Supports were arranged further downstream, making 
it possible to obtain small tellurium jets. The oscillator 
vibrational frequency changes in the course of the 
experiment, the  amplitude of the tellurium jet 
oscillations being recorded. The voltage applied to the 
tellurium wires during photography of the velocity 
profile was approximately 500+600 V. whereas 
10~20 V were required when recording the teliurium 
jets. 

Small oscillations were introduced into the boundary 
layer mainly with the help of two oscillators. The 
mechanical oscillator consisted of a frame on which 
two motors were mounted, making it possible to 
obtain the required range of the oscillator ribbon 
oscillating frequencies. The oscillation amplitudes 
varied due to the eccentricity of the various bearings 
through which the oscillations were transferred from 
the axle to the rod. Attached to the rod were two 
pushers to which the oscillator ribbon wds fastened. 

The experimental investigation of hydrodynamic 
stability was conducted on the bottom of the test 
section of:the hydrod:ynamic bench [19]. The method 
of obtaining dots on the neutral curve consisted in 
determining the maxiimum amplitude of tellurium jet 
oscillations at a fixed point in the test section with the 
help of photograph:y. The velocity profiles were 
photographed simulta.neously. In this way the dots of 
the second branch of the neutral curve were 
determined. 

A series of the above-mentioned measurements was 

permit experimental plotting of the neutral curve, the 
distance between the oscillator and the supports not 
exceeding 20 cm. 

I carried out in various places of the test section to 

The method of investigation of natural transition at 
nonlinear stages consists in the following. First of all a 
boundary layer is examined in different aspects with 
the tellurium method along the test section. On Fig. 2 
there are examples of visualization, with tellurium- 
method. of stream-lines and profiles of mean 
longitudinal velocity and also the form of nonlinear 
Tollmien wave modeled on a computer. The particular 
attention is paid to the registration of the velocity 
distribution transverse to the flow, the teilurium wire 
being placed here on ,varying distance from the floor. 

Fig. 3 shows the velocity profile in boundary layer in 
transverse direction: (a) - for rigid plate at zero 
pressure gradient, (b) - the same at adverse pressure 
gradient. In first case small deformation of velocity 
profile was observed. in second one - very large. Fig. 3 
(c) shows the veloci1.y profile on elastic surface. The 
pattern is different from both previous cases. Such 
procedures are carried out under U,=const along x 

axis; so the incrcase of Re allowes to fix up different 
transition stages at specific positions along x. 

Simultaneus photography of velocity profiles in 
vertical and transverse directions and also of 
longitudinal tellurim small jets gives the possibility to 
construct the spatial-temporary picture of exciting 
motion and velocity field during different stages of 
transition. The example of such pictures is given in 
Fig. 4. 

Analysis of profiles U(z) gives the possibility for 
determining the characteristic points along y and z 
axes where the  boundary layer kinematic parameters 
are. measured with LDA and DISA. All these 
measurements are made under a low turbulence level 
( E I O  ,o 5Yo). 

Further the transition features are studied over the 
inserting floor section at x=const, U,=var. 

The main method of experimental determination of 
neutral stability curves was worked out by Schubauer 
and Scremstead on the basis of theoretical analysis of 
Tollmien and Schlichting and was fully covered in my 
book. 

3. DISTRIBUTION OF PARAMETERS OF 
DISTURBING MOTION THROUGH THE 
LAMINAR BOUNDARY LAYER. 
Determined was distribution of amplitudes of exciting 
motion transverse velocities throughout the thickness 
of the boundary layer at varying oscillation amplitude 
of the oscillator. Velocity v' is directly proportional to 
value AV. With the Av>0,7 mm, velocity v' becomes so 
significant (velocities U' and w' rising correspondingly) 
that a turbulence takes place immediately beyond the 
oscillator. The amplitudes of exciting motion 
velocities were at maximum when the disturbance 
source was within (O,1+O13)y/6. 

Dimensionless wave number a6* and the velocity cdu 
of exciting motion propagation are practically 
independent of the disturbance source location in the 
boundary layer thickness. At the same time the 
measurements have shown that values a6* and CrlU 
depend on the amplitude of the oscillator (Fig. 5) .  
When the disturbance amplitude rises to 0.7 mm, 
quantities a6* and Cr/U tend to attain ultimate values 
throughout the entire thickness of the boundary layers 
under given experimantal conditions and with 
prv/U'=525. 106, Re,==653 these being 0.5 and 0.65 
respectively. 

It has  been revealed that in the investigations of the 
hydrodynamic stability the following conditions have 
to be adhered to. The degree of turbulence in water 
should not exceed 0.04°/'. The amplitude of oscillator 
strip oscillations should be of the order of 0.2-0.5 mm 
at selected range of velocities 10 to 20cmlsec. The 
cross velocities v' built up by the oscillator should not 
exceed 2% of the main flow velocity. 
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Investigated was the distribution of wave numbers 
and phase velocities of the exciting motion throughout 
the boundary iayer thickness at optimum oscillator 
ribbon positioning and at its optimum amplitude 
(Fig. 6) .  With the Reynolds number being constant. 
each oscillation frequency has its own nature of wave 
number variation throughout the boundary layer 
thickness, whereas in the phase velocity the differences 
in dependences are manifested slighter. It has been 
discovered that with the advance toward the outer 
limit of the boundary layer the wave numbers 
decrease, i. e. the wave length increases and at the 
same time the phase velocity steadily rises. These 
results show that dependences of quantities a&* and 
Cr/U on the boundary layer thickness and on the 
exciting oscillation frequency are quite comples. 

On Fig. 7 there are results of measurements of 
distribution Cr/U versus 6 (U - local velocity.in point of 
measuring). General behaviow is opposed to that on 
Fig. 6 ,  where it can be seen that value of Cr increases 
with y/6. Growth rate of averaged velocity U with 
increase of y/6 forestalls that of Cr, that stipulates the 
behaviour of curves on Fig. 7. From above data i t  
follows that C r w u  a t  y=6" in only the case when 
frequency of fluctuation of disturbing motion is equal 
to frequency of neutral oscillation, and disturbance is 
introduced and located in the region of critical layer. 
In all other cases, when the frequency of disturbing 
motion more or less than that of second ileutral 

3 oscillation, C r - 3  only at y/6=0.4-0.6 being the more 
ratio n/nli then at higher values y16 equality mentioned 
is valid and the steeper the curves. General behaviour 
is as follows: near the wall Cr considerably exceeds U, 
and the more x the more exceeding; above y/6=0.4sO.6 
value Cr becomes less than U. However near the wal! 
the fluctuations damp due to viscosity in spite of large 
values of Cr. Not far from Ret.*. the curves, as functions 
of y/b,change not so strongly in comparison with that 
at large x. 

On Fig. 8,'there are plots of cr/u versus oscillation 
frequency. I t  was found out that if yV-yp.,.-6* then, 
under all test conditions for (x, Urn). Cr-U only at n=nli 

that is a t  frequency of second neutral oscillation, but 
at n+;nli this relation becomes Cr/u> 1. At frequency 
n<nli, that is in  the region of unstable oscillation of 
neutral curve, cr is more close to U than when crossing 
neutral curve into the region of stzble oscillations. At 
n>nu the value of Cr increses sharply at the beginning, 
until it becomes from 1.2 to 1.5 times as much as U, 
and then, as n increases the value of cr decreases 
smoothly. It is typical that as x decreases or 
growthes, value of n increases that is fir/Um#Ur(lI), 
that is accompanied by curves smoothing (Fig. 8, b, 
curves 7, 12. 13), and not far from Re(.,. at any 11 

practically the equality cdu-1 is valid. 

Thus, depending on frequency and iocation through 
the boundary layer thickness for introduced 
disturbances, velocities of their propagation are 
significantly different. Only disturbances, which were 
introduced in the region of critical layer at 

propagated with velocity Cr=U in wide region of 
frequencies. Disturbances generated, for example, by 
wall (at y lWO.33)  propagates faster, and those which 
come into boundary layer from outside (yW0.33) 
propagates more slowly than U. As a gcneral one, 
remains the fact that  when these disturbances come to 
region of critical layer, they propagate with velocity 
Cr=U at n=nii. Also remained in force is the following: 
oscillations with frquency more than nil propagates 
with ve!ocity Cr>U. This is the reason of extra 
harmonics appearance, even if all conditions are met 
and specified is only oscillation with n=nii, as well as 
one of thc reason for origin and development of non- 
linear stages of transition. 

Taking into account the test accuracy, one will have: 

The investigations have shown that at each point 
along the working part oscillations were observed in a 
strictly definite frequency range. Fig. 9 represents 
dependences of wave numbers and phase velocities 
upon disturbing motion oscillation frequency. By the 
maximum values of these points a region has been 
plotted, limited by a dot-and-dash curve outside, of 
which no oscillations of any frequzncy in the 
boundary layer were observed. This curve has been 
defined as ultimately neutral curve. Dashed curves 
show dependences of wave numbers and phase 
velocities on the oscillation frequency along which the 
cluster of points is layed out at a definite velocity of 
the main flow. Keutral curves were not plotted 
experimentaiiy within these coordinates. 

Despite the scatter of the experimantal points, the 
obtained measurement results have shown that certain 
regularities are observed between the wave length and 
phase velocity on the one hand and the oscillation 
frequency of the exciting motion - on the other. These 
reqularities are, however. not single-valued and 
depend on the main flow velocity. 

Neutral curves, plotted in non-traditional coordinates 
"the wave number - phase velocity", have allowed to 
obtain the empirical dependences for disturbances that 
develop with frequency of second neutral oscillation 

cr 
U, 
--- 

Here cc=2n/h. - wave number of disturbing fluctuation; 
h. - length of Tollmien-Schlichting's wave; 6* - 
replacement thickness, pV=2xn - circular frequency; v - 
coefficicnt of kinematic viscosity. 
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4. PHYSICAL PAITERN OF STAGES OF 

TRANSITION 
On Fig. IO there are schemes of different variants of 
disturbing motion behaviour obtained on the basic 
of photoes of disturbance development visualization 
with tellurium-method,. 

LAMINAR-TURBULISNT BOUNDARY LAYER 

Shown is behaviour of tellurium streaks (a) as 
frequency increases, at x=const. Amplitude of wave 
increases at first and then decreases. On Fig. 10, b the 
streak behaviour dowmtream is shown at Uw=const at 
two vibrator frequencies. 

While simultaneous shooting from the side and from 
above, a helical motion of streak (Fig. IO,  c) was 
found out. that is non-linear behaviour of wave. 

Development of disturbing motion is shown at 
adverse pressure gradient, Fig. I O ,  d and at non- 
sinusoidal oscillation of vibrator ribbon, Fig. IO, e. 

We have the large enough amount of experimental 
data in order to conclude that at the low turbulence 
level the transition process is characterised by the  
succesive change of disturbing motion types. The 
model of this succession was developed (Fig. 1 1 )  on 
the basis of the study of the natural boundary layer 
transition and the well-known results of Knapp and 
Roach, Klebanoff and oth., Tani. Morkovin, Kline 
and many others. The wave transformation process 
during transition to turbulence can be devided into the 
following stages (Fig. I I): 
- plane disturbances amplification; 
- wave modulation in phase - three-dimensional 

effect emergency; 
- generation of the longitudinal rows of A-shaped 

vortices; 
- arrangement of the longitudinal vortex system; 
- transformation 01’ votices in form and intensity, 

indulation of vortices; 
- breakdown of psripherical parts of undulating 

vortices; 
generation of turbulent spots, their growth confluence 
and turbulent boundary layer development. 

At present there are two concepts explaining the 
successive development of the transition process: 
- it is defined by modes development and interaction 

in a boundary layer; 
- it is defined by the vortex filaments behaviour. 

Both concepts are reasonable - the conditions and 
mechanism of their interaction are discussed in detail 
in mybook. 

Small particle of liquid contains double information 
concerning its m overnen t : 
- as the vibrating element it is characterized by 

frequency-wave and other parameters; 
- as the moving element it is characterized by 

vorticity, i.e. by the trajectory of its movement. 

In m y  case it is necessary also to analyse the structure 
of disturbances: for example, the form of linear and 
nonlinear waves, the form and direction of vortices 
and, besides, the disturbing motion intensity. 

5. INVESTIGATION OF DEVELOPMENT OF 
DISTURBING MOTION ON CURVILINEAR 
SURFACES 
Regularities of disturbances evolution and of 
alternation of transition stages have common 
properties under different conditions of flat plate 
flowing. 

For much more approaching to real conditions of 
flowing, analogous measurements on curvilinear 
surfaces have been carried out (Fig. 13) [ IO] .  
I n  Figure 13. a there is b: visualization of profiles U(z) 
evolution along x on various curved surfaces. At plate 
curvature R=4m, it is seen that yet before the 
beginning of diffuser region, still on horizontal part at 
x=0,3 m (a). one can see strong bend of the profile in 
comparison with that on flat horizontal plate. At the 
beginning of diffuser part at x=0.6 m (6) a quite 
stable, in time, flow braking happens along the 
channel axis. Measurements over the most low part 
(that is higher, along y, above braked area) have 
shown that profile U(z) was bended weakly at x= I .  1 m 
(c,d) just as downstream at x= I .52 m (e) .  

. 

In convergent region, at x=1,8 m (f g )  and 2,15 m (A), 
the wave length of longitudinal vortical sys!em as well 
as amplitude of deformation decrease - that is like a 
stabilization of flow happens under influence of 
centrifugal .forces and negative pressure gradient. 
However, now non-steadiness of U@)-distribution is 
manifested greatly, being much more intensive than on 
horizontal surface at large E. Change in shape of U(z) 
takes place within 3 to 8 seconds, that is 4 to 6 times 
faster, especially at y>61 (g, h). At yc61 non-steadiness 
is revealed in  oscillative motion of disturbances in 
transversal direction v) rather than in change of shape 
U@). that is in-layer (layered) development of 
disturbances is observed. Zigzaglike shape arises at 
yC61 and then propogates all over the thickness 6. 

At smaller curvature, distribution of U(z) along all the 
working section is constant: at R= I2  m. x=0,6 m, 
y=440-; m (i) and x=0.6 m, y=6.103 m 0). On the 
contrary, ai bigger curvature (R=l m) the more 
intensive deformation of profile takes place: x=2,22 m,’ 
y=3. IO-” m (k ) .  Profiles a, h. g, h have been obtained at 
y=6.103 m. c, e - 1 . 1 0 2  m, d - 2.10-2 m , f -  4.1O-j m. 

Measurement concerning disturbances development in 
cylindrical channel (Fig. 13, b) at R=lm has shown 
that both on convex and concave surfaces of the 
channel distribution of U@), though remaining non- 
stationary, has much more stable character than in 
opened channel. Data for Fig. 13. b are as follows: 
UpO.044 mls (a-c, Ay) and 0.037 m/s (d-g); 
x=0.8 m(n-c), 0.93 m (d-g), 1.05 m (h-& y~=2.lO-~ m 

(g), 1.10-3 (h),  5.103 (i), 1.5.10-2 0. Non-steadiness is 
(a), 6-10.; (b), 1.10’ (c), 5.10-.; (d), 1.10-? (~,j), 1.5.10.’ 
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manifested mainly in oscillation of velocity minimum 
in transversal direction. 

6. BOUNDARY LAYER EVOLUTION ON 
ELASTIC CURVILINEAR PLATES 
As it was shown above. increase of intensity of three- 
dimensional disturbances and change of their 
parameter ?Iz has resulted in fast forming. in boundary 
layer over elastic plates, and stable preserving, at all 
stages of transition, longitudinal vortical structures 
which have minimum friction coefficients (Fig. 14). 

Investigation of complex interactions has been carried 
out on curvilinear plates at increased degree of 
turbulence and on cylindrical surface too. Intensity of 
disturbing motion was being increased too by using 
vortex-generators B4 which had the twice height as 
compared to height of B3 (Fig. 14). Like on rigid plate 
(section 2): measurements were carried out on the 
same curved bottoms which were stuck around with 
sheets of elastic material of PE-3 type having thickness 
0,003 m and 0,01 m. 

Under the most unfavourable conditions (at curvature 
radius R=l m). elastic material of 0.003 m thickness 
was stuck not throughout the all surface. but in 
longitudinal stripes of hz=0,042 m step (on flat rigid 
plate at natural transition, vortical systems had 
h~0.045 m). Air layer in non-glued places increased 
the damping ability of elastic material [4]. If on rigid 
curved plate in duffuser section observed was separate 
flow, then on elastic one - system of longitudinal 
vortices with L=0,042 m. Vortex generators B3, 
mounted at the beginning of diffuser section, created 
disturbances which suppressed mentioned system of 
longitudinal vortices during natural evolution of 
boundary layer. However a t  distance 0:2 in from 
vortex generators their influence disappeared. The step 
of forced vortical structure corresponded to kZ of 
vortex generators, and deformation of U(z) profile 
was the same pointed one (means non-linearity) as on 
flat elastic plate too as well as on linear stages of 
transition [lo]. 

Once elastic material (of 0,Ol m thickness) was pasted 
through all area, iis absorbing/c!amping properties 
have deteriorated. This has resulted i n  that separate 
flow arised in diffuser section as on rigid surface too. 
Introduction of disturbances by means of vortex 
generators B3 stabilized the flow. 

During investigation in cylindrical section there were 
mounted vortex generators of different step h,, then 
U(z) profiles were photographed along curvilinear 
section from above, through the transparent lid. With 
help of LDA and tellurium method, velocity U(y) 
profiles were measured which were used to determine 
the momentum thickness. Using the character of 
evolution of U(z)-profile along elastic curved plate, 
parameters of neutral longitudinal vo;tical systems as 
well as systems of maximum amplification were 
determined. 

In the same way determined were values of A, and 62 
on curved elastic plates during natural transition and 
when introducing, into boundary layer, three- 
dimensional disturbances from vortex generators R3. 
For neutral three-dimensional disturbances value of hz 
was equal kz=0.01+0,02 m on curved elastic plate of 
0.01 m thickness, R=4 m, at lJ,=O,O33 m/s, x=2,2 m 
and y-0,006 m. Corresponding Gertler's parameters 
have the values: G=2,1; a62=0,5+0,84, and for 
becoming more intensive disturbances introduced: 
hz=0,028 m, G=2.1; a62=0,36. Just on this plate, 
natural disturbances with hz=0,05 m are characterized 
by: G=2.1: a62=0,2. On curved plate with R=I m at 
UE=0,21 3 m/s, x= 1,35 m. for growing forced 
disturbance with hz=0,02 m: one has: G= 13,8 and 
a6?=0:55. 

Pairs of parameters obtained are plotted in form of 
points on diagram of Gertler's stability (Fig. 15). First 
Gertler's number for rigid curved plate is Go=0,3 and 
for elastic one Go=2.1. Increased too is the second 
critical Gertler's number G' which characterized 
destruction of ordered motion in boundary layer and 
transition to turbulence. Like that, in [IO] for rigid 
surface during artificial generation of vortical 
disturbances it was obtained: G'=6.3. On elastic 
surface for curved section that was correspondingly 
G'=18.8 and for cylindrical one (using B4): G'=80, 
that is 3-13 times higher. If one would take into 
account thc less velocities of growth too, then non- 
linear area of transition when flowing elastic surfaces 
stretched essentially. Range of values of wave lengthes 
of unstable longitudinal vortices decreases too. 

7. PHYSICAL SUBSTANTIATION OF THE 
MECHAYISM OF A FLOW INTERACTION WITH 
AN ELASlIC SURFACE 
The static or quasi-static interaction of a flow with an 
elastic surface is considered in the majority of work, 
and the field of external loads is represented as a bend 
w:ave of pressure. At such simplified approach many 
peculiariiies of an elastomer .interaction with a 
boundary layer are not taken into account. 

During the  computation of hydroaerodynamic 
interaction it is necessary to considerate the specific 
schemes of an elastic surface and modes of external 
loads under various conditions of a flow over for 
constructior. and the descriptions of a complete 
rheologic model of a material. 

Principles of structural and kinematics-dynamic 
interaction of a boundary layer with a streamline 
surface are based on development of elastic surfaces 
schemes. These principles are stated in [4]. 

The structural principle consists in fulfillment of 
conformity between structures of a disturbing 
movement in a boundary layer (or its characteristic 
areas) and elastic plate. It means, that if there is the 
intensive flat wave in a critical layer on the initial 
stages of transition, it is desirable that an outside layer 
of an elastomer had the structure generating also flat 
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disturbing movement under action of a pressure field 
of a boundary layer. 

The kinematics-dynamic principle is, that the 
mechanical properties of all layers or outside layer of 
a composite elastic pla.te should provide kinematics 
and dynamic conformity to the  characteristics of a 
boundary layer. In this case, energy of a flat wave i n  a 
critical layer on the initial stages of transition should 
be enough to cause deformation of an outside layer of 
an elastomer. Thus, the frequency of forcing force of a 
boundary layer should correspond to own frequency 
of this layer (or several layers) of elastomer. Tnen, the 

I 
I 

fluctuations will appear in an elastomer under action 
of an external load, which will damping an external , 
load at a certain ratio with a phase of forcing force . 
In a case of a waveguide structure of an elastomer. 
there will be the superficial waves in an elastomer and 
on the wall - liquid border under action of an external 
load. The energy of a flat wave of a boundary layer 
will be picked out to maintain this waves and will be 
damp by that. 

The coordination principle consists in fact that two 
first principles should take place on length of a 
streamline surface in each place. In other words, the 
structure and properties of an elastomer (or its outside 
layer) should change at modification of structure and 
properties of a disturbing movement in a boundary 
layer. 

The elastic surface section in region of a stage of 
longitudinal whirlwinds formation arrangement 
should have the other structure: it should correspond 
to a structure. sizes and direction of these whirlwinds. 
The structure of a surface should correspond to 
structure of current in viscous sublayer at a stage of an 
advanced turbulent boundary layer. 

8. PROFILES OF AVERAGE SPEED ON ELASTIC 
PLATES 
Various kinds of monolithic and composite elastic 
.plates established and tested in an insert were 
developed on the basis of results of researches. The 
mechanical characteristics of these plates were 
measured with the help both standard and specially 

elastic plates both in a hydrodynamic pipe, and in  an 
aerodynamic pipe [4] was investigated. I n  the latter 

I 

I developed devices [4]. A boundary layer on these 

case the tests were carried out with the help of a hot- 
wire anemometer DISA at -10 and 18 m/s speeds of a 

I 
I 
I 
I 
I running flow. The value of a turbulence degree of a 

flow E made about 1.7% at U,<IO mls, and at 
U,> IO m/s - ~ = 2 % .  

Calculations shown the majority of investigated elastic 
plates x-parameters were unoptimum in a range of 
working speeds during tests in an aerodynamic pipe. 
Therefore, i t  is possible to explain positive effects fixed 
in experience most likely not by resiliently damping 
properties of elastic plates, but by fulfillment of 
structural and kinematic-dynamic principles of 
interaction of a flow with an elastic surface. The 
conformity of structure of a disturbing movement in 

viscous sublayer to a structure of an elastic plate is 
characterized by parameters - 

- 
- YU, y+=-  

V 

(4) 

Here ~ ~ = ( 7 ~  /p)"' - dynamic speed, 7w - pressure of 
friction on a wall, v factor of kinematics viscosity. 

The distance between Kline-stripes equal to double 
length of a wave hz of longitudinal whirlwinds in 
viscous sublayer as it is shown in [7]. 

The dynamic conformity of a disturbing movement 
and elastic plate is characterized by parameters 

Tu 
T+=- ,  

V 

f+ =(T')-' , (7) 
where T and f - period and frequency of ejections from 
viscous sublayer. 

Here and hereinafter the efficiency of elastic plates will 
be understood as set of positive attributes, testified 
reduction of hydrodynamic friction resistance in 
comparison with a case of a flow around the rigid 
standard. 

The measurements were carried out on eleven elastic 
plates in the following sequence: the standard, 1,  la, 5, 
9, 2a, 1 la, 103, 7: 3, 8a, 1 1 ,  the standard. The speeds 
of the basic flow in the appropriate sections of 
measurements are resulted in tab. 1. The Reynolds 
numbers changed in 7.7~105+1.5~106 limits in 111 
section of the standard. 

Except of x-parameters . describing mechanical 
properties of elastic of plates [3,4] and parameters (4)- 
(7), essential criterion determining efficiency of 
complex interactions is also parameter of roughness 
K; : 

(9 )  

where K, - height of roughness. 

During flow around elastic plates, the "dynamic" 
roughness caused by bend fluctuations of the whole 
plate or by local fluctuations of the plate under action 
of a pressure pulsation of a boundary layer [4] takes 
place along with the "static" roughness. These 
parameters are considered in [4! more in detail: 
Parameter of "dynamic" roughness was also less then 
allowable one in the present measurements. 

The results of measurement of average speed profiles 
on the rigid standard are well coordinated with results 
of similar measurements [2, 5, 6, 81 and coincide with 
the "117" degrees law: 
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During a flow around elastic plates, the experimental 
points place below reference curve, as though increase 
the value Iln i n  the sedate law of speeds distribution. 
The profiles of speed constructed in linear scale i n  

form of - = f(y / 6) find out smooth bends at a 

flow around elastic plates, 'which is typical for 
complex interactions of various disturbances in a 
boundary layer. 

The profi!es of average speed are resulted in 
logarithmic coordinates in Fig. 16, that enables to 
study behavior of a liquid in direct affinity from a wall 
in more detaiis. During a flow around the rigid 
standard (the series a), experimental points are stacked 
along curve 2 and 3 depending on speed of the basic 
flow. The vertical lines designale disorder of 
experimental points. The curves 1 and 2 characterize 
the flow in attached to wall area and have an identical 
inclination. Their distinction is caused by different 
values of the Reynolds numbers and especially by a 
turbulence degree of the basic flow in aerodynamic 
pipes. The curve 3 corresponds to greater Reynolds 
number and smaller thickness of viscous sublaye;, and 
also has other inclination in  attached to wall area i n  
comparison with a curve 2. 

Thus, profiies of speed i n  logarithmic coordinates 
allow to determine thickness of viscous sublayer and 
characteristic inclination of a profile in attached to 
wall area. A role of this inclination and metrology 
kind of the profile form are estimated in a series of 
measurements b. 

U 

U, 

The curve 9 designates Blasius-profile received on the 
hydrostand at a low degree of turbulence (the first 
stage of transition) on rigid and elastic plates. The 
profile remained rectilinear (curve IO) during heating 
of elastic plate. 

Increase of a turbulence degree resulted in change of 
Blasius-profile (curve 5); the rectilinear dependence 
was changed to parabolic one (I1 stage of transition). 
With growth of speed and alternation of transition 
stages the form of profiles remains parabolic but ever 
more comes nearer to form characteristic for a 
turbulent profile; curve 6 - IV stage of transition, 
curve 7 - VI stage of transition. We shall note a good 
conformity of the profile form (curve 4) to transitive 
profiles [lo]. At last, the form of profile becomes 
again rectilinear but with other inclination than at 
curves 9, 10 in a turbulent boundary layer (curve 8 )  in 
viscous sublayer. 

It is possiblc to characterize property of the averzge 
speed profile on elastic plates on the basis of these 
data. For convenience of the analysis, the plates on 
Fig. 16 are grouped as follows. The results of 
measurements on an open sheet of a polyurethane 
foam (c) and pasted over outside by an e!astic Elm (4, 

in series e. f. g, i - on compliant, and in seriesj, k ,  I, m - 
on elastic plates are listed in series c, d. In a series i, 
the  plate 10 a can be related simultaneously to elastic 
and rough plates owing to its structure and properties. 

Thickness of viscous sublayer is important 
characteristic for a physical picture of a liquid flow in 
a turbulent boundary layer and for closing of its 
various half-empirical theories. There are few 
techniques of this value determination. So, the 
formula for calculation of viscous sublayer thickness 
is offered in work of Niysing on the basis of viscous 
sublayer analogy to a laminar boundary layer: 

/ \1/2 
- 
6, = 4.64 vxo * .  

\ U 0  1 
where xo - extent of viscous sublayer up to an ejection 
or its destruction, and uo - speed on external border of 
viscous sublayer at the moment of its destruction. 

A few ways of viscous sublayer thickness 
detcrmination are cited in [4, 81, the most simple of 
which are two: on vertical coordinate of a longitudinal 
pulsating speed maximum and on a conditional point 
of crossing of the speed profiles laws in viscous 
sublayer and area of the logarithmic law. 

On the basis of the dimension theory Karmann 
offered a simple ratio for calculation of viscous 
sublayer thichness : 

- V 

I' t t w b  
6, = a  

Factor a was made 11.6 on Nikuradze tests. 
According to theoretical conclusions, the turbulent 
movement along a rigid plate is characterized by two 
empirical constants: X3-0.41 and a=l1.5, and the value 
a is defined bv the formula 

The value a can be determined also from a ratio 

where U- and y +  are chose from a point of the specified 
speeds crossing. 

Experimental data have recently collected. from which 
follows that a=IOi12.5. and N=0.39+0.41. 

ui=a-2.51n a+2.51n y , (14) 

We shall calculate constant a for researched plates 
according to the formula (13). The value 6~ was 
counted by experimental data Fig. 16, on a point of 
laws of a profiles in viscous sublayer and logarithmic 
area crossing, and the value U; was determined by a 
method of Klauser [4]. The results of calculations are 
shown in tab. 2 .  The received dependence SdS=f(Re") 
is completely coordinated with data of work [2,7,8]. 

Measurements on a rigid plate shown arnid=11.55. 
However. at smaller speed C(>amid, and at greater one 
a<an,id. It occurs due to fact that the value U, grows 
slower than SL decreases with growth of U,. In  the 
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majority of tests on elastic plates, increase of 
parameter a at the expense of viscous sublayer 
thickness growth was fixed, as thus U: decreased. 
Values 61-6 increased accordingly. 

In series of tests e ,J  g, a s  bell as in series c, d (Fig. 16) 
elastic plates were tested, the outside layer of which 
was made from mc~nolithic plates. At plates 
investigated in these series the thickness of an outside 
layer was increased so that the thickness of a plate in a 
seriesfwas in I .5 and in a series g - in 2.5 times more 
than in a series e .  The influence of the mechanical 
characteristics to efficiency of complex interactions 
was studied on all these plates. According to criteria 
of similarity. the efficiency of interaction depend on 
Reynolds number: factor a indirectly testified to it and 
depend on a place of measurement on a plate and 
speed of a running flow. In a series P the value a 
increased at greater speed of a flowaround only in 
sections I11 and IIIa. 

As a whole, the efficiency of compliant plates much 
depend on the mechanical characteristics and 
appreciably changed at their small deviations. For 
elimination of this lack the compliant plate was made 
so that it generated from below system of longitudinal 
whirlwinds. The test of such plate (loa) shown 
essential increase of 8~ and a, and the form of a 
profile in viscous sublayer become transitive 
(parabolic). 

As the elasticity of this plate increased, it can be 
related to elastic plates, the analysis of which should 
be made according to principles and criteria (4)-(7). 
Determination of these criteria was made as follows 
(tab. 3). The value Ai and frequency of ejections from 
viscous sublayer f i  for the standard are accepted the 
same as in tests [7]. By using the formulas (6) ,  (1 I ) ,  the 
period of viscous sublayer updating is determined 
from a ratio 

2 

T' =[,&I . 

As in  the formula ( 1  I ) ,  the value & is understood as 
thickness of viscous sublayer including laminar and 
buffer layers , it was determined from crossing curves 
of a speed profile in a turbulent nucleus and in buffer 
zone. The values SL accordingly is more than in tzb. 
2, and it is more convenient to determine them from 
profiles of speed, given in universal coordinates. The 
calculation made for I section and the speed 
U,= IO. I5 mls on rigid plates determined T+=215, and 
f4=4.6510-5, that is well coordinated with known data. 

. For compliant plates is taken from the tab. 3 hi the 
same as for the standard. Thus, is underestimated 
as follows from results of measurements of correlation 
factors. The value fi; is determined by results of 
measurement of frequency of elastic plates own 

fluctuations, as fluctuations of a plates surface 
influence strongly on ejections from viscous sublayer. 

For elastic plates 1; was determined on the basis of 
their outside layer design, f l  - on measurements of 
dynamic properties of plates. 

The compliant plates 1: la, 9 and IOa are . I 

characterized by such values f l ,  that according to a 
hypothesis about preexplosive modulation [9] they 
could effectively cooperate with a boundary layer at 
the expense of regulation of ejections from viscous 
sublayer frequency. However, this mechanism does 
not nork because of their large compliance, 
conformity of large values f l  in tab. 4 to small values 
a in tab. 3 testifies about that. 

The efficiency of such compliant materials elasticity of 
which increased, can be increased at the expense of 
increase of structural interaction. Really, the 
increasing values a corresponds to h;=20ls252 at a 
plate loa. also increased up to 200 at polymeric 
solutions. T h e  same tendency is fixed at large negative 
gradients of pressure. 

All elastic plates (see Fig. 16. seriesj, k,  I ,  rn) without 
exception are characterized by increase of values a (up 
to two times in comparison with the standard). Thus, 
1; was either the same as the standard had, or less in 
1.5+2 times, and f i  - in 1.595 times more. 

It is obvious that the efficiency of these plates is 
caused by the mechanism of preexplosive modulation 
( f l  increased). However, the principle of structural 
interaction plays an essential role. So, the maximum 
increase of viscous sublayer thickness is fixed at a 
plate I I ,  which A; twice times less than the standard 
have. But taking into account, that hz of vortical 
system in viscous sublayer of the standzrd, also in 
twice times less then Kline-stripes, there is the good 
conformity hz of vortical system to distance between 
longitudinal structures in an elastic material. From 
here follows, that Az of an elastic plate structures have 
to be either equaled to h, of longitudinal vortical 
system in viscous sublayer, or to be twice more to 
correspond to "peaks" or "valleys" of whirlwinds. 

11. CONCLUSIONS. 
Results of researches adduced before allow to make 
the following conclusions concerning effects of a flow 
interaction with elastic plates: 
- Simplc membrane plates accelerate or slow down 

the change of transition stages, increase or reduce 
area of unstable frequencies of flat disturbances 
and number Rel.s., depending on their structure and 
mechanical characteristics; 

- The elastic plates promote of longitudinal 
whirlwinds system formation in a boundary layer; 



- Change of a current structure and character of 
disturbing movement in a boundar) layer is fixed 
at  a flow over of elastic plates. If the boundary 
layer is considered as a waveguide, the 
characteristics of a waveguide can be adjusted by 
changing of property and structure of a streamline 
surface. For example, it is possible to organize 
longitudinal vortical systems in a boundary layer 
with the help of elastomers the properties of which 
vary periodically in a given direction. 
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Range of working speeds at test of elastic plates 
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0.691 
0.4 12 
0.628 
0.594 
0.562 
0.414 
0.578 
0.39 
0.545 
0.373 
0.68 
0.418 
0.595 
0.377 
0.562 
0.447 
0.549 
0.42 

The thickness of viscous sublayer determined on Fig. 7. 

2.1 2.18 
4.4 2.73 
3.4 2.67 
2.3 2.91 
3.5 3.0 
3.9 2.57 
2.3 2.75 
3.1 2.74 
3.4 2.64 
3.7 2.93 
3.7 2.96 
4.5 2.7 
4.0 2.73 
4.3 2.96 
4.0 2.93 
4.7 3.12 
1.64 3.28 
2.0 3.83 

Number of 
plate 

The 
standard 
series a 

5 ,  
series c 

2a, 
series d 

9, 
series e 

1 a, 
series f 

1,  
series g 

1 Oa, 
series i 

1 la, 
series j 

11,  
series k 

8a, 
series 1 

3, 
series m 

0.758 
0.439 
0.701 
0.672 
0.635 
0.4 I4 
0.558 
0.418 

Number 
and 

designa- 
tions of 
curve 
2 
3 
2' 
3' 
2" 
3" 
1 1  
12 
i3  
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28' 
29 
30 
31 
32 ' 

33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 

3.6 2.51 
3.7 2.89 
3.9 2.82 
3.2 2.92 
3.0 2.825 
6.3 2.9 
4.6 2.82 
4.6 2.93 

Number of 
section 

I 
I 
I1 
I1 
I11 
111 
I 
I 

I11 
111 
111 
111 
I 
I 

111 
111 
IIIa 
111 
I 
I 
I1 
I1 
I11 
I11 
I 
I 
I1 
I1 
I11 
111 
111 
111 
I 
I 

111 
111 

IIIa 
I11 
I11 
I11 
111 
111 
111 
111 

I I 

2.5 1 
0.744 2.2 1 
9.388 
0.778 2.2 2.63 
0.475 3.7 2.93 
0.774 1 2.1 
0.488 I 4.7 I 3.32 
0.758 
0.41 1 !!! 1 i!% 
0.746 
0.45 1 6.7 3.71 
0.562 I 2.8 I 3.76 
0.371 I 4.2 I 2.31 

0.75 I 4.2 I 2.66 
0.425 I 4.4 1 2.49 

0.652 I 3.8 I 2.82 
0.398 I 5. I 1 2.95 
0.734 I 3.1 1 2.87 

I OW&, 
m 

1.51 
0.9 
I .47 
0.84 
1.33 
0.76 
1.42 
0.76 
0.98 
I .03 
1.8 

0.75 
I .82 
1.01 
1.61 
1.27 
0.78 
1.17 
1.51 
0.83 
1.12 
1.3 
1.2 

, 1.24 
I .67 
1 .5 

I .45 
1.37 
I .37 
0.5 
0.52 
1.6 
1.76 
1.4 
1.28 
1.38 
1 . 1  

I .06 
2.17 
1.63 
1.6 
1.35 
I .73 
1.08 

Table 

a=- U76L 

V 

11.73 
9.99 
13.4 
11.5 
11.8 
10.9 
15.39 
13.23 
11.8 
18.5 
20.3 
11.24 
10.46 
9.74 
12.17 
14.33 
9.2 
13.2 
10.84 
8.9 
8.1 
12.4 
9.26 
16.9 
12.6 
15.97 
10.88 
15.1 
14.1 
6.04 
5.64 
21.14 
12.6 
18.3 
10.9 
18.35 
14.4 
12.8 
17.5 
17.23 
12.9 
16.6 
13.62 
15.3 
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Figure 1 The sketch of the hydrodynamic channel test section with devices 

1 - the t c - ~ z t  section; 2 - vortex generators; 3,4 - tellurium 
w i r e  w i t 1 8  a t ro ldur ,  5 - anode (visualization system,, 6,7 - 
photurcglstration system, 8-11 - inOving truck w i L h  devices, 

12-19 - system of l a s e r  anemometry. 
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Figure 4 .  The scheme of flow structure at initial stages of non-linear 
deformation of plane wave at large 
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Pi.ll. The physical model of the disturbances type ruccewive tnnsfmat ion during the tM- 
sition to turbulence: 8 - .mplification of plane &hubanear; b - phase modulation of the 
wave, threedimmaionsl effects appearance: c - amplitude modulation of the wave, "pay 
and "VaUeys', forming; formation of longitudinal rows of A -shaped vortkcs; d - oganlza- 
tion of the longitudinal vortaces system; e - vortceoI form and intensity changes in spew and 
time; transition to a zigzag trajectov of the vorleeea movement; breakdown of pripheriepl 
putr of the meandering vorticas. Active formation of turbulent spots, their gowth, amalga- 
mation and turbulent bound- l a y s  development, 
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Fig.12. Curvilinear bottom (a) ,  lid ( b )  and the schemeof their disposal in 
working section of the hydrostand (c). 
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. . . . .  
FigS6,Diiution of longitudinal awaging"speed on thickness of a boundary &er on 

the standard (a), rigid (b) and elastic plates 5 (G), 2a (d), 9 (e.). la ( f . ) ,  1 ('g), 
loa (ii), 11s c j  ), 11 (r), 
1.4 - data from work [..8.1 for turbulent and transitive boundary layers 
accordingly; 
2, 3 - measurement at small and large speeds of a flow accordingly; 

5, 8 - measurement on ththa hydrostand at Karious stages of transition at U, 
equal to 0.1; 0.18: 0.27 end 0.6 m/s :+;;.:,and s>O.1% accordingby; 
8 - the same at U,=0,08+0.15 m/s and at s<0.05% on rigid and elastic plates; 

10 - as well as 8, but at a.heating of a membrana surface [ f s ] .  The OW 
designations are given in tab. 3. 

(I,:), 3 (n): 
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MODELING OF TURBULENT NEABr WALL SHEAR FLOWS PROPERTIES 
V.T. Movchan, 

E.A. Shkvar 
Department of Higher Mathematics, 

Kiev International University of Civil Aviation, 
Cosmonaut Komarov ave. 1, Kiev, 252058, Uinaine, 

fax: (044) 488-30-27 

SUMMARY 

The given paper deals with mathematical and 
numerical modeling of shear flows in the Vicinity of 
boundary layer. The half-empiricd algebraic 
models of turbulent viscosity and turbulent 
conductivity co&uents for p ~ t d i c t i ~ ~  of two- a.nd 
three-dimensional gradient flows on smooth and 
rough surfacea are proposed. These models of 
turbulent exchange coefficients can be effectively 
applied both for approximate-analytical and 
numerid solutions of flows characteristics on fixed 
or moving surfaces. The results of approximate - 
analytical and numerical predictions of merent  
kinds of boundary layers are presented. 

LIST OF SYMBOLS 
a empirical CoefIicients in Eq.(g). 
B constant of logarithmic law for shear fiow 

over rough surface, dimensionless 
Cf skin frktion coefficient, dimensionless 
C, specific heat at constant pressure, J/kg K 
C,, constant of Iogarithmic law for shear flow 

over smooth dace, dimensionless 
D integral characteristic of velocity profile, m 
H shape factor,dimensionleas 
k model coefficient, dimensionless 
I mixing length, m 
N anisotropy co&cient, dimensionleas 

Pt Prandtl number, dimensionless 
q heat stream density, J/m s 
Re*' momentum - ddect thickness Reynolds 

number, dimensionless 
ReL Reynolds number of liquid film, 

dimensionless 
IT temperature,K 
U veloaty,m/s 
U L ~  

uh free stream velocity, m/s 
U,, maximum Value velocity of n e a r - d  jet 

velocity profile, m/s 
Urnin minimum Value velocity of near-wall jet 

velocity profile, m/s 
U, shear velocity, m/s 
x axis of ortogonal coordinate syetem, m 

Greek symbols 

& surface cross flow angle 
&" wall shear-streas angle 
-y intermittency function, dimensionless 

P p==,kg/ma1 

velocity of motion of liquid - gas phase 
separation boundary, m/s 

6 shear flow thickness, m 
CY displacement thickness, m 
6' momentum - deflect thickness, m 
A RottzLCIauser parameter, dEmenSiodas 
AT shift of logarithmic part of the temperature 

profile, K 
Au shift of logarithmic part of the velocity 

profile, m/s 
Ax2 roughness inftuence function, m 
X heat conductivity coefficient, W/m K 
p absolute w-&cient of viscosity, kg m/s 
U kinematic cqefficient of viscosity, ml/s 
e density, kg/m3 
T shear stresses, kg/m s2 
'i non-dimensional shear stresses 
x model coefficient, dimensionless 
XI model coefficient, dimensionless 
xz  model coefficient, dimensionless 
4 Fedyaemky pa.rameter, dimensionless 

Subscripts 

j parameter in joint point 
L parameter for liquid 
h 
n direction of secondary flow 
r snmmaryvelocity 
s direction of main flow 
d turbdent 
w w a l l  
C summaryparameter 

parameter for heat t d e r  processes 

1 INTRODUCTION 

Nowadays there is a good choice to use the most 
simple and dculatively effective algebraic modela 
of turbulent exchange coefficients in the p r o ~ e a ~  of 
prediction of turbulent boundary layer properties. 
Meanwhile, modeling on algebraic level can meet 
some problems to be overcome. They are: pressure 
gradient, low Reynolds numbers, peculiarities of 
flow development inhences and difficulty of 
turbulence structure description. The aim of the 
present paper is to discribe a new approach for 
modeling of turbulent viscosity and turbulent 
conductivity coefficients, which has been proposed 
and worked out by authors. 

3 TURBULENT VISCOSITY 
MODEL (TVM) 

TVM for turbulent boundary layer 
The given method of simulation is baaed on the fact 
that coefficients of turbulent exchange are presented 

Paper presented at an AGARD FDP Workshop on "High Speed Body Motion in Water", 
held in Kiev, Ukraine, 1-3 September 1997, and published in R-827. 
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by means of one continuous dependence along the 
shearing layer thickness. This allows to take into 
account the effects of nonlinear interaction, to avoid 
the problem of joining, to create some advantage 
during elaboration of the design method. In c u e  of 
three-dimexdona3 turbulent flow the modification of 
Rotta' approach has been worked out. According to 
this the turbulent viscosity coefficient for boundary 
layer applications can be presented a8 follows 

where (ut)ij 
turbulent viscosity tensor, ut - scalar turbulent 
viscosity; N = utr/uts - non-isothropy coefficient; 
s, n - directions of main and secondary flows 
respectively; Uk - velocity projections .on ortogonal 
coordinates directions s k ,  (k = 1,2,3) where 2 1  
and 2 3  being in the plane, tangentiond to 
streamlined surface and 2 2  axia is normal to this 
plane. Scalar turbulent viscoaity ie expressed by the 
continuous equation for the shearing layer thickness 

( i ,  j := 1,3) - components o€ 

where x - Clanser coefficient; u h  - free stream 
velocity; D - integral characteristic of 
three-dimensional velocity profile; u.i = fi - 
shear velocity;. ;il~ =: ?-k/T,k - non-dimensiond 
shear stresses ut the wall vicinity; e - density; I - 
mixing length; 7 = fi - the function with 
effect of non-continmow turbulence (itennittency 
function); 7 = x 4 6 '  - non-dimensional lateral 
coordinate; 6 - shear layer thickness. To cdda te  
the above mentioned parameter 1) two approaches 
have been used, one elaborated by Cebeci and other - by MelIor, H e m , .  According to these 

6 

Calculation of f i  have been done using the 
expressions: 

if @k 20; 
if @ p i  < 0, fk = { i i ? ! t k l ' ) ) ,  

where @k = 6/rwf$ - parameter of Fedyaevsky; 
& - pressare graxiient along the axis xk. 
Mixing length is expremed by 

where k = 0.4, x = 0.0168- 0.0215 x1 
0.068 - 0.072, x 2  = 0.023 - model coeficients; 

u8x z (ufl + 
Z* = Q + A Z ~  ; Z $ = Z ~ V + ~ / ~ I L ;  
rou hnas dynamical influence function; 
As! = AX~U.Z/U. The better way is to determine 
modd coefficients with wing the dependences 

which have been €om8 by V.T. Movchan [14] aa a 
result of numerical experiment. They are 

- total shear velocity; 
Ax2 - 

x = fI(%), k = n(PE>, XI = ncz.,, xz = t4(& 

x 2  = X a o ( l +  30,18p+); 

XI = XioXiR(1 + 15,Ogp+rirz)i 
k = 0,4 + 0,182 (1 + p+) (1 - , if p+ 2 - 1; 

k = 0,4 + 58,51- P+ (1 - ) ,  i fp+<-1;  P 
x=xR(0,0095+1/  [74,6+(2,4+8)2]); 

tl = 1 - 0, 5e'0114'8 + 0, 5e'0s3698; x10 = 0,072; 

xzo = 0,223, r2 = 1 -e-7~,162e~+/8+e--981,4l~+/B; 

XIR = 1 + 0,01 [1- e-14/(l+ea) ; z = B** -10-3; I 

The mentioned above roughness' dynamical 
influence function is determined by the following 
equations 

where AIL+ - shift of logarithmic part of the 
velocity profile in haif-logarithmic coordinates 
da t ive  to its position in caae of smooth surface; h 
- roughness height; h+ = hv,c/v ; B - constant 
in Nicnradze equation for velocity profile at rough 
surface; C,, - Iogarithmic law constant for smooth 
sarface; xaj - the joining point coordinate of b d e r  
and logarithmic zona. The d u e  of x2j is defined 
u the level of smoothness of velocity profile in the 
joining point 

where p+ = (U/ ( eu .~ ) )  9 - pressure gradient 
parameter, U - kinemahc viscosity. When the 
streamlined surface ie smooth 
Ax: = 0, k = 0.4, x = 0.072 and X& M 26. 

Modification TVM for near-wall jet 
In the case of near-& jet charactenstics 
prediction the model of turbulent viscosity [1-6] ia 
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used in the frame of near-wall dow (0 5 U <, Urn,,) 
as is, but with following two differences. i) 
Intermittency is absent, that is why intermittency 
function is determined as 7 = 1. 2) Free-stream 
velocity Uh in (21 is replaced onto maximum 
velocity significance U,,,. 
In the jet region (Uma < U 5 Umiu) the well-known 
traditional Clanser’ approach has been used 

ut = ~j6j(umas - Urnirr)~, 

where xj = 0.011, - empirical coefficient; 6j - 
thickness of the jet region; 
In the wake region (Urnis < U 5 uh) the mentioned 
above approach has been used too 

ut = X w J w ( u h  - Urnin)?’, 

where xu, = 0.011, - empirical coefficient; 6, - 
thickness of the wake region; 

Modification TVM for two-phase shear layer 
with phase separation boundary 
In this case shear flow may be presented as two 
Iayers, one of which (ie gas boundary Iayer) is 
located over thin liquid film, which is spread 
immediately at the streamlined surface. It is 
obviously, that the gas-liquid boundary ia 
moveable. In connection with this circumstances 
the TVM for gas flow can be used in the same form 
as [l-61 equations, but with following modification 
of velocity scale in wake region of gas shear flow. 
Fleestream velocity Uh in [2] is replaced onto value 
( u h  - ULC,), where ULO - vdoaty of motion of 
liquid-gas separation boundary. 

S TURBULENT HEAT 
CONDUCTIVITY MODEL 
Tnrbulent heat conductivity is expressed by the 
continuous equation for the shear layer thickness 

where X - molecular heat conductivity coefficient; 

coefficients; Pr - molecular Prandtl number; 
2-h = x2 + Ax& ; Ax% - roughness iduence 
function on heat transfer pmceesa; f(Pr) - 
empirical function of Prandtl number, which can be 
presented as follows 

Xh = 0.0217, kh = 0.44, X1h = 0.0743 - model 

6 

(9) 
i=I 

where a1 = 1, = 1.124, a3 = -0.363, a4 = 
0.538, a5 = -0.136, a6 = 0.0344. The 
roughness inhence function for heat conductivity 
is determined by the following equations 

where x{h =Xlhf(Pr) ; AT+ -shift of 
logarithmc part of the tempemtare profile in 
half-logarithmic coordinates relative to its position 
in case of smooth surface; c h  gm - constant o€ 
logarithmic law for temperature distribution over 
smooth surface; x u j  - the coordinate of 
joining point of b d e r  and logarithmic zones for 
temperature profile. The d u e  of Z2hj.m ia 
defined aa the level of smoothness of temperature 
profile in the joining point in connection with 
following expression 

In case when secondary flow is absent the models 
Eq.(l- 11) are tramformed into the 
two-dimensional versions which has well proved 
itself. The application of theae two-dimensional 
models fsr different types of boundary layers allows 
to set the relation between model coefficients and 
the parameters of the flow itself. These mod& can 
be also applied for the description of turbulent 
viscosity in the wall region of wall jets and also in 
case of two-phase flows with phase separation 
(flaid- air). 

4 APPROXIMATE-ANALYTICAL 
SOLUTIONS 

The next advastage of this approach of simulation 
is the elaboration of approximateanalytical 
solution for stress friction distribution &cross the 
boundary layer and profiles of velocity and 
temperature. These distributions correspond well 
with the law of simularity applied to wall flows. For 
example, in caae of tw+imensional flow on smooth 
surface under the influence of adverse FIWSUR 
gradient the shear streaa distribution in crom 
section of the boundary layer is well approximated 
by means of the equation 

7=?,(1-q) 1+(1+cp)t)-(2+cp)v=tanh-- 

(12) 
XhA Ifi) ( 

where A = UhD)/u.~ - RottcLClauser length 
pantmeter. 
Equations ( 2 4 1 2 )  allow to find the following 
velocity profile in buffer and viscous zones: 

U 

U. 
U+ = -. 

By psiug Fourier equation with expressions 
Eq.(7,8),, we are found the temperature distribution 
in mentioned above zones as 
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where qw/(eCpu.); 
C, - specific heat at constmt pressure; T,,, - 
temperature of w&. The expressions for velocity 
and temperature distributions in logarithmic zone 
of turbulent boundary layer may be presented as 
follows: 

qw - heat stream density; 

In case, when pressure gradient is zero, these 
conetants may be determined with using following 
expressions . 

The same approaches have been need to get 
expressions for distributions in outer regions, under 
favourable pressure gradient, with or without 
suction or injection through the streamlined surface 
and in case when the surface is rough. The 
calculated wrults are compared with experimental 
data and we can get the relationship of models 
coefficients versus pressure gradient and low 
Reynolds parameters and etc. The results of 
comparison between velocity profiles, which were 
obtained by expressions for lough surface (line), 
and experimental data of M.D. Millionschikov [I] 
for pipes with different technical roughness of 
surface (circles) are shown 011 Fig. 1. Figure 2 ia 
presented the correlation of temperature 
distributions Eq.(14, 16) ( h e )  and experimental 
data of N.M. Galin and P.L. Kirillov [2] for 
boundary layers on smooth surface with different 
values of Prandtl' number (Circles). 

6 NUMERICAL PREDICTIONS AND 
THE RESULTS OF THEIR COWAMSON 
WlTH EXPERIMENTAL DATA 

To evaluate the characteristit8 and the fields of 
application of the given turbident viscosity model 
we have wed it in some numerical methods of 
turbulent boundary layers pnedictions. They axe: 
dii€erential-difference (direct :line method) according 
to which the boundary layer equations are 
t d o r m e d  into a system of ordinary differential 
equations; two versions of grid method which are 
baaed on finitedifference patterns of 
Crank-hicolson and Paaconov, Polezhaev, Chudov 
[3]. Besidee, the applications of the model in the 
frame of integral method has been also anaiysed. It 
haa been stated that the most applicable method 
from the point of view of necc?ssary amuacy and 
high effectiveness of separated turbulent boundary 
layer computation in the grid method baaed on the 
pattern suggested by Paabnov, Polezhaev, Chudov. 
The given pattern e n s u . ~ ~  no.niterationd algorythm 
for solution on ea& step along the evolutionary 

coordinate and effectively stabilizes disturbances of 
computation. The results preaented in the paper 
have been obtained with the help of this version of 
the grid method. It should be noted that the 
divergency of computations when other methods 
have been used is in the limits of data scattering 
and is practically the same. But the computations 
with the help of integral method ensure satisfactory 
correlation with experimental data only in caae of 
small pressure gradients and did not allow to the 
forecast the separation process. 

Figures 3 5  present the results of comparison of the 
given computation (continuow line) with 
experimental data (arclea) and atso with 
predictions given by the different authors 
(interrupted lines). AU the m u l b  refer to 
separated flows under influence adverse pressure 
gradient: 1)Moses experiment (id.3800) on 
two-dimensional boundary layer with smooth 
snrface [4] (Fig. 3); 2) Scottom-Power experiment 
on twdmemional  boundary layer with rough 
surface [5] (Fig. 4); 3) Van-Den-Berg and Elsenaar 
experiment on infinite swept wing [S] (Fig. 5). 

Figure 6 demonstratea the application of presented 
here approaches for calculation the two-phase flow 
with phase separation boundary (liquid-w). In 
thia caae laminar liquid film covered the streamlined 
surface and spread under influence of shear stmsea, 
which are generated in turbulent boundary layer of 
gas over the liquid film. The phase separation 
boundary is considered aa wavy and moveable. 
According to this the model of turbdent viscosity 
has been modify on cue of moveable rough surface 
influence. The height of liquid hL and velocity of 
motion of phaae separation boundary ULO are 
calculated by the following equiation 

where QL = eLhur,,,v; P = ve; %Lao = ut012 
- average velocity across the liquid film; index "L" 
means liquid phase of flow. The results of liquid 
height prediction for demibed above flow with 
different values of Reynolds number of film are 
shown on Fig. 6, Fig.7 where continuous line - 
predictions by wing integral method (1, dashed 
lines - predictions by using numerical method [SI 
circles - experimental data of S.V. Ryshkov, V.V. 
Yemhov, V.N. Miroshnichenko [9] (on Fig. 6 )  and 
O.A. Povarov, G.A. Phillipov, E.A. Vasylchenko 
[lo] (on Fig. 7). Fignre 8 d e &  the c o m p h n  
between numerical predictions of near-wall jets 
velocity distributions and experimental data of 
Kacker and whitelaw [15]. 

The reaults presented here and the matherials given 
by the authors allow to come to a conclusion that 
the use of the developed approaches to the modeling 
of turbulent exchange coefficients while elaboration 
of numerical methods ensures the high reliability of 
flow development and separation process forecast. 
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ILLUSTRATIONS 

Fig. 1 Comparison of approximat+analyticd 
prediction (line) of velocity profile on rough surface 
(he) and experimental data of M.D.Millionschikov 
(11 for pipes with different technical roughem 
(circles). . 

T+ 

40 

e 2 0  

0' I 

e 

Fig. 2. Comparison of temperature distributions 
(he)  and experimental data of N.M. Galin and P.L. 
Kirillov [2] for boundary layers on smooth surface 
with different values of Prandtl number (circles). 
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Fig. 3. Comparison of computation (continuom 
line) and Moses' experimental data (id. 3800) [4] 
(circles), where Cf = 27, /(@U,) - skin iriction 
coddent ;  H = 6'f 6' - shape factor; 6') P' - 
displacement and momentam-deflect thickawes 
respectively; Re** - momentam-d&ct thickneaa 
&ynolds number; iih = ?J,& f U, -nondimeMiond 
velocity. Dash line - predicAions of K.K. 
Fedyaevsky, AS. Gynevsky, A.V. Kolesniltov [llJ. 

F'ig. 4. Compazbon of computation (continuoae 
h e )  and Scottorn - Power' experimental data on 
two-dimensional boundary layer with rough surface 
[5] (0) 0, A). Nomenclature is the same a8 in Fig. 
3., except dash linea - predictions of different 
researches: - * - T. Cebeci, K.C. Chang [5]; - 
G.F. Sivykh [12]; - A - F.A. Dvorak [13j. 

- 

2.5 

i. s 

0.5 

0.5 0.9 4.3 xi,n 
%:, 9," 

1 

6Q I 

0.9 !*3 Xi,H 
0.5 

Fig. 5. Comparison of computation (contmons 
line) and B. van den Berg experimental data on 
infinite swept wing (35 ") [SI (cirdes), where 
Cf = 27,c/(gUh) - total ekin friction coefficient; 
Cfs., = 2rw1 /(@U,') - akin friction coefficient 
projection on t i  axis, which normal to the leading 
edge; c, S, displacement thickness in main and 
secondary flows di rect io~ respectively. /3, - 
earface cross-flow angle; PI, - wall shear-atrees 
angle. Dash lines - p r e d i c t i ~ ~  of different authors: 

cnstey; Redven and Lekydia, - - - , - * *- 
- * a * -  SwafFordandY1tfild; - - * * * -  T. Cebeci. 
--- 
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0.05 0.f a. 2 

Fig. 6. Comparison of Liquid film thickuess hL 
computation (lines) and S.V. Ryshkov, V.V. 
Yershov, V.N. Miroshnichenko experimental data 
[9] (circles), where R ~ L  = 198 , &L - Reynolda 
number Of liquid fih ; UhG = 20 m/S , U h o  - 
velocity of gas flow; dash line - numerical method 
of calculations [8]; continuous line - integral 
method of predictions [I .  

Fig. 8. Comparison of predicted velocity 
distribution U = ~ ( t , y )  (lines) with S.C., K&r 
and J.H., Whitelaw [151 experimental data (circles): 
a - uh/Uc,o = 0.75; b - uh/uc,o = 1-33. 

n/s 
Fig. 7. Comparison of liquid film thickness h~ 
computation (lines) and O.A., Povarov, G.A., 
Phillipov, E.A., Vasylchenko experimental data [lo] 
(circlea), where: 1 - R ~ L  = 100 ; 2 - R ~ L  = 200 ; 
3 - &L = 400 ; dash line - numericd method of 
calculations [81; continuous line - integral method 
oi predictions [I.  
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Abstract 

Local approach that can be applied for investigation of near-wall flows, jets, and 
wakes is discussed. The approach is developed on the basis of examining the flow 
near a flat plate. Coupled equations, which describe both slow and fast changing 
of flow in longitudinal coordinate, are utilized. Possible ways of excitation of slow 
disturbances are studied. Direct numerical simulation (DNS) of near-wall flow is 
carried out. Phase speeds of propagation of 2D-disturbances are calculated. 

1. Introduction 
There is a wide class of laminar flows that can be described with Prandtl equations [16]. 

These flows are boundary layers near bodies with small curvature of surface, non-gradient 
boundary layers, jets, and wakes. Instability of such flows leads to transitional and turbu- 
lent phenomena that have farely simple quasi-regular space structure. Transitional flows 
usually have coherent structure, and turbulent flows often can have quasi-homogeneous 
structure (see, for instance, [l, lo]). Quasi-regular flows develop in space and time in such 
a way that the scale of a typical longitudinal flow structure is significantly smaller then 
the scale of flow. It is the the reason for adoption of the local approach for investigation of 
non-linear transitional and fully developed turbulent flows of this type. 

A number of laminar flows is described with this approach on the basis of investigations 
of Prandtl problems [lG], and the linear theory of hydrodynamic stability for quasi-parallel 
flows is also founded on the principle of locality. This principle can be described in the 
following way. 

Let X o  be the non-dimensionai longitudinal coordinate, counted from some point of a 
body, and Re be the 1oca.l Reynolds number, i.e. Reynolds number defined on the basis of 
the distance from the point of a body to any other point in longitudinal direction. Then 
the local in Xo particular solution, which has been obtained in the vicinity of Xo = 1 when 
Re = Rel, can be continued in coordinate Xo by way of recalculation of the solution when 
Xo = 1 and Re = Re2, where Re2 corresponds to the choice of another distance. 

The validity of the approach is based on continued dependence of a solution on both 
longitudinal coordinate and local Reynolds number. The peculiarity of the principle is the 
absence of inflow boundary conditions for laminar problems and both inflow and outflow 
boundary conditions for the linear theory of hydrodymamic stability. So, the solutions 
of, respectively, Prandtl problems and the linear problems for ‘ disturbed Navier-Stokes 
equations are the particular solutions of differential equations in partial derivatives. 

. 

Paper presented at an AGARD FDP Workshop on “High Speed Body Motion in Water”, 
held in Kiev, Ukraine, 1-3 September 1997, and published in R-827. 
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For investigation of a number of laminar self-similar flows, this principle usually was 
utilized in an implicit way [lG]. In an explicit way, it was applied for examining of coaxial 
laminar Bow over a semi-infinite cylinder in [2]. For investigation of transitional and tur- 
bulent quasi-regular flows, the approach leads to the necessity to choose both the model 
of flow and the mathematical form of the solution that corresponds to the real physical 
phenomenon. 

Various models are suggested for simulation of near-wall flows now. We reffer here to 
the paper [9], where analysis of existing approaches has been done up to 1994. A new 
methodology is developed in 112, 131 to provide a successful numerical simulation for the 
whole process of flow transition in 3D boundary layers. This methodolgy is based on the 
full Navier-Stokes equations that are solved in the domain with big longitudinal scale. The 
model boundary conditions are stated at the inflow boundary, and buffer zone is added 
in outflow domain. A new model also was announced in [4] and described in [8], where 
transitional flow near a flat plate was examined. This Model of interaction of Slow and 
Fast disturbances (S FM) is valid for incompressible and compressible 3D quasi-regular 
flows; it was obtained in a heuristic wzy, but there is also some regular way of the equation 
yielding. Here we briefly discuss the SFM and following [53 study in more details the choice 
of mathematical form of a particular solution. 

LFrorn a. practical point of view, 2D flows are not of particular interest, but the main 
difficulties of modelling are concentrated exactly in 2 D  problem because of the weak non- 
homogeneity of quasi-regular flows in longitudinal direction. So we examine here only 2D 
flow near a flat plate and describe some new numerical results concerning phase speeds of 
propagation of disturbaces. 

2. The Way of Coiistructing the Model 
and the Choice of the Form of Solution 

One can suppose that the slow and fast disturbances in longitudinal coordinate are 
possible in quasi-regular flows [4, 7, 81. To describe possible process of excitation of distur- 
bances, we consider here the 2D flow over a flat plate. 

Let XO, y ,  T and :c, y, t be nondimensional coordinates and time. They are connected in 
the following way (see [SI ): 

XO = 14- X ,  X = kc, T = At ,  X = tc2/Re, K = 1.72078766, 

where Reynolds number R,e is chosen on the basis of the thickness of the boundary layer. 
We suppose that there is a characteristic size Id of a typical flow structure, which can be 
measured with the b’oundary iayer thickness, so we study the flow in the domain 

Let u ,v ,p  be the non-dimensional components of velocity vector and the pressure. We 
define the solution 

= v,P)(xo, Y, 
of the problem under consideration in the following way 

F = FP + FS + F’, 
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where 

Here FP, FS, F-f are the components describing, respectively, the solution of Prandtl prob- 
lem, slow, and fast disturbances. 

We introduce the z-average in 2, 

- 1  G = -  1 G d x  
- [ d l 2  

Id 

and suppose that 
--f F = O .  

Fulfilment of the’condition (2) puts the restriction on the longitudinal size of flow structure 
that can be investigated on the basis of SFM. Really, it follows from (1) and (2) that 

(2) 

so, the value of (ld/Re)2 must be small. 
This local approach leads to coupled equations that are the reduced Navier-Stokes 

equations [4, 71. Slow component of‘ flow is controlled by the disturbed Prandtl equations 
that have an additional term of “mass force)‘. The term is the result of interaction of fast 
disturbances. Fast component of flow is described by disturbed Navier-Stokes equations 
that contain slow variables. 

.For the precise mathematical statement of the problem, the equations need to add 
the inflow boundary conditiofi for both slow and fast components of flow and the outflow 
boundary conditions for fast component of flow. These boundary conditions are unknown 
“in the middle’’ of the flow, and the interval of changing of slow longitudinal variable is short 
due to restriction on longitudinal size of examining flow domain. So the model boundary 
conditions can introduce considerable error in a solution: and the way of obtaining of 
particular solutions seems to be more preferable. 

The terms of the order of can be removed in the equations far fast disturbances, 
and we can suppose that this component of flow is periodic in x in the transitional area. 

The choice of the form of the paticular solution for the slow component of the flow 
is more difficult. One can suppose that two types  of slow disturbances are possible in 
quasi-regular flows [ 5 ] ,  so that 

F~ = F~ + F ~ ,  

The first type of siow disturbances, FU, is generated by non-stationary structures that 
change fast in longitudinal coordinate. Interaction of such structures excites slow distur- 
bances that do  not decay down the flow. So interaction of fast disturbances is the permanent 
source of the excitation of disturbances of quasi-parallel component of the flow. 

The second type of slow disturbances, FD, is connected with peculiarities of the up- 
stream near-wall flow. These disturbances decay in longitudinal coordinate [ll]. They are 
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generated at th inflow p rt of the boundary of the investigated flow domain by stating of 
the suitable non-stationary boundary conditions. So the second type of slow disturbances 
is possible with and without the presence of fast disturbances. 

Decaying in longitudinal coordinate slow disturbances can be of interest for investigation 
of “bypass” transition, when the level of free stream turbulence is high; we can ignore 
the infiuence of external forces when we examine natural transition and fully developed 
turbulent flow. If we ignore this influence, we need to answer the following questions. 
Can the second type of slow disturbances arise sponteneously? Can interaction of fast 
disturbances be the :jource of excitation of the second type of slow disturbances? These 
questions arise because of the indefinitness in the statement of inflow boundary conditions. 

First, we suppost: that fast disturbances are absent and study the process of self- 
excitation of slow disturbances. 

We will use the principle of locality to explain that self-exciting slow disturbances are 
impossible in the flow near a flat plate, and corresponding non-linear problem has no non- 
zero particular solutions steady in time and local in longitudinal coordinate Xo. 

Here is some qualitative reasonings that support this conclusion. 

1. Both the Blasius solution of the Prandtl cquations and particular solution of the 
examined problem for disturbances depend on Reynolds number in an implicit way. 
So it is sufficient to find both these solutions, when Xo = 1. In accordance with 
the priciple of locality, the solution of both problems for other values of variable Xo 
can be obtained in the way of recalculation of local Reynolds number. Consequently, 
if local particular non-infinitesimal solution of the Prandtl problem for disturbances 
exists in the vicinity of Xo = 1, then the sum of this solution and the Blasius solution 
also is the solution of the Prandtl problem, and this new solution describes fluid flow 
in the domain which is far enough from the leading edge. 

2. If the velocity profile is known at the inflow boundary, then the solution of the non- 
stationary Prandtl problem is unique [15]. 

3. Any upstream slow disturbances of the Blasius flow decay down the stream far from 
the place of appearance of the disturbances. This result has been obtained on the 
basis of investigation of the stationary linearized Prandtl problem for disturbances in 
[ll], but one CiLn suppose that it is valid also for non-infinitesimal disturbances and 
non-stationary upstream boundary conditions. 

If we compare the second and the third statements, we will come to the conclusion that 
the longer the distance from the inflow boundary condition, the closer the solution of the 
Prandtl problem is to the Blasius solution. Kow the first statement leads to the conclusion 
that non-zero local in coordinate Xo steady in time particular solutions of investigating 
Prandtl problem for disturbances do not exist. 

At the sa.me time, an infinite number of modes of infinitesimal disturbances of self- 
similar solution of the Prandtl problem exist [l:]. However, non-linear development in 
time of such slow self-exciting perturbances leads to the growth of disturbances and their 
destruction in restricted time interval. This result has been obtained on the basis of DNS 
of the problem. 
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The way of discretization in longitudinal direction is described as the following. First, 
we use the known forms of perturbances for trial function choice: 

j=O j=O 

In (3) vo = 0; for j > 0 power indices uj are selected on the basis of exponential damping 
of vorticity far from the wall, so u1 = 1,v2 = 1 . 8 8 7 , ~ ~  = 2.867, u4 = 3.8, ... Ill]. Then, we 
use functions X k ,  k = 0,1, ... as test functions, expanding the solution in Taylor series in 
the vicinity of Xl,  = 1. 

The way of discretization in the orthogonal to the wall direction is described in [7, 81. 
Simulation was performed for a dynamic system that has 2 x 31 degrees of freedom 

(2 functions in longitudinal coordinate and 32 - 1 functions in orthogonal to the wall 
coordinate). For integration in time of this system various schemes were applied: the 
Runge-Kutta method, a semi-imlicit method, and Gear’s method. The result of simulation 
leads to the conclusion that the Cauchy problem has no restricted solution on infinite time 
inter Val. 

So, both qualitative resonings and numerical simulation lead to the conclusion that 
we have to exclude the possibility of self-excitation of slow disturbances from physical 
phenomena accompanying the self-excitation of fast oscillations in the boundary layer. 

Now we can also answer the second question. The phenomenon of excitation of slow 
decaying in longitudinal coordinate disturbances by fast disturbances is also impossible 
due to the spontaneous arising of siich type of slow disturbances on the background of the 
initiated motion, their growth in time, and the destroying of the simulated flow in restricted 
time interval. This result was obtained also numerically in [7]. 

The simplest, but not the only way that leads to the filtration of the solution from 
FD is the following. First, we can represent the solution of slow component of flow in the 
boundary iayer coordinates 

us = P ( 7 ,  xo, i), ?Is = VS(7],X0, t) /JxT;,  p s  = PS(y, t ) .  

Then we can drop the dependence of the solution on XO in this coordinate system. It 
seems reasonable to suppose that the slow component of flow is locally self-similar in a 
small interval of variation of Xo [SI. This supposition slightly deforms the slow component 
of the flow but gives the possibility to exclude numerical self-excitation of FD. 

Now we also can remove the terms of the order of ld/Re in equations for slow distur- 
bances, and the problem under consideration becomes homogeneous in the longitudinal 
coordinate. 

3. Calculation of Phase Speeds, Local DNS, 
and Some Numerical Results 

It is well known that typical structure of a quasi-regular flow propagates down the flow 
with some phase speed that can be measured experimentally and obtained on the basis 
of numerical simulation. A simple way of ca.lculation of main phase speed was suggested 
in [14]. This method is connected with the use of non-inertial coordinate system and based 
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I 550.2 

on calculatoin of phase speed from the condition of minimum of functional that is the scalar 
product of right-hand parts of the according dynamic system. 

We apply the approach describid in [14] in the formal way. We can do it: because after 
separation of Xo, the problem under consideration becomes homogeneous in longitudinal 
direct ion. 

The Bubnov-Galerkin method was adopted for space discretization of the problem. 
Fourier series were utilized for discretization in longitudinal coordinate, and exponential 
polynomials En,k(y)  [Cl] were wed for discretization in the direction, orthogonal to the 
wall. Detailes of space and time discretization are described in [7, $1. The use of moving 
coordinate system allows us to reduce oscillations in time of longitudinal harmonics and 
makes it easy to calculate phase speeds in every moment of time. 

The value of id = 27;/cy sets the width of examining flow domain. We obtain steady 
state flow regimes for cy and Re that corresponds to transitional phenomenon. 

Let n/ be the number of degrees of freedom of dynamic system, which is extracted 
from governing equations, - phase speed of initial disturbances, t ,  - non-dimensional 
simulation time, c - phase speed of steady state regime of flow, and 

cy 1. hr ' CO t S  C e 
0.308 1 869 0.397 12000 0.38 0.096 
0.308 1 1031 0.3949 9000 0.59 0.10 

P 7: = d,u , rw f = dyu f , 
P S f  

r w  = rw + 7;, + Tw, 

when .& = 1 and y = 0. The results of simulation are adduced in the Table 1 and in 
.Figure 1. 

Table 1. Paramerers of siniulation and characteristics of steady flow. 

This result confirnis the variant of simulation for JV = 409 that was obtained in [8]. The 
increase in n/ or Re leads to a decrease time t s  that is necessary for achieving a steady-state 
solution. 
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Fig. 1: The dependence rw on i. for 
Re = 550.2, Q = 0.308 

2.5 

2 

1.5 

1 

0.5 

0 

-0.5 

- 1  

-1.5 .- 
-?.5 -1 -0.5 0 0.5 1 1.5 2 2 .5  

Fig. 2: Phase plot obtained by plotting 
~ ~ ( t )  V.S. rw(t + A t )  



11-7 

It is of interest that non-linear interaction is strong: the temporal skin friction oscillates 
in such a way that ru, changes between the values -1.35 and +2.38 in the point Xo = 1 
for Re = 520 (see also Figure I). So the 2D steady flow is an eddy flow. Mean skin friction 
is greater than in laminar flow, but the recycle zones settle down the surface of a plate, 
and full skin friction is negative about 1/3 of time in every place of the transitional area. 
The motion turns out to be close to perodic. The projection of the the attractor on two 
dimensions using delay coordinates is shown in the Figure 2. The plot is obtained for the 
second variant of simulation; 8600 5 i 5 9140 and At = 30. The attractor is close to limit 
cycle; weak background is connected with quasi-periodic component of oscillations. 

4. Conclusion 
The SFM is valid for local analysis of near-wall flows. The nature of self-excited oscilla- 

tions in quasi-regular flows leads to the statements of problems that have an indefiniteness 
in the inflow and outflow boundary conditions. The SFM may not need to use the model 
both inflow and outflow boundary conditions, but the approach under consideration re- 
quires a special choice of the form of solution. This choice is discussed in the present 
paper. 

The SFM can be used for simulation of the development of qusi-regular flows in longitu- 
dinal direction. Indeed, big longitudinal scale can be devided onto the parts with suitable 
sizes, and these parts of flow can be connected by the known local inflow boundary con- 
ditions. For such statement of a problem, the choice of the form of the solution requires 
separate consideration. However, this way of spatial modeling puts the restriction on the 
length of the wave of disturbance. 

Long time simulation is necessary for obtaining the steady-state regime of flow. This 
regime is found now only for transitional values of parameters. Our numerical experience 
leads to the conclusion that successful long time local DNS for big Reynolds numbers 
requires more degrees of freedom than we have used. 
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A NEW APPROACH TO THE STUDY OF ORGANISED VORTICAL MOTION AFFECTED BY BODY FORCES 
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Ul. Zheliabova 814,252057 

UKRAINE, Kiev 

SUMMARY 

Investigations under Centrifugal forces transitional 
boundary layers as well as the spatio-temporal properties 
of boundary layers vortical structures is one of the major 
research area of the Department of Thermal and 
Hydrod@cal Modeling of Hydromechanics Institute of 
Ukrainian National Academy of Sciences. It has been 
shown that in case of boundary layer flows under 
centrifugal forces the small parameter depending on the 
value of these forces can be mtroduces. Using methods of 
matchmg asymptotical expansions the scenarios of the 
boundaxy layers development ( including transition 
processes from 2D to 3D) in terms of space scales of their 
vortical structures have been proposed. In particular, the 
knowledge about (i) formation mechanisms of 3D vortical 
st~~ctures in boundary layers; (ii) spatio-temporal 
properties of 2D and 3D vortical structures dependmg on 
basic flow parameters were obtained. 

1. INTRODUCTION 

The problem of understanding the origin of the transition 
from laminar to turbulent flow is the most important 
unsolved problem of fluid mechanics. Usually this 
transition OCCUTS in shear flows (boundary layers). The 
widespread case of such flows is a flow over rigid 
surfaces (generally curved) and natural convection over 
heated or cooled surfaces. These two types of motion have 
essentially different nature - the first type deals with 
external forces; the second one is caused by internal 
forces of thermodynamical origin i.e. buoyancy forces. 
Despite the distinctions in the nature of the forces and 
body geometry the boundary layer development has a set 
of common specific features characterizing the transition 
to the hlly developed turbulent flow. In particular, 
intrinsic features of such motions is the existence of (i) a 
domain of 2D boundary layer which can be described 
using Prandtl equation in Blasius form and (ii) Tollmien- 
Schlichting waves and streamwise vortices developing 
downstream (Ref 7,8,18,19). On the one hand, diversity 
of such flows can suppose an available single mechanism 
of this development and on the other hand shows that 
typical transition stages represent the intrinsic flow 
feature. So, from this viewpoint we can consider these 
characteristic stages of the laminar boundary layer 
development as a result of the transformation one motion 
kind into an other one (below the ‘transition” term will 
mean such a transformation in laminar boundary layers). 
Recent technological applications deal with the 
boundary layer control problems ,i.e. the regulation of 

‘ 

heat/mass /momentum fluxes near the surface by 
changing space-time scale characteristics of fluid motion. 
Practically it implies the possibility to delay/prevent 
boundary layer separation or transition to turbulence, to 
reduce drag, to augment heat transfer etc.From the basic 
viewpoint the optimal solution of the problem should be 
basedonthe possibility to generate andmaintaina 
necessary type and scale of fluid motion in a boundary 
layers for given purposes. In other words, it means the 
possibility to manipulate with the space-time scales in the 
mentioned above boundary layer domains using the basic 
flow parameters (meanflow velocity, fluid viscosity, 
geometry of body etc.). 
Traditionally investigations of transitional boundary 

layers were carried out in the h e w o r k  of the stability 
theory based on the study of the main flow disturbances 
assumed (or introduced) apriori; TollmienSchlichting 
waves and 3D streamwise vortices generation was 
considered as a result of meanflow instability .Although 

Figure1 . Sketch of the Goertler vortices developing 
on a concave wall (fkom Swearhgen~lackwelder 
(1 987)) 

this approach yielded a set of interesting and usell 
results (Ref 14,15,19,22), it 

does not define space scales of the boundary layer 
domains(downstream lengths) having different 
types of the vortex structure (kinds of disturbances - 
e.g. TollmienSchlichting waves, streamwise 
vortices); 

Paper presented at an AGARD FDP Workshop on “High Speed Body Motion in Water”, 
held in Kiev, Ukraine, 1-3 September 1997, and published in R-827. 



12-2 

does not allow to formulate the transport laws 
using the basic flow paranieters md therefore can 
not give an optimal method to manage transport 
processes near a surface; 
can not predict the transition location depending on 
the basic parameters and therefore does not permit to 
formulate an approach to the boundary layer control 
in terms of receptivity ideas. 

Therefore the knowledge of mechanisms of the vortical 
structures formation in laminar lmundary layers and their 
spatio-temporal properties is important $oth in basic and 
applied aspects, especially in relation to the idea of 
optimal bun- layer control. :In this connection it is 
reasonable to study the spatio-temporal properties of 
boundary layers under centrifugd forces as a prototype 
problem due to the feasibility of direct applications, 
mathematical formulation, numelical simulation and 
available for comparison experimental data obtained in 
the frame of the traditional stability approach. Such work 
must bnng an insight into the m&anisms of the flows 
developing in the general case under body forces. 

2. GOERTLER PROBLEM 

To explain details of the proposed approach let us 
consider the simplest ( from the mathematical viewpoint ) 
case of the boundary layer development under centrifugal 
forces in open flows - M e r  problem. Consider the 
flow of homogeneous viscous fluid with meanflow 
velocity U0 over a concave surfam with constant curvature 
radius R (Fig. 1). Viscosity is supposed to be constant. 
Continuity and Navier-Stokes equations in a curvilinear 
coordinate system related to the plate have a form 

n 

f l -  U L  1 @ +  -+ Ugradv +- = - - - w R - Y  P &  
r 1 

Ggrad, A - convective and Laplace's operators in 
curvilinear co-ordinate system. ,411 quantities are 
introduced in a usual way. As usual, let's suppose that a 
characteristic space scale of the flow parameters variation 
normally to the surface is much less compare with R. That 
is we can neglect in the basic equations terms of order 
6/R. So, the equation system (1).(4) transform into 

a m m  - +-+-=o, ( 5 )  & a 8  
+ vAU + Fbx. (6) 

a - .  19 -+ugradu=--- 
a P a  

+ vAY + I$,,, ( 7 )  
a -  l @  - + U & 7 J f l =  --- 
a Pa 

+ VA W + Fbr, (8) he 
m -  1 9  
a P a  
- + Ugrad" = - -- 
re ograd, A - umvective and Laplace's operators in 
Cartesian coordinatesystem 

.The b ~ d y  force 8 has a form 

Fk, = y- w {--+-I 2 a 7  U 
R &  R2' 

F u2 =---{--+-I 2a v (10) 
R R h k  R Z 7  bY 9 

<* = O  
This transformation &om geometrical viewpoint means 
the transformation of the curved surface into the flat 
plate. From mathematical point of view equations system 
(5H8) describe the flow over the flat plate with body 
forces F due to curvature. The availability of body forces 
essentially changes the boundary layer development 
compare to Blasius flow. Really, these forces are 
nonpotential and define the bulk source of vorticity. The 
intensity of this source explicitly depends on centrifugal 
forces value. So, there are two different types of vorticity 
in the considerable problem - bulk source due to 
centrihgal forces and constant &e due to non slip 
conditions. The laws of their variability in streamwise 
direction are different. It is clear that the main role in the 
generation of vorticity in a boundary layer on the initial 
part of flowing plays the COIlstant source due to viscosity. 
Their intensity decrease in streamwise direction and thae 
exist the distance where intensities of constant and bulk 
vorticities become comparable. Just available scales 
depending on basic parameters define the main difference 
between boundary layers on flat and curve plates. 
The main idea of the present approach consists in the 
following. The laminar-turbulent transition of the 
boundary layer over a curved surface is considered as 
a natural development of the flow under centrifugal 
forces, i.e. the flow with anisotropy of space scales and 
their essential dependence on streamwise distance. 
That is the boundary layer structure is formed under the 
forces changing along the x axis. So far as the 
downstream development of viscous and centrifugal 
forces is different (the tirst one been defined by the 
viscosity coefficient and velocity gradient, the second one 
been defined by the velocity field and curvature) there 
should be fields in the flow with one of the forces 
dominant and the fields where the flow structure results 
from the interaction of two comparable forces. Space 
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scales of these fields depending on the basic flow 
parameters are found h m  the asymptotic analysis of 111 
Navier-Stokes equations. 
Goertler problem is characterized only by one 
nondimensional parameter - R e -  Reynolds number 
based on curvature radius which is supposed to be large ( 
or E=R~R-' - small). Case of E=O corresponds to the flat 
plate. Mathematically transition h a curved surface 
( 8 f 0 ) to the flat plate ( €4) is not regular . Indeed 
this transition implies the degeneration of space scales of 
this problem - curvature radius R or viscous length VNO, 
here v is the kinematic viscosity and U0 is a free-stream 
velocity. And as usual in physical problems the space 
scale degeneration results in the singular degeneration of 
the solution. That is, generally spealang, the Blasius 
solution ( or Falkner-Skau in general case) for the flat 
plate is not valid for the curved surface. From this 
point of view it is natural to use the stability approach 
for a flat plate, but that is not evident ,that this approach 
can be applied in the curved surface case. Therefore 
modem methods of asymptotic expansions of Navier- 
Stokesequations canbeusedfor the Goertler problem 
with E as a small parameter. Assuming the existence 
of space scales, whichexplicitlydepends on small 
parameter, and some kind of expansions for unknown 
solution, one can get the equations systems for 
corresponding expansions of an unknown solution valid 
for certain flow domains. Physically these domains 
represent flow zones with essentially different 
dynamic structure and space characteristics. For more 
details see (Ref 4 2  1 ). 

2.1. 2D Boundary -layer approximation in the 
Goertler problem 

As mentioned above the limiting case of E=O corresponds 
to the flat plate boundary layer development which is 
described by Prandtl equations and has self-similar 
solutions. The influence of centrifugal forces may seem to 
be talcen into account by inboducing perhubations 
proportional to E into solutions of the Prandtl equations. 
However the situation appears to be much more 
complicated. The only nontrivial expansion of Navier- 
Stokes equations solution in the Goertler problem has a 
form [Nikiforovich, 199611 

U'= U,'+ EZ"UI' + ... 
v'= E1I3V,'+ &VI. + ... 
p'= EmPo'+ EmPo + ... 

here nondimensional velocities U' (streamwise), V' 
(normal) are based on free-stream velocity U0 and 
pressure -on dynamical pressure poU2. The equation 
system for a 2D boundary layer at zero approximation in 
E takes a form of 

Available centrifugal forces ( E f 0 ) yield the 
following space scales L=E'"R=RRe-'" in downstream 
and L,,=EyJR=RRe'm in nonnal direction respectively. 
The equations system ( 1 1 ) and existence of space scales 
{Lx; Ly} demonstrates the fundamental distinctions 
between flat and curved plates: solutions of Prandtl 
equations are known to be self-similar. It results from the 
only space scale equal to VNO. For the Considered 
problemthe zero approximation for avelocity 
distribution is congruent to a self-similar solution for a 
flat plate, however the pressure distribution is not self- 
similar .This is the result of centrifigal forces ( or bulk 
vorticity source due to the centrifugal forces) influence on 
a boundary layer structure. The physical meaning of this 
fact is evident - on initial part proportional to LFR 
Red'" the intensity of the source vorticity due to non- 
slip conditions (which represents the disturbance of mean 
flow ) is much greater compared to that of the bulk 
vorticity source due to centrifugal forces. Besides, the 
self-similar solutions for the flat plate can be 
intexpreted as a result of receptivity of the mean flow ( it 
is not "mean flow" in stability theory!) to disturbances 
due to non-slip Conditions. The first 
approximation of these expansions has a form of 

- g o *  a,' w0*v,* ul*-+u;-- a a +7- 

and describes the nonlinear interaction between viscous 
and centrifugal forces, orinotherwords, thereceptivity 
of the viscous boundary layer to the disturbances arising 
due to centrifugal forces. The proposed approach shows 
the sources of a possible hegulanty of the boundary 
layer solution - one of them is the assumption about the 
flow two- dimensionality. Really, in the h e  of the 2D 
the zero approximation for velocity distribution does not 
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depend on centrifugal forces i.e. flow perturbations due 
to centrifugal forces are small.. It results in a natural 
assumption about invalidity (rather than instability) of the 
2D solution for large x >> I,. 

2.2. 3D equations of a boundary layer in the Goertler 
problem 

Vorticity generation in a fluid body is a consequences of 
the potential energy transition into the kinetic one. This 
transition may acquire variow forms of the vortical 
motion. But the most widespread one in boundary layers 
with centnfi@ forces is the 3D motion organized as 
longitudinal vortices . Therefore it can be supposed that 
their space charactersties and an equation solution have 
to depend explicitly on a small parameter E. Using the 
similar to p. 2.1. asymptotic expansions procedure one 
can get the following equation system for the 3D 
boundary layer at zero approximation (Ref 9) 

dzU,' +- 
is,' ' 

and space scales in downstream, normal and spanwise 
directions take a form of L ~ R R ~ " " ;  LV ~e 

So far as these scales appear due to centrifugal forces 
responsible for the bulk vorticity sources the obtained 
scales can be easily interpreted physically : h, Lyo and 

represent characteristic s p ; ~  scales along the 
downstream, normal and spanwise axes of considered 
vortical structures. It means that here the vortical 
structure develops because of the nonlinear interaction 
between viscous and bulk vorticity sources and that it 
represents vortices elongated downstream. The ratio 
between their lateral and longitudinal scales have an 
order of&'". Estimation ofcorrespndmg velocities in a 
b ~ ~ n d a r y  layer gives U;-O(I 1, ~0.- WO.- E'". 

Perturbations to the zero appn~ximation in E to the 3D 
solution can be shown to be ofthe order of em for 
velocities and of for pressure. 

We-  
respectively. 

It is necessary to mention principal distinctions between 
2D and 3D boundary layers equations. First, in a 3D the 
zero approximation explicitly depends on E what is 
opposite to the 2D case. And secondly - self-similar 
solutions of 2D boundary layers equation are valid for 
equation system (1 3) . In other words, these self-similar 
solutions represent the asymptotic of 3D solutions for 
small x and the scale LeRRe-'" can be interpreted as a 
scale where the 3D effects ( or the flow perturbations due 
to centrifugal forces ) become comparable with the 
pexturbations of mean flow due to viscosity ( non-slip 
conditions). In other words the distance X, where 3D 
effects can be detected has a form &=A L p m e - ' " ,  
here A is a constant which can be found h m  
experiments. That value ,certainly, depends on the 
accuracy of measurement techniques and devices.. For 
example experiments of Bippes (Ref 21) give A-10-100. 
On the other hand, X, value expressed in terms of the 
basic flow parameters may help to eliminate an arbitrary 
choice of a downstream l a t i o n  for initial conditions to 
analyze the stability of Goertler vortices. Thus the 
considered approach can: 
1. explain the transitional processes in boundary 

layers h m  the viewpoint of validity of 
componding expansions; 

2. join, explain and formalize the validity, stability and 
receptivity notions in the Goertler problem. 

And finally, one of the most significant applied results is 
the possibility to describe spatio-temporal properties of 
2D and 3D boundaq layers over curved surfaces in 
terms of the basic parameters (freestream velocity, 
viscosity and curvature). 

3. Stabillty, recepth-lly and valldlty of boundary 
layers' equations. Scenarios of the boundary layers 
development. 

To demonstrate the more general character of the 
proposed approach to the study of organized vortical 
motion affected by centrifugal forces let's consider their 
results in the frame of stability and receptivity theories. 
The main ideas of the stability theory application to the 
considered problem are presented in (Ref 19) and fiuther 
considerations will be based on this article. As known, 
the main idea of the stability theory consists in the 
investigation of meanflow disturbances behavior in time 
or in space. Different types of equations for disturbances 
can be obtained depending on assumptions about mean 
flow structure. In any case the problem is reduced to 
eigenvalue problem with Guertler number 

G=U~@/V(@/R)'~, (14) 

as eigenvalue (@-momentum thickness). This problem is 
correct 6om the formal viewpoint and this approach 
yielded a set of useN results. But the transition frmn 111 
Navier-Stoke equations into the eigenvalue problem 
consists a set of nonevident assumptions. The main of 
them is the introduction of 0 (or b0~11h-y layer 
thickness). This parameter could not be introduced in a 
formal rigorous way despite on it experimental evidence. 
In the frame of the proposed approach all space scales 
characterizing the variation of velocities in normal to the 
surface direction must be proportional to Lo. In particular 



(17) 

Tahng into Bcwllllt (1 5) and (17) one ean get 

w 1 . 2  m-1". 

It is evident tbat (18) is l o w  estimation fora di&mw. 

genenrtedondirtance mole thsn(l8). And ofcourse the 

results allow to intapret the stnbililytheory resulta 88 
follows: in the firnne ofthe pupmed splnmcb it wsll 
shownthat in gmaal cane the flows over EQLuLve nnface 
me 3D and canbe dencribed byequatican (13). The 2D 
Elasins solotim is valid for these 3D equatim (more 
exactIy Blasius solu!im is an as)mptotic for small x). i.e. 

In othawords in d t y t h e  longiludilml vmtices can be 

conclation (18) is similar to thm in p.z.l. Tbe obtained 

-can of the stability theory mean that the solution 
eanbe#inform 

Imd set of equatim for U3dx,y.z) will k similar to the 
stsbilitythmly equation3 at G=1. 'Ibtm nsults of stability 
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TheoMained d t s  allow to explain the ramal meaning 
of the reapslvity clccpt and to describe possible 
-os of bnmdary l a p  development in space scaks 
terms L d ' s c o a P i d e r t h e i o f t h e h -  

It's evident that UO is exact solutionof MI nmstationary 
merdowUG=(l,O,O)with dil%ent l ) p S  of disturbaoc*l. 
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Rea 



12-7 



I I 

I' 

I 



12-9 

turbulence) generation and existence in boundary layers with 
centrifugal force as result of nonlinear interaction between 
disturkw due to viwsity I CentrifugSl fares and 
meanflow. The problem can be charactenzed by three i n t d  
space d e %  charactarzlng ' ' the the nodhear interactims of 
bee, vis~us and cenInfugal disturbances. 
The validity of the used approach follows from the comparisoa 
of the results presented in the bame of the Goatler stahility 
dmgam, theplesentapproachhavingtheadvantageofamore 
general character. and possible applicatim dealt with the 
boundary layer mtml. It allows to undershad the transition to 
turbulence as a continuous prccess with the vortex dynam~cs 
stipulate3 by domination or bal6nce of available forces. 

References 
Conference Ploccedhg8 
1. Yu1~henko,N.F.,~o,V.V.,Kdov,L.F.(l985):The 

in5uenw of generated vortex structures on boundary layer 
charactaistcs, Pmceedqs, 2nd IUTAM Symp. on Lam- 
Turb. Transitio& Novosibirsk, Russia, 1984,367-371. 

2. Nikifmvich,E.,( 1993):MdeUmg of buoyancy and 
centrifugal effects on the development of the flow 
stwture. F'mwdmgs ofthe 8th CouetteTaylor Meeting 
at Nice,FrameAprilI993 

3. Nikifmvich,E.,( 1993):Baroeline Mechanism of Vorticitv 
Gensation in a Boundary Layer, Pmceedqs of the of 
EUROMECH Colloquium 300 "Interacbon behueen 
vorticity fields and boundaries" at 
I s t a n b u l , ~ k e y , ~ h e r  1993,74. 

4. NikiforovichE.,( 1994):Boundary layer structure and 
efficiency ofbeat bunsfer,1994, - of the of 
EUROMECH-327 "Effects of orpuzed vortex motion on 
heat and mass transfer" at Kiev,ubaine, August 1994,8. 

5. KO*, V. and Gschwind, P, 1994. Regular flow structures 
in charm1 with qmmehic sinusoidal wavy walls, 
Prccedngs of the EUROMECH Colloquium 327 "Effects 
of organid vortex motion on beat and m858 transfa" at 
Kiev,U!aaine, 

efficiency ofheat transfer.lY94, Pmxdap ' oftheof 
EUROMECH-327 "Effects of organized vortex motion on 
heat and mass transfer" at I(lev,Ulrrsine, August 1994,8. 

7. Kottke, V. and G s c M d ,  P, 1994. Regular flow stmctures 
in channel with symmetric sinusoidal wavy walls, 
Promdmgs of the EUROMECH Colloquium 327 "Effects 
of orgauxd vortex motion on beat and mass transfa" at 
Kiev,ulwine, 

8. Konke, V. and Gschwind, P, 1995. Regular flow pattans 
in Symmetrical sinusoidal w q  charmels., Roeeedings of 
the 9-th Internatid Couette-Taylor Workshop at 

6. Nikifmvich,E.,(l994):Boundary layer stwture and 

Boulder,Colorado USA 
9. Nikifomvich.E..Rivir.R..YurehRlko.N. (1995): Kinematic 

similarity of no& d&eibping under body f&. 
proceedings of the 9-th International Couetle-Taylor 
Workshop at Boulder,Colorado USA, August 1995 

effected by body force. pmceedings of the EUROMECH 

engineaing flows,Karlsruhe GERMANY, April 1996 

IO. Nikifmvi&.E., (1996): Receptivity of 2D boundarylayas 

Colloquim 353 "Dynamics of locslized distorbaocPJ in 

Periodical Articles 
11. ?,wearingen J.D., AND Blackwelder RF., The p w t h  and 

breaLdown of streamwise vortices in the presence of a 
wall, LFluidMech., vol. 162,pp. 225-290.1987 

12. Yurchenko,N.F., Babenko,V.V., Kalov, L.F. (1986): 
Eqmimentd shldy of stahility of longitudinal vortical 
disturbances. EnpPhys.l., 50.N0.2,201-206 (in 
Russian, abstract in English). 

13. Florku, J.M, Saric, W.S. (1982): StabilityofGoatler 
vorticesinboundaryla~.AIAAJ,v.10,No.3,p.316- 
324. 

three-dimensioaal modes in transitiaaing Blasius 
Boundary Layas. J.Fluid Mech., 209.93 

and nonlinear stability of the Blasius Boundary Layers. 
J.FIuid Mech. 242,441 

16. Nikiforovich,E., Yurch&o,N.,(l994): LmpLudinal 
vortical flows - characteristics and analogies. 
Hydmmechsnics,No.68,KievKiev, 52-67 (in Russian) 

qiaimeuts, In: Transitim Expaiments, 

14. Corke,T.C. and Mangsno,R.A. 1989. Resonant growth of 

15. EkrtolottiE.P.,Habert,T.andSpalarfP.R. 1992. L m w  

17. Sa&W.C., 1994.low-speed Boundary Layers Transition 

~ & C o m p u t a t i C n s ,  oxford  
18. Reshotko, E. 1994. Boundary Layer instability, transitiq 

19. Saric,W.S. 1994.Gortler vortices. Arm. Rev. Fluid Mech., 
andcontml.AL4APaperNo. 940001 

26,379 

Boob 
21. Fedomv&y,A.,Nikifmvich,E.,Prykdko,N 

(1988):Tmspmt Recesses in gas-liquid 
systems.Kiev.Naukova dumka.256 pp. (in Russian) 

RePo- 
21. Bippes, H. 1978 Expaimental study of the laminar- 

turbulent transition of a colhc~ve wall in a paraUel flow. 
NASA TM. 75243. 

in Transition Modelling, AGARD Repat 793Mrch 1993 
22. "t, T. 1993. Parabolized stabfity quatim. ROgress 





13-1 

Experimental Studies on the Boundary Layer Development in Penguins: 
Mechanisms of Turbulence Control and their Applicability to Engineering 

R Bannasch 
Technische UniversiUt Berlin 

FG Bionik & Evolutimkchnik 
Ackerstrasse 71-76 
D-13355 Berlin 

E-mail: bannasch@lO.tu-berlim.de 

1. SUMMARY 
ExpaimCntal studies wnducted on Live Penguins as well as 
meammnents with liesized models of their hunk in a water 
tank revealed extremely low drag coefficients, although there 
wns some evidence that transition h m  laminar to turbulent 
near-wall flow o c m d  in the most h n k l  part of their body. 
~t a R ~ ~ ~ O M S  number of >lo6 the drag coefficients were 20- 
35 % lower than those reported for the best turbulent 
.technical bodies. Contrary to fish and dolphins, the penguin’s 
tMllr does not contribute to thrust production. Trunk 
oscillations during a wing bent cycle are moderate. Therefore, 
the spindlelk penguin hunk may well serve as live 
example for how energy may be saved by shape 0ptimiSStion 
of &€bodies. The hunk ofthese birds is relatively short and 
thick, thus offering a large volume with minimum drag. 

Using the arithmetic means of data on body geometry from 
three medium sized penguin species, an nxisynun&c body 
wns constructed. By drag measurements in a water tank, this 
body of revolution was found to be an e x d e n t  low-drag 
laminar body (e.g. the lowest bontal drag coefficient was w 
= 0,0156, measured at R ~ D  = 2,331.103. when the transition 
from laminar to turbulent flow was triggered at at 5 % of the 
body length the surface drag coefficients remained even lower 
than those of a turbulent flat plate of equal length, and with 
inneasing Reynolds n u m h  they declined at a higher rate. 

Detailed studies on boundary layer development suggested 
that drag reduction resulted bom the multiple curved (wave- 
liie) outlines of the body. Due to alternating wncave and 
wnvex parts, a stepwise pressure and velocity distribution 
was developed. Thereby, the thickness of as well as the 
boundary layer the turbulent velocity fluctuations within the 
boundary layer could be managed to keep the wall shear 
stress low. Hypothetically, by this mechanism, the vertical 
exchange of energy can be managed in a way that the 
boundary layer receives energy from the outer flow just 
suffcieot to prevent flow separation. 

ReMltly, some numerical appmacbes have proved the 
Evolution Strategy to be an appropriate method to achieve 
optimisation in a parallel way as used by nature. However, 
based on the calculation methods implemented as yet, 
multiple curvature effects did simply not mur even in these 
simulations. Nevertheless. since most of the higher evolved 
flying and swimming animals show wavy body wntours, 
comparative studies on the curvature development with size 
progression sewn to be promising. At least, a frrst mparison 
of three different sized penguin species suggests that there 

might be some distinct (‘‘harmonic’’) solutions to that kind of 
shape adaptation. 

However, viscous drag reduction becomes most efficient if 
shape optimisetion can be combmed with appropriate drag- 
reducing surfaces andor 0 t h ~  mechanisms of drag reduction 
Using a novel method for flow visualisation with controlled 
dye ejection underneath of the plumage hrndamental insights 
into the details of the boundary layer development in live 
penguins swimming at various flow wnditions and into its 
interaction with the vortex systan generated by the wings 

thaf in fact, transition occurred in the most h n t d  part of the 
bird‘s body. In most casea. a quite regular pattern of 
transversal waves running over the compliant surface of the 
plumage (wave length 2 -3 cm) was observed. Comsponding 
to the wing circulation changing its direction during each 
stroke phase, the waves became more pronounced on the 
dorsal and ventral side during the upstroke and down-stroke, 
respectively. 

Apart from rather passive mechanisms (multiple curvature 
effects, compliance and microstructurr of the plumage) 
possibly responsible for keeping boundary layer turbulence 
at a certain but overall low level, the structure of the near 
wall flow was managed also by a nnmber of active 
mechanisms: Tiny adjustments of the body shape (changes 
in the position of the heed, neck, feet and tail) and thereby 
of the pressure and velocity distribution had a remadable 
influence on that flow pettern. Additionally, just after 
descending, some parts of the body may became covered by 
a thin film of air that reduces the wall shear stress locally to 
an absolute minimum. These areas corresponded well to 
those characterised by a low pressure gradient in the earlier 
model experiments. The most persistent air bubble was the 
one in the neck, which was subjected to unsteady 
oscillation. At this location a vortex seems to be formed 
which is assumed to underlie the same oscillation. This 
could be a possible explanation for the mechanism 
generating the running wave observed further downstream 
in the boundary layer, 

Finally, an extraordmary measure to drastically reduce body 
drag temporarily could be a sudden ejection of large amounts 
of air by the bird. Boundary layer saturation with air bubbles 
wuld be observed when the animals by to achieve extreme 
acceleration e.g. during escape reactions or before jumping 
out of the water. 

could be obtained. These viaualisati onagrimimentsconfirmed 

Paper presented at an AGARD FDP Workshop on “High Speed Body Motion in Wafer” 
held in Kiev, Ukraine, 1-3 September 1997. and published in R-827. 
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Fig. 4 Frontal dmg c m p e n t s  ploned against Repolds 
numbem. Not that in this gmph Re wvu calculated by 
using the maximum diameter as reference length. 

Fig. I Geomehy of 3 castingpenguin models: Adelie (solid 
line), Chinshp (&shed line) and Gentw penguin (doned 
line) 

Fig.2 Body of rotation derivedfrom the penguin data 

TabL 1. Geometiy ofpenguin bodies. A frontal mea (m7# 
d diameter ofrhe frontal area (m). I body length (m). XJ 

obscisso of the mmimum thickness (m), Ud length to 
thickness mtio, x . 4  maximum thickness position. 

apcia Ud x@ A d = m  

P. m w i u  4.54 0.44 0,01959 0,158 
P. ddise 435 0.47 0,02083 0,163 
P. papua 4.00 0.44 0,02706 0,186 
body ofrevolulian 4,737 0,443 0,02147 0.165 

(steam velaciry I I nds) 

Re I 

Fig. 5 Suflace dmg cmflcients of the body of rotation 
planed against Reynolds numbers. Note that in this gmph 
Re wlls calculated by using the body length as reference 
length. The bmcket wlues contain dmg increase due to 
undesimble Froude numbers andshould be ignored. Doned 
lines: laminar @elow) and hrrbulent (above] /lot plate. 
h h e d  line on top: rurbdent bodies with a length ro 
thickness mtio of 4.2 (aflerHoemer 1965). 

0.1 

0.2 

0.0 x/l 
0 

-0.1 

-0.1 T 
Fig. 6 Pressure distribution, experinmtal and numeriml 
doh. 
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Table 1 

~ 

porcdl0cm I17 I24 I23 125 119 116 13 
p. kdm3 142 I120  I133 I 173 I250 I272 I1100 

Fig. 1 Measurement of inertial properties; density p. 

Ag. 2 Measurement of elask properties under static 
loading; stress-slrain characterislics, &). 

Ag. 9 Measurement of damping properties; damping co- 
efficient depending on the excitation energy, K ( P )  and 
loss angles tg 9. 



R b l m  2 Construction of mulWayered compliant plates. 

+ 
the same porous material, No. 1 

2 3 0.59 
3 51. 0.46 
4 Si* 0.28 

I 5 I 51 I 0.18 I 
I 6 I 51 I 0.15 I 
I 7 I 53 I 0.15 I 

8 4+51 0.64 
9 51 +4 0.47 
10 PI. 10 (3) 0.56 

12 P1.7 (7115) 0.44 
13 PI. E 15115\ 0.36 

11 PL7 (7115)” 0.51 

0.7 y 
0.5 I 

I 

0.3 L 

1 

-- 
, -  .- 

Fig. 4 Damping properties of materials (samples and test plates, Mickness d ): 
Symbols: - bigger pores, Subscripts: 1 - d = 3.5mm. 

- heating, 2 - d = 7.Omm. 
(1  - membrane, 3 - d = 10.5mm. 
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Fig. 5 Stress-strain characteristics of compliant plates fabricated from the porous material NO. 1. 
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Fig. 6 Stress-strain characteristics of compliant materials 1,3,5,6 (curves marked with asterisks) and multi-layered 
plates fabricated from them. 
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Fig. 7 (a) Water channel test section, 3.0m x 0.25m x O . h ,  U, = 0.03 - 0.6m/s. 
(b,c) Flow structure visualization in water channel. 1 - vortex generators 

2 -tellurium probe 
3 - visualized time-lines 
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Fig. 8 Visualized flow field (top view) in transitional boundary layers over flat rigid (a) and compliant (b) surfaces: 
1 - Tellurium wire, 2 - Tellurium lines, 3 - transverse lOcm marks along the bottom, 4 - axis marks; 
a: U, = 6.7cm/s; z = 1.lm; y = 3mm (I), 4mm (ll), 5mm (Ill), 6mm (Iv); 
b: U, = 5 . 0 m / s ;  z = 2.2m; y = 2mm (I), 4mm (l l ) ,  6mm (Ill), 8mm (Iv). 
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t . 
0.1 I 1 1 1  P I I I I  1 I I I J  
OD1 0.1 1.0 a, 1QO 

Fig. 9 Stability of streamwise vortices in boundary layers over rigid and compliant surfaces. 
1,2 - calculations by Florian 8 Saric (1 982), curves for constant growth rates and maximum amplification respectively; 
3,4 - experimental curves of neutral stability and maximum amplification respectively (rigid surface), (1 984); 
5,6 - experimentally obtained regions for neutrally stable and most amplified disturbances over a compliant surface; 
7 - experimental data for neutral Gortler stability curve (rigid surface) obtained by Aihara (1984). 



Dynamics of vortices in near-wall flows: eigenfrequencies, 
resonant properties, algorithms of control 
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Ukraine 

1. SUMMARY 
Some ways of control of near-wall flow character- 
istics are analysed. They are based on generation 
in the flow of large vortical structures with spe- 
cial dynamic properties. In this connection, dy- 
namics of 2-D stationary vortices located near the 
flow boundary irregularities are investigated by nu- 
merical simulation with using the model of ideal 
incompressible fluid. Parameters of standing vor- 
tices in a cavity, behind a bulge, over a wavy wall, 
in the wake of a cylinder were calculated and the 
classification of stationary points for corresponding 
areas was made. The vortex located in the station- 
ary point was shown has the characteristic eigen- 
frequency. It leads to resonant interaction of the 
vortex with external perturbations, when the vor- 
tex frequency is similar to that of the perturbation. 
To generate the stationary vortices near a body, it 
is proposed to use special cavities (vortex cham- 
bers). Patterns of the flow near the wall with the 
cavity were obtained by discrete vortex method. 
The steady standing vortex above a flat ptate was 
shown can be got in the active control system of 
pulsed sources with feedback. 

2. INTRODUCTION 
The control of unsteady fluid flows in near-wall ar- 
eas and in the wakes of bodies is attracting wide 
interest in both the fluid mechanics and engineering 
because of the many potential applications. Drag 
reduction, lift enhancement, mixing i,mprovement, 
etc. are some of the many problems where con- 
trol of near-wall flows can be applied. Because of 
the flows of fluid in near-wall areas depend con- 
siderably on motion and evolution of large vortex 
structures existing there, knowledge of its dynamic 
properties is the necessary condition for successful 
realization of the flow control. 
The end aim of the control depends on specific en- 

gineering application of the flow. To get the opti- 
mal flow characteristics, either formation of large- 
scale vortices, which are steady to external per- 
turbations, or fast destruction of the large vortices 
and formation uniformity vorticity field is needed. 
In particular, reduction of the body hydrodynamic 
drag can be gotten with transfer from chaotic tur- 
bulent flow regime in the near-body area to the 
regular flow and formation large steady vortices in 
the wake. 
The secondary vortex structures in near-wall area 
can be formed with the help either of special irreg- 
ularities of flowed surface (cavities, bulges, steps), 
or of surface deformations (for example, traweling 
wave) and vibration of the body. As experimental 
researches show [5,8,16 1, the generation of vortices 
and ensuring of its stability demand large energy 
costs which may exceed the effect from the local 
reduction of hydrodynamic drag. Besides, stand- 
ing vortices are steady in narrow diapason of ex- 
ternal flow velocity. The way of control satisfying 
the requirement of physical validity and utilizing 
the minimum amount of energy expenditures has 
to use the information about critical points and 
other topology features of a flow pattern as well 
as the knowledge of dynamic properties of the vor- 
tices. The modern control schemes are directed on 
formation the necessary topology of the flow pat- 
tern [ 6, 7, 141. The last includes the change of 
the location of flow critical points and their type, 
that allows to create the stability standing vortices 
in flow field. Further control uses dynamic proper- 
ties of the vortices and either supports or destroys 
those in accordance with the aim of the control. 

To develop the algorithms of control of near-wall 
flow large-scale structure, resonant properties of 
vortices are also interesting. It is well known that 
water animals control its flow-around, spending 
minimum quantity of energy. It has not been real- 

Paper presented at an AGARD FDP Workshop on “High Speed Body Motion in Water”, 
held in Kiev, Ukraine, 1-3 September 1997, and published in R-827. 
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ized in technical equipment using analogous mov- 
ing manner (for instance, in wavy engine, flop- 
ping wing, impuls hydrojet engine). The resonant 
regime of flow, in which the small disturbance of 
flowing surface leads to considerable change of the 
flow pattern and appropriate hydrodynamic load, 
is one of ways providing such effect. 
To realize the strategy of control, as passive algo- 
rithms (change of the flowed surface shape, mount- 
ing the k e d  wings, ribs and other elements) as 
active those (periodic suction and blowing, mount- 
ing the oscillating wings) can be applied. The ways 
of control with feedback are the most perspective 
ones. They use monitoring the vortical structure 
of flow field in virtual time, that allows to direct 
purposefully the control force either on keeping or 
on destroying the stationary configuration of large- 
scale vortices in the flow. 
Vortical structure of near-wall flow in real construc- 
tions is highly complex and depends on character 
of flow-around, i.e., Reynolds number, the shape 
of the boundary, vibration of the design and other 
factors. Formation of vortices in near-wall flow is 
the display of viscous interaction forces. There- 
fore, analysis of generation and dissipation of the 
vortices demands the de velopment of complex and 
detailed models based 013 Navier-Stokes equations. 
In comparison, stability and dynamic properties of 
the large vortex structures formed due to vortex 
sheet instability can be considered in frameworks 
of ideal fluid. Last years, the approach consider- 
ing the set of vortices as a dynamic system was 
developed [ 2, 7, 10, 17 1. The steady vortex in 
near-wall flow was obtained to have the character- 
istic eigenfrequency and resonant properties that 
allows to act on its by means of external periodic 
perturbation which has the given frequency [ 10 1. 
In the present work, the theoretical analysis of 
topology of some near-wall flows and dynamic 
properties of the vortices located there is made as 
well as the ways of influence on the behaviour of 
the vortices and the general structure of the flow 
are grounded. 

I 

3. VORTICES IIN RECIRCULATION 

ARY IRRE G U LARKTIES : S TAT10 N ARY 
POINTS AND EIGIEN FREQUENCIES 
Application of artificial unevenness of the flowed 
surface (bulges, grooves, ribs, vortex chambers) 
for improvement of hydrodynamic characteristics 
of devices was described by P.K. Chang [ 8 1, 
F. Ringleb [ 15 1, V.K.Migaj [ 12 ] and oth- 
ers. Analysis of experimental and theoretical re- 

ZONES FORMED BEHIND BOUND- 

sults shows that reaching the necessary effects (in- 
crease of opening angle and reduce of hydrody- 
namic losses in diffusers, decrease of both the body 
hydrodynamic drag and the sizes of recirculation 
zones) are explained not only turbulization of the 
flow due to unevenness of the wall but also inter- 
action of formed vortices with external flow. Ap- 
plication such systems will make a success if the 
vortices in near-wall flow are steady ones. Unfor- 
tunately, experimental dates [ 5,8, 151 are evidence 
of sensitivity such vortices to external flow pertur- 
bations, that reduces efficiency and value consid- 
ered schemes. In the present work, the nature of 
excessive sensitivity and non-stability of vortices in 
near-wall flows is investigated. 

Here we consider the flow near the surface with a 
cavity to demonstrate the characteristic features of 
near-wall flow. The rolling-up of separated shear 
layer is modelled by vortex method [ 3, 4, 9, 111. 
The timedependent circulation of nascent vortex is 
predicted by an unsteady Kutta condition. To sat- 
isfy the boundary condition, the conformal map- 
ping of physical area into the upper half-plane is 
used. Equations of vortex dynamics are analysed 
with applying the numerical methods. Since we 
model the flow with the high Reynolds number, we 
have to expect the following flow configuration: the 
flow separation from the entrance edge, the forma- 
tion of mixing layer above the cavity, the backflow 
inside the cavity, the flow reattachment near the 
outlet edge and the movement of large-scale struc- 
tures in the near-wall area. The complexities of the 
simulation such processes are connected with the 
essential non-stationarity of the vortex generation 
as well as with the necessary to take into account 
the interaction of the vortical structures of different 
scales between them’s and with the wall. 
Some results of calculations are depicted in Fig.1. 
The vortex sheet shedding from the cavity entrance 
edge is unsteady one. At an initial stage of its evo- 
lution, the vortex sheet breaks down into the sep- 
arated vortical structures which are like on those 
generating in the mixing layer (Fig. 1 a,b,c).  
These structures have the periodic character. The 
space and temporal periodicity is broken when the 
shedding layer interacts with the wall near the cav- 
ity outlet edge. One part of the vorticity goes into 
cavity and forms the recirculation zone and another 
part is carried away in near-wall flow. The forma- 
tion of both the recirculation zone inside the cavity 
and the quasistationary flow in near-wall area be- 
hing the cavity come over very slowly ( when T > 20 
, where ( T = t U/a, 2a is the cavity chord). In 
quasistationary flow, the point vortices will occupy 
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the cavity practically in regillar manner, if the cav- 
ity is shallow (Fig. 1 d). At the same time, those 
will concentrate near the cavity centre, if the cav- 
ity is more depth (Fig.1 e). As results of simula- 
tion show, the recirculation zone is characterized 
by nearly periodic pulsations, which are caused by 
the precession movement of the vorticity centre in 
the cavity (Fig. 1 f ). We will show further that the 
existence of the eigen periodic motion of the vortex 
structures leads to selective receptivity of the flow 
to external periodic perturbations. 
Existence of the compact areas with large concen- 
tration of the vorticity allows to use the simple 
model, in which the behaviour of a vortex whose 
strength is equal to integral intensity of vorticity 
in the area is considered. 

3.1 Model of standing vortices 
We are limited by analysis of two-dimensional prob- 
lem, that permits to use the methods of conformal 
transform theory. Let a vortex with the coordi- 
nates zo(x0, yo) is located in a closed area D 
whose boundary is L. The free flow in the area 
is rectilinear and is described by the velocity U,. 
By means of function < = f ( z )  we realize the 
conformal mapping of the area into the upper half- 
plane of auxiliary plane <. The complex flow PO- 
tential describing the free stream with a vortex is 
the following function from < : 

< = f (2). 

Here (a0 is the complex potential corresponding 
to the external flow, r is the strength of the vor- 
tex, <O is the complex coordinate of the vortex in 
(-plane, the overbar denotes a complex conjugate 
and i2 = -1. 
The equation describing the movement of vortex in 
the area' D can be obtained from (1): 

Extracting the real part from (4) under the condi- 

= 0 , one derives the equation for 

determining the stationary vortex position : 

To find the strength I'o of the standing vortex, 
the image part (4) is used. The condition (3) is 
not sufficient one. To determine the parameters of 
the standing vortex in full, Kutta condition has to 
be used when the flow boundary has sharp edges. 
Otherwise, experimental data may be attracted. 
The motion of the vortex in the neighbourhood of 
stationary point can be as stable as unstable with 
respect to perturbations of free stream velocity, 
strength of the vortex and shape of the flow bound- 
ary. The behaviour of the vortex in the neighbour- 
hood of stationary point zg(x:, yt;) , in the pres- 
ence of perturbations is investigated by analysis of 
the following linear equations : 

The coefficients ~ ; j  are the components of Jacobi 
matrix for equation (2): 

The asterisk means that derivatives correspond to 
the stationary point z:(x;, yg) . 

(2) 
The position of a stationary vortex zg (z:, yg) is 
determined from the condition: The solution of system (5) may be derived as : 

(3) Ax = X exp(Ar) , Ay = Y exp(Xr) 

It can be presented in the following form : The eigennumber X is determined from the follow- 
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The set of equations (2) describing the dynamics 
of a vortex is Hamiltonian one. Similarly [ 17 1, its 
Hamiltonian is given by the expression : 

It is known , that in Hamiltonian systems, the co- 
efficient with X (divergence) in eq. (7) is equal 
to zero : A = a l l  + 1122 = 0 . The sta- 
tionary point can be either elliptical or hyper- 
bolic. Its type depends on the sign of the Jacobian 
J = (1111022 - (31214112. Under the condition J > 0 
one has the steady stationary point and the vortex 
revolving on its stationary point with the charac- 
teristic eigen frequency W O  = J a l l a 2 2  - ~ 2 1 ~ 1 2 .  

3.2 Standing vortex ink a cavity 
In connection with development of approach using 
the vortex chambers for control of flow, we shall 
consider the topology of the flow in a cavity. The 
depth of the cavity is supposed to be much larger 
than the thickness of boundary layer formed on the 
wall. The necessary confcmnal mapping is carried 
out by the following function 

where 2ao is the chord of the cavity, the angle 
p defines the cavity depth ( /? < 0 ). All 1' inear 
sizes - will be divided by half-hord of the cavity ao, 
I' = r/U,ao . 
The equations characterizing the movement of vor- 
tex (2) as well as those used for determining the 
coordinates and the circulation of standing vortex 
are difficult enough. To solve those, the numerical 
procedure was used (the fourth-order Runge-Kutta 
method in combination with the iteration scheme 
for solution of transcendental algebraic equations). 
As follows from results of calculations, in a cavity, 
there is the vortex which is stationary and satis- 
fies the Kutta condition in both sharp edges. It is 
important peculiarity of the considered flow con- 
figuration, which shows that stabilization of vortex 
in a cavity may be achieved without additional ad- 
mission of energy. The I.ocus of fixed point against 
the angle p characteri2,ing the cavity depth is ob- 
tained. In each such point, the vortex is stationary 
and satisfies the Kutta condition, and its circula- 
tion I'o is shown in Fig. 2 (curve 1). 
A linear stability analyeis shows that the eigenval- 
ues of the system are complex conjugates with zero 
real parts. It means, the fixed points of the flow 

are centers and if a vortex is located in such point 
(it is standing), it will have eigenfrequency W O  (Fig. 
2, curve 2). To give a complete characterization 
of the dynamics of the system, we plot the phase 
portrait of the trajectories of the vortex (Fig. 3). 
These trajectories are obtained for constant vortex 
circulation. There are four types of vortex trajec- 
tories delimited by separatrixes and three critical 
points. These are the center disposed on cavity axis 
and two unstable saddle points near edges. Phase 
portrait features will play the important role in 
analysis of the dynamic properties and evolution 
of standing vortex in the field of perturbations. 

3.3 Standing vortices in the wake of a cylin- 
der 

The stationary flow with two symmetrical vortices 
in the wake of circular cylinder is observed exper- 
imentally at small Reynolds numbers ( Foppl vor- 
tices [ 13, 19 I). The corresponding theoretical so- 
lution is adduced in Milne-Thornson's monograph [ 
13 1. It is based on the model of single vortex mov- 
ing in ideal incompressible fluid. To define the flow 
potential and the velocity of the vortex, the theo- 
rem about the circle was used there. The solution 
consists the expressions for coordinates and circu- 
lation of stationary vortices. The similar results 
for parameters of standing vortex were obtained 
numerically in the present study. The conformal 
transformation (9) was employed. Under the condi- 
tion p = n/2 it maps the area with half-cylinder 
lying on the wall into the upper half-plane. The 
curves defining the positions of standing vortices 
and the dependence of vortex circulation I'o (Fig. 
4) on the radius-vector R coincide accurately with 
appropriate analytical solutions. The novelty of the 
present research consists in determination of eigen- 
frequency W O  of stationary vortices (Fig. 4). Due 
to this, the most suitable regimes needed to  affect 
on the vortices with the help of periodic perturba- 
tions of external flow may be found. 

3.4 Standing vortices above a wavy surface 

Some dynamic properties of standing vortices lo- 
cated above a wavy surface will be considered. This 
problem initiates the interest in connection with 
practical realization some effects of the traveling 
wave. Results of simulation are important to ob- 
tain detailed understanding of the nature of vortex 
stability in wave troughs as well as study the in- 
fluence of external perturbation introduced by the 
boundary shape on vortices. 

The wall profile is a relation in y and z and is 



given by the following equation : 

where A is the length of the wave; a ,  b are the 
parameters connected with the wavy amplitude h 
by the following relationships : 

a = (1  - eZh)/2 , b = (1 + e2*)/2. 

The flow configuration in physical plane z is the 
channel of the width L .  One wall of this channel 
is given by the equation (10). 
The flow area may be reflected into the upper half- 
plane by means of two consecutive transformations: 

21r 
x U = - ,  m = a + b c ,  n = b + a c  

- 
2ab + v  2ab 

C =  

e-L - m 
n - ceL 

L' = In 

(12) 
71 c = exP( w )  

The rectilinear flow in physical plane z with the 
velocity U,  corresponds to the source located on 
the centre of coordinates of the auxiliary plane c. 
Its power is Q = U,LI. Thus the complex veloc- 
ity potential characterizing the external flow above 
the wavy surface is given by : 

All linear sizes will be divided by wavy amplitude 
h , ( further the overbar will be 
omitted ). 
The vortex zo(20,  yo) placed above a flat wall 
is known to  move in parallel with the wall. The 
direction of its movement depends on relationship 
between the freestream velocity U,  and the self- 
excited velocity I'/4lryo . If the vortex moves above 
a wavy surface, its trajectory will be defined by 
the value of the vortex circulation I'. Dependences 
of circulation ro and eigenfrequency W O  of the 
standing vortex in wave trough on wave parameters 
and vertical coordinate of the vortex are adduced 

- 
I' = I'/U,h 
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in Fig. 5. To avoid resonant interaction of the 
disturbances introduced by a traveling wave with 
standing vortex, one has to take into account fre- 
quency characteristics of the vortex when selecting 
parameters of the wave. 
When the system of two vortices moves above a 
wavy surface, the resonance another type was dis- 
covered by us. If the length of own oscillating mo- 
tion of the vortex pair is like to that of the wave, 
the motion become most regular. As a result, the 
velocity of vorticity transfer decreases considerably 
in comparison with the cases when the pair moves 
either above a flat wall or before and beyond the 
resonance. This situation is reflected in Fig. 8. 
Here curve 1 is the graph of the vorticity transfer 
velocity above a wavy surface, dotted line 2 corre- 
sponds to its average value and curve 3 shows the 
average value of the velocity when the pair moves 
above a flat wall. Because of the hydrodynamic 
drag of surface is proportional to velocity of vortic- 
ity transfer along the surface, this type of motion is 
very interesting. To form a travelling wave, active 
control system of pulsed sources may be used thal 
enlarges possibilities of flow control. 

4. RESONANT PROPERTIES OF 
STANDING VORTICES AND THEIR BE- 
HAVIOUR IN PRESENCE OF EXTER- 
NAL PERTURBATIONS 
Knowledge about the eigen frequency of standing 
vortices becomes especially important, when the 
external periodic perturbations is present in the 
flow. These perturbations can be either artificial, 
i.e., be introduced in the flow with the express pur- 
pose to  control the necessary parameters, or natu- 
ral. We shall consider the influence of periodic.per- 
turbation of the free stream velocity U,  on dy- 
namics of standing vortex located in a cross groove 
(cavity) and in the wake of circular cylinder. Let 
the free stream velocity is changed according to the 
following expression : 

U,  = U , ( I + a s i n S 2 ~ ) ,  U, =cons t ,  a < l  

Here a ,  S2 are the amplitude and the frequency 
of the perturbation accordingly. 
To determine the trajectory of vortex, the equa- 
tions (2) characterizing the movement of vortex 
near the curved boundaries are used. The numer- 
ical integration of those is based on fourth-order 
Runge-Kutta method. At an initial instance t = 0 
, the vortex with circulation I'o is supposed to 
locate in the stationary point. It means that in un- 
perturbed flow, the vortex rotates with the eigen- 
frequency WO along the infinitely small trajectory. 

(14) 
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The trajectory of the vortex is changed consider- 
ably under the action of the external perturbation 
containing the small periodic component. Its char- 
acter depends on the frequency of external pertur- 
bation 52. If the value of external frequency is far 
from that of the eigenfrequency WO or her subhar- 
monics w0/2, 2w0 , the vortex will move periodi- 
cally on a closed trajectory in the small neighbour- 
hood of stationary point. The size of the neigh- 
bourhood is proportional to the amplitude of the 
perturbation a.  
The trajectory of vortex will be highly changed, 
if the external frequency fl comes nearer to the 
eigenfrequency of the vortex WO (or her subhar- 
monics). The motion of vortex is characterized by 
its deviation from stationary point: 

where xof, yof are the coordinates of stationary 
point, Z ~ ( T ) ,  yo(7) are the coordinates of the vor- 
tex at considering time step. 
The movement of vortex is multiperiodic one. The 
small external perturbation being to generate the 
low-frequency oscillations of the vortex with large 
amplitudes. This property follows from the nonlin- 
ear nature of the equations defining the dynamics 
of vortex in near-wall area. 
The resonant curves are plotted versus the non- 
dimensional frequency of perturbation R/wo in 
Fig. 5. They characterize the dependence of max- 
imum deviation of the vortex &,, on the sta- 
tionary point. Dependence of the value of reso- 
nant peaks on the amplitude of perturbation, dis- 
placement of the resonance to more high frequen- 

, cies O/wo > 1 as well as availability of secondary 
peaks at R/wo M 0.5 and R/wo w 2 are char- 
acteristic features of the curves. When the cavity 
sizes are reduced, the height of resonant and sub- 
resonant peaks as well as the width of resonant zone 
increase. Therefore, one may suppose that the vor- 
tex becomes less mobile due to growth of the hollow 
depth. It means that its reaction on the perturba- 
tion fades. 
As results of calculations show, the resonant peak 
may become infinitely large. In Fig. 6, such tra- 
jectory of standing vortex is depicted. In this case, 
the vortex goes away from the cavity by the ex- 
ternal flow. It means, the vortex crosses the line 
separating the trajectories of various types on the 
phase portrait. 
The similar resonant effects will be observed, if the 
standing vortex is located in the wake of a body 
(Fig. 7). The dependence R,,,,ax(R/wo) dealing 

with the vortex behind the cylinder is different from 
that as the vortex is located in a cavity. In partic- 
ular, the main resonance peak shifts to lesser fre- 
quencies and gets under the condition R/wo < 1. 
If the frequency of perturbation R increases to 
WO,  the value R,,,,,, defining the amplitude of 
vortex precession will grow spasmodicly. It means 
that we have the nonlinear system with "rigid" ex- 
citation. In accordance with presented results, the 
stationary vortices in the wakes are less steady to 
the external perturbation than those in the inner 
flows (for example, in grooves). In particular, the 
vortex behind the cylinder reacts considerably on 
perturbation which are characterized by very small 
amplitudes. 
When the system of two vortices moves above a 
wavy surface, the resonance another type was d i s  
covered by us. If the length of own oscillating mo- 
tion of the vortex pair is like to that of the wave, 
the motion become most regular. As a result, the 
velocity of vorticity transfer decreases considerably 
in comparison with the cases when the pair moves 
either above a flat wall or before and beyond the 
resonance. This situation is reflected in Fig. 8. 
Here curve 1 is the graph of the vorticity transfer 
velocity above a wavy surface, dotted line 2 corre- 
sponds to its average value and curve 3 shows the 
average value of the velocity when the pair moves 
above a flat wall. Because of the hydrodynamic 
drag of surface is proportional to velocity of vortic- 
ity transfer along the surface, this type of motion is 
very interesting. To form a travelling wave, active 
control system of pulsed sources may be used that 
enlarges possibilities of flow control. 
Summing up, the remnant perturbation of flow in- 
tensifies essentially the fluid mixing in near-wall 
areas. It changes also the appropriate character- 
istics of thermal, acoustic and other hydrophisic 
fields. 

5. GENERATION OF STANDING VOR- 
TEX AT THE BEND OF FLOW AND ITS 

RATED ZONE SIZES 
Use of standing vortices for control of near-wall flow 
parameters near angle is considered. In this area, 
one has the flow with large positive pressure gradi- 
ents and, as a result, global separation of the flow 
and formation of vast recirculation zone [ 5, 11, 171. 
Theoretical analysis of the flow topology shows that 
there are no steady stationary points near angle. 
To form those, we propose to change the boundary 
shape, disposing the cross cavity (vortex chamber) 
at the bend (Fig. 9). Parameters of the standing 

INFLUENCE ON DECREASING SEPA- 
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vortex (coordinates and circulation) and the shape 
of the cavity (angles a, p and center of circle) 
are determined from the condition of stationarity 
(3) and two Kutta conditions satisfied at the sharp 
edges. The last does not allow generation of vor- 
ticity at the edges. As results of calculations show, 
this problem has the solution with broad diapason 
of cavity parameters. Dependence of the angle p 
characterizing opening the cavity on angle a is lin- 
ear. The circulation I'o and eigenfrequency W O  of 
the standing vortex versus angle a are plotted in 
Fig. 10. 

The present research allows to evaluate the 
strength of recirculation zone in the vortex cham- 
ber, which should prevent the global separation of 
the flow at boundary bend. Calculations with using 
the discrete vortex method show that the vortex 
generated in the chamber has the lesser strength 
than ro demands. As a result, the separation zone 
near the boundary bend does not disappear com- 
pletely, but its sizes are reduced considerably. Non- 
separation flow at the bend can be provided if the 
vortex having the necessary circulation and coor- 
dinates is created specially in the chamber. The 
passive schemes, when energy is extracted from the 
external flow can be used (for example, wings). To 
reach the necessary strength of the vortex, the ac- 
tive schemes with admission of energy are effective 
also. 

6. STANDING VORTEX IN THE SYS- 
TEM QODY-CONTROL PLATE 
Experimental researches show [ 5, 14 ] that mount- 
ing control plate either before or beyond a bluff 
body reduces considerably the drag such system. 
Selection of geometrical parameters (the height of 
plate, the distance between the plate and the body) 
and the shape of plate is very important when 
working the systems. The present model confirms 
that improvement of hydrodynamic characteristics 
is achieved due to generation of standing vortex 
between the control plate and the body and allows 
to state the value of the system parameters. The 
standing vortex satisfying the Kutta condition in 
both the plate end and the body edge were found 
and its parameters (coordinates, circulation, eigen- 
frequencies) were obtained. Existence such vor- 
tices results in reducing the vortex shedding inten- 
sity near body edges. The total drag of the body 
plus plate is decreased relative to the configura- 
tion without plate [5, 141. Flow patterns with the 
standing vortex between two plates and in the s y s  
tem control platebody are plotted in Figs. 11,12. 
Analysis of eigenfrequencies and resonant proper- 

ties of the standing vortices explain& the high sen- 
sivity of this system to turbulent pulsations of ex- 
ternal flow and shows the ways how to improve the 
vitality of the vortices. 

7. ACTIVE CONTROL OF VORTEX 
STRUCTURES IN NEAR-WALL FLOWS 
Control of near-wall flow with admission of energy 
(for example, blowing and suction of fluid) allows 
to change topology of flow. In the work [ 6 ] it 
has been showed that there is the steady standing 
vortex providing the Kutta condition at the edge 
of flat plate, if the special source is mounted in the 
flow. We obtained analogous results for standing 
vortex near the angle (bend of the flow boundary). 
It must be noted such schemes demand large energy 
costs for suction or blowing of fluid. 
The lesser energy expeditures are needed in active 
control schemes, when the stationary vortex exists 
in the flow but it is unstable, for example saddle or 
unstable foci. Such flow cannot be realized owing to 
its instability. This situation is changed with using 
active control scheme with feedback. We shall con- 
sider the work such system, when unstable vortex 
is located above a flat surface. The system consists 
of two pulsed sources and sensing element ensur- 
ing shadowing the vortex. The power of source is 
changed in proportion to deviation of the vortex 
from its stationary position. The type of the sta- 
tionary point is changed, it becomes the steady foci. 
It i s  important that the vortex has the character- 
istic eigenfrequency. As a result, the efficiency of 
this control system depends on frequency charac- 
teristics of perturbations in near-wall flow. Calcu- 
lations show that accidental deviation of the vor- 
tex from its stationary point is suppressed quickly 
at high frequency of external perturbations, on the 
contrary, at low frequency of perturbations the vor- 
tex deviation can be increased. 

8. CONCLUSIONS 
Control of near-wall flow vortical structure will be 
effective, if it takes into account topology proper- 
ties of the flow: type of critical points, existence 
of steady standing vortices, correlation between 
the eigenfrequency of the vortex system and spec- 
tral properties of external perturbations. Pertur- 
bations with frequencies which are similar to eigen- 
frequency of the vortex system lead to considerable 
change of the flow pattern. Obtained results show 
ways for improvement of hydrodynamic character- 
istic of devices through organization in near-wall 
flow large vortical structures with special proper- 
ties. 



15-8 

REFERENCES 

1. Acton E., Dhanak M.R. ”The motion and sta- 
bility of a vortex array above a pulsed surface.” 
Journal of Fluid Mechanics, v. 247, (1993): 
231-246. 
2. Aref H. ”Integrable, chaotic and turbulent vor- 
tex motion in two-dimensional flows.” Ann. Rev. 
Fluid Mech., 15 (1983): 345-389. 
3.Belotsercovskij S.M., Nisht M.I. Separated and 
unseparated flows behind thin wings in ideal 
fluid. MOSCOW, Nauka, 1978,352 p. (in Russian). 
4.Belotsercovskij S.M., Clinevsky AS.  lhrbulent 
jets and wakes simulation using the metod 
of diskrete vortices . Moscow, Nauka, 1995, 
366 p. (in Russian). 
5.Belov I.A. Interaction of nonreguiar flows 
with obstacles . Moscow, Mashinostroenie, 
1983, 166 p. (in Russian). 
6.Cortelelezzi L.” Nonlinear feedback control of the 
wake past a plate with a suction point on the down- 
stream wall ” Journal of Fluid Mechanics, v. 

7.Cortelelezzi L.,Leonarcl A.,Doyle J.C. ” An ex- 
ample of active circulation control of the unsteady 
separated flow past a semi-infinite plate” Journal 
of Fluid Mechanics, v. 260,(1994):127-154. 
8. Ghang P.K. Control of Flow Separation, 
Hemisphere Publ. Corp., 1976. 
9. Gorban’ I., Gorban’ ’V.,Saltanov N. ”Nurneri- 
cal simulations of separated flows in near-wall ar- 
eas.” Dopovidy AN of Ukraine, Ser.A, No 2 
(1989): 26-30 (in Russian). 
10.Gorban’ V., Gorban’ 1. ” Resonant properties of 
vortices behind boundary irregulariti ” Dopovidy 
AN of Ukraine, Ser..A, No 2 (1996): 44-47 
(in Ukrainian). 
11.Gorban’ I. Investigations of vortex flows in 
near-wall areas, Ph.D.thesis, Institute of hy- 
dromechanics, Kiev, 1!194, 235 p. (in Russian). 
12.Migaj V.K. ”The research of diffiisers with ribs.” 
Teploenergetika, No ’LO (1962): 55-59 (in Ru5 
sian) . 
13.Milne-Tomson L.M. Theoretical Hydrody- 
namics. St. Martin’s Press, London, 1960, 656 
P. 
14.Monkewitz P.A. )’ A note on vortex shedding 
from axisymetric bluff bodies.” Journal of Fluid 
Mechanics, v. 192, (1988): 561-575. 
15.Ringleb F.O. ” Two-Dimensional Flow with 
standing Vortexes in Ducts and Diffusers.” Trans. 
of the ASME, J. of Basic Engineering, No 

l6.Roos F.W., Kegelmm J.T. ”Control of coher- 
ent structures in reattaching laminar and turbulent 

327, ( 1996) ~303-324. 

10 (1960): 921-927. 

shear layers.” AIAA Journal, No 12 (1986): 

17. Saltanov N.V.,Gorban’ V. Vortex struc- 
tures in fluid Analitical and numerical so- 
lutions. Kiev, Naukova Dumka, 1993, 241 p. 
(in Russian). 
18.Sarpkaya T. ”Computational Methods with 
Vortices. - The 1988 Freeman Scholar Lecture.” 
Journal of Fluid Engineering, No 1 (1989): 
5-60. 
19.Shlichting G. Theory of boundary layer. 
MOSCOW, 1974, 711 p (in Russian) 

1956-1963. 



15-9 

-1 -0.5 0 0.5 1 X 
a). z = 4 

r 
-1 -0.5 0 0.5 1 X 

b). Z = 5 

-1 -0.5 0 . 0.5 1 X 
c). z = 6 

0 

xc ,Yc 

0 

-0.5 

I .. I . ,  I ,  

0 10 20 30 Z -1 

f) 
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Fig. 2. Circulation ro and eigenfrequency 
oo of the standing vortex in a cavity 
versus angle p characrerizing the cavity depth 
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Fig. 4. Dependence of circulation ro (curve 1) 
and eigedequency oo (curve 2) of standing 
vortex in the wake of cylinder against its locus 

Fig. 5 .  Resonant curves characterising the 
dependence of vortex maximum deviation 
from the stationary point in a cavity 
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Fig. 3. Phase portrait of vortex 
trajectories in a caviq 

Fig . 5 .  Standing vortex above a wavy wall: 
dependence of circulation r, (curve 1) and 
eigenfkequency oo (cuve2) of vortexon 

its vertical coordinate yo ( A = 4 , h = 1) 
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Fig. 6. Trajectory of the standing vortex 
behind a cavity at flow resonant 
perturbations 



15-11 

0.3 

0.2 

A 

1 

0.8 

0.6 

0.4 

0.2 

- 

- 

Fig.7. Resonant curves characterizing the 
dependence of vortex maximum deviation 
from the stationary point behind cylinder 

Fig. 11. Flow pattern with the standing 
vortex in the system controlplate- 
bluff body 

Fig. 8. Velocity of vortex pair vorticity 
center above a wavy wall in resonant regime 
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Fig. 10. Circulation ro and eigenfiequency 
U, of the standing vortex in a vortex 
chamber versus angle a: characterizing 
the chamber shape 

Fig. 12. Flow pattern with the standing 
vortex in the system two plates 
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A Simple Model for the Aero-Hydrodynamics of Ekranoplans 
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SUMMARY 
The problem of a wing-shaped body moving close to the air- 
water interface is addressed in term of an inviscid-rotational 
model in which the aerodynamic problem is coupled to the 
water flow by means of suitable interface conditions. A nu- 
merical procedure to solve the nonlinear unsteady problem 
is described. Numerical examples are given for some lin- 
earized cases. In particular the steady flow generated by a 
flat plate at incidence in forward motion over calm water is 
studied at first. The linearized wave-wing interaction is then 
analized in the frequency domain. 

List of symbols 
A amplitude of incident wave 
AR aspect ratio 
ak j added mass coefficients 
bk j damping coefficients 
C characteristich chord length 
CO, CL 
9 gravity acceleration 
G free space Green function 
h clearence 
U, stream velocity 
20 interface velocity 
2 

Xk exciting force 
a angle of attack 

drag and lift coefficients 

vector position in the moving frame 

vorticity strength 
dipole strength 
air (1=1) and water (1=2) density 
source strength 
air (1=1) and water (1=2) perturbation potential 
air (1=1) and water (1=2) radiation potentials 
air (1=1) and water (1=2) incident potential 
air (1=1) and water (1=2) scattering potential 
frequency of incident wave 
frequency of encounter and wave number vector 
air (I=l) and water 0=2) domain 
wing 
mean wing position 
interface 
wake 

1. Introduction 
In order to make medium range sea-transportation compet- 
itive with respect to other means, a continously increasing 
effort is devoted to the development of high speed marine 
vehicles. 
Among these, the russian ‘ekranoplan’ concept, a vehicle de- 
signed to operate in close proximity of underlying surface, 
has been recently recovered and proposed as ‘Wing in Sur- 
face Effect Ships’ (WISES) (see [l] for a-discussion of the 
basic concepts and a hystoric perspective). 
As the air-water density ratio is very small, the usual as- 
sumption in describing WISES-fluid dynamics is to neglect 
completely the free surface deformation and to consider the 
behaviour of the vehicle in ground effect. A deep analysis of 
these flow conditions can be found in [2] and in the literature 
cited therein. In particular, it is evidenced the strong three- 

dimensional character of the aerodynamic field and the dra- 
matic role of endplates in determining the efficiency of the 
entire lifting system. More specifically, the lift-to-induced 
drag ratio increases as the clearance h decreases and it has 
been consistently pointed out in [3] that the new WISES gen- 
eration will be characterized by an extremely reduced clear- 
ance with respect to the chord c of the main lifting device 
and a range h/c N 0.05 - 0.1 has been suggested. In these 
flow-conditions the aerodynamic field and the wavy motion 
of the free surface are more strongly coupled and possible 
interactions with incoming waves could significantly alter 
the dynamic behaviour of the vehicle. In this case the rel- 
evant mathematical approaches are closely related to those 
considered for studying the wave propagation along sharp 
density interface. In the case of ship hydrodynamics a thor- 
ough analysis of ship generated internal waves can be found 
in [4],[5] and, even more related to the problem at hand, in 
[6] where the two-dimensional steady flow generated by a 
flat plate beneath an interface is discussed. 
In this paper, we discuss a model to study the three- 
dimensional air-water flowfields generated by a lifting body 
when running in close proximity of the interface. Some 
physical assumptions are introduced. In particular, by as- 
suming to deal with wing-shaped body and high Reynolds 
number attached flows, an inviscid-rotational model can be 
adopted to described the ‘aerodynamic’ part of the problem. 
Namely the viscous diffusion is neglected, the vortical re- 
gions are modelled by means of zero thickness vortex layers 
shed from the tips and the trailing edge of the wing, and a ve- 
locity potential exists almost everywhere. Also the effect of 
air-compressibility is neglected. The non-uniform pressure 
field created by the wing generates, or alters, the underly- 
ing wave field and, indeed, the motion of the air is coupled 
to that of the water. In describing the interface motion, vis- 
cous effects (i.e. the boundary layer on the two sides of the 
interface) are neglected and a velocity potential in the water- 
domain can be also introduced. Boundary conditions at the 
interface are deduced, which link the potentials existing in 
the two fluid domains. 
On this physical ground, in $2. a mathematical model is in- 
troduced for dealing with the general unsteady case. The 
resulting problem is clearly highly nonlinear because of the 
free and moving boundaries (the interface, the wake and the 
wing surface). An iterative procedure to solve numerically 
the two coupled aerodynamic and hydrodynamic flowfields 
is described. 
In order to gain confidence with physical and numerical as-, 
pects of the problem at hand, we limit ourself to solve some 
linearized cases (cfr. $3.). Namely the steady flow gener- 
ated by a wing running above an initially calm interface is 
firstly considered. And, secondly, the interaction of the lift- 
ing device with an incoming wave systems is analyzed in the 
frequency domain, i.e. by assuming the time-dependance of 
the solution to be harmonic. For these problems, the solution 
can be easily identified as the problem of a wing on a porous 
soil coupled to the special free surface flows for which the 
Fourier-integral representation of the solution exists. As a 
result the numerical solution is greatly simplified. Although 
we developed the present theory indipendently, the use of 

Paper presented at an AGARD FDP Workshop on “High Speed Body Motion in Water”, 
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the Fourier representation of tlie steady solution for solving 
the complete (linearized) problem is apparently anticipated 
in [2]. 
Some consideration about the ]properties of the solution (see 
also the two-dimensional theoiy in [7]) can be inferred start- 
ing from the properties of the two separate problems. This 
issue and the numerical aspects concerning the solution of 
the unsteady nonlinear problem are under development and 
will be reported elsewhere. 

Dt Dt 

VQl . VQ2 

P2 

2. Problem definition 
In the following, we define the initial value problem describ- 
ing the flow about a wing-shaped body aRB moving close 
to an interface a R 1 3  which separates two inviscid incom- 
pressible fluids with densities p1 (upper fluid) and p2 > PI.  
A frame of reference fixed with respect to an observer mov- 
ing with the mean velocity -U, of the wing is adopted. We 
introduce the potentials ~ 1 ,  Q:! harmonic in the correspond- 
ing domains, 

such that ui = U, + VQ; are the fluid velocities in the 
upper, i = 1, and lower, i = 2, domains, respectively. 

Interface boundary conditions The interface is defined 
by the kinematic property that the fluids do not cross it. 
Hence the displacement velocity wn of the interface points 
P E ai213 equals the normal velocity of the fluid on the two 
adiacent sides, namely w . n := u 1  . n = 142 . n. Moreover, 
when viscous and surface tension effects are neglected, the 
local momentum balance requires the continuity of the pres- 
sure p across the interface. From the above kinematic and 
dynamic conditions, it is possible to deduce different sets of 
(equivalent) evolution equations for aRZ7. In particular, by 
choosing the velocity of the points P E a R 1 3  as 

1 1 
w = Z(U1 + u 2 )  = Z("Q1 + VQ2) + U, , (2) 

the geometric evolution of the interface is obtained by fol- 
lowing the motion of its geometric points. Moreover, once 
the pressure on the two sides of is expressed by means 
of the Bernoulli equation, from the dynamic condition it is 
possible to relate the evolution of the two potentials cp; at 
the interface. Eventually, the kinematics and the dynamics 

(3) 

(4) 

Body and wake boundary conditions On the wing 
boundary aRB the standard impermeability constraint ap- 
dies  

- -U, . n V P  E doB. (5) -- a 9 1  
a n  

Moreover, as for the case of the interface model, it is expedi- 
ent to describe the evolution of the wake in terms of particle 
evolution equations. This can be accomplished by exploit- 
ing the mass and momentum conservation which require the 
continuity both of the normal velocity component and of the 
pressure across daw, [8]. In particular, once the velocity U 

of the wake points is defined as the mean value +(U:: + U:) 

of the fluid velocity on the two sides '+' and '-' of a R w ,  
the kinematic and dynamic evolution of the wake is ruled by 

where % := & + U .  V and the constancy of the potential 
jump A 9 1  := 9;' - cpr follows from the Bernoulli equation 
when written on the two sides of the wake. 

An iterative method of solution The flow about a wing 
close to an interface can be described as two problems for the 
Laplace equation coupled via the interface conditions (3). 
The potential cp1 in the fluid surrounding the wing must also 
satisfy the body boundary condition (5 )  and the wake equa- 
tions (6). A procedure is now described to solve the unsteady 
nonlinear problem. Suppose that for t  = to the interface and 
wake geometries are known, as well as the distribution of 
A(pl on aRw. Then 

1. 

2. 

3. 

4. 

5. 

starting from the known boundary data % on the 
interface and % on the body we can solve the prob- 
lem 

V P  €'RI  

where the Neuman boundary condition at the inter- 
face follows from the kinematic condition u1 . n = 
u 2  . n discussed above. 

Once the field 91 is known at the interface, the right 
hand side of the dynamic equations in (3) can be eval- 
uated and stepwise integrated to obtain a new guess 
for the boundary data cp2 on aRZ3.  

The problem 

v 2 Q 2  = 0 t l P E R 2  { Q2 = f V P E ~ R ~ ~  

in the lower domain is then solved, and a new distri- 
bution of % on a R 1 3  can be evaluated. 

Steps 1-3 are repeated until convergence is reached, 
after that 

The geometry of the interface and the wake are up- 
dated in time. 
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6. Go to step 1 for a new timestep. 

When dealing with free boundary flows, it is expedient to 
recast the problem in term of boundary integral equations; 
this can be accomplished both for free surface problems 
[9] and for the inviscid-rotational aerodynamics [lo]. On 
this ground, the two boundary value problems (step 1 and 3 
above) can be solved by introducing suitable integral repre- 
sentations for the potentials pi. It is to be stressed that the 
presence of moving boundaries, and aRw and ~ R B ,  
gives to the problem a strong nonlinear character which, in 
turn, implies a huge computational effort to solve the rele- 
vant boundary integral equations at each time step. In the 
present paper, we have decided to solve some linearized 
test cases to preliminary verify the effectiveness of the pro- 
posed iterative procedure and to gain some confidence with 
the physical problem. Therefore, in the following sections 
the nonlinear problem is simplified by assuming small wave 
heights and by transfering the interface boundary conditions 
on the z = 0 plane. This allows for solving the two boundary 
value problems once and for all. 

2.1 The linearized steady problem 
The fully nonlinear problem can be simplified by following a 
standard procedure and assuming steady flow conditions. In 
this case, the flow is described by the aerodynamic problem 

V P  E R1 I v291 = O 

Wake & Kutta Conditions 

d n  VP E ai213 

coupled to the hydrodynamic one 

VP E 0 2  I v292 = O 

It is interesting to note that the first boundary value problem 
describes the flow of a wing moving close to a porous soil 
with flux %. The motion of the body alters the pressure 
distribution acting on the interface and, in fact, the hydro- 
dynamic problem can be seen as the linearized steady wave 
resistance problem of a pressure disturbance advancing with 
velocity -U, on a free surface. For this problem, a Fourier- 
Stjeltes representation of the solution is given, for example, 
in [ 111. Therefore, only the aerodynamic problem has to 
be solved numerically and the iterative procedure is greatly 
simplified. More specifically, once a tentative solution for 
91 is known, the right hand side of the Neumann-Kelvin 
condition can be computed and a new guess 9 2  is explicitely 
evaluated. In a refined scheme, an iterative procedure for 
taking into account the nonlinearities due to the wake is eas- 
ily introduced (see for example [ 121, [ 131 for details). The 
convergence of the whole procedure is usually obtained in 
few iterations and some sample results are given below. 

2.2 The linearized tirne-harrnonic problem 
Here we introduce the governing equations for the case when 
the wing is free to oscillate under the exciting action of an in- 
cident regular wave with frequency WO and amplitude A. The 
problem is linearized under the hypothesis of small wave 
amplitude and small body motions. Further, neglecting the 
initial transient, a time harmonic dependance of the solution 
is assumed. Hence the total potentials in the two flow do- 
mains (I = l, 2) can be expressed in the form 

where ‘pio is the potential of the incident wave and pir is the 
scattering potential generated when the wing is restrained to 
move. In the absence of incident wave, <,jcplj is the radia- 
tion potential due to the body oscillation in the j-th degree. 
of freedom with amplitude t j .  So far, it is possible to define 
a radiation problem 

V291j = 0 VP E 0 1  I 
- i w n j  + mj V P  E aRB 1 % -  

Wake & Kutta Conditions 1 
VP E a R Z 3  

v292j = 0 VP E R2 

where j is equal 1...6, and a difiactionproblem 

V P  E R1 I v2917 = O 

I Wake & Kutta Conditions 

VP E all13 

where 

i e~ l k l z  ,i k.2, 1 = 1, 2 Vlo = Fm 

14 = $ (x) 
is the potential of the incident interfacial wave and NK, := 
(iw + U,. V)2 + g&. In the radiation problem the gener- 
alized nj components and the celebrated mj are introduced 
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following [14]. Each one of the. above problems can be seen 
as an aerodynamic problem coupled to a hydrodynamic one 
in which the wavy motion of .the free surface is forced by 
an oscillating pressure disturbance acting on 3013. Also 
in this case, a Fourier representation of the solution of the 
hydrodynamic problem [l 11 cm be used in the iterative so- 
lution of the problem, thus significantly reducing the com- 
putational effort. 

3. Numericalresults 
3.1 Integral representation of the solution 
The velocity potential in the upper domain is represented as 

a G  aGdS + aGdS+ s,,, P Z d S  (7) 
p1 =L. s,,, 

that is as a sum of simple layer potentials generated by a 
source distribution on 3 R B  uanz3 and a dipole sheet which 
mimics the rotational wake aRw. In solving the aerody- 
namic problem the velocity field 

VVl = V l n . m S  + V/BQZF aG dS 

(8) 
+ V x ~ , , 7 C d S  

is also required. In particular, in (8) the velocity induced by 
the wake is re-expressed in the form of a Biot-Savart integral 
which enables the use of a simple vortex-lattice technique 
[IO] for discretizing the wake. A standard zeroorder panel 
method [ 151 has been employed for the source integrals. 
In the framework of the described iterative solution, for- 
mulas (7,8) are used to solw: the aerodynamic problem in 
term of boundary integral equations. Namely, a first inte- 
gral equation is obtained by taking the normal projection of 
(8) written for the points belonging to the wing, where the 
normal velocity component is known from the impermeabil- 
ity constraint. A second integral equation is obtained for 
P E aR-13, where 
For the linearized problems discussed in the following, the 
system of algebraic equations obtained by discretizing the 
integral equations are solved once and for all at the begin- 
ning of the iterative procedure. In the computations a typi- 
cal number of panels per wavelength is 80, the wing is usu- 
ally discretized by a network of 12x6 panels and simme- 
try with respect to the stream direction is enforced. Usu- 
ally the discretized free surfiice in the streamwise direction 
is of the order of the wavelength, while the lateral extension 
is of several chord-lengths. Typical computational domains 
can be qualitatively appreciated in the wave-pattern contours 
shown below. 

is given. 

3.2 The linearized steady problem 
In the following we discuss some results concerning the flow 
generated by a flat plate at incidence a flying at an altitude 
h above the undisturbed mean water level z = 0. In all 
the cases presented below a unity span-to-chord ratio of the 
wing is considered. The vortex shedding is modeled both 
from the trailing edge and from the tips. No attempt to model 
more effective lifting device:; (tapered swept back wing, end- 
plates or canard configurations) is discussed, and this type of 
analysis is left to a future activity. 
As a first problem we consider the case of forward motion 
with constant velocity over initially calm water. 

The wave patter generated for Fr = Urn/& = 5. can 
be seen in figure 2, where the wing planform is also indi- 
cated by the thin square for a better understanding. As it can 
be expected, the wave system is highly swept back; along 
the x-axis, just past the wing, a narrow depression can be 
detected which is accompained, on the two sides, by two 
larger humps. Starting from the central depression, the water 
level rises gently forming a V-shaped pattern which is down- 
stream followed by a positive wave elevation. Although a 
relatively small portion of the entire flowfield is contained in 
the computational domain, some convergence tests (not re- 
ported) obtained by increasing the domain length ensure that 
both the wave pattern and the forces acting on the plate are 
well converged. 
The latter are discussud by considering the figures 3-4. The 
first one shows the effect of varying the clearance h/c on the 
lift CL and on the drag CD coefficients for different angles 
of attack a of the flat plate. In particular, as h/c decreases 
the lift increases as well as the drag coefficient does. Ac- 
tually the efficiency of the wing (lift to drag ratio) does not 
increases significantly: this is consistent with the analysis in 
[2], where it is shown that only the inclusion of endplates 
significantly enhances the performances. 
Morever, at least within the context of the present linearized 
analysis, the free surface effects appears to be negligeable. 
The figure 4, in fact, shows that the aerodynamic forces act- 
ing on the plate in ground effect (dashed lines) are undistin- 
guisheable from the ones obtained by including the effect of 
the free surface (symbols). 

3.3 The linearized time-harmonic problem 
For obvious safety reasons, the seakeeping performances of 
a marine vehicles is of main concern. Although we cannot 
discuss the dynamic behaviour of a WISES (a more realis- 
tic arragement of lifting surfaces should be considered), it 
seems of some interest to analyze the influence of incoming 
waves on the aerodynamic loading, which in turn is relevant 
for the design of control system. According to what dis- 
cussed in 52.2, the problem is linearized by assuming small 
motions and it is assumed that the phenomenon has reached 
a steady harmonic regime. In this case the forced motion of 
a wing running over a calm water can be studied separately 
from problem of the interaction of incoming waves with a 
wing in steady forward motion. 
We consider the case of a flat plate running at a mean alti- 
tude hlc .  = 0.15, with nondimensional velocity Fr = 5.0. 
For simplicity, a zero mean angle of attack is assumed and 
only the motion in head sea is considered. 
Figure 5 shows the wave patterns. More precisely in the up- 
per and center plots the wave systems as generated during 
heave and pitch oscillations is reported, while in the third 
plot the scattering wave system, that is the contribution to 
the wave heigth related to VI,, is shown. 
The corresponding aerodynamic loads are described in the 
following figures. In particular, as it is customary in naval 
hydrodyamics, the load due to the forced motions of the 
wing is expressed in term of its real and imaginary parts 

where I C ,  j = 1...6, that is by means of the added mass and 
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the dnmping coefficients. For the considered Fmnde num- 
ber, the behaviour of the force coefficients when varying the 
frequency of oscillation is shown in figure 6. 
F d y ,  the amplitude and the phase of the exciting force 

induced in the two considered degrees of W o r n  (k = 3,5) 
are plotted in figure 7. 

4 coneloaions 
In this paper a makhematical model to describe the unsteady 
flow about a wing moving in proNmity of the air-water in- 
terface is pnsented. When viscaus effects in water and air 
are neglected, as well as the air compressibility, velocity p" 
teutials in the two Euid can be inhuducd In the general 
case, the flow is described in term of two initial boundary 
value problems for the Laplace equation coupled thmugb the 
conditions at the interface. An interative provedure to solve 
the resulting nonlinear problem is proposed. 
Rcliminary numerical results are given for some simplyfied 
special cases. The steady flow generated by a flat plate run- 
ning over initially calm water is slndied at 6rst Results for 
moderately high Fmude numbers show the limited role of 
fmz. surface in affexting the aerodynamic forces which, ulti- 
mately, coincide with those predicted by considering a pure 
ground effect, The results qualitatively agree with previ- 
ously developed analysis. 
The interaction of the wing with a system of regular waves 
is then addressed by assuming a time harmonic behavionr 
of the solution for the lineadzed problem. Wave pattuns 
and force coefficients are preseated but, to our knowledge, 
reference results are not available. On this very preliminary 
pd, a marginal role of wave dects seems to emerge also 
in this case. 
An obvious explanation is io the small radiation properties 
of a wing at high speed. It is also to be sassed that only 
Limarized problems have been presently solved and Signif- 
icant nonlinear corrections could appear when considering 
the fully nonlinear problem. In particular, during transient 
regimes, very small clearances and relatively reduced speeds 
could be possible and a fully nonlinear analysis, presently 
under development, is of concern. 
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Figure 1: Sketch of the problem and of the relevant nomenclature 
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Figure 2 Wave pattem generated by a Eat plate in steady forward motion. AR = 1.0, Fr = 5.0, h/c = 0.15 and 
a = 5 degrees 



I 6-7 

.4 

t a = 5.5 I 
a = 4.5 

+ a = 3.5 
-A- a = 2.5 

.2 .4 .6 .8 
h)c 

Figure 3: Lift and drag coefficients for a flat plate (AR=l) in steady forwardmotion (Fr = 0.5): effect of the incidence 
a and of the distance hlc from the water surface. 

C D  

Figure 4 Comparison of lift and drag coefficients for a flat plate (AR=l) in steady forward motion (Fr = 0.5, a = 5) 
in surface effect (symbols) and in ground effect (dashed lines). 
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Figure 5: Wave pattern generated by a Eat plate, AR = 1. in heave motion (top figure) in pitch motion (center plot) 
and scattering wave pattern (bottom figure) in head waves, WO/@ = 0.547 (Fr = 5.0, h/c  = 0.15). 
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Figure 7: Amplitude and phase of the exciting forcc acting on a flat plate in steady forward motion in head waves. 



ABOUT MOVEMENT OF A WING ABOVE 
WAVY SURFACE OF WATER 

V.G. Belynsky 

Institute of a Hydromechanics 
8/4 Zheliabov Street, Kiev, 252057 Ukraine 

SUMMARY 

In work the outcomes of an experimental 
research hydrodynamical characteristics of 
a wing driven above wavy screen are 
represented the description of experimental 
installation and techniques of realization of 
experiment is given. The instantaneous 
significances of a lifl coefficient for wings of 
the rectangular form in the plan, Various 
elongations driven with various angles of 
attack on various distances from a flat 
m e n  and a screen, consisting of waves of 
sinusoidal structure of various length and 
height, are determined. The dependence of 
a t i  coefficient of a wing form Stmuhal 
number for movement above a wave screen 
is established. Is shown, that there is 
addiiional, not k n m  earlier, a gain of lifl of 
a wing stipulated by the wavy form of a 
surface of water. The efficiency of a flap 
near to a screen is appreciated. 

LIST of SYMBOLS 

C, - lift coefficient of wing 
c, j3 - lifl coefficient of wing with flap 
K - coefficient of hydrodynamic quality 
b -chodofwing 

l -spanof wing 
h - elongation of wing 
0 - angle of attack of wing in degrees 
p - angle of deviation of flap in degrees 
v - velocity of wing 
h - distance fmm trailing edge of wing 

upto screen 
& - wavelength of wave screen 
Hb - height of wave of wavy screen 
0 - circular frequency of wave of screen 
P *- Stmuhal number 

cp - phase angle of wave of screen 
ak YI bk - coefficients of Fourier series 
<,. - efficiency of flap on lifl 

1. INTRODUCTION 

Per the last decades the interest to creation 
of large transport ships engaging an 
intermediate position between airplanes and 
high-speed ships, driven above surface of 
water, was worldwide exhibited. It, so-called, 
"wing-in-surface effect craft' (ekranoplane) , 
intended for movement with a large velocity 
in air medium in immediate proximity fmm a 
water surface and using positive influence 
of this proximity to i i  of the bearing 
surfaces. The plenty theoretical and 
experimental researches devoted 
development of various aspects of mation 
ekranoplanes was lately conducted. 
Numerous experimental samples 
ekranoplanes also were created, which tests 
in full-scale conditions have confirmed, in 
general, determined viability of idea of 
creation of such means of transport. 
Broad application in practice all of them 
have not received yet, the interest to their 
creation periodically is exhibited again and 
again. The goad review of work& on this 
problem is contained in work& [1.2]. In the 
present work the experimental outcomes 
relating the least investigated part a 
problems - to detinitionof influence of 
performances of disturbance of a water 
surface (of a wave screen) are repr8se.nted. 
above which is gone ekranoplane. on 
aerodynamic performances it of bearing 
surfaces - wings. One experimental work on 
movement of a wing above a wave m e n  
[3] is known only to us. However, in this 
work one special case of movement of a 
wing above waves only one length and 
height is investigated only, that has not 
allowed to receive informations about 
influence of rather broad spectrum of 
performances of a wave Screen on 
hydrodynamic characteristics of a wing, 
driven above a him. In the given work this 
defect in some measure is filled. 

Paper presented a1 an AGARD FDP Workshop on "High Speed Body Motion in Water", 
held in Kiev, Ukraine, 1-3 September 1997, and published in R-827. 



2. TECHNIQUE of EXPEREMENT 3. EXPERIMENTAL INSTALLATION 

Experimentally aerodynamic characteristics 
of a wing near to a screen are usually 
investigated in aerodynamic tunnels in 
conditions of conversion movement, when a 
fixed wing meet a stream of air. Such 
condition of experiment stipulate the certain 
violation of boundary conditions in relation 
to horizontal velocities on a screen, that 
results in appropriate errors. 
The violation of boundary conditions has an 
effect for a surface of a screen especially 
for want of movement of a wing on small 
distance from a flat screen and for want of 
movement above a wave screen, that 
represents the special interest in the present 
work. The given research was conducted in 

m 

conditions o f  direct movement, when the 
wing moved above a fwed screen in a fwed 
medium, that has allowed to execute 
boundary conditions on a screen and has 
supplied a rather low degree of a turbulence 
filling on a wing of a stream. Besides the 
movement of a wing in an air medium was 
replaced by movement of a wicg in a water 
medium, and liquid flat or wave screen, 
above which is gone full-scale ekranoplane 
is replaced in experiment by a rigii flat and 
wave screen. By other words, was applied 
hydrodynamic method of a research of 
problems of aerodynamics [4]. A 
replacement of an air medium in experiment 
by a water medium is possible, as in 
condtions of the given research the effects 
of a compressibility can be neglected. 
Such replacement is expedient, as allows in 
experiments to receive rather large forces 
which are being a subject to a 
measurement, that increases an exaditude 
of measurements, and to reach rather large 
Reynold's numben( order 2 109 for want 
of rather small velocities of towage of wings 
(order 5 + 6 Wce~) .  The replacement of a 
liquid Screen rigid is in ths case possible, as 
tests of wings be ordered for want of large 
Froude numbers (order 4,O). which for want 
of perturbations called by movement of a 
wing, the surfaces of a Screen on 
considerable a distance behind a wing reach 
and outcomes of experiment do not 
influence. 

The experimental installation (Fa. 1) consist 
from hydrodynamic channel suffices large 
length (140,O m). which at the bottom was 
builded a underwater rigid screen consisting 
of two plots flat and fnre plots of the wavy 
form. The wavy plots consist of separate 
groups of sinusoidal waves of various length 
and height. The wave plots were located so, 
that the crests of all waves were oriented 
perpendicularly axeses of the channel and 
were at one horizontal level. Before wavy 
screen at a level of centerline of the first 
group of waves located the first flat screen, 
and in an extremity of a wave screen at a 
level of crests of waves the second flat 
screen was located. Above the channel 
moved the towing carriage supplied with a 
vertical hydrodynamic knife of variable 
height, with the tested wing fastened to his 
exlremity. A screen and wing placed in the 
channel on sufficient depth so, that the 
influence of a free surface of water was 
excluded. All tested wings were of the 
rectangular form in the plan and had an 
identical structure with a relative thickness 6 
% and chord b = 250 mm. The wings of 

various elongations were tested h = e I b 
from ?, = 0,5 up to A, = 5.0, where P 
span of wing. Length of flat plots of a 
Screen made 24 b, and length of waves of 
a wave screen & was changed in limits 
from hb =20 b up to k = b . HeigM of 
waves of a screen Hb on different wave 
plots was equal frum Hb = LEO 
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for rather long waves up to Hb = hb for 
rather short waves. The position of a wing 
concerning a screen was characterized 
relative distance x. = h /b, where h - 
distance from a back edge of a wing up to a 
screen. Thus, the constructed screen, 
which general length 70 M, represented a 
peculiar polygon, on which, driven above a 
him from a constant velocity and at given 
height, the wing tuning by the towing 
carriage passed sequentially above two flat 
plots located at different height, and above 
a number of groups of waves, each of which 
had distinct from other characteristics. 
Besides for each want of the towing carriage 
on plots of the channel before a screen and 
afIer it the wing moved actually in conditions 
of a boundless liquid; that allowed 
effectively to inspect outcomes of 
experiment. For want of passing of a wing 
above a wave screen the range of Strouhal 
numbers was enveloped 

- 0,314 + 6.28 
p*= 0 ' b  = 2z.b ~- 

v )Lb 
Where 0 - circular frequency of waves of a 
screen, v - a velocity of a wing. For want of 
tests the instantaneous significances of a 
body force of a wing, resistance and 
longitudinal moment of a wing concerning t 
of a leading edge were measured. The 
results were represented as appropriale 
dimensionless coefficients cy, c x, c, in 
the standard form. 

4. TEST of WINGS ABOVE FLAT 
SCREEN 

In the given work are represented in main 
results for a wing above a wave screen. 
However, first two Figures concern to 
movement of a wing above a flat screen. 
First from them fig. 2) gives general 
submission about obtained results as the 
settlement diagram " - e,, " for a wing 

with lengthening(e1ongation) = 3, driven 
above a flat screen. The diagram is 
constructed in coordinates 

m e r e  CrE and Cy m - accordingly iifi 
coefficients near to a screen on distance fi 
and in a boundless liquid; K m and Kx - 
accordingly factors of hydrodynamic quality 
in a boundless liquid and near to a screen 
on distance h. On the diagram a series Of a 
curve constant of significances relative 
distance from a Screen h = Wnst (sola 
lines) and series of a curve constant of 
significances of angles of attack of a wing 
@ = const (dashed lines) is put. Under this 
diagram on known significances cy m And 
K m it is possible to determine cyi and Ks 
for the tested wing (precisely) and for a 
wing, close on the form, that elongatio_n 
(approximately) for specific significances h 
and 0. 



The similar diagrams are constructed for 
wings of other elongations from h = 0,5 up 

to h = 5.0, however in this work they are not 
represented. On the other graph - relating to 
Rat screen (Fig. 3). are put curve Cy = Cy, I 
c, x: depending on elongation of a wing h 
for a constant of significances relative 
d*tance from a screen 1 for want of fixed 
angle of attack. Thii graph contains that 
interesting result, that for want on small 

magnitudes E, has the maxima between 
significances h = 2 and h = 3. Therefore, 
from the point of view of the greatest lift 
perspective for application on ekranoplanes 
the wings with elongations h = 2 -i 3 are. 

Taking into amunt this circumstance, the 
main information content about movement 
of a wing above a wavescreen in the 
present work was obtained for wings with 
elongation h = 2 and h = 3. The wings with 
other elongations within the limits of h = 0,5 
L 5,O above a wave screen also were 
tested, but under the reduced program. 

distance from a screen (ii 0,2) 

5. TEST of WINGS ABOM a WAWy 
SCREEN 

5.1 For want of consideration of results of 
experiments about movement of a wing 
above a wave ween the main attention in 
this work is given to a Mt coefficient of a 
wing, as by major it to performance. The 
datas on drag coefficients and longitudinal 
moment here are not considered. Some 
submission about them can be received 
from work& [5,6,7l. 

distance above crests of waves of various 
length are represented. Appropriate plots of 
a wave screen are represented below. Each 
point curve on an oscillogram meets to 
instantaneous significance of lift in that 
moment, when the leading edge of a wing is 
above a point, appropriate on a vertical, of a 
wave screen. The analysis of oscillograms 
shows, that the sinusoidal form of a wave 
screen is answered with a unsinusoidal 
character of a time history of lifl of a wing. 
The maximas of a curve of lii occur earlier, 
than the leading edge of a wing will pass 
above a peak level of a crest of a wave, and 
curves of lifl are nonsymmeiric concerning 
verticals which are taking place through 
their maximas. And, the left branch of a 
curve appropriate to an approximation of a 
wing to a crest of a wave, is more full on a 
comparison with the right branch 
appropriate to deleting of a wing from a 
crest of a wave. The marked regularities are 
fair in all cases. when the chord of a wing is 
less than a wavelength of a screen. , . 

5.2 All curves, obtained in experiment, of 
-. __ - , .. . . _ _  . .. . . . . . .. - . instantaneous significances of lift in a 

dimensionless kind were subjected to a 
Fourier analysis with selection average for 
period of significance of a lifl coefficient and 
coefficients for fir& six harmonic of Fourier 
SerieSeS 

~ , ( c p ) s $  + 3-1 Cak ~ K Q  + 

. . . . . 

6 

6 - 
On Fig. 4 the typical fragments of ?n 
oscillogram of a continuous entry in time of 
lift originating on a wing, driven on small 

+&bk.&lKQ 

Where: cp - phase angle of a curve lii.y - 
average for period significance of coefficient 

a. 
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cy, cy and bk - coefficients of a Fourier 
series, which were determined under the 
Bessel formulas for an approximate Fourier 
analysis 
. In a fig. 5 the curves of instantaneous 
significances of a lift coefficient for a wing 
with elongation h = 3, driven above a wave 

screen with an angle of attack @ = 7 '. for 

want of to wavelength of a screen h b  = 6.b 
are represented, for an example. The 
curves are constructed for various distance 
from crests of waves depending on a phase 
angle <p for want of passing by a wing of a 

path from one crest (cp = 0) up to other (cp 
='li2). In a fig. 6 the results of a Fourier 
analysis of these curve are represented, on 
which under the above indicated formula the 
curve of instantaneous significances Cy for 
anyone distance from a screen, only for 
datas of significances.h , 0 and hb can be 
restored. 

Fio. 6 
5.3. We shall consider some features 
describing lift of a wing above a wave 
screen. In a fig. 7 

the dependence - is representedrelative lift 
coefficient C,,Z = 5%- 

CY 9 

distance up to crests of waves for a wing A 
= 2 for want of angle of attack @ = 3 35 

and wavelength of a Scree hb= 20 * b. 
The following interesting results follow from 
consideration of these curve. Instantaneous 
significances Cy E above crests of waves 
( curve '1 I "1 exceed C,, T; significances, 

from relative 

- 

appropriate to them, for want of movement 
of a wing above a fiat screen at a level of 
crests of waves (curve "2"). Characteristic 
just the incongruity of curves 1 "and" 2 " 
here is, that is a corollaly purely of dynamic 
effect connected to influence of a 
wavelength of a screen on lift of a wing. For 
want of more short waves, than in this case, 
the instantaneous significances above 
crests of waves can be of smaller 
significances, appropriate to them, of a wing 
above a simple screen at a level of crests of 
waves, that will be shown further. The 
special interest represents that detected 
experimentally fact, that average - for period 
of significance of coefficient Cyx(curve IT) 
exceed significances, appropriate to them, 
of a wing above a flat screen at a level of 
centerline of waves of a screen (curve "4"). 
This remarkable fact with reference to 
ekranoplane means, that for want of flight at 
some small height above the wawy surface 
of the sea some increment of lift on a 
comparison with flight at same height, but 
above a undisturbed surface of the sea will 
be derivated. 

Significances of coefficient Cy% above a 
wave hollow (the cuwe " 5 'I) in this case 
differs from unit a little. It is connected that 
height of a wave on magnitude was equal 
the given experiment to a chord of a wing 
and, therefore, relative oTcTomMe from a 
trailing edge of a wing up to a wave hollow 
was more unit, that equivalently to 
movement in a boundless liquid, for want of 
which cyi = 1. In case of movement above 
waves with smaller height, when relative 
distance from a trailing edge of a wing up to 
a wave hollow will be less unit, the curve "5" 



17-6 

can place above than significances equal to 
unit. 

5.4. The large interest represents a research 
of influence of length and height of a wave 
of a wave screen on lift of a wing, driven 
above him. Obviously, that the lift of a wing 
should depend on a ratio between length of 
a chord of a wing, on the one hand, both 
length and height of a wave of a screen, on 
the other hand. As two extreme cases of 
such movement it is possible to present, for 
example, movement of a wing above a 
rather long wave, when chord of wing 
makes only small part of a wavelength of a 
screen, and the movement of a wing above 
rather short waves,, when on length of a 
chord of a wing is equal to some lengths of 
waves of a screen. 
Criterions of such movement are Strouhal 
Number and relative height of a wave 

- 
Hb Hb = -- P*=- 2~3t.b , 

Let's mark some chiaracteristic cases from a 
range of Strouhal Numbers from zero to 
infinite, using Fig. 8, on which on an axes 
abscissas the Strouhal Numbers, and on an 
ordinate axis relative are placed lift 
coefficient, equal to the relation of a lift 
coefficient above a1 crest of a wave to a lift 
coefficient above a flat screen at a level of 
crests of waves 

A b  A b  

I - . . .. . - . . . . . .. . 

Fig.8 

The case P*= 0 corresponds to a 
wavelength of a screen equal to infinity, that 
it is possible to treat as a flat screen at a 
level of crests of waves. The case P*= 2 n: 
corresponds to a wavelength of a screen to 
an equal chord of a wing. For all of P* 2 

n the chord of a wing is less than a 
Wavelength of a screen, and for all of 
P* > 2 71 the chord of a wing is more than a 
wavelength of a screen. The deleted point 
on an axes of abscissas(P* ++ 00 ) 
corresponds to an oscillating screen with an 
indefinitely small wavelength, that is 
possible also to treat as a flat screen located 
at a level of crests of waves. On Fig. 8 the 
datas for a wing h = 2, driven with an angle 

of attack @ = 3 49 ' on relative distance 
from a level of crests of wavesh = 0,03, are 
indicated. For want of it to trace influence to 
lift of a wing of a wavelength of a screen in 
the pure state, were selected datas relating 
to waves of various length, but identical 
height equal to length of a chord of a wing 
Hb = b in put on the graph only. The 
consideration of an obtained cuwe gives the 
following submission about influence of a 
wavelength of a screen to lift of a wing. For 
want of rather long waves (P*< 0,5) lift of a 
wing above crests of waves is close on 
magnitude to lift of a wing above a flat 
screen at a level of crests of waves and can 
a little exceed this significance. However, 
for want of magnification of Strouhal 
Numberfrom P*zOo,5 up to P* ~2 

'Tc, that corresponds to a diminution of a 
wavelength of a screen up to magnitude to 
an equal approximately chord of a screen, 
the lift of a wing above crests of waves 
continuously decreases and for want of P* 
z 2 71: reaches significance approximately 
equal 0,6 from the significance above a flat 
screen at a level of crests of waves. For 
want of further diminution of a wavelength 
of a screen, when under a chord of a wing 
places more, than one ripple of a wave, lift, 
probably, is increased a_nd for want of 

+ 00 the significance c+ = 1, as above 
a flat screen at a level of crests of waves 
should be restored. On the graph the 
prospective disposition of a curve for want 
of is designated by a dashed line. Physically 
such behaviour of a cuwe of lift above 

- 
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crests of waves depending on Strouhal 
Number becomes clear of consideration of 
the sketch in a top Fig. 8. If the wavelength 
of a screen is more than length of a chord of 
a wing, with magnification of Strouhal 
Number the lift of a wing above a crest 
should decrease, because the average 
distance from a surface of a wing up to a 
surface of a screen is increased. If the 
wavelength of a screen is less than length of 
a chord of a wing, with magnification of 
Strouhal Number the lift of a wing above 
crests of waves should be increased, as the 
average distance from a surface,of a wing 
up to a surface of a screen decreases. 

Fin. 9 
About influence of height of a wave of a 
screen to lift of a wing above a crest 
the waves are possible to made by 
submission, analyzing datas indicated on 
Fig. 9. On this graph the relation of a lift 
coefficient of a wing above a crest of a 
wave to a lift coefficient of a wing above a 
flat screen at a level of crests of waves Cs 
is given depending on Strouhal Number for 
various significances of relative height of a 

wave of a screen Hb =.- 
A b  

In experiment it was possible to envelop a 
range of a modification of relative height of 
waves of a screen in limits 

= 

Hb - 

1 - 
20 

As the general character is visible from the 
graph, curves E,r: = f (P*) for want of 

Hb = Const is similar considered in a Fig. 8 

for the same wing, but for want of Hb = b. 
Here tendecy C,W -+ C,fl for want of 
rather long waves of a screen <P"+ 0) 
and for want of very short waves (Pa+ a) 
also is observed. However, in all a range, 
enveloped by experiment, of a modification 
of Strouhal Numbers the essential 
dependence of lift of a wing above crests of 
waves from relative height of a wave & *is 
observed. This dependence expresss that 
the lift of a wing above crests of waves 
essentially decreases with magnification of 
relative height of waves. For want of 
diminution of relative height of waves of a 
screen and tendecy it to zero, the lift of a 
wing above crests of waves, naturally, tends 
to the significance above a flat screen at a 
level of crests of waves. 

- 
- 

- 

Fia. 10 

It is possible to judge influence of Strouhal 
Number on magnitude of oscillation 
frequency of a cutve lift above a wave 
screen by results of, represented in a 
Fig. 10. On this graph the dependence on 
Strouhal Number of a difference between 
instantaneous significances of lift coefficient 
of a wing for want of passing it above a 
crest and above a middle of a hollow of a 
wave of a screen is given. On the graph two 
curves are given. One for a wing with 
elongation h = 2 above a wave screen, at 
which the waves of all lengths had identical 
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height equal to a chord of a wing Ht; = b. 
Other cuwe cornsponds to movement of a 
wing with elongation h = 3 above a wave 
screen, at which height of each wave was 
equal t the one twentieth part of its length 
Hb = 20 . An angle of attack of wings and 
relative distance from crests of waves in 
both cases were idcmtical. Both jn first, and 
in the second case oscillation frequency of 
lift above a wave screen essentially 
decreases with magnification of Strouhal 
Number. 

XtJ 

5.5 Is higher, for want of discussion of 
results, represented in a Fig. 7 already, it 
was mentioned, that for want of'movement 
of a wing above a wave screen average for 
the period of significance of a lift coefficient 
is exceeded by significances lift coefficient 
for want of movemelnt of a wing above a flat 
screen at a level of centerline of a wave. In 
a Fig. 11 this 'I the effect of exceeding 'I is 
reflected as dependence on Strouhal 
Number of magnitudle 

5 -i 0 

Fia. 11 
-I Cy% - C& 

c,v 
100 % A Cy = 

Where: C$V - average for period 
significance of a lift coefficient of a wing 
above a wave screen; Cy% - lift coefficient 
for want of movemerit of a wing above a flat 
screen at a level 01 centerline of a wave. 
From the graph it is visible, that " the effect 
of exceeding " for want of small Strouhal 
Numbers can reach 15 % and more, but it 
decreases with magnification of Strouhal 

Number and with magnification relative 
distance of a wing from crests of waves. 

6. WlNG WITH A FLAP NEAR TO A 
SCREEN 
The inieresting results were obtained for 
want of tests above flat and wave screen of 
a wing with deviating flap (81. Was 
investigated problem of influence of a 
screen to efficiency of a flap. Efficiency of a 
flap on lift far from a screen we shall take as 
the relation of a gain of a body force of a 
wing stipulated by a deviation of a flap to lift 
of a wing with undeflected flap. 

Where: P - angle of a deviationof a flap, cy 
- lift coefficient wing with deviating flap; 

cyP=O - lift coefficient of a wing with 
undeflected flap. For case of movement 
near to a screen efficiency of a flap on lift 
we shall express by a similar ratio 

Where: si - relative OTCTOIIHMe from a trailing 
edge of a flap up to a screen. Influence of a 
screen to efficiency of a flap on lift we shall 
be to characterize by relative efficiency of a 
flap on lift 

Gvx < = --A- 

C Y  

- 
Y 

In a Fig. 12 the graph of relative efficiency 
of a flap is represented on lift depending on 
relative distance from a trailing edge of a 
flapup to a screen. 

Fia. 12 



A flap was located on the whole range of a 

wing h =2, driven with an angle of attack 

@ = 30'. The chord of a flap has made 
the one tenth part of a chord of a wing. A 
flap deviated sequentially on angles p = 

10 , 20 H 30 As it is visible from the 
schedule, for want of approximation of a 
wing with deviating flap to a screen the 
relative efficiency it on lift ic the beginning 
is reduced and the more, than greater angle 
of a deviation of a flap. It is possible to 
explain it by effect of straightener of a 
screen on a stream, deviating by the flap. 
However on extreme small distance from a 
screen for want of 5 .c 0,1 relative efficiency 
of a flap begin to increase, that it is possible 
to explain by a blocking effect of a stream 
by a flap near to a screen. 

0 0  0 

7. CONCLUSION 

In Institute of a Hydromechanics UNAS the 
'unique experimental installation for a 
research of movement of a wing near to the 
boundaries of the complicated form was 
created. On this installation large volume of 
a new information about influence of a flat 
and wave screen to hydrodynamic 
performances of a wing, driven above a 
him, is obtained. The obtained results can 
be used for want of designing of 
ekranoplanes and for want of analysis of 
their movement above the quiet and wavy 
surface of the sea. Some from these results 
are represented in the present work. 
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Some Problems of Supercavitating Flows 
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1. SUMMARY 
Now, at  immense successes of the computer hydro- 
dynamic it is useful to consider some fundamental 
physical statements. The types of cavitating flows, 
reentrant jets, energy conservation principles, cav- 
ity pulsation at  cavitation are presented below. 

2. SOME TYPES OF CAVITATING 
FLOWS 
A fully developed cavity in weightless fluid is de- 
fined by cavitation number U = %, where Ap is 
the pressure difference in undisturbed fluid p ,  and 
in a cavity pk;V is the relative velocity: p is the 
density. A closed cavity with certain area of the 
mid-section sk - E, which is proportional to the 
cavitator drag W ,  is derived at  U > 0 (Fig. 1, 11). 
Obviously, sk exists at  any Ap > 0, and in this 
point the cross section area S(z) satisfies the con- 
dition = 0. I t  is clear that this cavity develops 
on large distances r --f 00 as a dipole, and the ab- 
solute velocity of fluid V is proportional to l /r3.  

p?- 

The case, when Ap = 0 and U = 0, (Fig. 1, I) 
corresponds to the infinite cavity. Its cross section 
S(z) has no maximum. Hence, this cavity corre- 
sponds to an infinite chain of sources. In spite of 
the cavity contour S(z) near the cavitator at  small 
U + 0 asymptotically coincides with the cavity at  
U = 0, these two flows are principally different, and 
this is necessary to take into account. So, for exam- 
ple, if the cavitator is flowed by jet with diameter 
d << d H ,  then on the large distances the cavity is 
degenerated into a cone jet of angle B - %&. 

3. REENTRANT JETS AT CAVITATION 
Theoretically, a steady cavity at  U > 0 is formed 
that a spray jet of section F, with relative veloc- 
ity vk = V- and absolute velocity v + vk is 
directed from its back part forward. At small U ,  

V + vk - 2V and the cavitator drag W - 2pFcV2. 
If the jet was colliding with the bottom part of the 
cavitator and then was dissipating perpendicularly 
to the motion direction, its pressure on the bot- 
tom, which is directed forward, would be pF,V2 

or, approximately $W.  The jet turn on the cav- 
itator bottom completely compensates the cavita- 
tor drag. It is theoretical. Practically, in the sta- 
tionary cavity the jet is destroyed and carried over 
with supplied gas to the wake. However, in some 
cases (Fig. 1,111) the power jets directed up and to 
within the cavity are formed at  the cavity closure 
during vertical water entry with high velocity. The 
internal jet collides with the bottom of the body, 
and this effect is considerable. In the experiment 
we observed the total destruction of instrumenta- 
tion located in the body’s bottom part by namely 
such jet (Fig. 1,  111). 

4. ENERGY CONSERVATION PRINCI- 
PLE 
At stationary motion the force overcoming the drag 
W performs work per second WV = g, and the 
energy E remains in the wake. Along the cavity 
length I the energy in the wake WI - ApSkI. Since, 
the energy density must be the same for each part 
of the wake length I at the enough distance from the 
cavitator, it is natural to suppose that a sum of the 
kinetic energy T and potential energy U is equal to 
energy E for overcoming the cavitator drag. Then 
& ( I  + U + E )  = 0, where h is the cavitaor cen- 
ter trajectory. For stationary cavity at  U 4 0 we 
obtain T - hp(Skl - Ok), where ok is the cavity 
volume. Spreading the previous equation on the 
unsteady motion along the curvilinear trajectories 
is the mathematical formulation of ”principle of in- 
dependence of the cavity section expansion”. For 
an ellipsoid ok = iskl. As is known the stationary 
cavity is close to an ellipsoid. 

5. PRINCIPPLE OF INDEPENDENCE 
OF CAVITY SECTION EXPANSION 
The approximate ”principle of independence of the 
cavity expansion’’ was formulated in 1960 - 1961. 
It was subjected to the careful experimental testing 
to apply in practice. 

Comparisons of calculations with results of the cor- 
responding experiments are shown in Fig. 2. A 
snake-shaped cavity is formed past a disk at  cross 
oscillations of a bar with disk. An analysis of this 
cavity’s frames at  fixed velocity and supply before 

Paper presented at an AGARD FDP Workshop on “High Speed Body Motion in Water”, 
held in Kiev, Ukraine, 1-3 September 1997, and published in R-827. . 
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the oscillation beginning, a t  oscillations and again 
without the oscillations has shown the total iden- 
tity of the contour. At vertical water entry with 
high speed the body moves with deceleration, and 
the cavity is obtained wider. In photograph the 
calculated points are plotted on a basis of the ”in- 
dependence principle”. They coincide with the ex- 
perimental contour. 

The known M.I. Gurevich’s work has shown that 
the additional mass a t  impact of the plate with 
Kirhgoff cavity past it is more only on 8 % that 
the additional mass of the plate swimming on the 
flat water surface. The photograph (Fig. ) shows 
the test where the weight gliding along the bar is 
impacting against the disk after the cavity forma- 
tion past it. In the impact moment the cavity 
separation is formed, ancl a new cavity begins to 
be formed, while the ”old” cavity is being devel- 
oped practically independently on the impact. A 
detailed analysis has shown that the ”impact” ad- 
ditional mass of the disk is less approximately in 
two times than ”cavitationally” developing one at  
moderate accelerations. 

An application of the ”independence principle” 
permitted the acoustic radiation of the cavities to 
evaluate. It is of interest. from p6int of view of in- 
formation connection. 

5. CAVITY PULSA’TIONS 
In many experiments the cavity pulsations are be- 
ing observed when wave-shaped appendages and 
hollows run along the ciavity. A long time this ef- 
fect had no strict explanation. It was not clear 
how may it be controlled. The explanation and 
theory of this effect arc obtained in fundamental 
work by E. V. Parishev. He has been using the ”in- 
dependence principle” and has shown that the cav- 
ity behaviour can be described by equations with 
lagging argument. The basic results of E. V. Pari- 
shev’s work are shown in Fig. 3. 

An analysis of the equations has shown that the 
cavity is stable only for the lagging argument range 
0 < TO < n d ,  where ’ro = ,/-. Here, Eu 
is Euler number, y is the politropic exponent of gas 
within the cavity. It means physically that the ven- 
tilated cavity is stable about the vapor cavitation at  
p k / p ,  < 0.7, if y = 1.4 (see Fig. 3). If TO > r f i ,  
then waves arise. The number of them IV - 
is close to integer numbers. I want to emphasise 
that before Parishev’s works this phenomenon na- 
ture was not clear. Parishev’s equation, its solution 
illustration and a comparison with experiments are 
shown in Fig. 3. 

The principle of plane sections, which is generally 
the same principle of independence, was used in the 
numerous works by Yu. F.Zhuravlev (Moscow) and 
V.N. Buyvol (Kyiv). They have studied in detail 
the deformation of cavity cross sections. Really, 
for equation deduction we consider not cylindrical 
expansion of the cross layer extending to infinity 
but the motion in stream pipe based on the cavity 
length units where the kinetic energy is finite. 

8. OTHER CASE OF INDEPENDENCE 
P RIN C IP LE A P P LI C AT IO N S 
The ”Independence Principle” can be treated in 
wider sence not only for cavities. In all the cases 
when a wake remains past a body where disturbed 
velocities of fluid along the trajectory are small in 
comparison with velocities normal to the trajec- 
tory we can with known approximation state that 
the wake length part moves independently on the 
following motion of the body. In particular, for 
hydroplane the wake is formed past the first step 
at  the moment 1 ,  it reaches to the second step for 
time interval r = l /V .  During time r the wake 
is deformed existing independently. The force act- 
ing on the first step at  the moment tl = t + T is 
approximately independent on the wake, but the 
force depending both on the hydroplane kinematic’ 
parameters at  the moment tl and on the wake con- 
taining ”history” of it formation at  the moment 
tl - r = t and deformation for time r acts to the 
second step. It is clear that a system of differential 
equations of the hydroplane motion should contain 
terms with lagging argument. At some combina- 
tions of parameters instability arises. 

9. CONCLUSION 
Repeating some known statements, it is useful to 
emphasize that it is appropriate to make prelimi- 
nary physical evaluations of a situation and to sepa- 
rate the ”possible” from ”impossible” at  composing 
the computer programs. 
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1. Introduction 

Cavitating and ventilated bodies produce trailing cavities of a length 
and volume.out of all proportion to the dimensions of the body itself. 
The shape and dimensions of these cavities have attracted research 
interest which is intensified by the engineering of high speed bodies 
enveloped by their cavities in order to reduce their resistance. 

In his introductory work on the linearized, or thin body, theory of 
planar supercavitating flows, the present author obtained asymptotic 
results defining the cavity shape, Tulin (1953). It was shown that the 
trailing planar cavity behind a head form was asymptotic in shape to 
a slender elliptic cylinder whose length, e,  and thickness, T ,  depend in 
a simple way on the body drag coefficient, CO, and cavitation number, 
O K  1: 

e / t  ( 8 / T ) c ~ / u ~  

T / t  (4/T)CD/a (1) 

where, t is a characteristic length of the body. Later, Tulin (1956), it 
was shown that in the case of a lifting foil, only the symmetric part of 
the flow field (i.e. strut-like) entered into the determination of the drag 
and cavity length. 

A few years later, Garabedian (1956) obtained corresponding results 
for axisymmetric bodies like cones: 

where d is the diameter of the base of the cone forebody and CD is non- 
dimensionalized with the base area. The shape of the trailing cavity is 
essentially spheroidal. 

Paper presented at an AGARD FDP Workshop on “High Speed Body Motion in Water”, 
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Here we derive a generalization of (1) and (2) to the case of gen- 
uinely three dimensional headforms. I t  is clear that all possible head 
shapes arc: unlikely to shed cavities of the same general characteristics. 
For example, delta wings produce cavities with the appearance of a 
re-entrant jet along the top axis of symmetry, Tulin (1955), while rect- 
anglular .wings produce smooth trailing cavities with the addition of 
strong cavitating tip vortices. As a prototype headform we consider a 
wing of elliptical shape, span W and midchord C,see figure 1 at the 
top; the aspect ratio, AR, of the wing is W/C. This headform seems 
likely to produce a trailing cavity of basically ellipsoidal shape. 

2. ]Regimes of Cavity Shape( Quasi-Planar; Long-Flat; 
Spheroidal) 

The cavity length, e, and thickness, T, increase with increasing speed, 
qo, or decreasing cavitation number, U .  With increasing speed the shape 
of the three dimensional cavity changes, too, as shown in figure 1; 
the speed is increasing from top to bottom. We identify three distinct 
regimes. 

For a wing of sufficiently high aspect ratio, the cavity has at first 
a width, B,  equal to the wing span, but of much shorter length; the 
flow about the wing is thus quasi-planar (I). With increase in speed, 
the cavity length too becomes as large as the wing span; this results in 
the thin cavity labeled "discus" in figure 1. 

The discus is a transition between the quasi-planar regime (I) and 
the long-flat regime (11). In the latter, the cavity length exceeds the 
wing span, but the latter is larger than the cavity thickness; the cavity 
width remains fixed in size, equal to the wing span. 

Eventually the cavity thickness equals its width, and the spheroidal 
regime (111) is initiated. Thereafter, with increase in flow speed, the 
cavity remains spheroidal and thin, with the diameter exceeding the 
wing span. 

We note that in each of these regimes the cavity width is specified, 
leaving its length and thickness (or diameter in 111) to be determined. 
In the spheroidal regime, the requisite asymptotic relationships have 
alrea,dy been given by Garabedian (1956), eqn. (2). This leaves regimes 
I and I1 to be treated. 

3. Thin Ellipsoids as Cavities 

Thin ellipsoids aligned with a uniform flow are known to have a pres- 
sure, Pc, over most of their smooth sides which is almost uniform and 

1 
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reduced from the ambient pressure, Po. We imagine headforms like the 
elliptic wing in a flow at a low cavitation number U ,  trailing cavities 
which are essentially thin ellipsoids, where now: 

The flowspeed is qo. 
The added mass of this thin ellipsoid (length e,  thickness T ,  width B, 

is given by plclV, where V is the ellipsoid volume and IC1 the horizontal 
added mass coefficient. It is well known that the latter is directly related 
to the speed, qc, on the smooth sides of the thin ellipsoid, which can 
be shown to be, 

4c (1 + w 4 0  (4) 
and, therefore, using Bernoulli's equation relating qc and Pc, and (3), 

4. The Added Mass Coefficient 

The added mass coefficient k1, and therefore U is dependent on the 
shape of the thin ellipsoid, 

kl = ; = (T / ! ) f ( ! /B)  

For example in the two dimensional and axi-symmetric cases where B 
disappears as an independent variable, U = 2(T/!) for slender elliptic 
cylinders and U = (T/!)2Zn(T/!)2 for slender spheroids. 

In the general three dimensional case, IC1 for ellipsoids is known in 
terms of complete elliptic integrals of the first, F ,  and second, E ,  kinds, 
Munk (1934). In application to supercavitating flows, T I L  << 1, we find 
for each of the two regimes in figure 1; I 

where, 
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(10) 

These relationships (7) and (8) must now be supplemented by anoth- 
er which provides a relationship between the headform drag and the 
cavity dimensions. These together give a general three dimensional solu- 
tion equivalent to (1) and (2) for the limiting cases of two-dimensional 
and axi-symmetric flow. 

5. Energy Flux and Drag 

The h.eadform, with drag D, moving in a quiescent fluid with the speed 
U ,  in the z direction does work on the fluid at the rate D - U,. This 
corresponds to a kinetic energy flux from the headform of the same 
magnitude, which is absorbed at  the tail at some nominal time 7 1a.ter. 
This transit time, 7, must scale with the time of passage of the body- 
cavity past a fixed point, elu,. 

This kinetic energy flux thus provides in time 7 the kinetic energy, 
K E ,  which is distributed throughout the flow field around the body, 
especially in its close vicinity: 

- 

K E  flux - Transit Time oc Flow f ield K E  (11) 

The RHS above is proportional to (pu:/2) . IC1 .1BT. Therefore, after 
substitutions and cancellations, (11) can be written: 

D = y * ( p ~ z / 2 )  * IC1 * BT (12) 

where y is a factor to be determined. After using (5), this result is of the 
same form as a theorem found by Garabedian (1956) for supercavitating . 

cones by scaling arguments, and leading to (2) lower. It is also of the 
same form found by Tulin (1953) for planar bodies ( B  = l), equation 
(1) lower. In both cases, planar and axisymmetric, (12) is identical to 
(1) a.nd (2) lower, for y = 2/7r. I t  is quite remarkable that the same 
value of y suffices here for both planar and axisymmetric cases. This 
fact provides the rationale for our use of (12) with y = 2/7r in the 
general three dimensional case. Finally, we note that this derivation 
provides some physical insight into the nature of the mathematical 
laws of Garabedian and Tulin. 

Our general three dimensional law, (12), can be given the form: 
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BT/A, = (4/T)CD/U (13) 

where A, is the reference area of the forebody used in forming CO. In 
the case of the elliptic wing, A, = (r/4)WC = WC. Equation (13) is 
the three dimensional generalization of (1) and (2) lower. 

The cavity thickness, T ,  may be removed from (13) by using (7) or 
(8) leading to relationships for the cavity length. 

Finally, after some substitutions, we find for the elliptic wing: 
Regimes I, 11. 

Where: 

t /W = e/C * ~ / 4  * 1/AR (16) 

and f1 ,2  is given by (9) and ( lo) ,  B = W .  In the planar case, t = C, 

Regime I11 (spheroidal). 
fi = 1. 

which can be approximated after some minipulation, again for very 
slender cavities, 

Multiplying (17) and (20) the general law for elliptic wings in regime 
I11 becomes 

In the axisymmetric case, AR = 1, C = d and (21) yields Garabedian's 
law, equation (2) upper. 
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6. Concluding Remarks 

The theory given here is hueristic in nature; it is not exact. I t  needs 
to be supported by experiments and additional theory. In addition, 
unconventional headforms may lead to  unconventional cavities, with 
deviation from ellipsoidal shape. These need their own special consid- 
eration. 

Among the results which can be easily derived from the present 
theory are the boundaries between Regime I and 11, and I1 and 111. On 
the former the cavity is a discus, as shown in figure 1; on the latter 
it first assumes spheroidal shape. These two transition boundaries are 
given by the following laws, respectively: 

see figure 2. 
It is hoped that these laws will prove useful in design. 
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1. SUMMARY 
The main hardware of the institute of Hydrome- 
chanics of UKAS for research of high-speed super- 
cavitating motion in water are presented. These are 
the 35 m launching tank with electrochemical cat- 
apult, the vertical tank to investigate water entry, 
the hydrodynamic tunnel of open type. Cinegrams 
of supercavity obtained at underwater motion of 
supercavitating models for specds up to  1360 m/s 
(0.93 M) are demonstrated. 

The hydrodynamic effects connected with super- 
cavitating motion of objects and their stability are 
discussed. 

2. INTR,ODUCTION 
Experience of development of experimental high- 
speed hydrodynamics shows that it is convenient. 
for velocities up to 30 m /s to use the inverted mo- 
tion, which is realized due to hydrodynamic tunnels 
[14]. IHM has two hydrodynamic tunnels. 

The small hydrodynamic tunnel. Its working sec- 
tion is 0.34x0.34 m, the working part length is 2m, _.  - 
the mainstream velocity is 9 m/s. It is a tunnel 
of open type with opened working part. Pumps 
inject water to the upper tank, where free level is 
sustained constant. The water arrives under con- 
stant pressure of water column equal to 4.5 m to 
the working part. 
The big hydrodynamic tucnel. Its working section 
is 0.5 x 0.5 m,  the working pari length is 4 m. It 
is a tunnel of open type with opened working part 
with maximal admissible velocity up to 30 m/s. 

It is convenient for velocity range 30 + 200 m/s to  
use the models moving on wires. The 30 m flume 
with the vapor catapult is used to realize this. The 
catapult can launch models up to 5 kg with velocity 
130 m/s. 

The launching tanks with free motion of models are 
used for velocities about 1000 m/s [14]. At the IHM 
the supplying part of big hydrodynamic tunnel is 
used as a launching tank. The iaunching h n k  has 

10 pairs of looking windows and is supplied by an 
electrochemical catapult using the electrolysis gas 
energy after decomposition of water. The maximal 
achieved velocity on this tank is equal to 1360 m/s 
(0.93 M).  

The object is partially or completely placed in the 
supercavity (Fig. 1) formed by nose part - cavi- 
tztor according to  the hydrodynamic scheme of su- 
percavitating flow [l - 61. The object can not have 
points of contact with a cavity boundary (Fig. 1, 
c) at use of the jet cavitator. 

It is seen from formulae of hydrodynamic drag for 
bodies at continuous and cavitation flow schemes 

’ 

that X, does not depend on the viscosity. Here 
Re = V L / v  is Reynolds number, U = ( P  - Po)/ 
is the cavitation number, S and S, are the wetted 
surfaces of body at  continuous and cavitation flow 
regimes, p and U are the‘density and viscosity of 
water. 

The cavitation flow scheme has also one important 
and surprising property. Calculations show that 
the cavitation scheme of flow around the body in 
water can ensure the lower drag than at motion 
with the same velocity in air. 

Moving in the vapor or gas cavity, the cavitating 
object loses the main advantage of motion in fluid 
(the Archimedean buoyancy force) and needs dy- 
namic’ means of its weigh maintenance inside the 
cavity j14]. 

The classical condition of the object motion stabil- 
ity in continuous medium (location of the object 
miass center ahead of center of external force appli- 
cation) is violated by the most adverse way in the 
supercavitating Aow scheme: the center of external 
hydrodynamic force application is on the extreme 
forward point of the object far ahead of the mass 
center (Fig. 2). Moving in the cavity with subsonic 
velocity relatively to  water ( V, = 1430 m/s ), the 
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object executes the supersonic (V = 4 M) motion 
relatively to the steam filling the cavity as at  height 
34 km above the sea level. 

We should note that the problem on cavity closure 
including the cases of closure on the object body 
is a big independent theme having applications in 
realization of artificial supercavities and touching 
the problem of further drag reduction to values less 
than X, . 

It is possible with account of' mentioned features 
of the supercavitating flow scheme to generalize 
that the realization of supercavitation flow scheme 
is possible only at  successful solving the problem of 
maintenance of object motion stability in the cav- 
ity. Therefore, the spherical body was more often 
used in the experiments on water entry of bodies 
and formation of cavities 112, 141. The cavity covers 
only the body part for the scheme of flow around 
rnovingobjects, and the tail part was wetted to save 
the object motion stability (see Fig. 1; a ) .  Blades 
of ship screws and pumps are the most widespread 
object of supercavitation in engineering. 

The supercavity gives the perfect possibility to pro- 
tect the part of design located in the cavity from 
contact with water. This phenomenon is basis of 
creation of a new class of twwnedium foils of wings 
and blades intended to use in alternate mediums 
(water - air). The special shape of the foil [ll] 
promotes. the supercavity formation and the foil 
protection against overloads on the lift (side force) 
in water. Such foil permits the constant lift to save 
at change of the medium water - air (Fig. 3). 

To calculate two-medium foils we have developed 
the special computer program enabling to design 
the foil with given characteristics and to determine 
the range of allowable angles of attack in the su- 
percavi ty. 

3. SUPERCAVITY SHAPE 
The supercavity parameters in the velocity ranges 
up to 1360 m/s were investigated at  the IHM UNAS 
on the special launching tank with length 35 m and 
section 2.2 x 2.2 rn [7]. Models were started due 
to the gas catapult, where the energy of burning 
the electrolysis gas was used according to known 
reaction of the compound of hydrogen with oxygen 
2H2 + 02 = 2H20 + 136.6 Kkal. The parameters 
of cavitating flow were registered by a high-speed 
camera. 

The supercavity shape for the model having a conic 
shape and a disk cavitator [l, 31 is shown in Figs. 
4 and 5. The photo of cavity is obtained by splice 
of consecutive frames made through the window of 
the launching tank. The obtained cinegrams give 
picture of evolution of the cavity section fixed in 

the absolute coordinate system. This permits the 
shape and dimensions of the stationary cavity to 
determine according to the principle of indepen- 
dence of the cavity section expansion [4] at cavita- 
tion number value corresponding to instant velocity 
of passing by cavitator through given section. 

Froude number Fr = V O / ~  was varying in 
range 3 . l o 4 . .  . lo5 in the experiment. Then the 
disturbed influence of gravity force field on their 
shape are absent in spite of large aspect ratio of 
the cavity X = L,/R, = 90 + 200. Mach number M 
= VO/a, where a = 1430 m/s is the sound velocity 
in water, was  varying in range 0.3 - 0.93. 

Researches have shown that the stable and steady 
vapor cavities with clearly discernible boundaries 
along their length are formed behind the models 
with disk cavitator for mentioned ranges of num- 
bers M,  Fr, U. The contour of registered supercav- 
ities remains close to ellipsoidal calculated by uni- 
versal law of expansion of the cavity section of [3] 
at neglect of the cavitator dimension. 

where X = LJR,; x = Vot; L ,  is the cavity half- 
length; t is the time; Vo is the motion velocity. It is 
shown by curve line in Fig. 5. The contour of the 
frontal part of the slender cavity can be determined 
by asymptotic law of free streamline expansion [3] 
at M = 0: 

The main dimensions of the supercavity (the mid- 
section radius R,, the half-length L,, the aspect 
ratio X = L,/R,) can be calculated with precision 
2 - 4 % by asymptotic formulae 

(4) 

4. INFLUENCE OF WATER COMPRESS- 
IBILITY 
4.1. Accounts of compressibility influence 
in frameworks of linear theory ( Prandtl - 
G lau ert analogy) 
The flow potential of an ideal compressible fluid 
satisfies equation [15, 161: 

P2PZ* + P y y  + cpz2 = 0, (5) 
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where 9 = d m ,  at  precision accepted by thc 
theory of small perturbations. 
The transformation of coordinates: 

x = p < ;  y = q ;  z = c  (6) 

transfers the Eq. (5) into Laplace equation 

PEE + PV? + Pcc = 0 (7) 

Therefore, the transformation (6) esl;ab!ishes the 
conformity between a compressible fluid flow in 
space x, y, z and some flow of an incompressible 
fluid in space <, q, c. 
Thus, the cross dimensions of bodies and velocity 
perturbations p,, and (pz are saved. The longitudi- 
nai dimensions of bodies are increased proportion- 
ally to p-' . 

vdo = VmIP, 

6' = p2a (8) 
Thus, we obtain the following sequence of the cal- 
culation: 
- the angle 5' = 6P is determined; 
- the number of cavitation Q' = P2u is determined; 
- dimensions of bogus cavity R: and L: are calcu- 
lated; 
- the dimensions of the cavity to be calculated R, = 
R:; L ,  = L',p are determined. 
The radius of the bogus cavity is calculated by for- 

where CL is the drag coefficient of a cone with angle 
a t  top 25'. 

The results of calculations are shown in Fig 6. It is 
seen that in frameworks of given theory the COITI- 

pressibility account results in increase of the cavity 
dimensions. 

4.2. Applications of the theory of slender 
body 
The question about compressibility influence on a 
cavity shape at subsonic and supersonic velocities 
is considered in (9, 13, 171. These works use asymp- 
totic methods of slender body theory. 

A.D.Vasin has delivered the simple relations en- 
abling to calculate the cavity shape and dimensions 
at  subsonic and supersonic velocities, if the cavita- 
tor drag is known at given Mach number. 

For subsonic velocities they are 

and 
R2((+) = c2 { (1 - x 2 ) +  (10) 

x 2 h 4  - In [(l + ~ ) ( ' + ~ ) ( 1  - z)( ' -~) ]  

21nX + 
where U is the cavitation number; 
X = is the cavity aspect ratio;. 

e is a basis of natural logarithms; 
x is a distance from the cavity mid-section with 
respect to its half-length L,; 
For supersonic velocities they are: 

& =  +; 

2 .  X 

R 2 ( z )  = c2 { (1 - r2)+ 

x 2  ln4In [(l + ~ ) ( ~ ' - ~ - ~ ) ( 1  - z)(~-"') 

21nX 

Thus, the compressibility influence is displayed in 
changing the cavitator drag and the cavity aspect 
ratio. 

In a compressible fluid the cavity frontal part is 
seen to  be more slender than in an incmpressible 
fluid. The main contribution into change of dimen- 
sions and form of a cavity introduces The change 
of Cz0 of the cavitator has  main effect on change 
of the cavity shape and dimensions. 

In a compressible fluid the cavity has the same 
greatest diameter at the same Cz3 of the cavita- 
tor, but it longer than in an incompressible fluid. 
Therefore, its frontal part is more slender (Fig. 6). 

+ 

These calculztions have shown that in an incom- 
pressible fluid the cavity dimensions can be more 
than in an incompressible fluid. The cavity radius 
increases due to increase of the cavitator drag. The 
cavity aspect ratio grows, if number M is more than 
4. 
This conclusion is not agreed with results of di- 
rect calculations adduced in [18]: there the cav- 
ity frontal part radius considerably decreases a t  in- 
crease of M. 

The calculation-results by various approximate the- 
ories are not always agreed among themselves and 
with results obtained by numerical solving total 
equations of the compressible fluid motion. The 
reliable data about cavitation drag of bodies are 
absent at subsonic and supersonic velocities. 

Thus, the compressibility influence on the cavity 
shape arid dimensions is investigated insufficiently. 
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This influence cannot be considcrable owing to 
small water compressibility and small values of in- 
duced velocities on the cavity surface. 

4.3. Next approach for supercavi ty  shape 
However, existing theories do not take considera- 
tions low water strength due to action of tension 
forces. Appearance of the water discontinuities in 
zones of negative pressure near the cavilator and 
fluid iayer separations near the cavity surface are 
really possible. 

The pressure and velocity fields past the supercav- 
iting wedge in compressible fluid were calculated 
by Godunov method at  the IHM. We supposed the 
flow separation in points of the flow, where the lo- 
cal pressure is p < 0. As a result of calculation 
of secondary cavitating process we obtained thin 
layer of separated fluid moving to the center of su- 
percavity past the wedge. The line 2 of Fig. 6 is 
typical shape of this separated layer i n  supercavity 
that very confines the useful volume of supercavity. 

From practical point of view the search of exact 
value- of the cavity boundaries has the limit, which 
is determined by natural destruction of the free 
boundary. We should refer to natural perturba- 
tions of the cavity boundary first of all the per- 
turbations obtained at  flow ayound the cavitator 
due to the secondary cavitation and hydrodynamic 
perturbations in the boundary layer. 

It is possible to refer to natural perturbations also 
the presence of gas boundary layer in the clearance 
between the object body and the free boundary of 
the cavity, ’’ebullition’’ of the free boundary owing 
to nonequilibrum processes of evaporation from the 
Auid surface. 

Investigations of the spray drag carried out in the 
laboratories of the IHM UNAS have shown that 
notwithstanding the small spray concentration in 
the wall layer CF M lo3, the hydrodynamic drag 
coefiicient C, can have the same order as the drag 
coefficient at  continuous flow [lo]. Thus ,  the film 
thickness to of fluid on the wall can be comparable 
with thickness 6’’ of the turbulent boundary layer 

20 - = 27.8 Cp-Re;”tga 
6.’ 

5. SUPERCAVITY CONTROL 
It  is convenient to control the cavity by varying 
the value of gas-supply to the cavity [4] for artifi- 
cial cavitation regimes at  varying the body motion 
depth and velocity. 

(12) 
- Q  Q = - = F ( a ,  Fr, Re, We) . Vd2 

In the region of considerable influence of gravity 
the formula for supply value has the form (41 

- 0.27 ‘ = a[u2Fr4 - 21 ‘ 

In the region of regimes close to vapor ones the 
structure of the dependence (12) changes: 

- 
Q = kVS (5 - 1.). 

U 

The control of supply in the artificial cavitation 
regime is restricted by values urnin = gD,/V: and 
occiirrence of vapor cavitation at  

2 (P  - P3) 
PV2 

U < ( ? , =  

In the vapor cavitation regime ii  is possible to con- 
trol the cavity by varying the cavitator drag C,O 
according to dependencies 

(16) 
The cavity control at  use of cavitator with channel 
[8] is possible’also to be realized by varying the 
Auid rate through the cavitator. 

The dependence of the cavity part length formed 
by jet on the velocity of jet directed against the 
flow is submitted in Fig. 7. A supercavity formed 
by water jet in working part of the hydrodynamic 
tunnel designed at the IHM UNAS is presented in 
Fig. 8. We note that the cavity separation from the 
nozzle does not correspond to the scheme of jet col- 
lision against the critical point, where pVd4, = pV2. 
VO = O.T5V, according to the experiments. This 
corresponds to the scheme of jet collision with for- 
mation of critical region without points of braking. 
Thus, V ,  is close to the value determined from ratio 
pV2 = 2pV;; Vo = 0.705VX. 

The cavity boundary shape calculated by computer 
program CAVAR is submitted in Fig. 9. The pro- 
gram permits the axisymmetric cavity shape for 
the body with channel to calculate in dependence 
on the fluid rate through the channel [8]. 

6. MOTION OF BODIES IN SUPERCAV- 
ITATING FLOW REGIME 
Thus, the body locating in the cavity can suffer not 
only the hydrodynamic force applied to the cavita- 
tor 2nd also aerodynamic and spray forces of in- 
teraction with vapor filling the cavity and sprays 
near the cavity boundary. Equations of the body 
motion in the cavity in the general case have the 
form (% + wyvz - WzVy ) = 

pv2 
= (CZ,SC + cz,sp + C:,SS) 2 - t  
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PV2 = ( C y S c  + c y p s p  + C.SS,) 2+ 

d V, 
m (  dt - + wzvy - wyvz 

PV2 = ( C y S c  + cy, s, + C3S8) --$ 2 

Iy 2 + w,w,(I, - I;) = 

dwz I ,  - + wzwy(Iy - Iz) = dt 

Here V, , V,:  V, and wz , wY, w, - are projections 
of the velocity V and the angular velocity w onto 
the axes of the connected system of coordinates 
X, Y,  Z;  I,, Iy! I, are the moments of inertia about 
corresponding axes; and indexes "v", "s" I "p" re- 
fer respectively to parameters of vapor, spray and 
planning interactions. 

Using these equations, we have worked out the pro- 
gram STABILITY for computer simulation of the 
supercavitsting body dynamics. This program al- 
lows the motion stability to investigate at given 
model shape, its mass, the initial motion condi- 
tions and also under action of external perturba- 
tions. The software STABILITY consists of the 
following program modules: 

"Inputdata" is the module of interactive input of 
model shape and initial parameters of motion; 
"Dynamic" is the module of integration of a sys- 
tem of ordinary differential equations with respect 
to coordinates, velocity components, the angular 
velocity and pitch angle of the model [12]; 

"Cavity" is the rnodule to c0mput.e current cavity 
shape; 
"Force" is the module to calculate forces of vapor, 
spray and planing interactions acting to  the model; 
"Plot" is the module to  plot on the PGscreen cur- 
rent location of the model, cavity boundaries, as 
well as graphs'of varying parameters with respect 
to time. 

The software STABILITY permits due to computer 
experiment the model motion stability to check un- 
der effect of various perturbations. The fragment 
of PC screen copy during work of program STA- 
BILITY on simulation of influence of sine wave os- 
ciliations of the body of revolution in the cavity on 
its boundary shape is shown in Fig. 13. 

The result of numerical simulation of influence 
of the external pressure impulse on supercavity 
boundary shape is submitted in Fig. 14. 
The complexity of the body dynamics calculation 
in the cavity consists that  the coefficients of hy- 
drodynamic, aerodynamic and spray forces should 
be defined previously for a particular body and a 
cavity. Thereto all the coefficients of forces and 
moments (except for forces on the cavitator) are 
lag time functions with respect to the instant an- 
gle of the object deviation. The value of delay is 
determined by velocity of perturbation distribution 
along the cavity V, and distance L from the cavi- 
tator to location of their effects on the object body: 
t 3  = L / V .  

Nevertheless, we have proved experimentally that 
the stable motion of supercavitating models is pos- 
sible with all velocities from - 70 m/s up to the 
sound velocity in water a = 1460 m/s [I]. The 
analysis has shown that the four different mech- 
anisms of motion stabilization sequentially act at  
the motion velocity increase. 

6.1. Two-cavity flow scheme (Fig. loa), V - 
70 m/s. 
In this case the hydrodynamic drag center is placed 
behind the mass center, and stabilizing moment of 
the force LZ acts to the model. It means that the 
classical condition of the motion stability is ful- 
filled . 

6.2. Stationary hydroplaning along the .cav- 
ity internal surface (Fig. lob),  V - 50 + 200 
m/s. 
In this case the model tail hydroplanes along the 
lower internal cavity surface to compensate the 
buoyancy losses. As a result the motion is also sta- 
ble as a whole, but the low-frequency oscillations 
of the model in the vertical plane and stability loss 
are possible. The finite velocity of the perturbation 
spreading from cavitator along the cavity boundary 
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is the cause of thai. 

6.3. Impact in te rac t ion  wi th  cavity bound- 
aries (Fig. lOc), V - 300 + 900 m/s. 
The initial perturbations of the model attack angle 
and its angular velocity causc $0 the impact of the 
model tail against the internal boundary of super- 
cavity. The numerical simulation has shown that 
the model can perform steady or damped oscilla- 
tion after this impact. Tnese oscillations are ac- 
companied by periodic impacts of thc model tail al- 
ternately against the upper and lower cavity walls. 
Then the motion can remain stable as a whole. 

An example of calculated dependence of the model 
pitch angle I I ,  and the vertical component of the 
inertia center velocity of the body V,, on the di- 
mensionless path s is presented in Fig. l l a .  The 
frame of the experimental cinegram is shown in Fig. 
12. It demonstrates the cavity disturbed shape at  
motion of similar type (the model moves from right 
to left , V = 890 m/s). Three-dimensional spiral os- 
cillation of the model in the cavity about its mass 
center is possible as well. 

6.4. Aerodynamic  interact ion wi th  vapor- 
spray m e d i u m  of cavity (Fig.  lOd), V - 1000 
m/s and higher.  
The aerodynamic forces due t e  the model interac- 
tion with vapor filling the cavity and spray stream 
near the cavity boundaries affect on the body mo- 
tion with very high velocities. The clearance be- 
tween the body surface and the cavity boundary is 
usually small compared to the cavity radius. That 
is why, we use the known methods of near-wall 
aerodynamics to estimate arising forces. The anal- 
ysis testifies to favourable influence of the internal 
cavity boundaries on the body motion stability. 

6.5. Stat ical ly  stable cavitators.  
We have shown theoretically bhat the model self- 
stabilization in a supercavity is possible due to the 
specially so called statically stable shape of the cav- 
itator [19]. Fig. 15 demonstrates a stable region for 
concave wedges having a semiangle P > 90". Con- 
cave wedges belong to  the self-stabilizing cavitators 
because 

It means that the returning rnomcntum M appears 
every time at  a # 0 and tends to turn the cavitator 
back to the initial position, when a = 0. This 
stabilization mechanism can be effective at small 
initial perturbations of the model motion (see Fig. 
l l b ) .  

C 6 > tuna for P > 90". 
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C 

Fig. 1. Schemes of supercavitating flow around bodies: a'- with partial wash off the 
body ; 6 - with nose cavitator and free location of a body in a cavity; c - with jet 

cavitator without contact points of a body and a free cavity boundary. 

a 

Fig. 2. Action of forces to a body of' revolution: U a regime of continuous flow with 
formation of the stabilizing moment M, = LW sin cy; b a regime of cavitating flow with 

formation of destabilizing moment M, = LW sin a. 
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Fig. 3. Scheme of flow around a two-medium wing [ll] in supercavitating regime; 
P,,, PYc are components of the hydrodynamic force vector; PI, Py are components of the 

aerodynamic force vector. 

;HI.* *-e- - 
Fig. 4. Photograph of supercavity past a model having cone shape with disk cavitator: 

V = 1000 m/s; 15, = 12 m; D, = 3 mm; U = lo4. 

0 0.5 1 .o 1.5 tv, I L 

Fig. 5. An elliptic cavity shape: experimental points at U = Fr = = lo4 + lo5 
M = 0.3 + 0.93; a curve is the asymptotic contour of jet spreading [3]. 

1 .o; 
M = 0.8; = 0.001 

1 - Corn ressible fluid: cone CharaCterisiics were recalculaled 
by I: randll Glauert kaw: 

2 - boundary of separated layer due lo tension force appearance 
3 - Incompressible fluid. 

Fig. 6 
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Fig. 7. Experimental dependence of the jet part length of a cavity Zj on jet velocity 
V = Vj/Vm; LO = 0 at Vj = VO = 0.75Vm. 

Fig. 8. Supercavity fom )y water jet coming from the opposite direction. 
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Fig. 9. Cavity shape formed by jet cavitator for two values of the rate W. 
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Fig. 13. Result of numerical simulation of influence of sine oscillations on a cavity shape. 
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Fig. 14. Result of numerical simulation of influence of the external pressure impulse on 
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Supercavitating Flows at Supersonic Speed 
in Compressible Water 

A. D .Vasin 
State SRC TsAGI 

18 Radio str., Moscow, 107005 
Russia 

In the beginning I notice basic results obtained in 
the theory of supercavities in compressible fluid, 
then I notice the features of supersonic flow. 

Since 1980 in the USSR interest has arisen to super- 
cavities in compressible fluid. On the basis of the 
slender body theory works have been made, these 
are Yakimou’s works [l, 21; mine [3, 41 and Sere- 
bryakou’s works [5,6]. On the basis of the early nu- 
mLrical method Al’ev [7] has calculated cavity past 
a thin cone. The recent development of numerical 
methods and the widespread use of computers has 
made it possible to calculate compressible cavita- 
tion flows efficiently. It should be noted works have 
been made recently: Kiseleu’s [8] and mine [9, lo]. 

Now I stop on some my results. On the basis of the 
slender body theory axisymmetric supercavities in 
subsonic and supersonic flow of compressible fluid 
have been considered [3, 41. Rtabouchinsky scheme 
was applied and the condition that the cavitator 
is very small in comparison with the cavity was 
used. The cavity shape was defined and the rela- 
tionship between the cavity aspect ratio and the 
cavitation and Mach numbers was derived. Basic 
result concludes that an ellipsoid of revolution is 
the first approximation of cavity shape (how in the 
incompressible fluid). However, application of the 
slender body theory to the supersonic cavitation 
flows has some features. I’ll speak about that be- 
low. It should be noted that for blunt cavitators, 
such as a disk, a blunt cone, slender body theory 
gives no way of obtaining the complete data for the 
cavitation flow, for, example, the cavity shape im- 
mediately downstream of the cavitator and the cav- 
itation drag. Moreover, the linear equation for the 
potential of compressible fluid flow past slender ax- 
isymmetric bodies is inapplicable on the transonic 
velocity range. 

I have designed a numerical method of calculat- 
ing compressible subsonic and supersonic flow over 
a wide range of cavitation numbers. Scheme of 
method is shown in Fig. 1. As the main equation 

we use the equation of continuity. We take the den- 
sity - velocity relationship from Bernoulli equation. 
Riabouchinsky scheme was applied, in this scheme 
the cavity is closed by a disk of the same dimensions 
as the cavitator disk. In view of the flow symmetry, 
we will examine the flow in a meridional plane. The 
problem consists in determining the shape of the 
boundary M N satisfying the constant velocity and 
impermeability conditions for a given cavity length 
Lk (Fig. 1, where A M  is the cavitator disk, N B  in 
the closing disk, C F E D  is the external’boundary). 

We assume the flow to be potential. In the case 
of supersonic flow the shock waves appear, line 1 is 
the head shock wave arising in front of the disk, line 
2 is the back shock wave going away from the edge 
of closing disk. However, the appearance of shock 
waves does not break the condition that the flow is 
potential. In water.over a wide range of pressures 
a shock adiabat agrees with static one, expressing 
by. Tate equation. The analysis has shown that we 
can assume the shock waves as isentropic and the 
flow as potential when Mach numbers are less than 
2.2. 

We apply a finite-difference method to solve conti- 
nuity equation. To make the formulation of the 
boundary conditions a t  . the cavity surface more 
convenient, it makes sense to map the computa- 
tional domain onto a .  unit square in <, 11 coordi- 
nates. As distinct from the subsonic flow we ap- 
ply the artificial viscosity in order to the difference 
scheme will be stable in the supersonic area. The 
artificial viscosity is introduced as modification of 
density expression. 

The nonlinear system of equations, obtained as a 
result of the discretization, was solved using the 
iteration method with approximate factorization. 
Before proceeding to the calculations, the first 
approximation for the cavity shape between the 
points M and .N was preassigned and the compu- 
tational network corresponding to the given cavity 
was constructed in the 2 ,  P plane using an algebraic 

Paper presented at an AGARD FDP Workshop on “High Speed Body Motion in Water”, 
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mapping technique. The velocity V k  on the cavity 
surface was determined in each iteration stage us- 
ing the values of potential @N, @M at the points N 
and M ,  Sn is the arclength between these points. 
The iteration procedure turned out to be conver- 
gent; the discrepancy diminished and the potential 
increment vanished as the number of iteration cy- 
cles increased. However, in general, the solution 
thus obtained did not satisfy the impermeability 
condition on the cavity surface. The cavity shape 
was varied using the differential equations which 
corresponding the condition of equality of the nor- 
mal velocity d @ / d n  to zero. For the subsonic flow 
the first order differential equation was used, for 
the supersonic flow the second order one was used. 
The cavity shape thus obtained satisfied both the 
constant velocity condition and the impermeability 
condition. 

Calculation of supercavities downstream of a disk 
within the range of Mach numbers 0 5 M 5 1.4 has 
been performed. The numerical analysis was per- 
formed for cavity constant length, corresponding to 
cavitation number 0.02 for incompressible fluid. As 
a result of the analysis for different Mach numbers, 
the following was defined: cavitation number, cavi- 
tation drag ratio, mid-section radius, cavity shape, 
distance of shock wave from a disk (for supersonic 
flow). 

Let us consider the basic results. For the subsonic 
flow the cavity shape in the vicinity of the disk 
is shown in Fig. 2. The continuous curve repre- 
sents the Guzewsky’s calculations [ll] for incom- 
pressible fluid ( M  = 0). My results are shown by 
points for the different Mach numbers. In Fig. 3 we 
compare the cavity profiles in compressible and in- 
compressible fluids for the same cavitation number 
U = 0.0235. The continuous curve corresponds to 
the cavity profile in a compressible fluid calculated 
by the numerical method for M = 0.8; dotted line 
curve corresponds to the cavity in an incompress- 
ible fluid calculated by Logvinovich’s formula [ 121. 
For the subsonic flow the numerical results agree 
well with my results of slender body theory [3]. 

For the supersonic flow the cavity shape in the 
vicinity of the disk is shown in Fig. 4. It can be seen 
that for the supersonic flow the cavity in the initial 
region is narrower than for the incompressible flow. 
I’ll speak about reason of this effect below. In Fig. 
5 we compare the cavity profile in the supersonic 
flow and incompressible fluid for the same cavita- 
tion number U = 0.0308. The continuous curve cor- 
responds to the cavity profile in a compressible fluid 
calculated by the numerical method for M = 1.2; 
dotted line curve corresponds to the cavity in an 
incompressible fluid. The positions of head shock 
wave and the sound line (on which M = 0) were de- 
fined in the numerical calculation. As an example, 

in Fig. 6 the position of head shock wave is shown 
for Mach number equal 1.1.  Line 1 corresponds 
to the head shock wave; line 2 corresponds to the 
sound line; line 3 corresponds to the profile of head 
part of the cavity. Mach-number-dependence of the 
cavitation drag coefficient of the disk is shown side 
by side. 

It should be noted that the results of the numeri- 
cal calculation were checked on the satisfaction of 
the mass and impulse conservation laws. The test 
showed a good accordance. For the supersonic flow 
the cavity shape defined by the numerical calcula- 
tion is close t o  an ellipsoid of revolution. It agrees 
to my results of slender body theory [4]. However, 
results of nonsymmetry of shape (mid-section dis- 
placement relatively middle of cavity) do not agree. 
Probably the slender body theory is not applicable 
to the second approximation for the cavity shape. 
Really, the first approximation (ellipsoid of revo- 
lution) is not the slender body in the head part, 
where the shock wave arises. The shock wave is not 
described by the small disturbance theory. This is 
the first feature of application of the slender body 
theory to the supersonic cavitation flows, which I 
wish to note. 

Let us consider axisymmetric cavitation flow past 
the thin cones in compressible fluid. We apply 
the slender body theory and Riabouchinsky scheme. 
We can deduce an integral-differential equation for 
the cavity profile. We can solve this equation us- 
ing the method of expansion into asymptotic rows. 
For the cone with semiangle equal 6” results of so- 
lution are shown in Fig. 7. Subsonic flow is shown 
in upper picture, supersonic flow is shown in under 
picture. Dotted line curve corresponds to the first 
approximation for the cavity shape, the continuous 
curve corresponds to the second one. It can be seen 
that the slender body theory is applicable for the 
subsonic flow, as the second members of asymp- 
totic row are smaller than the first ones. However, 
for the supersonic flow such correlation is broken. 
The second approximation essentially differs from 
the first one. 

The analysis of this effect has shown, that the slen- 
der body theory does not agree the flow a t  the edge 
of cone. In the supersonic flow the Prandtl-Meyer 
stream arises at  the edge. The stream must turn 
away by the angle dependent on pressure in the 
cavity or cavitation number. The incline of free 
stream line is fewer than the semiangle of cone. It 
agrees with my results of numerical calculation of 
cavity past a disk, which have shown some narrow- 
ing of cavity in the head part. The second feature 
of application of the slender body theory consists 
in discrepancy to the stream at the edge in the su- 
personic flow. 
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obtained in the theory of supercavities in the com- 
pressible fluid. Also I have noted some features of 
application of the slender body theory to the su- 
personic cavitation flows. 
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Computer Simulation of Unsteady Supercavitating Flows 
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Ukraine 

1. SUMMARY 
A mathematical model of unsteady axisymmetrical 
supercavity and an algorithm of numerical solution 
as well as corresponding computer programs are 
described. Examples of computer simulation of the 
unsteady supercavitating flows are presented. 

2. INTRODUCTION 
The unsteady supercavitating flows are distin- 
guished by complexity of physical processes and 
difficulty of mathematical descriptions. We use a 
complex approach to investigate these flows. It is 
a combination of the physical experiment with a 
high-speed shooting of unsteady cavities and their 
computer simulation. 

We solve the following three problems by computer 
simulation: 1) test of hypothesis about actions of 
various physical causes on the unsteady process; 
2) more precise definition of both the mathematical 
model of the process and the calculation algorithm; 
3) statement of the ”computer experiment” with 
a visualization of the unsteady process on a PC- 
screen. 

The computer simulation have played a positive 
role for the work out of problems on the high- 
speed underwater model design and the right ar- 
rangement of the water entry. As a result, we have 
attained experimentally the speed of the model mo- 
tion in water upwards of 1300 m/s [l]. 

3. MATHEMATICAL MODEL 
The necessary condition for a development of pro- 
grams for computer simulation is the use of rather 
simple mathematical models and ”fast” computa- 
tion algorithms. We use the approximate equa- 
tion of the expansion of axisymmetrical cavity 
sections based on the independence principle by 
G. V.Logvino&ch [2, 31 (in dimensionless form): 

a2s(T , t )  = -5 [jj,(() -jj,(t) + P l ( t ) ] .  (1) at 2 2 

Here, x - l ( t )  5 t 5 x, S i s  theareaofthesection 
t ,  T 5 t is time of the section ( formation, k1 is 
the empirical constant, j jc  is the cavity pressure, 
p1 is the external water pressure perturbation, x 

is the cavitator coordinate, 1 is the cavity length 
(see Fig.1). 

The Eq. (1) should be integrated for t > T with 
initial conditions: 

where D, is the cavitator diameter, S(0)  is the ini- 
tial velocity of the cavity section expansion, which 
is defined by the cavitator shape and the instant 
model velocity V ,  but does not depend on the cav- 
itation number. We choose the constant 61 and 
S ( t ,  t )  so that the known asymptotic expressions for 
both the cavity mid-section diameter D, and the 
cavity length by P. R.  Garabedian [4] are fulfilled: 

I = -  C,in-, u - 0  Dn U c 
(3) 

Here, c, is the cavitation drag coefficient, U = 
P(p ,  - p , ) / p V 2  is the cavitation number. We have 
confirmed experimentally the validity of asymp- 
totic formulae (3) for models with disc cavitators, 
moving with velocities 300 + 1300 m/s [l]. 

The Eq. (1) describes the main part of the pro- 
late cavity. It is incorrect for the upper end of 
cavity part with a length of several cavitator diam- 
eters. We set the shape of the upper end of cavity 
by empirical exponential function [2] for the better 
correspondence with experiment: 

The cavity shape given by expressions (l), (4) 
should be matched at  x M D,. 

The independence principle of the expansion of ax- 
isymmetrical cavity sections was repeatedly tested 
by means of comparison with experiment. It 
was shown that the approximate equation (1) ad- 
equately describes the unsteady supercavitating 
processes for various conditions. We .have made 
an experiment on passing of supercavitating model 
through the thin steel sheet with the velocity about 

Paper presented at an AGARD FDP Workshop on “High Speed Body Motion in Water”, 
held in Kiev, Ukraine, 1-3 September 1997, and published in R-827. 
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900 m/s. High-speed shooting shows that the ob- 
stacle does not influence on a cavity shape. This 
result gives us the experimental substantiation of 
the independence principle in the case of very high- 
speed motion. 

Besides the main Eq. (1), the mathematical model 
can include the mass of gas in the cavity balance 
equation during its isothermal expansion: 

d 
- [ (P  - F(t))  Q( t )  I = P [ i i n  - iout(t)] . dt (5) 

Here, P = E u / u o ,  u( t )  = u(t )  /(TO, Eu = 
2p,/pV2 is the Euler number, uo is the initial 
cavitation number, Q is the cavity volume, qin 

and q o u t ( t )  are the based on free-stream pressure 
volumetric air-supply rate into the cavity and air- 
leakage rate from the cavity (for ventilated cavi- 
ties). 

- 

We also use the equation of supercavitating body 
motion on inertia: 

Here, F r  = V / m  is the Froude number, g is 
the gravity acceleration, m is the body mass, cXO 
is the cavitation drag coefficient at  u = 0, Fatm 
is the atmospheric pressure, H = const when the 
motion is horizontal, H = z ( t )  when the motion 
is vertical. 

4. NUMERICAL ALGORITHM AND 
COMPUTER PROGRAMS 
We develop two types of the computer programs: 

1) The programs enable to compute quickly the 
cavity shape and all necessary flow parameters 
for various combinations of the parameters. In 
this case, the convenience of data input with PC- 
keyboard is considerable. The computation result 
must be quickly display in the graphic form com- 
fortable for perception. Our program SUPERCAV- 
ITY is an example of such program. 

2) The programs enable to carry out "the com- 
puter experiment" with dynamic display of the 
non-stationary'cavity shape and another necessary 
information at  the program run-time. Our pro- 
grams ENTRY, STABILITY, PULSE, DIVE are 
examples of such programs. 

Our programs could be used on widespread desk- 
top computers with moderate capacity. They have 
a comfortable user's interface including the menu 
system, the window system of data input from PC- 
keyboard, the graphic output of results on a PC- 
screen too. 

We construct the numerical solution of the system 
of Eqk. (l), (5), (6) at  sequential points of tra- 

jectory d") = d"-') + h,  n = 2 , 3 , .  . .. The initial 
conditions are d') = 0, V ( ' )  = 1, dl) = 60,  I ( ' )  = 
l o .  Computations a t  n-th step .(i.e. at 3: = nh) are 
proceeded in following order: 

1) The body velocity V(")  is computed by Eq. (6). 
The elapsed time t(")  is computed by equation: 

X 

t=&.  
0 

2) The areas of cross-sections 3:") (when i = 
2 , 3 , .  . .) are computed by Eq. (1) until the inequal- 
ity $"' 5 0 fails. The subscript value i = 1 corre- 
sponds to the cavity nose point. In this time mo- 
ment, the position of the cavity tail point l (")  = ih 
is determined. Then it is corrected by linear inter- 
polation. 
3) The cavity volume $") is computed by numer- 
ical integration of Ti"' along the cavity. 
4) The F(") + e) is computed by Eq. (5). A few 
iterations are fulfilled, if it is necessary. 

We assume that a separation of the cavity part and 
a jump of the function I(t) take place at  the mo- 
ment of confounding the upper and lower bound- 
aries of the cavity contour. Just such behaviour of 
cavity is observed in the experiments. The return 
with one step h occurs when detecting the jump 
of the function I(t). Then the moment of separa- 
tion is determined more exactly with reduced step 
hl << h.  However, the cavity pressure pc(t)  varies 
continuously in this time. The total precision of 
the numerical algorithm is equal to O(h1). 

The contours of cavity and model are erased and 
put again on the PC-screen in each several steps. 
As a result, the run-time animation of process is 
presented. Simultaneously, the graphs of the veloc- 
ity, the external pressure ( t ) ,  the cavity pressure 
F,(t), etc., are plotted on the PC-screen. We can 
compare this graphical information with the high- 
speed movies of experiments. 

5. EXAMPLES OF COMPUTER SIMU- 
LATION 
We present below some examples of the computer 
simulation of the unsteady supercavitating flows for 
different conditions. 

5.1 High-speed motion of bodies in water 
In experiments on high-speed motion of bodies in 
water [2] ,  the shape of the model must satisfy the 
following requirements: 
1) the model must continually be inside the natural 
vapor supercavity; 
2) the supercavitating motion regime must be 
structurally stable. 
In this case, the process is described by two Eqs. 
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(l), (6). We have developed the SUPERCAV- 
ITY program for the automation of the calculations 
when designing the models. In program, the com- 
fortable user’s interface was realized. The follow- 
ing characteristics are calculated for given model 
shape and mass m, initial velocity VO and the mo- 
tion depth H :  
1) the impact ‘load P,,, affecting the model; 
2) the parameters of motion and the cavity shape 
for any mark of the trajectory x ;  
3 )  the distribution of width of the circular clearance 
between the model surface and the cavity bound- 
aries. 
For example, two fragments of the PC-screen 
copies when the SUPERCAVITY program run- 
time are shown in Figs. 2 ,  3 .  

5.2 Supercavity formation at high-speed 
water entry 
The unsteady processes of the supercavity forma- 
tion at the water entry with the velocities of the 
order of 1000 m/s continue parts of millisecond. 
However, these processes exert the main influence 
on the following motion. Shooting of the water en- 
try in a number of experiments has shown that the 
process of the supercavity formation usually passes 
through the stage of cavity closure on the model 
or behind it. If both the motion stability loss and 
the model deformation do not happen in this case, 
then the normal cavity formation continues. 

We have assumed that the cause of cavity closure 
after the water entry is the impulse increase of the 
water pressure because of the model penetration 
and the catapult gas action. Then Eq. (1) can 
be used to compute the cavity evolution when im- 
posing the external pressure impulse & ( t ) .  The 
impulse shape should be calculated or taken from 
experiment. 

To calculate the pressure field in water near the 
cavity we suppose the validity of the principle of 
freezing of free boundaries: in every moment of 
penetrating the cavity can be replaced by solid 
body with the same shape. 

5.2.1 Water entry through a rigid wall 
We consider the problem on the penetration of a 
body of revolution through the round perforation 
in a flat undeformable wall into the half-space filled 
by ideal incompressible weigthless fluid. We con- 
struct a solution in the stationary cylindrical co- 
ordinate system (see Fig.4). The kinematic part 
of problem consists of determination of the stream 
function satisfying the boundary conditions at  each 
moment of time (for dimension variables): 

V R i  
on the body, 1c, = - on the wall, V R2 + = -  

2 2 
(7) 

where R ( x , t )  is the body radius, R , ( t )  is the wall 
perforation radius. 

Let the penetration velocity VO is constant, h is 
the step of the pushing of a body forward. We 
distribute the ring sources with intensities q j ,  radii 
r j ,  and center x-coordinates x j  = - j h / 2 ,  j = 
1 , 2 ,  . . . , N along the body surface (Fig.4). Here, 
N is the number of steps that are made, t, = N h  
is the current x-coordinate of the body nose point. 
The stream function is determined by numerical 
integration: 

where ~ ( x j , r j ; x , r )  is the sum of the potentials 
of a ring source and its mirror reflection from the 
wall. These potentials are expressed by total el- 
liptic integrals of the first kind [5]. The arbitrary 
constant in the Eq. (8) is chosen from the condi- 
tion of equality of the total rate of sources to the 
velocity of increase of the washed part of a body 
volume &b(t):  

d&b 
N 

2nCq1= x. 
j = 1  

(9) 

Thus, the problem at N-th step is reduced to the 
determination of the intensities of the ring sources 
from the system of linear equations (in dimension- 
less form): 

R2 
q,$(x, ,  R j ;  x i ,  Ri) = 2 2 ’  

N 
i = 1,2,. . . , N. 

j = 1  

(10) 
The dynamic part of the problem consists of de- 
termination of the water pressure by Cauchy - 
Lagrange equation. The graphs of the pressure 
on the body nose point ( x n , O )  for a sphere and 
paraboloids of revolution r = ad- are shown 
in Fig.5. 

The described method of calculation was general- 
ized for the case of variable body velocity V ( t ) .  We 
use the calculated dependence p l ( t )  as initial data 
for the Eq. (1) in the ENTRY program. The com- 
puter simulation has shown that the arising of the 
water pressure, when penetrating the model causes 
the local cavity closure and the annular washing of 
the model. A fragment of the PC-screen copy at 
the program ENTRY run-time is shown in Fig.6. 
Here, x ,  R, are the cavitator coordinate and ra- 
dius, VO is the initial velocity of the water entry. 
The model shape is plotted by thin lines, the cavity 
shape is plotted by bold lines. For comparison, the 
cavity contour is shown by dotted lines at  absence 
of the pressure perturbations. 



22-4 

5.2.2 Water entry from within a gas-bubble 
We assume now that the model enters the water 
through the free boundary of gas-bubble previously 
formed in water (see Fig.7). It is possible to calcu- 
late exactly the water pressure in this case [6]: 

Here, R(t) is the bubble radius, r > R(t) is the 
current radial coordinate. Let the bubble pressure 
is being supported as constant for some time. Then 
substituting the r = R into the Eq. ( l l ) ,  we 
determine the equation of bubble expansion: 

3 .  .. P j  - P w  -R~+RR=-----, 
2 P 

R(0) = Ro; h(0) = 0. 

On the other hand, if we know the function of bub- 
ble expansion I? = R(2), for example from experi- 
ment, it is possible to calculate the water pressure 
for adoption in ENTRY program. 

A fragment of the PC-screen copy showing the cav- 
ity deformation when penetrating the model into 
water from within the gas-bubble is shown in Fig.8. 
It is assumed that the model velocity is consider- 
ably greater than the bubble expansion velocity: 
& >> R. The cavity pressure is supposed to be 
equal to the bubble pressure for initial stage of pen- 
etration: p c  = p j .  A comparison with experimen- 
tal high-speed shooting shows the good agreement 
of the calculated and experimental cavity shape his- 
tories. 

5.3 Cavity deformations due to internal and 
external perturbations 
Simplified Eq. (1) allows us to calculate the un- 
steady -axisymmetrical deformation of the cavity. 
Using the methods of the theory of cavity perturba- 
tions [2, 71 we also can calculate three-dimensional 
cavity shapes in cases of nonsymmetric perturba- 
tions that can be induced with gravity when a body 
moves horizontally, or the presence of an angle of 
attack of a cavitator. 

The result of computer simulation of the influence 
of the model angular oscillation about the center of 
mass on the cavity shape is shown in Fig.9 (STA- 
BILITY program). A fragment of the PC-screen 
copy showing the effect of the external pressure im- 
pulse on the cavity shape is shown in Fig.10 (the 
underwater explosion simulation). The maximal 
impulse pressure is attained at  z = 80. In this case 
the cavity closure with the washing of the model 
occurs a t  a sufficient value of the pressure impulse 
amplitude. 

Earlier we have researched experimentally the ef- 
fect of water pressure impulse on artificial cavities. 

In those tests, the water pressure impulse was cre- 
ated by an air.shot of a pneumatic catapult. The 
similar kind of pattern of cavity deformations was 
observed. 

5.4 Self-induced and forced oscillation of 
ventilated cavities 
The gas-filled supercavities have properties of the 
dynamic oscillation system with distributed lag 
time. First the phenomenon of self-excited pul- 
sation of two-dimensional ventilated cavities was 
discovered and investigated experimentally [8, 91. 
In the paper [lo] this phenomenon was explained 
theoretically according to the linear theory of sta- 
bility on the basis of approximate Eqs. ( l ) ,  (5). We 
have exactly solved a problem on instability of the 
two-dimensional supercavity [ 111. We have shown 
theoretically that two-dimensional and axisymmet- 
rical cavities have similar of kind dynamical prop- 
erties. The obtained in [ll] results are good agreed 
with the experimental data [8]. 

If the mass of gas in cavity is constant the axisym- 
metrical cavity has the following fundamental re- 
duced frequencies: 

k ,  = 27rn at n = 1 , 2 ,  . . .  
(13) 

Here, k = wlo/Vw, w is the circular frequency. 
The cavity is unstable when P > 2.645. Kine- 
matic waves arise on the cavity boundary as a re- 
sult of the cavity pressure pulsation. They spread 
along the cavity with a velocity about V , .  In this 
case l c / A n  = k,/27r = n waves pack on the cavity 
length. 

We used the quasi-stationary semiempirical law 
for the air-supply rate to the cavity and the air- 
leakage rate from the cavity [2] in the Eq. (5) .  
This law was obtained in the case of weak action 
of gravity: 

Here, 7 = 0.01 f 0.02 is the empirical constant, 
S, is a mid-section area of the stationary cavity, 
U" M Eu is the cavitation number for the vapor 
cavity. 

The PULSE program package was developed for 
the numerical solving of the system of the nonlin- 
ear Eqs. ( l ) ,  (5) and the statistical analysis of 
the results. There are detailed description of the 
numerical algorithm and analysis of the computa- 
tion result in .our paper [12]. Calculations have 
shown that oscillations are developed in the dy- 
namic system (l) ,  (5) if the values of the parame- 
ters 7, PO belong to the linear instability region. As 
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a result, the stationary regime (mode) of periodic 
or quasi-periodic self-induced oscillations is estab- 
lished with disconnected dependence l ( t )  . Power 
spectral density (PSD) , normalized autocorrelation 
function and other statistical characteristics are 
calculated for the time series d") = F ( t ( " ) ) ,  I ( " )  = 
l ( t ( " ) ) .  It is shown, that new frequencies and their 
linear combinations are appeared in the spectrum 
p , ,  when the bifurcational parameter qo = PO q i n  
increases. This corresponds to attainment of higher 
modes of the cavity pulsation. The spectrum pc 
becomes more complicated for every mode, but the 
main harmonic is varying weakly. The linear the- 
ory [ lo ,  111 gives the same behaviour of the cavity 
pressure. 

The estimation of limits of the self-induced oscilla- 
tion modes according to the linear theory is shown 
in Fig.11. In this case y = 0,  i .e.  the mass 
of gas in cavity is constant. The results of com- 
puter simulation are also plotted by circles. The 
PC-screen copy is shown in Fig.12 at  the program 
PULSE run-time. The transformation of spectrum 
of the cavity pressure oscillations p ,  = P - Tj is 
shown in Fig.13, when the bifurcation parameter 
qo increases (y = 0). When 0 < qo < 1.2, pe- 
riodic oscillations (mode I or the limiting cycle) 
with a disconnected dependence I(t) is established 
(Fig.13,a). Corresponding phase portrait a([) is 
shown in Fig.14,a. When qo M 1.2, the mode I1 of 
composite quasi-periodic self-induced oscillations 
arises spasmodically. As a result, the main har- 
monic is approximately doubled (Fig.13,b). The 
spectrum 'in Fig.13,~ corresponds to the mode 111. 

When the mode I1 replaces the mode I ,  the oscil- 
lation energy is abruptly removed to the low fre- 
quencies in the spectrum I(t). Then the cavity 
length oscillations become like chaotic. Influence 
of parameter y on the cavity pulsation consists in 
some decreasing the amplitude and the phase lag 
between the cavity pressure oscillation and the cav- 
i ty  length oscillation. The phase portraits Tj(1) 
for the increasing values of 7 are shown in Fig.14 
(qo  = 0.4, mode I). 

The PULSE program also simulates the effect of 
the external pressure &(t )  oscillation on the gas- 
filled cavity pulsation. Fig.15 shows an example 
of acting the forced oscillations &(t )  = Ksinkjt 
with various frequencies to the self-induced cavity 
oscillation (y = 0, qo = 0.8, K = 0.1). Corre- 
sponding spectrum p,(t) at  absence of the external 
perturbation is shown in Fig.13,a. The modulation 
for i j  <( i~ (a), the synchronization for M 11 
(b), or the "chaotisation " for i j  > i l )  (c) of 
the periodic mode are observed in dependence on 
relation between the forced frequency if and the 
cavity self-induced oscillation frequency & I .  Here, 
the reduced frequencies are referred to the cavity 

average length I,. 

5.5 Vertical water entry through the free 
water surface 
It is known that in the case of vertical water pen- 
etration, the surface closure or the depth closure 
of a cavity takes place in dependence on the initial 
entry conditions [13]. It is shown in experimental 
work [14] that both the drag coefficient and the 
cavity shape near the cavitator cease to vary after 
the depth equal to 1.5 + 2 of cavitator diameters at  
high-speed water entry. Thus, the influence of the 
free water surface on the cavity shape spreads only 
on the depth of cavitator diameter. This result 
gives us the experimental justification to use the 
simplified calculation model (1) - (6) for a com- 
puter simulation of water entry of models through 
the free surface. 

5.5.1 Wave formation on cavity 
Earlier we have experimentally discovered the phe- 
nomenon of wave formation on the cavity during 
the vertical water penetration of bodies [15]. The 
experiments are made in the water tank 2.0 x 1.0 x 
0.6 m. The cylindrical models of different diameter 
D and angle of conic head cr were thrown down in 
the tank. The velocity of water entry VO was 5 i 
10 m/s in different experiments. The process was 
recorded by shooting. 

The analysis of pictures has shown that 1 + 5 
waves usually appear on cavities at  once after the 
cavity depth closure. The wave number and the 
wave intensity depend on each of the parameters 

also on the severity of cavity blocking up by the 
model. 

Fro = V O / ~ ,  ( i . e .  cz ), EUO = 2Patm/pVz, 

We have applied the results of linear theory of 
the gas-filled cavity stability to explain this phe- 
nomenon. We have shown that its cause is the ex- 
citation of a fundamentalal oscillation of cavities 
filled by atmospheric air. We have obtained a sim- 
ple a priori estimation of a wave number N in the 
case of sufficiently great both the body mass and 
the Froude number Fro: 

1 2EuoFro 
N -/T, 7r B = @. (15) 

The calculation model of this process includes all 
three Eqs. (l), (5), (6). Their solution is calculated 
for each time step by the use of the Steffensen itera- 
tive process (DIVE program). Results of computer 
simulation of the cavity transformation at  vertical 
dive of a disk and cones give a good agreement with 
both high-speed shooting the experiments and the 
a priori estimation (15). The dependence of the 
cavity length 1 and the cavity pressure p, on the 
cavitator depth z are shown in Fig.16. The dot- 
ted line corresponds to the l ( z )  computed without 
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taking into account the elasticity of the air filling 
the cavity. A comparison of the calculated and the 
experimental cavity shapes is shown in Fig.17 at  
sequential times. 

5.5.2 Near-surface closure of cavity 

We have experimentally shown that the near- 
surface closure of the cavity behind the body oc- 
curs for the water entry velocity about 100 m/s. It 
is caused by the impulse increase of the water pres- 
sure. It is important that mechanism of this closure 
differs fundamentally from the known surface clo- 
sure of cavities, which is caused by the pressure re- 
duction in the cavity throat due to flowing of atmo- 
spheric air into cavity [13]. This phenomenon de- 
velops especially brightly in experiments on high- 
speed entry of models into the bounded water vol- 
ume. A comparison of the calculated and exper- 
imental cavity shapes is shown in Fig.18, when 
D, = 16 mm, V = 84 m/s. The waves are not 
formed on the cavity during the further dive. Such 
behaviour is predicted correctly by the a priori es- 
timation (15). The DIVE program also simulates 
this process. 

6. CONCLUSIONS 

Our computation experience and the comparison 
of obtained results with experimental data show 
that the approximate Eqs. (1) - (6) correctly 
predict the unsteady supercavitating flows for var- 
ious conditions. We use all accumulated compu- 
tation experience for development of the STABIL- 
ITY software for computer simulation of the su- 
percavitating model dynamics. In this program, 
we have taken into account the interaction of the 
model body with both the internal cavity walls and 
the gas-vapor-spray medium filling the cavity. 

The computer simulation has shown that the model 
can execute the steady or damped oscillations in 
cavity after the impact its tail against the inter- 
nal cavity wall. In this case the motion can be 
stable ”as a whole”. Also the aerodynamic forces 
due to model interaction with both the vapor fill- 
ing the cavity and the spray stream near the cavity 
walls can affect on the motion with very high speed, 
if the clearance between the body surface and the 
cavity walls is sufficiently small. We have shown 
theoretically that the model self-stabilization in su- 
percavity is possible also due to specially so called 
”statically stable” shape of the cavitator [16]. 

The STABILITY software investigates the stability 
of the supercavitating model motion ”as a whole” 
for given cavitator and body shape, model mass, 
initial conditions of motion (i.e. the pitch angle 
and the angular velocity), and also when acting 
external perturbations. 
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Fig.1. Calculation scheme of axisym- 
metrical supercavity. 
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Fig.2. Computation of the cavity shape 
(SUPERCAV.ITY). 

Fig.4. Calculation scheme of water 
penetration through the rigid wall. 
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Fig.6. Computer simulation of water 
entry through the rigid wall (ENTRY). 
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Fig.7. Scheme of water penetration 
from within the gas bubble. 
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Fig.8. Computer simulation of water 
penetration from within the gas bubble 
(ENTRY). 
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Fig.9. Action of the model angular oscillation (STABILITY). 
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Fig.10. Action of the external pressure perturbation (ENTRY). 
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Fig. 11. Self-induced oscillation modes 
of ventilated cavity at y = 0. 

Fig.12. Computer simulation of the 
ventilated cavity self-induced oscilla- 
tions (PULSE). 
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Fig. 13. Power spectral density of p c ( t )  at self-induced oscillations. 
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Fig.14. Phase portraits p c ( l )  at the varying y. 
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Fig.15. Power spectral density of p c ( t )  at forced oscillations. 
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Fig.16. Histories of cavity length and 
pressure during vertical water penetra- 
tion at & = 9 m/s (DIVE). 

Fig.17. Comparison of computed and 
experimental cavity shape at & = 
9 m/s (DIVE). 
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Fig.18. The same at & = 84 m/s. 
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SOME PROBLEMS OF THE SUPERCAVITATION THEORY 
FOR SUB OR SUPERSONIC MOTION IN WATER 

V.V. Sercbryakov 
InrtfMc of Hydromcchanlcr of NASU 

814, Zhdabov Str., Kyiv, 252057, Ulrratne 

SUMMARY 

Main concepts, results and methods of the linearized 
Theory of axisymmetric supercavitation m presented on 
the basis of the Slender Body approximation in 
incompressible fluid. Because of considerable increase of 
posaible velocities of motion in water up to values 
comparable with the sonic velocity, an effon is made to 
apply the developed here appmach to the analysis of 
sumavitaxion flows taking into m u n t  basic effects of 
compreseibility . 
LIST OF SYMBOLS 

cylindrical frame of coordinates 
axisymmemc cavity form 
axisymmemc cavitatw form 
maximal cavity radius 
cavity length 
cavitator length, coordinate of streamlines 
separation section and cavitaor &us at 
this section 
length of the syeiem cavitatorcavity 
maximal radius, semi- length, aspect mi0 
of slender cavity behind small cavitator (in 
panicular disk for a = coil~it ) 
coefficient in formula for Rk 
pmlong speeds in free flow and at infinity 
axial and radial components of speeds 
perrurbatione 
speeds potential 
perturbation of speeds p e n t i a l  
sonic speed in flow and at infinity 

M- = U, a, Mach Number 

R P a  

D 
C d r C r b  - 

h 

E 

8 - 1 / A  

e - 2,718 
SBT 
MAEM 

pressure in flow, at infinity and in cavity 
presswe difference in flow and in cavity 
on a cavity surface 
mass density in flow and at infinity 

cavitation Number 

cwitator drag 
cavitator dragcoefficients for 
a = c o n s t , a = O  
cavitational drag coefficients for cavity 
middle section and for ahead cavity part 
for a = 0 
cavitator slenderness parameter (for m e  
with semi-angle y, E = tgy 
cavity slenderness parametem what can be 
given by different ways 

Slender Body Theory 
Matched Asymptotic Expansion Method 

1. INTRODUCTION 

Applying of supexcavitation allows, while isolating a body 
surface from water, to avoid viscous lases and to 
decrease resistance considerably. The leasr vakres of rhe 
cuvumbnal drag coafiienr CD for a cavity middle 
m i o n  (of a body compacrly enough inscribed in the 
cavity) am rea&edjus/or &der caviries. 

pm - ” the cavitation Number, m- - 
where U= 

A P = (p, - Pk) - the difference of pressures in a free 
flow at infinity and in the cavity, p - the fluid mass 
density, U, - the undisturbed fm flow velocity at 
infinity, I - the cavity aspect ratio. 
Obtained at the present by experiments super-high 
velocities in water have helped to realize thefur rhar rhe 
drag in water ac high velociries can be very wnall and 
even rhe comparable w%rh its values In air. Super-high 
velocities are reached in experiments by launching of 
small elongated bodies of mass about 0.1-0.3 lcg. During 
next instances the body moves practically 
straightfornard by inema at a slow velocity decrease, 
and thanks to small cavitational drag the launched body 
can overcome consiakrabk disruncas Cllviries ar rhar 
m enough cbx CO srarionwy ones and rhey are vary 
slender mrher resembling neea!les 
Classical rmpcrcavitation is based on amcdel of 
incompressible fluid and s u p m i t a t i o n  is a p p m t l y  
one of the best area for this model to be applied. Further 
gmmh of velocities up to the values, comparable with the 
sonic velocity in water a, - 1500 m/sg: leads to 
appearance of considerable compmsibility effects. 
Important here is the Mach Number M= Urn/& 
such effects as shccks, wave drag, transonic phenomena 
that requires, correspondingly. funher development of 
the theory. 
The main problem of supexcavitation is to determine 
cavitator drag, sizes and form of the cavity. The pmblem 
of determining the pIincipal sizes and form of the cavity in 
incompressible fluid has here been solved just dter  
appearance of the theory on the basis of the integral lows 
of conservity and was carefully checlc2d experimentally. 
However the prtxesn of developing a more exact asymp- 
totic theory of slender cavities and a numerical nonlinear 
theory wasvery long. Nowadays, with regard to a v d -  
able publications, analogo~e difficulties seems also will 
have place when developing the theory taking into 
account compressibility. 
The paper contains an attempt to generalize and develop 
linearized theory based on the Slender Body theory and 
integral lows of conservation. The main advantage of 
asymptotic solutions is that they give correct result8 in 
any exmme situation, for example in case of super- 
slender cavities. The F i t  part of rhe paper characterize 
possibihties of the lmearized theory in case of slender 
axisymmeuic cavities in incompmsible fluid: approach, 
methods, mults. In the second p w  an attempt is made to 
analyze possibilities and applications of analogous 

and 

Paper presented at an AGARD FDP Workshop on “High Speed Body Motion in Water”, 
held in Kiev, Ukraine, 1-3 September 1997, and published in R-827. 
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d'r? d2R2 
R' 14 Tb%-y 

h i -  
1 d1R7 
2 dx' 4xG - X) 2 0 1 X i - d  

2 
approach talang into account the principal effects 

of comprwibility, in the most interesting range of 
M W O +  2. 
whole picture of flow pmpenies understanding for 
morion wirh slender cavities for M - 0  and its Onl/b)-' (1) on 1 I b)-' 

The most attention is paid to clarify (s) + -- In -- - I  

daR2 $Ra do' w2 generalization with account main compressibility 
effects. 1 L dx'lx-r,- -  l--J-L* 1--CL 

&' J ] - - k + - L = a ,  (2.n 
- 2 1  4 Ix1-xI 2 x 2 L - x  2. SUPERCAVITATION IN 

INCOMPRESSIBLE FLUID b l / b ) - l  on1 / b)+ on I I&)-' (1) 

2.1 h c i p a l  cquatlonr. The mast charactemc is 
statement of astauonary problem fig. 2.1 for a 
potential free flow of ideal mcompressible fluid 
using the cavity closure by the Rjabushinsky 
d e l n e  - On a w e n  surface ofacavl taor  r =  q (x) (and 
the end closure correspondingly) there IS gwen a 
condition of mpenetrabthty , on an unknown earlier 

[R2 =fiz(x)bpli  [ $ = gL (2 8) [R' = oIwL (29 

Here the lineanzed vanant of the c l m g  conditions (2.9) 
supposee an a u t m u i c  c l m g  of the cavity on some 
mall body wirh rhe accuracy to small values - 1 2m . 

2.2 General Notions. In the case of the slender cavities a 
disk-like cavitator sizes are little and its drag is 

cavity form is independent on the cavitator form and is 

surface of the cavity - conditions of penetrability and 
given p r w s m  AP ; disturbances on infinity are 

cross-section is assumed to be fixed: 
d a e n g  10 O- For a practically on the cavity form, and the 

d e t d e d  only by its drag. Equation (27) 
may be interpreted on the basis of the following 
simple model 
formation fig. 2.2. A moving cavitator pushes 
motionless fluid apart and the work of its drag 
is transformed into kinetic enemy of the 

[ 5,32 ] of slender cavity 

practically radial flow genera<d in the regon 
r < q~ in each of passing through by it 
motionless cross-sections of fluid. Further, 

in the flow and in the cavity, a independent 
motion of radial flow in each section, 
generated by the paasing cavitator, takes place 
together with the expansion of the cavity ems- 

(1) (1) (621nl/8) (1) (1) (82lnllb) under the action of the p m u ~  diffence AP 
2 

r=q(x) [L(3)2+L(*) +uco3= "1 (2.3) 
& ' r-R(x) 

2 B r  2 &  

@nl/1)-l (82lnllb) (1) (1) section. 

2.3 Dynamtcr and nrpcricncc of Invcrtlga-tions. 
The f i t  stage is years 4030th. Here thank to 
using heuristic models and integral 
conservation lows the ellipsoid form of a 
cavity and its basic sizes were determined and 

in particular the known formula for the maximal radius 
of caviry Rk: 

9 -) O (2.4) 

[E = 91 (2.5) 

Here r,x are the axis's of cylindrical system of 
coordinates, 9 is the potential of disturbances. (2.1-2.5) 
should be completed also conditions cavity end closure. 
If considering the system cavitator-cavity as the surface 
of some slender body with the slenderness parameter 
1 = 1/11 the equations of the problem (2.1 - 25) with the 
accuracy CO small values 4 21n 1 I I may be significantly 
simplified. Orders of smallness of the values at 
6 + 0, L= (01) (L is the characteristic length of the 
system) in the problem (2.1 -2.5) are indicated under each 
of the t m  of the equations. Using the known Slender 
Body Theory expansion: 

dx dx x-x, 
[R = L, 

Rt= R , , g  (210) 

p r h a  R,, is the radius of the cavit-r, cd is its drag 
coefficient, k = 096 - 1 and a practical independence of 
the cavity crags-sections expansion was ~ a l i z e d .  These 
were investigations by H. Reichardt, G. l3irkhoff...and as 
well as 0- LP'inWich who has fOrmUlated idea Of 
independence of cavity cmss-section expansion the most 
clearly in the form of the b o w n  principle " independence 
of the cavity expansion" [ 19 1. Here the known formula 
by P. Garabedian has been obtained too: dR2 

dx f=u,--- (29 
(U 1) 1 

a 2 =  - In1 I D  
(5 the problem (21-25) is simplified wirh the accuracy to 

q~ w -1nr t -1n -- - 
as well as the known two-term asymptote of the 

f(4 f(4 1 if(q) - f(x) dxl + 0 ( ~ 2  streams expansion at infinity by M. Gyrwich - 
h "  4n ~ x ( L -  x) 4r 0'- N. Levinson: 

l-4 0 
small values 1 In 1 / & and is xvduced to the following 
problem of integer-dflmntial equatton for a slender (\nx)'* 4 Inx 
axisymmetric cavity behind a slender cavitator: 

R 2 . 7 & - L [ I - - - + . . .  1 lnlnx 



23-3 

Creation of the h o w n  linear theory of two-dimensional 
supexavitation by M. T u h  has considerably stimulated 
development of the analogous linearized theory of 
axisymmetric flows. However, in o d e r  to complete it till 
1980 years, it took more than 30 years. From one side, 
the solutions of the p b l e m s  analogous KO (27 - 29) 
were found on the basis of numeric-analytical methods [7, 
23,25, 501 ._. . From the other side, as the m a t  effective 
was to use methods of the perturbations theory [14,20, 
23-25, 28,3141,531 ... . Here on the first stages they have 
met considerable difficulties and obtained a series of 
insufficiently c o m t  solutions in consequence of that the 
extremely complicated structure of solutions had been 
understood not at once. Because of avery complicated 
structure of solutions analogous difficulties nearby 
separation m-sec t ion  and a series of insufficiently 
c o r n  solutions were took place also when developing 
the numerical nonlinear theory which was ale0 finished 
considerably later in 80% Some of the works in this area 
are gven in the reference list. 

2.4 Matched Asymptotic Expanrionr Method, 
application. Base of this approach in the slender cavity 
theory was developed start from [U), 31,36.38]. When 
considering the surface of a cavitator and a cavity aa the 
surface of some whole slender body it is necessary to take 
into account that the surface in reality consists of two 
independent parts. For instance, in case if a cavity behind 
cone we can independently vary its semi-angle 7 and 
the cavitation Number a . In further it is convenient to 
consider a scheme of two small parameters of 
slenderness: for cavitator- E , for a cavity - I , (for a cone 
E = tgy 1, for acavity 6 = I f i  -b(a). Let s,b + 9 
supposing the length of the complex L = 0 (1) with 
reference to the problem (27 -29). More general cases of 
the nonstationary problem [M-371 of unfixed separation 
cross-section are considered as analogous. The mul t  of 
limiting transition at 6 , E + 0 depnds on the way of 
their tending to 0. But as the most preferable, certainly, 
would be a mult  applicable for any relationship between 
E, and 6 . There are here two characreriatic cams: 

1) the case of regular perrurbations fig. (2.3a) 

a/s=O(l), (a=0(s2hl/s)), L=O(1)(2.13) 

2) the case of singular perturbations fig. (2.3b): 

&/E+ 0, (a << s21nl/a) L =  O(1) (2.14) 

1) S/E - O(1) ;here tslcing into account conditions (2.13) 
the problem (27 - 29) in a h u t  is the problem for a 
differential equation. The lengths of the cavitator f and 
the cavity L, cannot be strongly different f& = O(l) , 
Physically we have an ellipsoidal cavity and we may 
equate the incline angles of the cavitator and the cavity in 
a separation streamlines crose-section. From the point of 
view of the theory of permrbatIons the whole solution is 
situated in the area of ourer sohuion only and rke 
bowulary condirions in rhe sqwiuion crosssPcrion are 
nor 10s and we can apply them. 
2) b / ~  + 0. Here at 81s + 0 taking into account 
conditions (214) the cavitator tends to become infinitely 
small in comparison with the cavity f = q 6  2m . In 
the limit we have an ellipsoidal cavity again, however, we 
cannot satisfy the boundary conditions at the separation 
cm-section - they are lost. The most important 
particular case here is a slender cavity behind a 

. 

notslender disk-like cavitator. The solution at b /a + 0 
has a rather complicated asymptotical structure consisting 
of 3 pans [20,31,37,38], fig- (23b). Thi is inner - 
nearby the cavitator solution, depending on the cavitator 
shape (for a disk the solution is nonlinear), intermediate 
Solution is asymptotic (212), external - for the middle 
pan: - perrurbation of ellipsoidal cavity. Asymptotic are 
sought in each of the area in series: 

1 / @ I  / 6 )  . Initial conditions are satisfied in 
the inner area and the inner solution is complete. The 
constants of the intermediate solution are determined by 
matching with the inner solution, the constants of the 
outer solution - by matching with the intermediate 
solution. Funher, the additive rule [4S] is used and the 
umfomly applicable solution, applicable for the whole 
area, is constructed. 
kymproric sohrionsfor bork cases &/E = ql) , b / e  + 0 
are valid in diflerenr regions of b , a  rehion and 
complement one anorker.: 
- solurions ar ii/s = q1) are valid when rke caviraror is 
nor roo ma& 
- solurwns ar b/e  + 0 are valid when rke caviraror ir 
mall enough. 
These solutions have between them a cmain boundary 
zone, where they may give some near results, however, 
m m  than likely they don't have any region of overlap. 
For the solution in both cases various methods to speafy 
b may be used, the m m  impwrant of which are: 

I/(lnl /a )  ; 

c) 4 

It should here be noted that asymptotic solutions are 
built in the form of rather weak Ln series 
( I  / In10 - Q43, I /  ln100- 0.22 ...) and the fmt 
approximations sometimea can hardly be considered as 
solution in general, for example, as in case of an 
ellipsoidal cavity when we equate the incline angles of a 
slender cavitator and the cavity in the separation cross- 
section. ' I lere are two principal ways to impmve this 
solutions: 
a) impmvement of the first approximation with the help of 
a more optimal choice of small parameters or by some 
another methods; 
b) obtaining of solutions of the second order 
appmximarion (two terms of a senes as a rule). . 
Therefire in jirrrher under rke asymproric srucmre we will 
undersrands rhe f i  rerm of a series derennining rke 
generaipropcrrics of rke sohrion, bur rke accuracy of rhe 
solution and irs chances KO be used are nor derennined 

1.5 Regular Solutions 6/s = O(1) .Two approaches of 
asymptotic solutions are developed here [U), 33,38,39 1: 
1) direcr -E,  a are given and the asymptotic solution of 
the problem is found in series on 1 In0 1 6 )  for the shape 
and sizes of a cavity. 
2) "semi-reverse" the length of a cavity is p e n  and the 
asymptotic solution of the problem ia found for the shape 
of a cavity and the cavitation Number. 
The asymptotic two-term solution of the problem at 
6/13 = O(1) in d i m t  statement in the case of a slender 
m e  ( x = 0 is in the sepamion m - s e c t i o n ,  L = 1) has 
the fm: 
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x+l)  In--1n- +I( - (2.16) 
e3 e3 1 ~&(1/6~)[$[( 2 @+I)' 

a 

where e - 271 8, the parameters of the limit ellipsoid 
4, xt, & arc determined by the following dependencies: 

In particular, at '6 = 8 ,  (2.17 - 218) becomes applicable 
nearby the cavirator at a = 0 too. 

x21nx- (1 + x)'ln(l+ x)] (2.1 8) 

2.6 Outer Solutionr at &/e --t 0 . An outer solution 
describes the most part of a cavity and it is sufficient to 
know the solution in the majority of caaea. To determine 
the constants of the solution instead of matching the 
integral conservation laws [4s] may be applied, in 
particular the formula for RI, (210) . For the solution one 

may neglect the sizes of a cavitator ( 0 a 2 f i )  and 
may apply WO possible variants of "semi-merse" 
approach: 
assuming the half-length of the cavity 
ratio II  to be given we seek the solution for its shape and 
the cavitation Number in the form of series on lnl ; 
- assuming & and 1 to be given we seek the solution 
for its shape and the cavitation Number in the form of 
series on In1 / 6  taldng into account oppomnities of 

The solution in the first case is found in the fonn of series 
[ 31 ] on the basis of the problem ( x  0 in cavity middle 
section, Lk = 1 ): 

and its aspect 

(219.  

I---  -- 

in the form of series: 

x2ln4- In(l+x)@-x)').ln(l- x p *  R ~ =  R; a-x2)+ 
& A  

(2.23) 2 1  
a =-In- 

112 & 

1 
Taking into w u n t  the opponunities of ( 2 1 9 ,  
asymptotic equivalent expansions (223) has the form: 

1 l n l l a  1 15 
1 2 -  -h-- -h+ 

a ea a a  

1 1  1 

a a &  6 

a) b) (224 

1 1 2 =  -an-, o = 6'lnT 

4 a> 
Solutions (222 -2.24) are essentially the solution of the 
second approximation. At that each of the variants of 
dependencies (223-224) has its own advantages. Fig. 2.4 
illustrates dependencies (223,224 b)) in comparison with 
the data of nonlinear numerical calcularions [16 1. 

2.7 Improving of the fhrt approxhnnstlon eqnatlonr. ?he 
main idea here is to imprwe the mall parameter so that 
one of the two-term (2.22 - 223) expansions would be 
transformed into an one-term one. It is convenient at that 
to introduce the value )I -- the inerrial M t c i e n t .  For 
example, baaing on (223): 

It give v b l e  to define lanetic energy of radial flow in 
the form: 

At that instead of integerdif€mtid equation (2.7) we 
obtain simplest dfferential equation. Obtaining one of the 
initial conditions wing the energy conservation law with 
account (226) , equations for defining of the slender 
cavity shape behind small cavitator m (20,321: 
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For (J =.const solution of (227) defines ellipsoidal Bls=O(I) 

(2.31) 

(2.28) 

At that the dependence for defining p (224b) is the m m  
convenient: , 

p*-ln- IS (22q 
2 0  

2.7 Equation for Caleulatfons of Nonrtatlonarg CaWes 
of Varlable Prcrmrc. Herr one applies the system of 
coordinates wnnected with motionless fluid. Coming from 
the nonstationary inte@-differential equation (341 (what 
is like (27)), simplifying it and applying the energy 
conservation law in the initial moment t = t&) when a 
cavitator passes the cm-section x and has at that the 
drag 4.) , the shape of the middle part of a slender 
nonstationary cavity behind small cavitator is determined 
by the equations [20,32]: 

(2.30) 

Here k -09- 1 - is the c o m t i o n  ahke as in (210), 
Equations (230) art the simplest expmsion of heuristic 
model fig. 2 2  and the principles of the ‘independence of 
the cavity expansion’ [ 191. At the stationary flow they 
determine the ellipsoidal cavity (228) and are more 
general with compared to equation developed in [SI. The 
value of the inenial coefficient p in the equations is 
usually a8 taken in the form of some universal 
const p ,-, 2 or on the basis of the solution for the 
stationary cavities (225,229). Fig. 2 5  illustrare the 
values of p for various ways its defining. Comparison 
of the value of .I2 /2=  p with date of nonlinear 
numerical calculation [16} illustrating exp&ency of 
intducing this value is also presented. 
These equations are useful in calculations of the cavities 
differing considerably from nonstationary ones. They 
w m  repeatedly verified and their comctnm lies within 
5 - 7 % Nowadays they are the most convenient way of 
estimating shapes of nonstationary cavities. At that a 
small part of nonlinear solution nearby the disk 
coneerving its form for most part of possible case of flow 
is easily built over in the final stage of calculation. These 
equations give the possible for the firm time to calculate 
a number of the nonstationary cavities of variable 
pressure and they are used in the rheory of cavity 
pulsation and in the theory of the cavities with gas 
injection. 

2.9 Asymptotic Structure of Solutions (cavitator length 
I =  1,forcone n o  1): 

+m (2.32) 
Lets also write down a simplified variant of dependence 
for asufficient distance from the cavitator (basing only 
on the intermediate and outer solution,) what detetmines 
asymptotic structure of the solutions in case of notslender 
cavitatom of disk type R, = 1 .: 

x + a  
P d i n g  from (231 - 2.32) it is obviously that the 
solutions at 6/8 = O(1) of the type (2.16 -217) have 
incomplete asymptotic SUUCNR without intermediate 
part (2.12) and become unsuitable for essential large 
& -i 41 , where become suitable the solutions at 
a / E +  0. 

2.10 Intemedlate Solution. In order to develop at 
a/s -i 0 the second order theory two rerms (212) are not 
enough . Intermediate expansion was extracted from 
(26) and it defines for o = 0 differential intermediate 
equation : [36,53 ]instead of integer-diffemtial equation 
(2.7): 

Z L ‘  4lf 

andits3termsexpan~ionsat x + a  [36]: 

2.10 M a h  Point; of the Theory at a/e + 0.  On the basis 
of (235) at & / E +  0 the secondordertheory was 
developed and a number of the most interesting 
asymptotic solution of the problems [ 36-39] was obtained. 
The central point here is the determination of the two- 
term dependence for Rk by way of matching outer 
solution of the second order (221) with asymptotic (235): 

r 

This structure for Rk fully coincides with the StNCtuFe of 
exp&on of Rk, obtained by way of applying the 
variation approach [28] on the basis of solution (2.22). 
. On the basis of the second order theory we have the 
complete solution of the main problem of supercavitation 
in the second approximation. In particular, principal sizes 
of the cavity are determined here for Rk - (236) using 
the convenient eeries of 1 (215 a, c, d) and m g l y  
one of the convenient dependencies for I (223 - 224). 
There are in incompressible fluid several basic 
oppnmities to realize the main supemavitarion problem 
- defining of main cavity sizes: 
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I) In case of norslender disk-like cavitators - we can find 
with the help of the impulee conservation law const of the 
intermediate solution (asymptotic at x + ) and to find 
Rk having matched the asymptotic with the outer 
solution ; 
- we can apply the theorem of impulse directly to the 
outer solution and to determine Rk. 
2) In case of slender cavitators we can ale0 find the inner 
solution and to detemine Rk by successive matching the 
inner solution with the intermediate and outer ones. 
Ir should however be nored rhar derenninarion of Rk in 
s w h  a manner (qmproric rheory ar 61.5 + 0 in general 
c m  of slender cavirarors) ispossible on!y in rhe c a s  of 
cmirfei deder enough. In panicular, for the cone y .-. lo" 
this becomes real for the cavities with the aspect ratio not 
less than 1 15+ 20. Atvelocitiea low enough thu way 
for determining seems to be in general of theoretical 
intemt. However, ths way may turn out to be significant 
at super-high velocities of motion. 
3) Aa important here is the moment that the known 
expansion SBT (26) as well contains ax M 0 an 
intermediate asymptotic for potential 9 . This was prwed 
by the identity of asymptotic stmctum for Rk, obtained 
by variousways. 

2.11 lpiiective Method of Calculation of Slender Caatler. 
Inner nearby a disk-like cavitator solution is universal 
substanrially and is a constituent parr of a wide class of 
stationary and not stationary cavities. The area of this 
solution is critically nonlinear but one may here find a 
simple effective although insufficiently rigomus solution. 
Assuming h m  the flow over to be close enough to the 
stream about a paraboloid the left part of intermediate 
equation (2.34 ) by meam of coodinate transformation 
tums into exact errpresslon for the pressure distribution on 
the surface of a paraboloid. At that equations for the inner 
part turn out simultaneously to be the common equation 
for the inner and the intermediate parr with the accuracy 
up to three terms of asymptotic. Using for the outer area 
impmved equation of the first appro& (2.27 ) based on 

Equation (238) are a mugh preliminary variant. 
There are now more perfect ones including 
nonstationary variants of the method. These 
equations allow to calculate the majority of 
stationary and nonstationary cavities in various 
reasonable enough cases of flow over, avoiding at 
that application of the complicated methods of 
nonlinear numerical calculations. Fig 2.6 
illustrates calculation results - based on 
equations (2.37) in the CFUX of disk for d = 004 
in comparison with nonlinear numerical 
calculation A [16]. 

3. INFLUENCE OF COMPRESSIBILITY 

3.1 prtncipal Eqaationr Within the scope of the 
model of ideal incomprwible fluid supposing 

isentropic condition, Laplace equation (21) in the problem 
(21-2.5) ie replaced with the known system of two 
equations 

0 (34 

a'= &- -((a~&+u'+v') n-1 
2 

where a is the sonic velocity if water. Condition (23) as 
also changed on the basis of Bernoulli equation: 

n P + B + u ~ + v ~  n P,+B U& 
n-1 p 2 n-1  p, 2 

The base for equations (3.2 - 3.3) accounting the water 
state equation in form of Tet adiabatic curve [ gl: 

+ - (3.3) -- -- - -- 

(34) 
P + B -  P,+B 

Pa P 2  
where e n  aretheconstants: B= 3045kg/cm2,n= 7,12 
For comparison in the case of air the analogous (3.2) 
equation is [13 I: 
a2 = d- +u2+v2) (14 
In the case of small flow perrurbatione for M < 1 and 
M > 1 equations (3.1-3.3) in the SBT approximation are 
simplified and Laplace equation (21) in the problem (2.1 - 
25) are replaced by Prandtl-Glauen equation 
M < l , M > l :  

2 

In order to describe flow in transonic area M - 1 equation 
(3.6) is replaced by more accuracy transonic Karman- 
Ouderley equation: 

Analogously (27) equation (3.6) on the base of SBT 
approximation can be reduced to integer-diffemtial 
equations: 

(In1 I a>-' 
dR2. 

--I 2 x ' 2 L-x - 

M>1 E ? - d - 1  

d2n2. d2R2 

(3.9) 
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at the initial conditions and the closure condition: 

3.2 General Anatyds. As it follow from (3.1 -3.3), (3.5) the 
equations in the nonlinear statement practically coincide 
for water and airwith a slight difference for the condition 
on a cavity surface b e t m  of some difference of state 
equation for w a e r  (3.4) as compared to analogous 
adiabatic curve for air. M o w e r  the equations of small 
disturbed flows for sub and supersonic (3.6, 3.8, 3.9) are 
basxi on the acoustics equations and are absolutely the 
same for water and air. Transonic equations (3.7) for 
water and air are different only by the magnitude of 
COMC n, y ! ”lm means that sub and supersonic effects 
have to be the same with the accuracy up to the isentropic 
condnion in water and air. However the area of 
appearance of the effects and applicability of equations 
(3.6, 3.8, 3.9) as well as the range of M with essential 
transonic effects will be considerably different due to the 
difference between the values n - 7J5 and y - 1,4. 
Water in the range M - 1 + 2 very well satisfy the model 
of ideal, isoentopic compmsible fluid. Static and 
dynamic adiabatic curves for water really coincide here, 
viscosity influence is negligible. However, even in such 
ideal medium at slight disturbances in flow under the 
motion of slender bodies, as it follows from the equations 
of acoustic approach (3.6,3.9 ), a significant wave drag 
appears. At that summary trausition of impulse through 
side conml ~ u t f a ~ e e  am not small. Thie effect 
investigated by T. von Karman lies in the base of 
considerable part of the classical supersonic aerodynamics 
[I 31. In view of a complete identity of equations 
( 3.6,3.9 ) for water and air this effect has also 

unavoidably to be manifested for supercavitation and in a 
lager d e p  for lese slender cavitarots, however, in the 
area of applicabdity equation (39) just for water! 
Equations (38, 39) have similar asymptotic structures, 
hence: 
- in case of slender cavities in compressible fluid 
analogously M = 0 cavitator drag for M < 1 slightly 
depends on and for M z 1 is independent on cavity shape 
and the cavity shape nally do not depend on cavitator 
form; 
- expmsions for pressure on slender body with account 
of comprwsibility are different from case M = 0 in outer 
area only with second order terms. This mean that cavity 
s h a p e i n o u t e r m a M < l ,  M > l ,  M - l  takinginto 
account ale0 (3.6,3.7) will be near to ellipidal form. 
- the terms defining wave effects for M > 1 are small 
values of the second order in the outer m a  and we can 
expect essential wave effects only for &/E + 0. in inner 
and intermediate areas. 
- sizes of the inner area near the cavitator for I ~ / E  + 0 
( where in case of a disk nonlinear c o n e i d d o n  ie 
necessary with using state fluid equarion (3.4)) 
analogously as for M = 0 are small : 

M =  O,M< 1: R,= 0 12(lnl16)as] [ (3.lOa) 
M < 1: R, = O[a2(lnl /6)’”] 

and rather they are small as well as for M - 1 . 
Some detaile of nmure flow in nonlinear area can Bive 
estimation of values of flow at breakng point. Results this 
estimations in dependence on MI neglecting of 
hydrrrsratic p u r e ,  am p m t e d  in fig. 3.1. 
p.,P.,c,.,d are the values of mass density, pressure, 
pressure coefficient, temperature in de- centigrade at 

the breaking point. AP, - the pressure in normal shock on 
axis. As following fmm fig 3.1 at Mach range under 
consideration changing of mass density, pressure 
coefficient and temperatun m not essential, p m n  at 
the shock is not large. But pressure at breaking point and 
in particular in case of disk cavitator can reach yield 
points for strongest steels. 
The most important h m  the pan t  of view of applying 
here all the opportunities of the approach at M = 0 are 
the following problems: 
1. Is there a principal pcambility to apply equations (38, 
39) and in parricular (39) : 
a) in the outer repon? 
b) in the intermediate area - that is does the expansion 
SBTfor 9 , in particular at M > 1 , analogously to M = 0, 
contains an intermediate component of expansion? Or 
SBT expansion at M > 1 is only outer? 
c) in rhe inner region in case of slender cavotatore? 
2. Is the condition of angle equality in streamlines 
s e p w o n  cross-section (28) correct enough at 
M > 1 as this problem is noted in [17JI 
3. Which is the area of applicability of equations 
(38, 39) just for the case of watet? 
The following details may pmve to be here considerable: 
1.6) For M = 0 we use SET expansion for p with 
sources on rhe axis which in some cases may exactly 
describe flows even in nonlinear re@ons. In the same time 
the sources at M < 1, M > 1 are suitable only for 
description of small disturbed flows. 
2. In case of a fixed sepasation arm-section nearby this 
region a rather different change of pressutp takes place 
when comparing with ita magnitude on the cavitator up to 
small magnitude on the cavity . 
Although some uncertainty we, for the possibility of 
preliminary consideration will assume thar the situation 
concerning questions (1-3) is the same as at M = 0. 
Accounting absence of an a n a l o g o ~  integer -differential 
equation for M - 1 we will try to estimate the situation 
ontheleftof M t l  andontherightof M > 1  aswellas 
main rendencies of changing the situation when transiting 
to intermediate between them transonic zone. At that 
however, it should be noted , that if 61s = o(1) whole 
solution lies in the outer region, beaer e x p l d  in 
d y n a m i c s ,  while for &/E --t 0, main from the point of 
view of wave effecta are inner and intermediate regions 
what can be more problematic for the theory. 

3.3 Asymptotic solutions for 818 = O(1) are defined here 
by the methods, analogous as for M - 0, but basing on 
one of the equations (3.8, 3.9) for conditions (3.10). 
Solutions for M < 1 is obtained if in solution for M = 0 
(2.16, 2.17) we will use small parameterpa instead of 6 . 
At p n t  there is here a numerical solution of the 
problem for M < 1 on the base of equation (3.8) [46]. 
Asymptotic solution for M > 1 on base equation (3.9) is 
found analogously to (216,217) forM = 0. At that the 
firer order solution (2.16) and values (2.17) here are the 
same both M = 0, M < 1, M > 1 . Solutions for 
M = 0, M < l, M > 1 are d i f f e d  only by second order 
small values . In particular for M > 1 solutions in case of 
cone (x  = 0 is 81 separation section , 1 - 1 ,) are sought on 
the base of problem (3.9, 3.10) for 6 / ~  = O(1) in the form 
of expansion: 

R 2 =  -[@+&-+...] 1 (3.11) 

In(1162) In1 /6’  
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and are reduced to series of boundary problems, after 
that 2 terms of expansion are obtained: 

d2fi . In pmicular the expression of 1 ls easily obtained 
dx2 

on the base of the second order problem for equation (3.9). 
In ready solution it is possible to apply one of the 
convenient dependencies of b ( 2  15) . In pmicular for 
6 E solution (3.12) is applicable also for a = 0 near 
cavitatorandfor M z  1,  (I = 0 ie: 

(3.13) It - 2(l+x)'ln(l+x) 

Its asymptotic for x + m : 

(314) 

For comparison we write down also asymptotic (218) for 
M<l ,X+ m: 

R2 - + L [ x h  l n l / E '  y e -  xlnx] (U51 

Conclusions. As follows from comparison of solutions for 
&/E = O(1) M = 4 M < 1 (216,217,3.15) M > 1 (U 1 - U4) : 
for M i 1 compmsibiliry influence in determined by the 
second order values, it is insuffiaenr. and is not increased if 
it is increased cavity length with c o m p d  to cavitator 
length for transition from cam &/E = O(1) to- 
&/E + Q For M > 1 and condition & / 6  = 0(1) 
compressibility influence is defined by second order small 
values but it is quickly inmased if cavity length is 
increased for transition from b/6 O(1) to b / ~  + a Ar 
that cavity &ea for M > 1 can be essential smaller with 
c o m p d  to M = 0, M < 1 and this fact can be explained 
by energy wave loasee . Ar that applicability range of 
relation a / ~  for increasing relative cavity length can be 
essential smaller for M > 1 with compared to solutions for 
M = 4 M < 1. We can see it in particular when comparing 
last terms of asymptotica (3.14,3.15)! 

a M<l,M>lareillustrated in fig.24. 

3.5 General Patlm of PI Influence for supercavotation 
is fixat of all represented by the influence of M on the 
cavitator drag which determines Rk and the cavity 
aspect ratio 1 . Fig. 3.2 illustrate singulaaities of the 
M influence for M i 1, M > 1 on the drag coefficient of 
slender cavitatom (cone) in accodmg to with 
dependencia ( 3.34,3.35 ) and the cavity aspect ratio a . 
(3.17). For a b k - l i k t  cavitator the dependence drag on 
M is mainly determined by a simple dependence for the 
p m s m  in the braldng pint .  Fmher  we wdl try also to 
clarify singularities of influence on drag and cavity of 
wave effects for M > 1 and transonic effects in interme- 
diaterangeof M-1 betweenM<land M z l .  

3.6 Intermediate expansions Intermediate equations is 
extracted from integer-differential equations (3.8,3.9) and 
their aaymptotic for x + m are [3941]: 
M t l  p = l - M a  

Nature of asymptotic for M = 4 M < 1 at x 4, is 
following - they define cavity as wake with constant 
contain of energy in irs each sections [19].~Comparing of 
(3.19,3.21) shows more n m w  at x + m asymptotic 
forM > 1 and hence on possilnlity of essential wave 
losses by ahead pan of cavities in this case. 

3.7 A Cwlty B e b d  a Slender Cavltator at (I - 0.  
Solutions, obtained earfier (218,3.13) for a cavity behind 
a slender cone at U = 0 are inner solutions. Uniformly 
suitable Becond order solutions for cavity behind slender 
cone on base problems of (3.8-3.10) for a - 0 are ( 1  = 1 ): 

M i  1, 
3.4 Outer rolulion for & / e +  0 with account R2=8{[$-l] + - [ ( y & 2 x - l ) + ( x - l ) 2 @ x - l )  - 
comptPssibility [47l after the manner 
(219-2.23 ) (311 is defined enough small influence 
of M I  contained in integerdiffmntial equations 
in form of 1 - M21. Dependence of (2.23) with - -- 

FE 
account M is: 

-I % 

(3.16) 1 
1 2- 1 

Analogously with account M it can be obtained 
all possible asymptotically the same varianrs of 
dependence (223), but the most convenient is: 

fs-'] W E  1 + ~ [ ( ( x - l ) + - C h - l ) + * - l *  2 

-22 hx) +I 
a2-  $I"+, (31 7) 

Singulaiities of influence M on cavity aspect ratio (3.Q 
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r 

where: 

Solution (3.23) at x +  10 defines alsovalue I& forcone: 

Fig. 3.3 illusmes the results of calculation in agreement 
with dependencies (3.22,3.23): -calculation, - - - - 
calculationat M - Q  l i ,=x /Rat  M=Q x-nonlinear 
numerical solution [3]- The mulrs of calculation shows 
small compressibility influence on the front parrs of 
cavities at M < 1 . At M > 1,  however, this influence can 
be considerable: the front pans of cavities a! M 2 1  can be 
essentially n m w e r  as compand to cavities for M = 0 
and M<l .  

3.8 AIJrmptotic Structures of Dcpendcncler at a l e  + o . 
Uniformly suitable first order solutions behind a slender 
cavitator are univmal and independent of cavitator 
shapes ( 1  = 1 ): 

M < l  

(5 = .  - (x . l )2  - - 
(In X)L’ ’ In( I /  $62) 

Solutions, containing only the intermediate and the outer 
part (as applied in particular to disk-like cavitatom): 

3.9 M e  C a e r  Here for 6/13 --t 0 M < 1, M > 1 on the 
basis of equations (3.8,3.9) enough complete the second 
order theory is developed. Taking into account that the 
shape of the most part of cavity (in the outer m a )  rather 
close to ellipsoid, defining dependence for Rk hem is 
pnncipal - The dependence for Rk for bf < 1 has turned 
out to be dependent on M only in the drag coefficient. 
For M > 1 dependence for R h  , obtained by matching of 
the intermediate and the outer solutions is: 

where any convenient dependence for I ( 15 a,c,d ) can 
be used. Here maptude  of & in asymptotic for M z 1 
(3.21) in case like dtsk cavitators are some value 
I&= q l )  . In case of slender cavitatom this value can be 

defined by matching of the inner and the intermediate 
solutions. In particular for the cone value K, on base 
eecond order ~olutions (3.23) is defined by dependence 

M > 1 can be exprresed in view of (210) however 
dependence for k account fmm (3.29), has fOll0Whg 
8tTUEtUR: 
for likedisk cavitatom 
k -c(lna2/B2)2 + 10 

for slender cavitatom 

(3.24). AS f 0 h W S  fm (3.29) dependence fOr Rk for 

c =  W),, I - 1 / l i +  0 (3.30) 

2 

k - [ s )  - - tw 

I / E +  0 (131) 
Andasdistinctfrom M = O , M < I  k - W + l  (236)the 
value k forM> 1 can be essentially by more than 1. 
With account of a small compmsibility influence in the 
outer part of solutions simple equations (227 -230) are 
applicable as well here . In the case of a slender cavitatom 
analogous to (227) equations art: 

d2R2 + a  - --Do 

dx2 p 

At that in equations (2.27,230, 3.32) it is the most 
convenient to apply value p on the base of (229), but 
with account of M : 

and it is need account that values of k for M > 1 CM be 
essential more than 1. 
Minfluence on (r is illustraced in fig. 2S 
Fig. 3.4 dustrates calculation rwults for slender 
d y m m e t r i c  cavity behind slender cone for M > 1 using 
equations (3.32) where k is defined on the base (3.24, 
3.29). For Q defining dependencies (3.35,3.37).m 

For the appmach within the m’pe of the theory being 
developed the value Rh may be determined only on the 
basis of matching. Pmceeding fmm this it should be 
rwninded about the m t r i c t i m  of the theory which are 
analogousasat M a  QM<1 (seep.2.11),the 
applicability of the theory in the case of slender cavitatom 
is only for enough slender cavities( small a ). Comparing 
of the cavitator sizes (3.lOa). we can see, that at M z 1 
the cavirators can be considerably larger and that can 
make range of the theory applicability less large and can 
demand still more less a . Besides, it should be noted a 
considerably more worn convergence of the series in 
asymptotic (3.21) at M > 1 as compared to (3.19) and 
remind notes of p.3.2 Pmceeding from the above 
dependence (3.29) may be applicable only for prehinary 
mugh estimations. Neverrheks Ir expres Q very 
imporranr regularirv - an esrenrial and can be able also a 
considerable decrease ofrhe main clnity sizes (and hence 
rhe lengrhs) of supersonic cavities in comparison with the 
cavities a! M = Q M < 1 at the same values of the 
cavitators drag. At M > 1 the cavitator drag ceases to be 
such an universal value as at M > 1 which determines the 
sizes of cavities in a unique fashion. At M > 1 significant 
wave losses appear depending in a definite manner on the 

applied. 
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cavitator shape and the cavitators having the same drag at 
M > 1 can produce cavities of considerably differing sizes. 

3.10 Cavitational Drag. Drag coefficient of disk-like 
cavitators taking into account the closeness of flow to an 
isentropical one and small losses on a n d  chock, the 
coefficientc~ €or 
enough on the basis of the pressure coefficient in the 
breaking point: In particular for disk it may be written: 

= 0 can be obtained accurately 

cd, PJ O@cx4bId3= a82 

where B, n are the same as in (3.4). 
Drag coefficienrmr for slender cavitatolg are obtained in 
works [11,19,24, 29,35-391 ... .For (I = 0 at 
M > 1, M > 1 they have similar structurw. In particular in 
case of cone for 
M < I :  

M >  1 [ 111: 
cd, = 2e*lnXF 2 1  (335) 

Number cavitation influence is defined by the known 
dependencies. 

for 6 1 8 -  O(1) M t l  : 
%=%+(I (337) 

dependence (3.37) E, however, rather rough because the 
cavity influence on the dtstnbution of hydrodynamic 
pressures on the cavitator and this influence, although 
k?tng determined by small values of the second order, 
may be stpficant [35,39]. However, at M > 1 the 
reve~se influence of the cavity is absent and dependence 
(3.39) ts here both exact and applicable m the two cases 

Cavirarwnal drag coefliienrs for a d d l e  cavity section 
and for some section x = L, with rad!urs & of its 
forward part for cs = 0 in apply to motlon tn ahead part 
of cavity are some mdexes cavitation effecuveness. 
Second order asymptotic dependencies I /e + 0 M < 1 
[38-411 in case of mouon tn ahead caviry parr. (I = 0 ts: 

6/6 = o(1) , & / E  + 0. 

I ,  = 1/1, = ZROJL, (U8) 

Second order expansion in additional to known 
dependence of drag coefficient for middle section 
CD-0 are: 

Asymptotic S tNCtwes  for CD,, CD on the base of (3.21, 
3.29) also are: 

The results of calculations in agreement with dependencies 
(3.38,3.39) are shown in fig. 3.5 and allow to draw the 
following conclusions. 
- The motion in a cavity is the more effective the more it 
is slender. The principal limitation at velocities high 
enough is achievable in practice body aspect ratio. 
- The motion in the ahead pan of a cavity pmvide the 
most small drag d i d e n t s  that considerably smaller 
than in case of a finite cavity. From ths point of view the 
influence of pressure is essential factor to decmase the 
effectiveness of motion with supeEavitation in spite of a 
cenain poseibdity of the energy regeneration in the end 
part of the cavity. 
At M > 1 as it follows from (3.40,3.41) we have the 
tendency of considerable decrease of effectiveness of 
applying cavitation due to wave losses. In case of slender 
cavitatm this effect is increased for inmasing of 
caviteror slendernem (cone semi-angle). 

3.11. Transonic effects. The transonic region M -1 is 
intermediate between M < 1, M > 1 .  The main problem 
here is to understand what properties of the flow are 
conserved hem the same aa for M = 4 M < I and what 
ones are changed abruptly enough when transiting 
through'the transonic region, as well as characteristic 
scales of the intensity of tmmnic  effects and the 
extension of thts region. Let us note some peculiarities of 
the flow in this case using also mults of the known 
investigations for air [lo, 13. ...I. 
The sizes of nonlinear m e  near by a disk-like cavitator 
may be assumed to be also small, a slender cavity will be 
similar to ellipsoidal one and the dtslc-lh cavitator drag 
may be determined basing on the pressure coefficient in 
the breaking point (3.33). 
In the region of small d i s t u w  flow equation (3.7) is here 
valid. Lets write separately e x w o n  for the coefficients 
of (3.7) differing thu equation from acoustic one for M4, 
M>I. 

M < l  

(n t 1)MZ &I 
U, ax (l-MA)--- 

M r l  

- Depending on the sign of - @ influence of the sec6nd 
Bx 

transonic term either favors change of, for example, 
elliptic type of equation to hyperbolic one, or ret& it. 
In particular, rhe influence of a slender cone-like 
cavitator will be decelerate this pmess and the influence 
of a cavity, quite the revem, wtll be accelerate one. When 
transiting along the M axis from an entirely subsonic 
flow to an entirely supersonic one the flow is usually 
mixed, consisting of separate regions of sub- and 
supemnic flows. 



-The bows investigations found also at M-1 a 
coneiderable increase of transverse sizes of the outer 
region (region of disturbed flow) to 0(1/6). 
- On account of the considerably more great adiabatic 
cuive index for water n-7.15 in comparison to air, sizes of 
the transonic region in water are to be considerably more 
wide than that in air. At that the singularity at M -1 
may be assumed to be conmderably more smooth, and 
transverse sizes of the disturbed flow region will be 
considerably more n m w  than that in air. 
As it follows from the mimate mulrs at 1 - M2 = o(1) the 
value of the second term in (3.42-3.43) is essential small. 
Hence, an influence of the second term will be the less the 
more n m w  will be the transonic region and the sharper 
will be the peak in the singulariry region if the more 
slender will be the cavitator and the cavity. At that due 
to. the fearurn of the structure of dependencies for the 
drag of slender cavitators and the cavity aspect ratio 
,transonic influence on the drag of slender cavitarors has 
to be more significant than on cavity aspect ratio. 
- As it follows from the comparison (fig.(3.2)) of the 
slender cone drag coeffcient with the data of nonlinear 
numerical calculationa 121, exrent of the transonic range 
reaches here M-0,7+1,5 for the case of water . For 
aspect micnr in the case of disk a -403 this region aa 
M>l also seems to be considerable because values , 
determined by nonlinear calculations [49] are different up 
to 20% from the calculations in agreement with 
dependence (3.16-3.17) at M -12. 
- At 6 / ~  + 0 it seems quite possible for a region close to 
the cavitator to be essentially transonic and the outer 
tqion of a slender enough cavity at a + 0 to be 
supersonic. "bo main momenta are here principal: 
1 j The cavity appect m i 0  is fully determined by the outer 
solution and all the dependencies for (3.16,3.17) will be 
valid here. Bur the value of wave losses and also what 
fraction of the cavitator drag will be transformed into the 
energy of radial flow and, consequently, Rk , is 
determined namely by the transonic part of flow. As it 
follows from the investigations of the transonic flows in 
air  [ 10,13,43] when transiting from M<1 to M>1 no 
abrupt changes in the presaun: distribution over the body 
surface take place and rhe flow is reformed rather 
smmthly when changing M in the transonic region. The 
wave part of resistance at the fmnt parts of bodies 
appem smoothly roo. Analogous, but the more smooth 
pmess  can be expected in the case of supercavitation 
flow in water. Thie has some confirmation in the dynamics 
of growing kincluded in dependencies (2.10-3.29) with 
growing M.> 1 on the basis of the numerical calculation 
data at (a - a025- 0,03) 1491: 

M 0 1 1,05 1,l 1,15 1,20 
a- 0.026 0.026 0.027 0.029 0.03 0.031 
k 0,934 1,003 1,016 1,047 1,115 1,198 
k/k, 1 1,07 1,09 1.12 1,19 1,28 

fork, - a934. 
4. MOTION PROBLEMS2 

Flow over srabilizers - rhe rheory of sub, rrans, and 
sprsonk planing of a unit plate and of a sysrem of 
plates. Here a rather complete theory is developed talang 
into account compressibility and a considerable 
appearance of transonic effects and an actual smoothing 
the peak maximum is revealed for the lift force in this 
region [21]. 

The penerrurion problems here we connected with 
appearance of considerable but short-time acting 
pressures in the instant of impact which exceed 
considerably the p m u m  at the motion with a constant 
velocity and may actually reach values up to 

(5-  lo> x104kg/cm2. The linearized theory of penetration 
is developed here raking into account plastic 
deformations. Plastic deformation for speed comparable 
with sonic speed a~ considerable even for smngest 
steels and quickly increase if penetration speed is 
inCRased. 
Morion rheoty. The hearised theory of longitudinal and 
transverse motion of elongated bodies is here developed. 
The transveme motion under the action of initial 
disturbances has at that an obviously expressed 
oscillatory nature. On the basis of the theory the modela 
of the decrease of the trajectory side disturbances and the 
maximal increase of the length of the supexcavitation part 
of trajectory are developed 1421. 
Hydroehsrkiry problems. At the elongated body morion 
with the values M high enough they becomes similar to 
the branches of a young tm. As a m l t  of bending the 
angle of attack of the end stabihzing surfaces is 
significantly different from its values on the basis of the 
ideal rigid body theory, which in the most real c88e8 
p m e s  to be applicable at - M < 43. only. A linearized 
theory of motion we developed with account hydmelastic 
effecra and the nature frequencies oscillations of bodies as 
well as of compelling forces are obtained. 

5. CONCLUSIONS 

- The linearized theory of axisymmetric cavitation in an 
incompmsible fluid is nowadays complete enough. 
Developed here rather simple methods  ally allow to 
calculate stationary and nonstationary cavities at a given 
prreeure on the majority of real cases of flow without 
applying very complicated techniques of nonlinear 
numerical calculations. 
- In the case of the compressibility flow application of the 
developed earlier for M = 0, methods of linearized theory 
on the SBT basis together with the integral l o w  of 
conservation is effective enough. Many featum of 
supercavitation flows for M = 0 hold also true in 
compmible fluids but new serious problems appear. 
Calculation methods of the linearized theory are effective 
enough as applied to compmsible fluids and here a 
number of solution is obtained. However, the quantity of 
theoretical and experimental investigations as well as 
opportunities of experimenta are at present rather limited 
in the given area and the main problem here is the 
problem of verification. As the most topical and the least 
investigated and the mmt complicated from the pomt of' 
wiev of the theory of small disturbed flows is here 
development of the transonic supmavitation flow theory 
appearing in water in a considerably more extended range 
of M as compared with air. Correspondingly, the 
questions of reliable obtaining principal sizes of cavitiee 
and decrease of cavitation drag in this range of M are of 
large intemt too. 
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SUMMARY 
Theoretical methods for water entry of two-dimensional and 
axisymmetric bodies are presented. When the local angle 
between the water surface and the body surface is very small, 
hydroelasticity must be considered. The presented slamming 
analysis assumes the structure is rigid. Two 2-D numerical 
methods are discussed. One of the methods simplifies the 
dynamic free surface condition and details of the jet flow. 
Flow separation from sharp corners are incorporated. The 
simplified method is generalized to 3-D axisymmetric flow 
without flow separation. In order to verify the 3-D method, 
water entry of axisymmetric bodies with small local deadrise 
angles are studied analytically by means of matched 
asymptotic expansions. A composite solution for the pressure 
is presented. The numerical method is verified by comparing 
with the asymptotic method and validated by comparing with 
experiments for cones and spheres. It is demonstrated that 
satisfaction of exact body boundary condition is more 
important than satisfaction of exact free surface conditions. 
The effect of local rise up of the water is significant. 

1. INTRODUCTION 
Impact between the water and a ship, i.e. slamming, can 
cause important local and global loads on a vessel. Different 
physical effects may have an influence. When the local angle 
between the water surface and the body surface is very small 
at the impact position, an air cushion may be formed between 
the body surface and the water surface. Compressibility of the 
air influences the air flow. The air flow interacts with the 
water flow, which is influenced by the compressibility of the 
water. When the air cushion collapses, air bubbles are 
formed. The large loads that can occur during impact 
between a nearly horizontal body and a water surface, can 
cause important dynamic hydroelastic effects. This can lead 
to subsequent cavitation and ventilation. These physical 
effects have different time scales. The important time scale 
from a structural point of view is when maximum stresses 
occur. This scale is the highest wet natural period for the 
local structure. The effect of compressibility and the 
formation and collapse of an air cushion are significant 
initially and normally in a time scale much smaller than the 
time scale of when maximum stresses occur. This may occur 
for wetdeck slamming. By wetdeck is meant the structural 
part connecting the side hulls of a multihull vessel. 
Compressibility and air cushion formation will then have a 
smaller effect on maximum local stresses relative to dynamic 
hydroelastic effects. The largest impact pressures occur 

initially and will have a.minor effect on the maximum 
stresses. It is an initial force impulse that matters. The 
reasons are that the largest pressures have a short duration 
relative to highest natural period for the local structure and 
have a small spacial extent at a given time instant. 
Theoretical and experimental studies of wave impact on 
horizontal elastic plates of steel are presented in refs. [l], [2], 
[3] and [4]. Ref. [SI studied also aluminium plates. The 
effect on plates with a small angle is discussed in refs. [3] 
and [6]. It is demonstrated that dynamic hydroelastic effects 
are significant. Ref. [7] studied slamming against elastic 
wedges penetrating an initially calm water surface. 

. 

When the local angle between the water surface and the body 
surface is not small at the impact position, local hydroelastic 
effects are not important for slamming on ship cross-sections. 
The slamming pressures can then be used in a static 
structural response analysis to find local slamming induced 
stresses. The air flow is unimportant and the water can be 
assumed incompressible and the flow irrotational. Since 
water impact is associated with high fluid accelerations, 
gravity does not matter. The local rise-up of the water has a 
significant effect. The spray by itself is not important for 
slamming. The pressure inside the spray is close to 
atmospheric. But the generation of spray is associated with 
high pressure gradients on the hull. This is more dominant, 
the smaller the local angle between the water surface and the 
body surface is at the impact position. The water entry loads 
on a ship cross-section with bowflare will introduce global 
hydroelastic effects (whipping) of the ship. Flow separation 
from knuckles should then be accounted for. Two numerical 
methods for water entry of ship cross-sections will be 
reported. They have been validated by comparisons with 
model tests. One of the methods is exact within potential 
theory. The other represents a simplification and is more 
robust for engineering use. The theoretical and experimental 
studies show that common engineering methods to predict 
water entry loads on ship cross sections give too low 
maximum force and wrong time history of the force. 

Generalizations of the two-dimensional methods to three- 
dimensional flow are needed. An asymptotic theory for water 
entry of an axisymmetric body with small local deadrise 
angles is presented. This represents a valuable tool for 
verification of three-dimensional methods. It is demonstrated 
that local rise up of the water at the impacting body is also 
significant for three-dimensional flow. 

Paper presented at an AGARD FDP Workshop on “High Speed Body Motion in Water”, 
held in Kiev, Ukraine, 1-3 September 1997, and published in R-827. . 
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The simplified numerical method derived for 2-D flow is 
generalized to water entry of axisymmetric bodies. The 
method is verified by comparing with the asymptotic method 
and validated by comparing with experiments for spheres and 
cones. It is demonstrated that satisfaction of exact body 
boundary conditions is more important than satisfaction of 
exact free surface conditions. It is possible to further develop 
the method and study water entry of a general 3-D structure. 

2. SLAMMING LOADS ON S H I P  CROSS-SECTIONS 
Slamming on ship hulls is often categorized as bottom 
slamming and bow flare slamming. The physics of bottom 
slamming has similarities with wetdeck slamming. When a 
bow flare section of a ship enters the water, the local loads 
around the flare are not significantly influenced by 
hydroelasticity. The pressure distribution can for instance be 
estimated by the nonlinear boundary element method 
developed by Zhao and Faltinsen [8]. This method accounts 
for the local rise-up of the water and the spray generation 
during entry. The fine details of the spray are neglected, but 
this is believed to be unimportant for slamming pressures and 
integrated water entry loads. A reason is that the pressure is 
close to atmospheric pressure in the spray. Gravity is 
neglected since fluid accelerations are initially dominating 
relative to gravitational acceleration. Gravity may play a role 
at a later stage of the water entry. However, it is a priori 
believed that introduction of gravity in the numerical model 
will not cause any problems. The numerical method solves 
the two-dimensional Laplace equation for the velocity 
potential as an initial value problem. The exact free surface 
conditions without gravity and the exact body boundary 
condition are satisfied at each time instant. An important 
feature is how the intersection between the water surface and 
the body surface is handled. Since the fine details of the spray 
are not studied and the pressure can be approximated as 
atmospheric in the spray, the spray is excluded in the 
boundary element formulation. A control surface normal to 
the body surface is drawn through the spray root. This 
surface can be handled in a similar way as a free surface. The 
advantage of doing this is that the intersection between the 
water and the body at the free surface can be handled in a 
more robust way. Following the details of the jet flow 
associated with the spray could cause a small intersection 
angle between the free surface and the body surface. Small 
numerical errors would cause large errors in the prediction of 
the intersection points. This can then destroy the numerical 
solution. This is a more severe problem the more blunt the 
body is. Since the free surface will have a high curvature 
close to the body surface during water entry of a blunt body, 
the free surface shape was described in ref. [8] by a higher 
order description. If straight line elements are used, artificial 
mass may be generated and destroy the accuracy. 

Very good agreement with similarity solutions for wedges 
'with deadrise angles between 4" and 81" and with 
asymptotic solutions for small deadrise angles were 
documented in ref. [8]. The water entry velocity is constant. 
There is a peak in the pressure distribution at the spray root 
close to the free surface when the deadrise angle is less than 
approximately 30". This pressure peak is what is often 
referred to as the slamming pressure. When the deadrise 

angle is less than 20" the pressure distribution becomes 
more and more peaked and concentrated close to the spray 
root and sensitive to the deadrise angle. A consequence of 
this is that rolling could have an important effect on the 
slamming loads. Faltinsen [9] validated the method by 
comparing with drop tests of a bowflare section with a 
constant heel angle of 22.5". 

The original method does not include flow separation from 
knuckles or convex surfaces. Zhao, Faltinsen and Aarsnes 
[ 101 have extended the original method to include separation 
from knuckles. A Kutta condition implying tangential 
velocity and continuity in the pressure at a separation point 
is satisfied. The pressure becomes more uniformly distributed 
in space after flow separation. The magnitude of the pressure 
is still significant. Predicting flow separation from convex 
surfaces have not been studied. This is a harder problem 
because the separation point is a priori unknown. An 
iteration procedure is needed. The flow separation cannot be 
determined by a viscous flow analysis. The duration of the 
water entry is too short to develop velocity profiles with zero 
shear stress at a point on the surface. The latter is the normal 
criterion for flow separation due to viscous effects. The 
situation is believed to be more similar to cavity flow past a 
blunt body like a circle in cross-flow. 

Even if hydroelasticity does not affect the local loads during 
water entry of a ship cross section, it may play an important 
role in a global analysis. By considering the ship hull as an 
elastic beam, the integrated water-entry force on for instance 
a bow flare section causes transient hydroelastic response 
(whipping) of the ship. The commonly used methods to 
predict whipping due to water entry of ship cross-sections do 
not account for the local rise-up of the water. Ref. [IO] 
demonstrated that local rise-up of the water is important for 
water entry forces on bow flare sections. Its importance will 
increase with increasing relative vertical velocities between 
a ship cross-section and the water. The smaller this relative 
velocity is, the more important is Froude-Kriloff and 
hydrostatic forces. By Froude-Kriloff forces is meant the 
pressure loads due to the incident waves only. Ref. [ 101 also 
showed that the hydrodynamic water entry force is not 
negligible when the flow has separated from the knuckles. 
The peak in the vertical force occurs when the spray root is 
at the knuckle. 

' 

Ifthe hydrodynamic vertical water entry forces are expressed 
in terms of the time derivative of infinite kequency added 
mass as a function of submergence relative to undisturbed 
free surface, the force part after flow separation from the 
knuckles will be negligible. This is common to do. An 
approach like this will also give too low maximum force and 
a wrong time history of the force. The reason is that an 
important part of the force is associated with the rate of 
change with time of the wetted area. The local rise up of the 
water implies a larger rate of change of the wetted area. 

At a late stage of the water entry, it is of interest to compare 
the numerical results of vertical force with theoretical drag 
coefficients for steady symmetric cavity flow past a blunt 
body. These values are a function of the cavitation number. 
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Knapp et al. [ I l l  defines the cavitation number as 
K=(po-p,)/0.5pV2 for water entry. Here Vis the velocity of 
the body, po is pressure in undisturbed fluid at the depth of 
the nose of the entering body, p g  is the cavity pressure. The 
cavity pressure is the same as atmospheric pressure in our 
case. Further p is the mass density of water. According to ref. 
[ I l l ,  C, is 0.745 for two-dimensional symmetric steady 
supercavitating flow (K=O) past a wedge with interior angle 
120" at the nose. C, is defined as C,=Fl(0.5pVzB). Here 
F is the total force and B is the maximum breadth of the 
section. This body shape was studied in ref. [IO]. Since 
gravity is neglected in the numerical computations, the water 
entry force on the wedge should approach the results for 
supercavitating flow when the submergence goes to infinity 
and the drop velocity is constant. The results show that the 
unsteady force part reduces slowly after a rapid decrease just 
after flow separation from the knuckles. The results were 
plotted as a function of the inverse of the submergence of the 
wedge. This makes it easier to estimate asymptotic values 
when Vt goes to infinity. Here t is the time variable. The 
results indicated that the computed C,-value for a wedge 
with deadrise angle 30" approaches an asymptotic value 
close to 0.745 when the submergence goes to infinity. The 
numerical simulations should ideally have been continued for 
larger submergences, but numerical difficulties were 
encountered. The computations indicated that the cavity 
becomes infinitely long when the submergence goes to 
infinity. It is expected that the cavity will be finite if gravity 
is included. The deceleration of the section will also affect the 
solution. 

The presented method does not solve secondary impact 
problem. An example on this is water entry of a cross-section 
with a sonar dome. The jet flow separating from the sonar 
dome can cause secondary impact on the hull. The same may 
occur due to flow separation from the bottom of a heeled 
structure entering the water. 

A simplified solution for water entry of a two-dimensional 
body was presented by Zhao, .Fakinsen and Aarsnes [lo]. 
The solution is more numerically robust and faster than the 
original method in ref. [8]. The quality of the predictions is 
believed to be satisfactory for engineering applications. The 
method is a generalization of Wagner's method. Wagner 
[ 121 developed an asymptotic solution for water entry of two- 
dimensional bodies with small local deadrise angles. The 
flow was studied in two fluid domains. The inner flow 
domain contains a jet flow at the intersection between the 
body and the free surface. In the outer flow domain the body 
boundary condition and the dynamic free surface condition 
@=O where transformed to a horizontal line. The kinematic 
free-surface condition was used to determine the intersection 
between the free surface and the body in the outer flow 
domain. Satisfaction of the kinematic free surface condition 
implies that the displaced fluid mass by the body is properly 
accounted for as rise up of the water. This is not true for a 
von Karman approach that does not account for the local rise 
up of the water. 

In the generalization of Wagner's solution to larger local 
deadrise angles only the outer flow domain solution is 

analyzed. A main difference from the Wagner theory is that 
the exact body boundary condition is satisfied at each time 
instant. The wetted body surface is found by integrating in 
time the vertical velocities of fluid particles on the free 
surface and finding when the particles intersect the body 
surface. Wagner did also that, but he could use analytical 
solutions due to the simplified boundary conditions. The 
dynamic free-surface condition is the same as Wagner used. 
This is a simplification relative to the more complete method 
presented in ref. [8]. The pressure is calculated by the 
complete Bernoulli's equation without gravity. It has not 
been possible to find an inner flow solution near the spray 
roots that matches the outer flow solution for finite deadrise 
angles. This would have made it possible to exclude in a 
rational way the large negative pressures that occur at the 
intersection points in the outer flow solution. The procedure 
is simply to neglect the negative pressures. The theory was 
verified by comparing with the fully nonlinear solution and 
validated by comparisons with model tests. The simplified 
theory shows the importance to satisfy the exact body 
boundary condition and include the local water elevation at 
the hull. The exact dynamic free-surface condition is less 
important. 

The simplified nonlinear analysis in ref. [IO] was extended 
by Zhao, Faltinsen and Haslum [13] to include flow 
separation from fixed separation points. This is done by an 
iterative process. A shape of the separated free-surface is 
assumed and the kinematic free-surface condition is satisfied 
on the assumed free surface. The functional form of the 
separated free-surface is found by an analytical solution close 
to the separation point. The shape of the separated free 
surface is iterated until the difference between the pressure 
on the separated free-surface and atmospheric pressure is 
minimized. A Kutta condition is satisfied at the separation 
points. The solution was verified by comparing with the fully 
nonlinear solution in ref. [IO] for water entry of wedges with 
knuckles. The method was also validated by comparing with 
experiments from drop tests of a wedge and a bow flare 
section with knuckles. 

3. ASYM€TOTIC THEORY FOR WATER ENTRY OF 
AN AXISYMMETRIC BODY 
In order to generalize the two-dimensional numerical 
methods to three-dimensional methods for water entry of 
ships or other structures, analytic solutions are important as 
verification tools. This is a motivation for studying an 
asymptotic theory for water entry of an axisymmetric body 
with small local deadrise angles. 

The theory of Wagner [12] for water entry of a two- 
dimensional body will be generalized to an axisymmetric 
body. It will be shown that an axisymmetric outer flow 
solution matches Wagner's inner two-dimensional jet flow 
solution and that a composite solution for the pressure 
distribution on the body can be constructed. The matching is 
similar as Cointe [ 141 did in two dimensions. Chuang [ 151 
and Shiffman and Spencer [ 161 studied also the outer flow 
solution during water entry of an axisymmetric body. 
Chuang's solution is approximate and leads to different 
results than ours. 
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The body shape and definition of coordinate system 
shown in Fig. 1. The water entry velocity V is assumed 

are 

Fig. 1 Water entry of axisymmetric body. Definition of 
coordinate system. 

constant. The instantaneous draft relative to calm water is Vt 
where t is the time variable. The vertical distance from the 
lowest point of the structure to the intersection between the 
free surface and the body shape is qb(r) in the outer flow 
description. The corresponding radial coordinate r is c(t). p 
is a local d d i s e  angle and assumed to be small in the fluid 
domain. The fluid is assumed incompressible and the flow 
irrotational. Boundary conditions in the outer flow are shown 
in Fig. 2. Since p is assumed small, the body boundary 
conditions are transferred to the lower part of a circular disc 
with radius c(t). The dynamic free surface condition $3 is 
satisfied on a horizontal plane as shown in Fig. 2. The 
kinematic free surface condition is used to find c(t). 

Fig. 2 Boundary conditions in the outer flow domain used in 
the analysis of water entry of a blunt axisymmetric 
body. 

We need the velocity potential $ on z=O-, rec. We use the 
solution in Milne-Thomson [ 171 on p.499-501. The velocity 
potential is given by 

4 = - E m  x ( 1 )  

The solution agrees with Chuang's [15] solution. When we 
want to find the vertical velocity w at z=O for DC, it is 
convenient to start out with the stream function e. It follows 
that 

When r/c - w, w - 2Vc3/(3xr3) .  The behavior is as 

expected like the flow due to a vertical dipole with singularity 
at r=O and z=O. We should note that the dominant term when 
r - c agrees with ref. [ 151, but not the complete expression 
given by Eq. (2) .  When r - w, his solution for w behaves 
liker -' and does not have the proper behavior. 

We now want to find the intersection line between the body 
surface and the free surface like Wagner [ 121 did in the outer 
flow problem in two dimensions (see also Faltinsen [ 181). 
The free surface elevation at the body and relative to the 
bottom of the structure can be found by integrating w in time 
and adding Vt. This has to be equal to qb(r) which is the 
vertical coordinate of a point on the structure relative to the 
bottom (see Fig. 1 ) .  We can write 

where 

p(c) = Vdt/dc (4) 

Eq. (3) is an integral equation for p(c). When p(c) is found, 
we use Eq. ( 4 )  to find c(t). We write u(c) = ZA,c ". We 
will in practice be interested in n=O and 1 .  It follows that Eq. 
(3) can be written 

( 5 )  
4 3 
n 4 

qb(r) = A,-r + A,-r2 

Case I Cone 
We can write qb(r)=rtanp where p is the deadrise angle. It 
follows from Eq. (5) that A,=O and Ao=x/4tanp. The 
solution of Eq. ( 4 )  is 

4 v t  v t  c(t)=- = 1.27- 
xtanp 

This does not agree with Chuang [15] ,  who gets 
c=1.36Vt/tanp. But the result agrees with Shiman and 
Spencer [ 161. The 2-D result for a wedge is (xR)Vt/tanp. 
This means that the rise of water is higher for a wedge than 
a cone with the same p at the same time. In calm water we 
have Vt/tanp. 

Case 11 SDhere (small submereences) 
We can write qB=0.5 r2/R where R is radius of the sphere. 
It follows from Eq. (5) that A,=O and A,=2/(3R).  
Integration of Eq. ( 4 )  gives 

c(t)  = $mm (7) 

for a sphere at small submergences. In calm water we have m. Wagner's method for a circular cylinder gives 
2 m t .  So our result is between a von Karman approach, i.e. 
no local rise of the water, and a Wagner approach for a 
circular cylinder. We note that d d d t  - OJ when t - 0. This 
is similar as for a circular cylinder and indicates that 
compressibility of the water is important initially. 

, 



The ratio C,,, between the vertical coordinate qb corre- 
sponding to Eq. 7 and the submergence of the sphere with no 
local rise up of the water is time independent and equal to 
1.5. This agrees with Ref. [ 161. If the flow separates above 
qb, C,,, has a physical meaning as a wetting factor. This may 
not be so for a cone. A thin jet flow above the intersection 
line corresponding to Eq. (6) may stay attached to the cone. 
This case will be analyzed after the following matching. 

Matching 
We will match the inner 2-D jet flow solution by Wagner 
with our outer 3-D solution for axisymmetric flow. It follows 
from Eq. (1) that an inner expansion of the outer solution 
near r=c is 

+ = -qz&T x (8) 

for r < c. The outer expansion of the inner expansion follows 
from earlier 2-D analysis in refs. [8] and [14] and is 

-4&4 6 6  
dt x 

(9) 

where 6 is the jet thickness (see Fig. 3). Since Eq. (8) and 
(9) should be equal, it follows that 

(r-c)/6 -8 

Fig. 3 2-D inner flow domain at the spray root during water 
entry of blunt axisymmetric body. 

For a cone we get (see Eq. 6) 

The 2-D result for a wedge is twice the expression for a cone. 
For a sphere at small entrances we get 
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Wagner’s inner flow solution assumes that the jet flow has 
semi-infinite extent with thickness 6. In reality this is not so. 
Cointe [ 141 analyzed the details of the jet part of the flow for 
a 2-D wedge and matched with the inner flow by Wagner. 
Cointe assumed the jet stayed attached to the wedge. We will 
do similar for a cone. The detailed jet flow has a triangular 
form in the r-z plane with a length eVt and an intersection 
angle a between the cone surface and the free surface (see 
Fig. 4) The volume Vol(t) of the detailed part of the jet flow 
around the cone is 

vol(t)=2xa~~(c+evtcosp)(evt)2 1 - Tcosp(evt)3) 1 

z 

t 

L 3 

Jet domain 

Fig.4 Attached jet flow during water entry of blunt 
axisymmetric body. 

It follows by using fluid mass continuity that pdVol(t)/dt is 
equal to p(dc/dt)6 2xc, which is the fluid mass flux into the 
detailed part of the jet flow. This gives eV=dc/dt and 

6 
e vt  

a=-=tan2p . 71/32 

The a-value for a wedge with the same p is 16 times as large. 
The wetting facta C, for a cone with attached jet flow is 
then 4(l+l/cosp)/x which for small angles p is 
approximately 2.5. A similar 2-D analysis for a wedge gives 
cw=x-l.  

ComDosite solution for the Dressure 
We will construct a solution for the pressure on the body that 
is valid both for the inner and outer flow. If only the outer 
flow description was used, it would lead to infinite pressures 
at r=c. The composite solution gives finite values for the 
pressure when t>o. We will construct the composite solution 
in the same way as Zhao and Faltinsen [8] did for the 2-D 
water enhy problem. It follows from Eq. (1) and Bernoulli’s 
equation that the leading order pressure in the outer domain 
on the body is 

p ,  means atmospheric pressure and p is the mass density of 
water. The pressure in the inner domain follows from Eq. 
(4.2) in ref. [8] and is given by 
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(see Eq. (4.3) in ref. [SI). 6 is given by Eq. (10). The 
composite solution for the pressure on the body for 
O<rsc(t) is then (compare with Eq. (4.5) in ref. [SI). 

When n c ( t ) ,  Eq. (14) is used. c(t) is given by Eq. (6) for 
a cone and by Eq. (7) for a sphere. IzI is related to r by Eq. 
(15) and 6 is given by Eq. (11) for acone and by Eq. (12) 
for a sphere. 

The theory is an asymptotic theory valid for small local 
deadrise angles. The maximum pressure is O.Sp(d~/dt)~+p~ 
and occurs at r=c(t). The maximum pressure on a cone is 
then 

8V2 
(Pmax)cone-Pa =P- 

x2tan2p 

Chuang predicts higher maximum value. The dominant 
pressure term in his expression for small p is p9.2V2/x2p2. 
This is consistent with that Chuang predicts higher values for 
dcldt than us. The ratio between the maximum pressure on 
a cone and a wedge with the same value of p is with our 
analysis 

Wagner's solution has been used for the wedge. Chuang [ 151 
finds that this ratio is 0.75. This is based on Pierson's [19] 
analysis for a wedge. Takemoto [20] has compared Chuang's 
theory with Chuang and Milne's [21] experiments for a cone. 
He corrected for that the pressure gauge has a finite diameter 
and that the large pressures around maximum pressure have 
a small spacial extent. The latter becomes more and more 
pronounced the smaller p is. He presented comparisons for 
p = l o ,  3", 6", 10" and 15". In all these cases the finite 

size of the pressure gauge represented an important 
correction. Further Takemoto corrected for the velocity of the 
cone is smaller when the pressure gauge comes into the water 
ana maximum pressure occurs. Takemoto [20] documented 
good agreement with Chuang's theory except possibly for 
p = 1". Air cushion effects may then matter. Making 
similar corrections with our theory give also good agreement 
with the experiments. Actually the agreement is better except 
for p = 6" where it is difficult to say which theory agrees 
best. At the nose of the cone (r=O) our analysis gives 
(pnose)cone -pa = p8V2/( x2tanp). As long as p<45", this is 
lower than (pm),,,. This result is consistent since p =45" 
can hardly be called a small angle. The ratio between the 
pressure at the nose of a cone and a wedge is [(p,,,)cone-pa]/ 
[Pnose)wedge-pa] = 16/x3 = 0.51 . 

The maximum pressure on a sphere is time dependent while 
it is not for a cone with a constant water entry velocity. 
Actually when t=O the pressure on a sphere is infinite based 
on the preceding analysis. Other physical effect like airflow 
and compressibility of the water will make the pres'sure finite 
at the initial time. Hydroelasticity will also matter. If we want 
to find the resulting local maximum structural stresses, this 
may be the most important part (Faltinsen [3]). 

Vertical force 
The vertical force F3 can be obtained by properly 
integrating the composite solution for the pressure. An 
alternative approximate way is to use the outer solution. It 
follows that 

This is based on constant entry velocity V. If V changes, the 
added mass force A,,dV/dt has to be added. By using Eq. 
(1) and the definition of added mass it follows that 

The total water entry force can then be written 

Eq. [18] can be shown to be asymptotically correct to lowest 
order by using conservation of momentum as the fluid. The 
momentum flux into the jet flow is then higher order. It is 
also possible to show Eq. [18] by energy arguments. The 
hydrodynamic work done on the body is F3V. This is equal 
to the sum of the flux of kinetic energy out into the jet and the 
rate of change with time of the kinetic energy in the fluid. The 
kinetic energy flux out into the jet is 

1 dc dc p-(2-)Z62xc- 
2 dt dt 

By using Eq. (10) this can be written 
time derivative of the kinetic energy in the fluid is 

p2V2c2dc/dt. The 

-(-A3,V2) d l  = 2pc zdc -V z 
dt 2 dt 

This follows by Eq. (19) and using that the kinetic energy can 
be related to the added mass. This proves Eq. ( 1  8) by energy 
arguments. Ref. [22] used similar arguments for 2-D flow. 

By assuming V is constant and using Eq. ( 6 )  it follows that 
the force on a cone is 

F3 = 4(4/~)~(Vt)~pV~/tan~p (21) 



By using Eq. (7)  it follows that the slamming force 
coefficient for a sphere at small submergences is 

A similar result has been derived in refs. [23] and [24] .  Eq. 
( 2 2 )  shows that the initial C,-value is zero and increases 
with time. This is opposite of the behavior of the impact of 
horizontal circular cylinder which starts initially with a finite 
C,-value with a Wagner type of analysis. 

Miloh [25] has studied theoretically the impact of a sphere. 
His analysis did not incorporate the local rise up of the water. 
However, he satisfied the exact body boundary conditions for 
any submergence. Miloh [25]  predicts a maximum value of 
C,=0.96 at VtIRz0.2, which means a local deadrise angle 
p of 37” at the intersection between the undisturbed free 
surface and the body. An asymptotic theory would be 
questionable at so large p-values. Miloh’s analysis for small 
values of Vt/R could be compared with an asymptotic 
analysis with a von Karman approach. This give a slamming 
coefficient of (8f lh)  ( Vt/R)”2. Miloh [26] studied in 
details the asymptotic behavior for small values of VdR 
based on the solution in ref. [25] .  Terms of O((Vt/R)3n) 
were included. He discussed the influence of wetting 
corrections. If he used Cw= 1.5 like in the asymptotic 
method presented in this chapter, he got 

C, = ( 1 2 f i / ~ ) ~ ~ ’ ~ - 5 . 3 6 ~  - 5 . 7 6 ~ ~ ~  (23)  

where z = Vt/R . The leading order term agrees with Eq. 
(22).  He found by using his computational value Cw=l .327 
that 

C, = 5 ST”’ - 4 . 1 9 ~  - 4 . 2 6 ~ ~ ”  (24)  

This agrees satisfactory with the experimental data in ref. 
[27]  for -0.08<~”~<-0.53. The maximum value of‘ C, 
based on Eq. (24)  is 1.26 and occurs when Vt/R=O.164. 

4. THREEDIMENSIONAL NUMERICAL METHOD 
The simplified 2-D water entry theory described in ref. [IO] 
will be generalized to 3-D flow with an axisymmetric body. 
A coordinate system rzl which follows the vertical motion 
of the body is used (see Fig. 5). The problem is solved as an 
initial value problem. Green’s second identity is used to 
represent the velocity potential 4 as a distribution of 
Rankine sources and dipoles over the body surface and a 
horizontal plane outside the body that starts at the 
intersection line between the body and the free surface (see 
Fig. 5). The dynamic free surface condition $=O is 
satisfied. 4 is represented in the far-field as a vertical dipole. 
The dynamic free surface condition implies that fluid 
particles on the free surface have only vertical velocities. Fig. 
5 illustrates the free surface li and at two time 
instances ti and ti+1. The kee-surface condition is satisfied 
onthehorizontal planes L, and Li+l at ti and r i+ , .  An 
integral equation is used at each time step ti to find the 
velocity potential+on the body surface and the vertical 

Fig. 5 The coordinate system (r,  z,) , the real free surface 
0 and the horizontal lines L used in the numerical 
simulation for time steps ti and ti+, in the 
simplified solution of water entry of an axisymmetric 
body. 

velocities at Li . It is assumed that the vertical velocity on 
Li for a given r-value is the same as the vertical velocity on 
l i .  The solution can be stepped from t = ti to r = 

in the following way. The procedure is first to decide the 
intersection line (ri+l,  z (”)  at time ti+l and then find what 
At = ti+1 - ti must be. One can write 

‘i.1 

AP = 1 W(c(t),ri,,)dt (25) 
‘i 

where AP = - PTi (see Fig. 5) and Wis the relative 
vertical velocity of a point between PTi and with r- 
coordinate r i+ , .  W depends on c(t) which is the r- 
coordinate of the intersection line between the free surface 
and the body surface at time t. Eq. (25)  can be written 

dc 

This is evaluated numerically by using an average value 
(drldc), for dtldc. W is expressed in terms of a local 
solution. Here a local polar coordinate system (R,, e,) is 
used (see Fig. 6) .  Wcan be written as 

(27)  
(2-yln)y’ - I  W = - ( D / ( ~ - Y / x ) ) R ~  

where R, is (ri+l -c( t ) ) .  y is defined in Fig. 6 and is 
assumed constant from ti to t i+l .  D is found from the 
global solution. An average value Dm for the two time 
instances ti and ti+1 is used. Eq. (26)  can now be 
analytically integrated. It follows that 

At is now determined as (dt/dc),(ri+, - r i ) .  
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i 
b rz 

Intersection point I 

' Body surface 

Fig. 6 Local polar coordinate system (R,, e,) and local 
Cartesian coordinate system ' (r2. z,).  I is 
intersection between the body and the free surface 
p=local deadrise angle. Free surface condition is 
satisfied on the r,-axis. 

After the velocity potential on the body surface has been 
determined, the pressure distribution on the body can be 
found from Bernoulli's equation. Special care is shown near 
the intersection between the body and the free surface. Since 
the velocity is infinite there, the velocity square term in 
Bernoulli's equation will be negative infinite. It can be 
shown that the -pd$/dt-term is positive infinite at the 
intersection point, and that the velocity square term is more 
singular than the -pd$/dt-term. Therefore the total pressure 
is negative infinite. But this is an integrable singularity. Let 
us define the integrated vertical force for the part with 
negative pressure as FN, and from the part with positive 
pressure as Fp.  It can be shown that FJFp goes to zero 
when the deadrise angle goes to zero. For small deadrise 
angles, the maximum pressure (positive) is obtained near the 
intersection point. 

4.1 Verification and validation 
It was documented in chapter 3 that maximum pressures 
predicted by the asymptotic method on cones with deadrise 
angles p between 3" and 15" are in good agreement with 
experimental values. Fig. 7 shows the pressure distribution 
on a cone with p=lOo. The agreement between the 
numerical method and the asymptotic method given by Eq. 
(1 5) is good. Similar comparisons were made for p between 
5" and 30". The smaller p is, the better the agreement is. 
Results for p=30" are shown in Fig. 8. The asymptotic 
method shows a small nearly non-noticeable kink in the 
pressure distribution around maximum pressure. This is an 
indication that p is too large for the asymptotic theory to be 
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0 -0.8 -0.6 -0.4 -0.2 0.0 0.2 
Fig. 7 Prediction of the pressure distribution during water 

entry of a cone with constant downwards velocity V. 
Deadrise angle p = lo", ++++, numerical method; 
- , asymptotic solution. 

P - P. 
0.5 p v  

+ 

Fig. 8 Predictions of the pressure distribution during water 
entry of a cone with constant downwards velocity V,  
Deadrise angle p=30". ++++, numerical method; 
- , asymptotic solution. 
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6 -  

P 

4 -  

valid. We note that the magnitudes of the predicted pressures 
are similar, but the numerical method predicts less rise up of 
the water than the asymptotic method. This is also evident 
from Fig. 9 where the wetting factor C,=vbl(Vt) (see Fig. 
I) is presented versus p. The vertical force as a function of 
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A A A  

1.25 
A I 

A 
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A 

I ' .B 1 .m 
00 200 400 600 w 

Fig. 9 Wetting factor C, during water entry of a cone with 
constant downwards velocity. Presented as a function 
of deadrise angle p. A A A A, numerical method; -, 
asymptotic solution. 

P 

Ij, , , A A A b  
0 

00 200 400 600 800 

Fig. 10 Non-dimensionalized vertical force F3 during 
water entry of a cone with constant downwards 
velocity V. Presented as a function of deadrise 
angle p. AAA., numerical method; -, 
asymptotic solution; ----- experiments (Watanabe 
[281). 

p is shown in Fig. 10. The force calculated by the numerical 
method is obtained by pressure integration, while the 
asymptotic method is based on Eq. (21). The force has been 
non-dimensionalized so that the asymptotic method predicts 
a constant non-dimensionalized value as a function p. The 
numerical method predicts a decreasing non-dimensionalized 
force with increasing p-value. This is consistent with the 
wetting factor in Fig. 9 and that the two different methods 
predict similar magnitudes of pressures for Ps 30". The two 
methods agree when p - 0. Experimental values by 
Watanabe [28] are also presented in Fig. 10. Watanabe 
performed drop tests for p between 5" and 20". An 

empirical force formula that depends on the structural mass 
M of the dropped object was presented. The results in Fig. 10 
are obtained by letting M - m. The agreement between the 
numerical method and the experiments is good except that 
the experimental non-dimensional values show a small 
increase with increasing p. 

1.5 ' - - - - - -_-  

1 .o 
I I I I 1, 

0.1 0.2 0.3 0.4 0.5 0.0 

I =vm 
Fig. 1 1  Wetting factor C, during water entry of a sphere 

with constant downwards velocity V versus 
dimensionless time. - , numerical method; - 

, experiments (Cooper [29]);---, 
experiments (Shiffman and Spencer [23]). 

Fig. 1 1  shows the. wetting factor as a function of r=VtlR 
during water entry of a sphere with constant downwards 
velocity V. Experimental results by Cooper [29] for 
0<~<0.2 and by Shiffman and Spencer [23] for 0 . 2 ~ ~ 0 . 8  
are presented together with results by the numerical method. 
The asymptotic method predicts C,,,=1.5 which is in good 
agreement with the numerical method and the experimental 
results in ref. [29]. The agreement with ref. [23] is less good. 

1.41 

\ '  
\ 

0.0 0.1 0.2 0.3 0.4 0.5 
I =vvR 

Fig. 12 Slamming coefficient C, during water entry of 
sphere with constant downwards velocity V versus 
dimensionless time.- 0 - 0 - ,  numerical method 
and pressure integration; - numerical method 
and VdA,,ldt; --- , Eq. (23) ( Miloh [26]); 

experiments (Moghisi and Squire [27]). 
, Eq. (24) (Miloh [26]); ---------, 
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Fig. 12 shows the slamming force coefficient C, defined by 
Eq. (22) as a function of r. Eqs. [23] and [24] proposed by 
Miloh (26) are plotted together with results by the numerical 
method and the experimental results by Moghisi and Squire 
[27]. The force calculated by the numerical method is 
obtained by pressure integration. The quantity VdA,,ldt 
where A,, is our calculated infinite frequency added mass in 
heave as a function of submergence, is also plotted in Fig. 12. 
When T - 0 (see the discussion in chapter 3), VdA,,ldt is 
the vertical force based on conservation of momentum in the 
fluid. The derivation requires that the pressure is atmospheric 
on the free surface. When r is finite, the condition of 
atmospheric pressure on the free surface is not satisfactorily 
satisfied with the “ @ = O  condition” on the fiee surface. The 
quadratic velocity term in the Bernoulli’s equation for the 
pressure cannot be neglected. This is why VdA,,ldt for finite 
r does not agree with the force obtained by pressure 
integration. The experimental results for T<O. 16 are based 
on the empirical relation found by regression analysis in ref. 
(27). The results for 0.16<~<0.3 are based on own 
judgement of the experimental results. We note that both Eq. 
(24) and the numerical method based on pressure integration 
agree quite well with the experimental results. When r - 0, 
the numerical method agrees with the asymptotic results 
given by Eqs. (22) and (23), but not with Eq. (24). When 
r > - 0.25, the numerical method and Eqs (23) and (24) have 
a different trend. The reason is that Eqs. (23) and (24) are 
based on r being small. Eq. (23) agrees quite well with our 
calculations of VdA,,ldt up to T - 0.25. The reason is that 
Miloh’s derivation of Eq. (23) is consistent with using 
VdA,,ldt as the vertical force together with a wetting factor 
of 1.5. Our results show that it is better to use pressure 
integration than calculating the force as VdA,,ldt . 

These verification and validation tests document that the 
numerical method is a valuable tool for studying water entry 
of three-dimensional bodies. However, since the atmospheric 
pressure condition is not satisfactorily satisfied on the free 
surface for finite values of the local deadrise angles, it is 
recommended in the future to generalize the more complete 
2-D method presented in ref. [8] to 3-D flow. 

5. CONCLUSIONS 
Theoretical methods for water entry of two-dimensional and 
axisymmetric bodies are discussed. When the local angle 
between the water surface and the body surface is very small, 
hydroelasticity should be considered. The presented analysis 
of water entry loads assumes that the local angle between the 
water surface and the free surface is not very small. The 
structure can be considered rigid and compressibility effects 
can be neglected. Two 2-D numerical methods are discussed. 
Both methods satisfy the exact body boundary condition and 
account for the local rise up of the water. One of the methods 
satisfies the exact free surface condition without gravity. The 
studies show that it is more appropriate to approximate the 
free surface conditions than the body boundary condition. 
Flow separation from sharp corners has been incorporated. 
Gravity has been neglected, but should be incorporated after 
flow separation occurs. The loads after flow separation have 
been found to be non-negligible. The simplified method has 

been generalized to 3-D axisymmetric flow without flow 
separation. In order to verify the 3-D method, water entry of 
axisymmetric bodies with small local deadrise angles are 
studied analytically. An inner domain solution for the jet flow 
is matched to an outer solution and a composite solution for 
the pressure is presented. Verification and validation tests for 
spheres and cones are reported. It is demonstrated that the 
local rise-up of the water is also important during water entry 
of a blunt 3-D structure. A common formula for the impact 
force in terms of the time derivative of added mass is 
discussed. It is only recommended to use this formula as long 
as the local deadrise angle is small. 
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SUMMARY 
The problem of a two-dimensional body impacting a 
free surface is studied using potential theory. When 
the angle (or its tangent) between the body and the 
free surface is very small, i.e. when the free surface 
and the body are almost parallel, the method of 
matched asymptotic expansions provides a first or- 
der composite solution. This solution includes three 
subdomains: the far-fieldl the spray root and the 
jet domains. This asymptotic solution appears to 
be a good approximation of the nonlinear solution, 
even for large values of the small parameter. In 
this paper, the asymptotic expansion for a wedge 
with small deadrise angle is extended up to second 
order for the far-field problem. This allows the 
jet volume to be taken into account within the 
composite solution. Then, a direct time domain 
simulation of the problem is performed using a 
mixte eulerian-lagrangian method. In order to 
overcome the numerical difficulties that arise at  the 
body-free surface intersection, a special numerical 
treatment is introduced, based on the asymptotic 
solution describing the jet. This treatment allows 
the influence of the jet to be accounted for without 
having to actually compute the flow in the jet. 

1. INTRODUCTION 
The water entry problem has led to numerous study 
since the early thirties and the pioneering work of 
Von-K&rm&n [13] and Wagner [14]. As a model, the 
two-dimensional water entry of a wedge at  constant 
vertical speed into a free surface initially at  rest 
will be discussed here. The wedge is supposed to 
be rigid, the fluid perfect and the flow irrotationnal. 
This problem is one of the simplest example of 
the violent deformation of the free surface in the 
vicinity of a moving surface piercing body. It is 
nevertheless strongly nonlinear because of the free 
surface boundary conditions which not only include 
quadratic terms but also are written on an a priori 
unknown boundary. 

For a numerical resolution of the problem, the 
Misted Eulerian-Lagrangian method (MEL) ap- 
pears particulary well suited for the study of free 
surface potential flows (e.g. Cointe [2]). However, 
the use of this method is not straightforward here 
because of the jet that develops a t  the intersection 
between the free surface and the impacting body. 
The existence of this jet, the thickness of which 
is small compared to the characteristic length 
of the structure, leads to a large increase of the 
computationnal time. This stems from the fact 
that the spatial discretisation needs to be fine 
enough to capture the jet and that the numerical 
time-step needs to fit both the spatial discretisation 
and the time evolution of the jet. The jet can 
not be ignored, however, if one wishes to estimate 
quantities such as the force imposed on the body. 
Molin, Cointe and Fontaine [lo] show that a t  the 
beginning of the impact, half the energy given to 
the fluid corresponds to kinetic energy of the jet. A 
way to overcome these difficulties and to achieve the 
numerical resolution of the problem is to simulate 
most of the flow using the MEL method and to 
introduce a local model in order to take account of 
the influence of the jet on the flow. This approach 
will be used here, using asymptotic methods to 
study the local flow. 

2. ASYMPTOTICS SOLUTIONS 

2.1 Self-similar flow 
Dimensional analysis allows to express the potential 
as (see fig. 1 and 2 for notations): 

For very small time or for very large impacting 
speeds, i.e. when gt/V << 1, gravity effects can be 
neglected. The only length scale in the problem is 
then the immersion Vt of the wedge. The flow is 
therefore self-similar and the number of independant 
variables can be reduced from three -I ,  y, t- to two: 

4 = v2 t f2 ( -  X Y  - ; e )  
Vt’ Vt 

Paper presented at an AGARD FDP Workshop on “High Speed Body Motion in Water”, 
held in Kiev, Ukraine, 1-3 September 1997, and published in R-827. 
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Figure 1: Illustration of the different subdomains of the composite solution. 

The self-similar nature of the problem allows a 
mathematical study of this strongly nonlinear flow. 
Wagner [14] demonstrated an arc length conserva- 
tion property along the free surface. This means 
that the free surface deformation is similar to that 
of a sheet of paper. Wagner used this property to 
introduce a mapping allowing to map the unknown 
and unbounded fluid domain to a domain bounded 
by straight lines. Dobrovol'skaya [3] reduced the 
problem to the resolution of an integral equation. 
It is only very recently, however, that Fraenkel and 
McLeod [6] produced an existence and uniqueness 
proof. When the free surface and the body are 
initially almost parallel (tan 9 << l), Fraenkel and 
IvkLeod [6] obtained an asymptotic expansion of 
the esact solution expressed in terms of the small 
parameter tan 9. 

2.2 First order composite solution 
In the same configuration, a more heuristic approach 
based on the matched asymptotic expansions can 
be used. A first order composite solution (e.g. 
Cointe [l], Howison, Ockendon et Wilson [7]) can 
be obtained taking tan9  as small parameter. This 
method leads to defining three different zones in 
which three asymptotic expansions are performed 
(see fig.1): 

0 The far field (or outer) flow is defined on a 
length scale equal to the wedge wetted width 
XVtI tang. This flow is given by the flow with- 
out free surface around a flat plate of width the 
wetted width. 

0 The spray root (inner flow) is defined on a length 
scale equal to XVt tand. The flow is given in 
this zone by a steady free surface flow with jet. 
The inner solution depends on two parameters: 
the thickness of the jet and the position of the 
stagnation point. 

0 The jet itself is defined on a length scale equal to 
the wedge wetted width but on a thickness scale 
equal to the thickness of the jet in the spray 
root. The flow in the jet is governed by shallow 
water equations. 

Matching these three solutions allows the determina- 
tion of the jet thickness and of the wetted width. The 
resulting composite solution is in very good agree- 
ment with the expansion of the exact solution per- 
formed by Fraenkel and McLeod [6] .  In particular, 
in the limit where 9 goes to zero, the arc length con- 
servation property is satisfied and the value of the 
intersection angle between the jet and the wedge is 
correctly estimated : 

e2 
J = -  
' 2 K  

2.3 Pressure distribution 
Different composite solutions for the pressure dis- 
tribution are proposed by Wagner [14], Cointe [l] 
and Zhao & Faltinsen [15]. The inner and outer 
solutions are the same in these three references, 
even different notations are used. Nevertheless, the 
composite solutions for the pressure distribution 
differ since different matching procedure are used 
to match outer and inner solutions. Wagner [14] 
and Zhao & Faltinsen [15] used classical matching 
procedure as describe in ref. [12] and [8]. In that 
case, the position of the stagnation point remains 
undetermined a t  first order. From a theoretical 
point of view, this parameter should be determined 
by matching the inner solution and the second 
order outer solution. Cointe [l] proposed to fix 
this parameter by matching inner and outer so- 
lutions for the maximum pressure. Even being 
not completly coherent, this matching enables one 
to account for second order effects in a very sim- 
ple and practical way as will be demonstrated below. 
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The pressure distribution can be characterised 
(see fig.:! ) by the maximum pressure coefficient 
C p m a , ,  the location Ymat on the wedge of the 
pressure pic, the width AS of the pressure pic a t  
half height, and the vertical force FY, i.e., the area 
of the pressure distribution. 

Figure 2: Characteristic parameters describing the pressure 
distribution. 

All these quantities are ploted in figure 3 to 6. Good 
agreement is observed, even for relatively large 
values of 8, when comparing with the numerical 
solution obtained by Zhao & Faltinsen [15] using 
Dobrovol'skaya's approach [3]. 

4 tan2& Cpmax 

A A A A  A 

asymptotic, Cointe [l] 
asymptotic, Zhao 8 Faltinsen 1151 
nonlinear, Zhao 8 Faltinsen [15] A 

0 0 20 m (0 

0 (degres) 

Figure 3: Non-dimensionalized maximum pressure coeffi- 
cient during water entry o f  a wedge with constant downward 
velocity V. Presented as a function of the deadrise angle 8. 
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Figure 4: Non-dimensionalized width A s  o f  pressure pic 
at half height during water entry of a wedge with constant 
downward velocity V. Presented as a function of the deadrise 
angle 8. 
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Figure 5: Non-dimensionalired position ymaz o f  pressure 
pic during water entry of a wedge with constant downward 
velocity V. Presented as a function o f  the deadrise angle 8. 
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Figure 6: Non-dimensionalired vertical force Fy during wa- 
ter entry o f  a wedge with constant downward velocity V. P r t  
sented as a function o f  the deadrise angle 8. 

The vertical force is obtained by numerical in- 
tegration of the composite pressure distribution. 
This enables to account for second order effects 
since the spray root domain is taken into account. 
However, an exact second order estimation of the 
force would need the second order outer solution to 
be matched with the spray root solution. Figures 
7 and 8 show a comparison between numerical 
results and experiments by Zhao, Faltinsen and 
Aarsnes [16] for the water entry of a wedge with 
deadrises angle 8 = 30°. Good agreement is 
obtained for the prediction of vertical force and 
pressure coefficient. The mesured vertical velocity 
is used to perform the simulation but Magee & 
Fontaine [9] present a coupled approach where the 
force and the motion are computed simultaneously. 
The differences that appear between the numerical 
and experimental results a t  this end of the simula- 
tion come from the fact that the flow separates and 
the jets develop in the air instead of along the wedge. 

The asymptotic solution can also be extented 
to the case of blunt bodies of arbitrary shape and/or 
for curved but flat free surface (Cointe, [l]). From 
a practical point of view, the numerical integration 
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of the composite pressure distribution by Cointe [l] 
leads to a robust and easy way to estimate impact 
loads. 

som- 

urn- 

asymptotic, Zhao 8 Faltinsen [Is] 
experiments, Zhao et al. [16] a 

0015 t (s) Oot0 
O m 0  oms 

Figure 7: vertical force Fy during water entry of a wedge 
with deadrise angle 0 = 30'. 
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asymptotic, Cointe [l] 
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Figure 8: Coefficient pressure, along a wedge with deadrise 

angle 0 = 30°, immersed a t  h at  the beginning of the impact 

( t=0 .00435~) .  

3. SECOND ORDER OUTER SOLUTION 
However, the composite first order solution de- 
scribed below satisfy only volume conservation at  
order (Vt )* /  tan0. The jet volume, of order ( V t ) 2 ,  
is neglected. In order to take it into account, it is 
necessary to solve the outer problem at second order. 

3.1 Outer flow 
The first order outer solution is given by the flow 
without free surface around a flat plate [14]. This 
solution is singular near the edges of the plate, i.e. a t  
the intersection between the outer expansion of the 
free surface and the wedge. This singularity leads 
to the formation of a jet in the vicinity of this in- 
tersection point (XVt l tan0 ,  (1  - A)Vt).  In order to 
express the second-order problem: a change of vari- 
able is performed. This allows the singularity to be 
locate a t  the point of coordinate (1 ,O) .  The new 
variables are thus given by: 

y tan 0 1 
x v t  x v t  x y = - -  t and(1  - -), 

~ x t a n 0  x = -  

4 t a n 0  . ~ t a n 0  1 
xv2t x V t  

&- 'I=-- tanB(1- x), 

and i = t / T ,  where T is the time scale. The potential 
must satisfy Laplace equation in the fluid domain 

and the following boundary conditions: 

0 on the free surface (e  = ij(i), 3 > 1) 

1 i+i&-i&- [ + + t a n e ( l - - ) ] &  x . 
tan0 - - - A gT - 1 +-04 2x  . ~ d  + -t V [ i j  + tan0 (1 - x)] = o 

tan0 - +- ( i je  42 - 46)  = 0, x 
0 on the wedge (y = tanO(i - l), 0 < i < 1) 

4 2  tan0 - 46 = 1 

0 and on the axis of symmetry ( 2  = 0,jj  < tan0) 

= 0 

When gT/V is much smaller than 1, gravity can be 
neglected. One can look for a solution independant 
o f t .  This is just the self-similar solution. 

3.2 First order outer solution 
The following asymptotic expansions are assumed: 

4 = & + o ( l ) ,  i j =  tanOijl+o(tanO), 
x = X O + O ( l )  

At first order, the harmonic potential $0 must satisfy 
the following boundary conditions: 

$06 =-1, J i = o ,  O < i < l  

i o  = o ,  $ = O ,  i >  1 
$02 = o ,  i = o  , Y < O  

This is a classical problem, corresponding to the flow 
without free surface around a flat plate of unit width. 
The complex potential corresponding to this flow is 
given by: 

$0 + i 7 j o  = -id=+ iz, 

where z = i + is. The free surface elevation is 
obtained by integrating the free surface kinematic 
boundary condition. (1) that can be written a t  first 
order for y = 0 and i > 1: 

where +loo = -( 1 - 1/Xo). Since (Ql - ijlco) vanishes 
a t  infini, this leads to: 

1 1 
61 - 6100 = -(-I A0 + i arcsin -) i 



25-5 

In order to determine the value of the parameter XO, 
it is necessary to use the volume conservation. Even- 
thong volume conservation is automatically satisfied 
since Laplace equation is solved. the self-similar na- 
ture of the flow does not allow initial conditions, and 
in particular initial volume, to be remenbered. At 
first order, only the outer solution has to be taken 
into account and volume conservation leads to: 

This can also be written using non-dimensionnal 
variables: 

(Ao - 1)’ + 2 lw(ijl - ii,) di = 1 

Solving this equation leads to Xo = ir/2. This indeed 
corresponds to t.he classical first order solution 
([14], [l] and [7]). The free surface and the wedge 
intersects in d = XO. The solution is however singu- 
lar a t  this point because the fluid velocity and the 
slope of the free surface are unbounded in its vicinity. 

3.3 Second order outer solution 
The following asymptotic expansions are assumed: 

i = & + t a n ~ & + o ( t a n e ) ,  
i j  
X = XO + tanBA1 + o(tan0) 

= tan B rj l+ tan’ e $2 i o(tan2 e), 

The linearized second order problem is obtained 
through a Taylor expansion of the potential and the 
free surface elevation (these functions being assumed 
regular enough in the vicinity of the wedge and the 
free surface). The harmonic potential $1 has to sa- 
tisfy the following boundary conditions: 

0 on the free surface ‘(6 = 0, x > 1): 

(3) 

0 on the wedge (y  = 0, 0 < i < 1): 

ilJi = i o e  - (5 - l)&, 

and on the axis of symmetry ( y  = 0, i > 1): 

ili = 0, 

2 where ~2~ = -X1/Xo. 
As for XO,  the value of the parameter X 1  is obtained 
by writting volume conservation for the composite 

solution. At second order, the jet volume has to be 
taken into account: 

where e = ~ / 8 X o  is the jet thickness in the spray 
root [14]. Solving this equation for X1 leads to: 

The problem for 41 and i j a  is solved numerically. 
The free surface dynamic boundary condition (2) is 
integrated, starting from ”infinity”. The asymptotic 
behaviour of the solution is used to set the initial 
value of the potential. The integration is then 
performed using a classical 4th order Runge-Kutta 
algorithm. Once the boundary conditions for the 
potential and its normal derivatives’ are known, 
Laplace equation is solved numerically using a 
classical boundary integral method (see $4, eq. (7)).  
The free surface elevation ij’ is then obtained by 
integrating the free surface kinematic boundary 
condition (3) starting from “infinity” and using the 
asymptotic behaviour of ( 6 2  - i j zW) .  This is however 
only possible if the value of A1 is known. Equations 
(3) and (4) are thus solved iteratively until the con- 
vergence of the solution procedure is reached. The 
convergence of the resolution procedure has been 
checked by comparing numerical and theoretical 
results obtained a t  first order. 

Asymptotics solutions at first order and second 
order for a deadrise angle d = n/20 are schown in 
figure 9. The free surface elevation a t  second order 
in the outer domain is slightly smaller than that 
at  first order. This stems from the fact that by 
hypothesis, the volume between the two curves is 
just equal to the volume of the jet. The-second order 
correction is small, but significant in the vicinity of 
the wedge. The numerical value obtained for X1 is 
very small ( X l / X o  N lo-’) so that there is almost no 
second order correction to the wetted width. These 
two asymptotic solutions can be compared to the 
second order approximation presented by Fraenkel 
& McLeod [6] .  If all solutions have a similar 
behaviour, a precise comparison is made difficult by 
the fact that the solution [6] satisfies the boundary 
conditions on an approximate geometry (at second 
order) while the exact geometry (but approximated 
equations) are taken into account for the Fymptbtic 
solutions. A more precise comparison could be 
obtained on the pressure and the second order 
impact force, but this would necessitate to perform 
matching between the outer and inner solution at  
second order. This work is currently under progress. 
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Figure 9: Comparison of the different asymptotic solutions for 6 = ~ / 2 0  

4. TIME DOMAIN SIMULATION 

4.1 Description of the MEL method 
The direct time domain simulation of the flow is 
performed using the Mixed Eulerian-Lagrangian 
method. Markers are located on the free surface and 
followed in their motion. This lagrangian approach 
allows the free surface boundary conditions to 
be easily taken into account. The velocity field 
is computed efficiently using a boundary integral 
approach (eulerian description of the flow). 

I 

The lagrangian formulation of the free surface 
conditions leads to: 

- D4 = -!?y+; [(32+(g)2] (4) Dt 

(5) 

where d = (zI  y) E rd(t )  is the position of a marker 
on the free surface and 4 is the associated potential. 
D/Dt  is used for the material derivative and ;and n' 
are unit vectors tangent and normal to the free sur- 
face. 
Boundary conditions on the body and on the axis of 
symmetry leads to Neumann boundary condition for 
the potential on these borders (I'n). 
Far away from the body, the first order outer asymp- 
totic solution enables to conclude that the potential 
behaves like those generated by a two dimensional 
vertical dipole placed a t  origin: 

Y 4 = 

In order to take into account properly the behaviour 
at  infinity of the solution (see Fontaine, [4]), the fluid 
domain is bounded by a circular control surface rr 
on which a Fourier boundary condition is imposed: 

d + r - = O  84 
dn 

where r = d w  
-4s the potential has to satisfy Laplace equa- 
tion A 4  = 0 ,together with the boundary conditions 
on I?,, and rr, the problem can be reiuced to a set 
of evolution equations (4)-(5) for ( 4 ,  X). This stems 
from the fact that if at  a given instant 4 and &/dn 
are known along r d  and rnI respectively, .the right 
hand sides of equations (4)-(5) can be calculated. 
For that purpose, the following boundary integral 
equation is used: 

where M is a point on the border C = rn + r d  + rr , 
G = ln \ \GPl l ,  is the Green function for a simple 
source, B ( M )  is the angle between, the two tangents 
to the boundary at A4 ( e ( M )  = A if the boundary 
is regular) and s is a curvilinear abscissa along C. 
Equation (7) is discretised using a standart colloca- 
tion method. The boundary of the domain is a p  
proximed by straight lines elements along which 4 
and &$/an are assumed to vary linearly. This al- 
lows the Green function, its normal derivative G n  
and their products by the curvilinear abscissa to be 



integrated analytically. Computations are therefore 
simple, accurate, and can easily be vectorised on a 
paralell computer. Using the previous hypothesis, 
the discretised form of equation (7) is: 

where the influence coefficients - 4 i j  and B i j  are only 
dependent of the geometry of the problem and are 
given by the classical expressions: 

= + A ? ~ ~  - ei d i j  

and 

Equations (8) can be rearranged so that the un- 
knowns (potential on rn and Tr. and its normal 
derivative on I'd) are put in left hand side { X} while 
known quantities are moved to right hand side { bb}. 
The linear matricial system that results from collo- 
cation has the form: 

[AA] {X} = { b b }  (9) 

and is solved by the GMRes iterative scheme (see 
[ I l l ) ,  using the solution a t  the preceding time-step 
as initial guess. A finite centered difference scheme 
is used to evaluate the tangential derivative of 
the potential 8418s along the boundary and the 
evolution equations ( 4 ) - ( 5 )  are integrated numeri- 
cally using the 4th order Adams-Bashforth-Moulton 
met hod. 

. 

The MEL method has been tested and thor- 
oughfully validated for numerous applications 
related to  wave generation and seakeeping (e.g. 
Cointe [2]). Its application to water entry problem 
is still delicate, however, because of the strongly 
non-linear character of this problem. The flow is 
almost undisturbed, except in the close vicinity 
of the body where the jet is created. Difficulties 
to correctly model the flow are related to the 
numerical treatment of the flow in the vicinity of 
the intersection point. This is, actually, the difficult 
point in most numerical resolution of free surface 
potential flows. When a jet is present, difficulties 
are made worse because of the strong nonlinearities 
that exist close to this intersection. 
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4.2 Special treatment for the jet flow 
The asymptotic analysis described above suggest 
that the jet flow is described by shallow water equa- 
tions without gravity. For a straight body bound- 
ary, the fluid contained in the jet has a solid body 
motion. This asymptotic solution has been used in 
order to develop a local model allowing the influence 
of the jet on the remaining part of the flow to be 
accounted for. The jet is truncated normally to the 

Figure 10: local flow within the jet. 

body boundary as soon as its thichness becomes of 
the order of magnitude of a segment of the grid (fig. 
1 0 ) .  A new segment is then introduced to bound the 
fluid domain. Along this segment, the normal deriva- 
tive of the potential is imposed constant, equal to 
the tangential velocity on the body boundary. The 
fluid tangential velocity across the jet is therefore 
constant, equal to its value on the body boundary. 
The tangential derivative of the potential along the 
segment cutting the jet is also assumed to be con- 
stant, but not necessarilly equal to its value on the 
body boundary. This leaves an extra degree of free- 
dom to the solution. This approximations are used 
in the calculation of the influence coefficients. This 
leads to (see Fontaine, [ 4 ] ) :  

A i , k - l  = -&&k + A l i k  4- A a i k  

B i , k - l  = B ~ i ~ c - 1  

B i , k  = B l i , k  
S k  1 

s k + l  - s k  lkfds - 4 i , k + l  = - 0 i d i k  4- A l i k  + A z i k  

B i , k + l  = B1 i , k + l  -k B 2  i , k + l  

During the simulation, a new segment cutting the jet 
is introduced as soon as the jet thickness becomes to 
small (as compared to the length of a grid segment). 
This algorithm revealed robust (fig. 1 1 ) .  It led 
to a good agreement with the solution computed 
by Zhao & Faltinsen [15] using Dobrovol'skaya's 
method [3]. It can also be notice on figure 12 
that the first order outer expansion of the free 
surface elevation is in good agreement with the non- 
linear solution, even the value of e is relatively large. 
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Figure 11: Temporal evolution of the free surface in the 
vicinity o f  the wedge (0 = ~/4). 

t 

Figure 12: Comparison between the numerical self-similar 
solution and the first order outer expansion o f  the free surface 
(0 = 7r/4). 

5.  CONCLUSIONS 
Practical ways to compute impact loads using 
asymptotic theories are discussed. The numerical 
integration of the first order composite solution for 
the pressure distribution presented by Cointe [l] 
revealed to be an easy, robust and accurate method. 
Results were also obtained that show that water 
entry can be simulated using the Mixte Eulerian 
Lagrangian method and a local model describing 
the influence of the jet on the remaining part of the 
flow. This local model is the result of an asymptotic 
analysis of the problem. At first order, the jet flow 
is described by shallow water equations without 
gravity. The hyperbolic nature of these equations 
allows the influence of the jet to be accounted for 
without having to actually compute the flow in the 
jet. The analysis that was described in the case of 
a wedge can be extended to arbitrary geometries as 
long as the angle between the tangent to the body 
and to the free surface remains small ([l], [7]). Work 
is underway to extend these numerical results to 
water entry for a body of arbitrary shape. 

One of the authors (E. Fontaine) wishes to express 
his gratitude to the French Departement of Defense, 
DRET, for supporting this study. By the way. a 
partial french traduction of this paper is given in 
ref. [5]. 
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1. SUMMARY 
This paper describes main results of experimental 
and theoretical investigations of slender body mo- 
tion stability when it enters water and moves un- 
derwater in supercavitation conditions, being made 
in Institute of Hydromechanics. Experimental in- 
vestigations allowed to study flows, occurred in the 
situation considered and get data for developing 
mathematical models of flows. Previously known 
theoretical relations for forces, acting the body are 
defined more exactly and new ones are derived. 
Mathematical model of body motion in supercavi- 
tating regime is delivered. 

2. INTRODUCTION 
There was a grate interest to problems of a slender 
body motion when it enters water at  high speed or 
moves underwater at  supercavitating regime from 
60 - s till to beginning of 90 - s years. Results 
of these investigations were published in works of 
Logvinovich G.V., Parishev E.V. [8,9], Juravlev 
Yu.F. [3,4], Guzevsky L.G.[2], Moran J.P. [20], 
Kazite Tikao [21], A.May [24] and others. 

A complex of theoretical and experimental works 
concerning stability of slender body motion under 
situation considered were conducted at  the Insti- 
tute of Hydromechanics then. 

Experimental investigations included experiments 
with freely moving models, being launched by de- 
vice, that was put above water surface, and exper- 
iments with models, installed in a water flow at 
water tunnel. 

The main aim of the first kind experiments was 
investigation of processes, that went when a body 
entered the water, and influence of different body 
features on these processes. Experiments at  water 
tunnel enabled to study flow near body and some 
its elements in details and to obtain data necessary 
to develop mathematical models of motion. 

The main aim of theoretical investigations, con- 
ducted at the Institute of hydrodynamics, was to 

take into account some new factors, that had not 
been considered previously. Influence of elements, 
intersecting a cavity surface, interaction of two 
bodies, that moved one behind another, effect of 
side forces, appearing at  body head on the motion 
stability was investigated. Influence of inner cavity 
medium was studied also. Some theoretical solu- 
tions that relate hydrodynamic and aerodynamic 
forces to cinematic parameters of motion. 

Mathematical models of body motion, based on re- 
sults of the said theoretical and experimental re- 
sults were constructed and programs to calculate 
body trajectory were elaborated. 

3. EXPERIMENTS WITH FREELY 
MOVING MODELS 
Special aims of experiments with freely moving 
models were: 
- to investigate conditions of stable water entrance; 
- to investigate process that take place when body 
divides into parts in water; 
- to investigate conditions of rapid speed brake and 
transition to smooth flow; 
- to investigate process of air transport at  under- 
water trajectory after water entrance. 

3.1. Equipment 
Equipment, used for experiments, was created dur- 
ing work. 
Pneumatic launching device (catapult) was created 
to launch models. It was installed above hydraulic 
water tunnel with glass side walls. I t  was possible 
to change inclination of its barrel and an angle be- 
tween the barrel axes and the model axes. So it was 
possible to change an angle between the model ve- 
locity and horizon and between the model velocity 
and the model axis and to investigate the model 
motion under different trajectory inclination and 
different model incidence. 

A special installation was created later. It con- 
sisted of cylindrical tank, that could be installed 
under different angles to horizon ( Fig. 1). There 
was a catapult, windows and device to capture 
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models on the tank. It was thought, that there 
would be a system of pressure control and a sys- 
tem of underwater launch on the installation. 

Some difficulties appeared when models tested at  
very low inclinations of trajectory. Essence of these 
difficulties arose from very low position of catapult, 
otherwise a model path in an air was too long. As 
a result an entrance points of models with little 
difference in parameters ( say, the same model with 
ring nozzle 2 and 4 mm wide) were significantly 
different. Two ways were proposed to overcome 
the difficulty: to use water tunnel and to use high 
speed towing tank (hydrostand). 

We refused from first way as the water surface at  
the pipe was too bad. 

The second way consisted of model being hanged 
under the towing tank carriage and, after the car- 
riage had reached full velocity, being dropped at  
desired path point. Camera shot down the follow- 
ing model motion. 

Maximum velocity of the carriage is over 20 m/s. 
This velocity is comparable to model velocity, 
achieved at  most of installations of conventional 
type. 

There are some advantages of the method. It makes 
it possible to use grate models, to shoot by camera, 
that moves with a model velocity, to  investigate 
a model entrance through a wavy surface. Very 
small drop height corresponding to low trajectory 
inclination angle is the main disadvantage. 

3.2. Water entry 
After model touch a water surface its motion can 
change itself significantly. Some typical forms of 
motion are distinguished [3,9,13,16,21,23]. The 
main features of them are: 
- the model motion changes little after water entry; 
- the model reflects from water surface and moves 
in nearly previous position in air; 
- the model touches water surface and begin to 
rotate about transverse horizontal axis; 
- the model enters water but changes its motion 
significantly ( it deflects toward water surface and 
leaves water; moves in previous direction under wa- 
ter surface; rotates bow down and begin to move 
down or in direction, opposite to initial). 

Real model motion can consist in consequence of 
said forms. For instance, a model can reach water 
surface at  low angle, reflect from it, reach it for 
the second time a t  greater angle and enter water 
or begin to rotate about transversal axis. 

Specific motion form depend on body itself and on 
its motion before it reaches water. 

It is known that good body motion when it enters 

water is achieved at  bodies with flat or concave for 
surface. Motion of pointed bodies can be enhanced 
by different types of ring nozzles [21]. Models with 
such nozzles were tested in this work, dimensions 
and position of nozzles being varied. 

Motion of some models is showed a t  Figs. 2 - 4. 

At Fig. 2 model does not enter water. It touches 
water surface, makes long enough hollow, turns 
over and moves father, the stern end being in front. 
It is seen, that overturn does not take place in the 
plane of initial motion. 

Two shoots at  Fig. 3 correspond to the same 
model, the same nozzle being put at  different dis- 
tance from model head. So clearances between the 
head and the nozzle are different, and this influ- 
enced cavity dimensions. 

Fig. 4 shows waves on the cavity surface. 

3.3 Some features of body immersion 
Special models consisting of two parts - fore and 
stern - were constructed to investigate underwa- 
ter division of a body into two parts. Aft part of 
the model contain a spring device that ensures di- 
vision of the model parts some time after model 
leaves carriage of the catapult. Velocity of for part 
increases during division, velocity of stern part - 
decreases. 

Aft part of a model usually was in a cavity after 
division and its resistance was little. Resistance 
of for part was  great and its velocity diminished 
quickly. If incidence was small, it overtook for part 
quickly. If incidence was not small, stern part de- 
flected from the cavity axis and reached its bound- 
ary. Resistance of stern part became great and this 
prevented model parts from collision. 

Investigation of model brake was similar to said 
investigation but trajectory inclination range and 
constructions of devises used were another. Small 
diameter cavitators put before model and towing 
disks were tested. Devices of the first kind created 
small cavity. It collapsed at  the model body. This 
ensures rapid transition to nonseparating flow with 
great resistance. 

Braking disk was towed at  some distance behind 
the model body. It interacted with cavity bound- 
aries, created additional resistance and divided in- 
ner cavity part from atmosphere. The latter pro- 
moted cavity to collapse quickly. 

Investigation of cavity gas transport was conducted 
at  new closed test stand. There are some niches at 
the stands tank upper side. Air from the collapsed 
cavity came to these niches, and its amount was 
measured. 
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Models with great and small cavitators and mod- 
els with cavitators of complex forms were tested. 
Air amount at  cavities created by disc cavitators 
proved to be nearly proportional to the third de- 
gree of the cavitator diameter. Towed brake can 
influence the air amount in the cavity significantly. 
This influence is different for cavitators of different 
types. 

4. EXPERIMENTS AT WATER TUNNEL 

Experiments a t  water tunnel permits to investigate 
structure of flow, and to get data to calculate a 
body free motion trajectory. 

Experiments at  water tunnel of IHM can be divided 
into three types: 
- experiments with a full model; 
- experiments with a fore part of a model; 
- experiments with a stern part of a model. 

Experiments of the first two kinds were conducted 
with conventional stern struts, experiments of the 
third kind were condacted with bow struts (Fig. 
5). 

Note experiments with complex cavitators and ex- 
periments with some types of stern parts. 

Special device was constracted to test cavitators. 
It gave opportunity to rotate cavitator about two 
axis: longitudinal and transverse. The device was 
connected to dynamometer, mounted at  strut. Dy- 
namometer could measure three components of hy- 
drodynamic force: R, , Ry and R, . 

Plane and conical cavitators with appendages that 
permitted to influence cavitator lift, round cavita- 
tors with spherical and cylindrical for surface were 
tested. 

Fig. 6 shows cavity formed by star - formed cav- 
itator. Complex form of fore cavity part is seen. 

Stern parts of models were tested with fore struts. 
Theory of cavitator, being put at  such strut, was 
derived in [14]. Construction of the device gave 

an opportunity to change model incidence in wide 
limits and to move the model relative the cavitator 
in longitudinal and transverse direction. 

Conical and fan - shaped, i.e. sectioned, body stern 
parts were tested among others. 

5. THEORETICAL INVESTIGSTIONS 

5.1 Principal relations 

Theoretical investigation of a body motion was con- 

ducted by numerical solution of Cauchy problem 
for simultaneous equations of the motion. 

The equations include three equations for centre of 
inertia velocity components and for angular veloc- 
ity (Fig. 7). They are filled up by relations that 
connect force and moment coefficients to kinemati- 
cal parameters of motion and by relations that con- 
nect cavity dimension and form to said cinematical 
parameters of motion. 

Equation for transverse velocity component is re- 
duced to equation for incidence angle [7, 10, 111. 
So non dimensional equations are: 

where 
S - nondimensional body path; 
U ,  v, , vy - body velocity and its components; 
a - incidence at  the centre of inertia; 
w - nondimensional angular velocity; 
p - fluid density; 
pa - density of inner media of the cavity; 
LO - reference length; 
SO - reference area; 
VO - reference velocity; 
m - body mass; 
5, - nondimensional cavitator area; 
R, - body radius of inertia; 
c,, cy , m, - coefficients of force components and 
moment; 
indexes p , G  II a note force and moment compo- 
nents due to cavitator, side body surface - cavity 
boundary interaction and side body surface - inner 
cavity media interaction. 

It is convenient to use body length, body stern part 
section area and initial body velocity as reference 
values. 

Equations (1 - 3) include nondimensional parame- 
ters: 

PSOLO n=- 
m 

p may be treated as a relation of the fluid density 
to the body density; 
G, may be treated as Froud number; 
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i - is the body nondimensional moment of inertia. 

Force and moment coefficients in right - hand part 
of equations depend on nondimensional motion pa- 
rameters, - incidence and angular velocity, - and 
on body and cavity mutual position. 

The latter causes some features of calculations. 
The body position is determined by body motion 
equations, the cavity position - by its deformation 
laws. At one body motion calculating cavity po- 
sition depends on the same body motion after all. 
At two bodies motion calculating, one being behind 
another, mutual position of the back body and the 
cavity depends on motion of both bodies. 

5.2 Influence of side forces, appearing at cav- 
itator, on body motion 

There will be considered side forces acting on cav- 
itator, and their influence on a body motion. 

Constant body velocity will be considered, so equa- 
tions (2) and (3) describe the motion. 

Acting on cavitator force components and moment 
depend on the angle between the cavitator axis and 
oncoming the cavitatir flow velocity aP. The latter 
is connected to incidence at  the center of inertia of 
the body cy and its angular velocity by 

Qp = Q - w l p .  (4) 

If aP is small, linear relation of side force coefficient 
cpy and moment coefficient mzp on aP may be used: 

cpy = c;cxP; mzp = m:pcrp (5) 

A motion period when body do not interacts with 
cavity boundary is considered. 

If we use relation, similar to (5) for c ,  and m,, and 
designate 

CY" = c;Sp +pa.," 

m: = ~, ,rn~, ,  + (c;lp + m z p ) q  

(6) 
- 

CI; = p,cI;, - c;l,sp 

mz - Pamy, - Sp(cpQ$ - m:plp) 
- 

w - -  

then equations (1 - 3) became similar to equations 
of leteral motion of an airplane. Their characteris- 
tic equation is 

X2 + 2PX + Q = 0, (7) 

where 
1 1 P =  -[c; - -my] 

4P r; 

Y -  c - c w -  Y Y 2P 
If (6) are inserted into (8) and aerodynamic terms 
are omitted, then 

Roots of characteristic equation (7) are 

Then for positive values of cPg, and m;, roots are 
real, one being positive, hence initial perturbation 
rise by exponential law. This is a result of the body 
static instability. 

For negative values of cPg, and m:, roots are either 
real, one being positive, either complex, but both 
have positive real parts. Hence motion is unstable 
due to luck of demping. 

Calculations by full motion equations show, that 
there is some difference in motion of a body with 
positive and negative c;y (Figs. 8,9). Fig. 8 shows 
examples of trajectories, Fig. 9 - inclination angle 
versus path for bodies with different cpsl. 

At Fig. 8 motion of the body with positive c;~, is 
unstable, motion of bodies with zero and negative 
cpsl is stable. 

At fig. 9 body having positive c;y reached nonoscil- 
lating regime of motion, the pitch angle 11 and ver- 
tical component of velocity vYg rising slowly. If 
cPg, were less, body would oscillate, the oscillation 
frequency being less, then oscillation frequency of 
the body with neutral cavitator. The body with 
negative cQ also reached oscillation regime, but its 

p.y frequency is greater, than oscillation frequensy of 
the body with neutral cavitator. 

5.3. Models of inner medium . 

Interaction of a body and inner cavity medium can 
influence the body motion stability. 

Inner cavity medium consists of water vapour, gas, 
water drops and sprays. Mathematical description 
of such medium is a complex problem, so it is nec- 
essary to employ some simplified schemes. Some 
possible models are: 
1. A model of rare gas. 
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2. A model of continuous media (gas). 
3. A model of multilayer fluid. 
4.  A model of multicomponent fluid. 
The first three will be considered. 

1. Model of rare gas permits to estimate influence 
of water drops and sprays. It is thought, that drops 
and sprays moves a t  the velocity of outer flow and 
do not interact each other. When they reach the 
body surface, they transfer to the latter part of 
their momentum. The normal component is trans- 
ferred completely, tangential - partly. 

If transferred to body part of tangential momentum 
component is small, a theory of rare gas [6] may be 
used. This theory gives simple enough relations for 
calculating of forces, acting a t  the body. 

2.  If inner cavity medium is treated as homoge- 
neous continuous medium, the problem is reduced 
to the problem of a body in a gas flow, but the 
gas density must be defined in so way, that affect 
of drops and sprays be accounted for. Then usual 
aerodynamic methods may be used. 

Note, that hydrodynamic coefficients depend on 
cavity radius and body position about cavity, be- 
cause a space between the cavity and the body is 
restricted. Date, necessary for calculating are pub- 
lished in [5] and other works. Methods used to 
correct results of experiments a t  aerodynamic tun- 
nels should be employed with care, because they 
may be valid for small body in grate channel only. 

3. Sprays and drops are distributed nonuniformly 
through the cavity section. Their concentration is 
the greatest near the cavity boundary and dimin- 
ishes toward its axis. In addition the cavity bound- 
ary is not a smooth surface: it is a consequence of 
hollows and hills. 

This conception of cavity inner medium makes it 
possible to use multilayer scheme: inner cavity 
space is divided into some layers, each having con- 
stant density, varying from one layer to another. 

Figs. 10 and 11 show influence of medium density 
on a body motion. 

6. CONCLUSION 

Experimental investigations of flows occurred when 
models with additional devises and compound 
models enter water were conducted. Previously 
known theoretical solutions concerning interaction 
of slender body and cavity boundary are specified 
and some new ones are obtained. 

Mathematical models of body motion in super- 

cavitating conditions accounting for effect of ap- 
pendages and inner cavity medium are elaborated. 
Mathematical model of motion of compound body 
separated part is constructed also. Programs for 
calculating body motion accounting for said factors 
were created. 
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Fig. 1. Stand with varying tank inclination. 
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Fig. 3. Influence of a body - nozzle gap: 
left - small gap; right - great gap. 
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Fig. 4. Wave shaped cavity deformation. 
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Fig. 5. Cavity in water tunnel. 
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Fig. 7. Supercavitating body 
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Fig. 8. Influence of ClV on body motion - trajectory 
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EMERGENCE OF CAVITATING PROFILE 

A h C t  

M. ARNAUD, L. DLEVAL 

Centre Technique des Syst2mes Nav& 
B.P. 28.83800 Toulon Naval Fmnce. 

The paper presents a numerical method for wuteady cavitation 
simvLrfion around engines nrovmg with large venical v e k i q .  
The m r i c a l  modelling of the crea’on and the development of 
the cmktmg flow zona anoched to the prqile, as well as the 
pee  surfixe defonnation, U done wing ~JI interfacc tmchirg 
method of .T Volume of F l d  > rype. inserted inro a Navier-Stokes 
Code. 

Rcsulrs show thaf the -&I is well odapted to a&e this 
complur physicalphenomem 

LIST OF SYMBOLS 

( y v )  the Cartesian velccity componenm. 

(ii,;) the contravariant velonty components. 
(x. y) the carteslan co-ordinates. 

e c w i h e a r  co-ordinates. P ) ) m  nl.ny the components of the normal vector. 
k , ~ )  the components ofthe unit vector. 

nabla vector. 
the constant density of the liquid. 
the fictitious density. 
the density of reference. 
the stress viscid tensor. 
the pressure. 
the pressure of reference. 
the surface tension coefficient. 
the cavitation number. 
the free surface curvature or the position of the particle. 
in the fluid 
the position of the interface. 
the position initial of the bubble. 
the gravity acceleration. 
the jacobien of the coordinates bansformation. 
the molecular viscosity wefficimt. 
the canstant. 
the constant. 
the constant. 
the fictitious vector. 
the length ofthe profile 
the maximal length of the cavity non dimensional 
the width of the profile 
the maximal thickness of the cavity non dimensional 

1. INTIlODUCITON 

The problem is the emergence of an engine from the water with a 
high vertical velocity. When approaching t h e . k  surface, the 
sumunding pressurn desxase. cavitation ngions appears on the 
fore of the profile and the mussing of free surface could be 
&ted by the presence of gas regionr, close to the body surface. 
We me inmest& here in the modelling of cavitation bobbles 
evolution on the profile, as well as in the free surface deformation. 

The study of unsteady cavitation bubble may be done using 
diffmnt types of methods : 

The potential method e.g. Molin’, De Lunge’. 
The two phase method e.g. A. K u b d .  Y. Ven!ikos‘. 
and Y. Delannoy. 
The interface aacLing method e.g. L. D i e d .  

The aim of this study is to demonstrate the capacity of the VOF 
method to simulate the unsteady cavitation phmomna. CSpedaUy 
the creation processes, re-generation. aacLing and bubble 
rmeldng . lhis method consists in defining. in a fixed mmh, the 
intcrtacc from the volume fraction of two phsscs (liquid and gas) 
e.g. M’. IU advantage over p n d y  two phasc methcd is a true 
tracking interface method without numuical diffusion and it has 
not the mathmratics stifmess of compressible flow trearment whcn 
the sound velocity is very high compared to tk flow velocity. 

The liquid flow equations an computed by a 6nite v o l m  
method on curvilinear grids, with solve the Navia-Stoke 
equations. The evolution of liquid-gas interface of bubble is 
calculated by VOF method, linked to the flow equation mlver by 
an explicit algorithm. descriLxd in subsequent peragraphr. 

2. NUMERICAL MODH. 

2.1 Equauom 

The unsteady Navier-Stokes equations for incomprwdble 
bidim-onal flows ~IC written in the following d- 
conservative form, in curvilinear ceoni imte (5.7) : 

I J W ’ a C  aH 1 - +-+-=- (R+T)  J a  Z a J 

with 
r 

Paper presented at an AGARD FDP Workshop on “High Speed Body Motion in Water”, 
held in Kiev, Ukraine, 1-3 September 1997, ami published in R-827. 



2.2 Pseudosompressibillty method 

Time d-on is mured  using a fully implicit ssond o h  
scheme. The solution of the non-linw system for the udaown 
values of the time step n+l  is based on the pseudo-compressibility 
technique, e.g. De Joueue'. We wi l l  simply remind the d e r  of 
the principle of this approach, referring to the above reference for 
a detailed presentation and the justification of the pseudo- 
unsteady formulation selected. 

Considering the semidimtized equations at the time level n+l 
and intmducing a time-like variable r, called pseudo-time, one 
adds pseudo-unsteady terms which are derivatives nf the 
unknowns at time level n+l with respect to z 

-- 1 &"+I +3w"+-4w"+w"-I 

=-(R+T) I 
(2) J &  2Ar 

I 

The pseudo-unsteady terms involve a new unknown variable 
5 called pseudc-density and subject to remain positive. The 

pressure is calculated as a function of ji through an additional 
equation which is identified with a psmdo-law of state. This 
numerical relation can be selected in different ways, as discussed 
in De Jouute'. The choice retained is the following: 

p = p (U: +XU:) In - P + P , ~  
p..f 

where U,, U,, PM et pq are constants. 

(3) 

The system (2.3) is integrated step-by-step in pseudo-time until 
convergence towards a solution independent of T which is then the 

numerical solution of the instant r 

The system is hyperbolic with respect to rand - this is one of the 
reasons that has led to the choice of this system - it is formally 
very close to Navier-Stokes equations in compressible flow 
(withnut the equation of energy), due to the presence of the same 

factor in the terms of derivatives in r. This property makes it 
possible to directly apply existing and efficient algorithms. have 
been developed for compressible flows, to the solution of this 
system. Which we have used an adaptation of the finite volume 

n+l 

methcd with artificial viscosity. originally developed hy Jan~son' 
for compressible flows. 

Discretization in space is of the centred type. The 
variables jj, ii, ij, p baing defined at the emtrrs of the ceh.  the 
fluxes at nn interface are obtained from the averages of values at 
the c e n m  of the two adjacent cells. Artificial viscosity, which is 
necessaty in the case of a mtred scheme to ensun stability and 
convergence and prevent the uncoupling of the e d o d d  nodes, 
includes second order derivatives and fourth order derivatives and 
is adjustable using coefficients. 

The scheme used in pseudo-time is the explicit 5 step R u n p  
Kuaa scheme, associated with an impliat residnal smwthing 
technique JanWson'. The basic RungsKuaa scheme is explicit, 
hut one intrcduces an implicit treatment of the unsteady source 
term J W / J r , which ninforcw stability while leaving the 
calculation effdvely explicit. The maximum value of the 
pseudo-time step Aris fixed by the local Courant-Ftiedrichs-w 
stability criterion For each cell, one uses the maximum local 
value (local time step technique). The m u b d  is unconditionaUy 
stable with respect to the physical time step. 

23 v.o.Fmethod 

Water-air intertkcs constitute moving discontinuity surfaces the 
positions of which, at tim level n+l ,  are pm-t of the unlmowns of 
the problem. 

In the VOF mubod, the flow problem is discrctized in a fixed p id  
and the free miace is known only through a scalar variable F 
defined in each cell as the fraction of the volume of the d 
occupied by the fluid This variable F therefore has values 
between 0 and 1. limits included, and the free surface is located in 
the cells where O<FcI .  The evolution of the variable F in a given 
curvilinear Cell Q is  led by the mass WnseIvation equation 
which can be written for this cell as: 

(4) 

- 
where Vis the volume of the cell, JQ its boundary, fi(ii,r) the 
velocity vecf~r  at the inmfacc and where f is a function defined at 
all points which can have only two values : I at a point occupied 
by the fluid. and 0 otherwise; one noti~es that : 

The integration of (4) for the calculation of F from the time level n 
to the time level n+l raises difliculties m the case when the cell Q 
is a partial cell, i.e. such that O<F<I, since then the distribution 
off on JR cannot be exactly recovered h u t  the knowledge of F 
in C2 and in neighbouring cells. The originality and interest of the 
VOF nethod is that it provides an approximate - but conservative 
- evaluation of the msss flux through JQ only from the 
knowledge of F in Q and in surrounding cells. 

Consider two adjacent cells. which therefore have a common 
interface. The normal velocity companent at the in- makcs it 
possible to distinguish befwan the donor cell (upsaesm) and the 
acceptor cell (downstream). The flux of mass through the 
interface is then determined according to a complex algorithm 
which distinguishes a certain number of possible situations 
depending on the value of F and the orientation of the free surface 
in the donor cell and in the acceptor cell. (",. 
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The calculation algorithm for F is explicit in time ; the stability of 
this algorithm limits the time step to a value which corresponds to 
a displacement of the free surface of one cell at the most. In 
practice, this means that a cell full of fluid cannot become empty 
(or inversely) in a single time step. 

2 4  Numerical *ament at the boondprier 

Boundary conditions on the free surfact con- partial cells i.e. 
cells, for which O<F<I. The pressure in a partial cell is takm 
equal to the pressure imposed at the interface itself. At the free 
surface of the rank. the pressure is the atmospheric pressure. The 
pressure of the gas in the cavitation bubbles is the vapour 
pressure. The veiodty in a partial cell is determined by 
exmplation from neighbouring cells. and m r e  precisely as the 
weighted average of the velocities in the 8 neighbouring celis, the 
weight of a cell being chosen equal to the iifth power of the value 
of Fin that cell. 

25 coupling of flow and free d o 2  calcdatim 
method.. 

The psendo-compressibiiity method and the VOF method can be 
coupled together by updating the position of the frce surface at 
each step in physical time even though the flow calculation IS 

operated at each Runge-Kutta step of psendo-tim iterations. The 
general algorithm of the free model mnsists UI the following main 
steps : 

1 . Physical time itaation. 
a Pseud-time iteration. 

i. Swecp ofRunge-Kutta steps. 
Calculation of fluxes and of residuals for the 
liquid cells WOF = 1). 
Smoothing of the residuals. 
Up-dated values of velocity and pseudo- 
density. . Boundary conditions for the parUal cells of 
interfaces (OcVOF<I). 
Boundary conditions for outer boundaries. 

ii. End of Runge-Kntta steps. 
b. End of pseudo-time iteration 
C. Updating of the VOF field 

2 . End of physical rine iteration. 

2.6 Cavitation Uiterion 

When the proflle approaches the fm sluface, the surrounding 
pressure decreases. The passage of subcavitating flow to cavitating 
flow is realised when the pressure around the pmfile reaches a 
critic threshold corresponding to the vapour pressure. In these 
conditions, the cavitation bubble is initialised the cells of the mesh 
which verify the vaporising Criterion with a VOF value equal to 0 
and the vapour pressure. 

The interface velocity is equal to the normal velocity of the liquid 
phase with the velocity mass transfer betwecn the phases added. 
This velocity may generally be neglected and the evolution of the 
interface is calculated by the VOF methd which considers the 
local velocity field. At each time step, a cavitation niterion 

permits to localise possible new liquid cells whcn the pressure is 
lower UIIln the vapour pressure, which am then imposed at VOF = 
0 and at the limiting vapour pressure. This scmi-empirical mass 
transfer criterion between liquid and gas on the intehx into 
consideration which allows vapour neation dependant on the flow 
dynamics conditions. 

3. NUMERICAJ. APPLICATION 

3.1 Implodon of Rngleigh bubble 

3.1.l Timeandprasw 

One pints  out only the equation of momnaun which c o r n  from 
the equation established by Rayleigh-Plesaet. For more details. 
one can sa for example k'' 

with: 

e r  : Particle position in the liquid flow 

The inregmion of the equation (5 )  gives the t i m  of implosion of 
the Rayleigh bubble : 

and the field of pressure in the liquid flow : 

3.12 Calcdatiou damnin 

The simulation of the implosion of the Rayleigh bubble is carded 
out by the Eula  equations wupled with method VOF dsvdoped 
above. By taking into acwunt all symmaies of the pmblem, the 
field of calculation is r e d u c e d  to a secfor of circle. The field of 
calculation is thus composed of 200 nodes with a minimm step 
of o.ooo1 mMs. see figure 1. 

The design criteria on the borders of the field are the following 
ones : 

On the right : Pressure = Id P d s  and velocity = O  
On the bottom : Axisymmenic condition 
On the top : Symmetric plane 
0ntheleft:freeboundary 
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Figure 1 : Bubble meJh 

3.13 R d k  

The method of pseudc-compressibility coupled with the muhod of 
fluid fraction of volum WOFI d e s  it possible to find the 
distribution and the peaks of pressure in the liquid part of the fluid 
(see figure 5 )  in the various positions of the interface. Compand 
to the dishibution of pmsu'e in the liquid given by the equation 
(7). until aRer the p& of pressure, one can o b m e  a rather weak 
fall of the pressure compand to (7). The field velocity in the 
liquid part of the flow is comctly represented. 

?he ermr rate Meen the d @ c a l  results obtained by Rayleigh- 
Plesset and this code computer is the following ones: 

Rayleightime: p+x 100 = *r = 2.89% 

Pressure :6,0% 
Velocity : 5.03% 

see figure 5 for the pressure and see figure 6.for the velocity 

cavity s o w s  again and so on.. When the profile emerges, the 
cavity implode in the liquid flow except for a velocity of40 ds. 
This situation componds to the supercavitation. For the differmt 
profiles. we can write the following data : 

For a conical profile 

Velocity ds I 

For a spherical profile 

with : 

lengh of the cavity 
L 

1 

. L,= 

1-= 
width of the cavity 

3.7, Emergence nf mvitaling prome 

We considex a cavitating flow amund a submcrgcd enme of L m 
heighl and I m width. and with various values of vertical velocity. 
m e  profile is supposed to be iixed in the pi& only the fre 
surface gca down. The grid for the two profiles considered 
(sphaical head and conical head) is compased of 141x51 nodes 
(See figuns 2 and 3). 

The velocity of the flow with respect to the engine velocity is 
imposed to the bottom boundary on the domain (the computation 
is done in the reference frame attached IO the engine). On the f n e  
surf% one imposes the atmospheric pressure and in the pockel of 
cavitation tbe saturated vapour tension. Finally on the profile 
considered, we impose the conditions of adherence. (The 
equations of Naviers-Stokes are solved in snramline flow.). See 
figure 7. 

The cavity i s  created when the pressure in the liquid flow next to 
the profile is lower than the vapour pressure. The cavity grows, a 
reant-jet establishes and it cuts the cavity. See figure 4. The 

Figure 2 : Mesh of thc calculation domain associated a profile 
having a spherical bead 



Figun 3 : Mesh of the calculation domain assodated Grid of a 
field for a profile having a conical bcad 

Figure 4 : Revant jet 

4. CONCLUSIONS AND PERSPEcl"F3 

A free surface mdung model of VOF typc has been developed to 
simulan emergence of cavitating profile. First results sbow the 
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high potential of the VOF method to treat these complex physical 
phenomena. 

The li~m extension of the metbod c o ~ u c c m ~  the development of 
the coupling b e e n  the gas flow in the cavitation bubble and the 
liquid flow. ?hc aim is to simulate particular phyxical mechanisms 
of the cavitation sucb as mass transfer buwm liquid and gas on 
the interfaces and m-compnssion zone of the gas in the wskc of 
the cavifauon bubble. 
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Figure 7 : Emergence of cavitating profile 
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REDUCTION OF OVERLOAD ON A BODY ENTERING WATER AT HIGH 
SPEED. 

V.T. Savchenko 
National Academy of Sciences-Institute of Mathematical Machines and 

Systems Problems. Kyiv, Ukraine. 

SUMMARY 

An object on a high speed entering water 
experiences significant overloads caused by 
sharp increase in density of the environment. 
At present paper we are considering two 
angles - the entrance angle 8 between a 
trajectory of body gravity center and a free 
surface; the attack angle a between body's axis 
and direction of a motion. So a whole 
hydrodynamic force F can be presented as a 
drag (axial) force X and a significant lift (lateral) 
force Y. Surrounding an object by supercavity 
allows us to solve the series of problems, 
including the following: 

reduce hydrodynamic drag; 
reduce or eliminate destructive 

lift( lateral) loads for the object's appendage 
elements (ledges); 

damp(restrain) impact loads 
concentrated primarily on a cavitator. 

Presented research offers based upon the 
results of experiments technical design for the 
new series of two-medium foils. Such foils 
provide the protection of stabilizers and a 
rudders of two-medium apparatuses from 
destructive hydrodynamic forces. 

LIST OF SYMBOLS 

X 
Y 
c x  
CY 
P W  
Pa 

a 
d 
vo  
V 

M 

h 
bo 

e 

0 

0 

drag(axia1) force 
lift( lateral) force 
drag force coefficient 
lift force coefficient 
water density 
air density 
angle of body entrance in water 
attack angle 
diameter of disk (cavitator) 
entering speed of body 
speed of body motion 
sound speed in water 
Mach number 
cavitation number 
depth of foil immersing 
profile cord 

to profile thick 
b foil sharpness 
t size of cavitating element (leading edge 

sharpness of foil). 

1 .INTRODUCTION. 

The scientific problem: how objects under water 
can reach the speed close to the sound 
velocity, has been solved by creating the 
supercavity flow [l 1. This scientific achievement 
laid basis for treating certain technical . 
problems in the fields of marine, space, and 
other investigations. High-speed processes 
computer modelling allows us to predict various 
effects in about- and supersonic regimes in the 
water [2,3]. Space capsules' water-landing, 
stabilizers' and rudders' protection, support for 
two-medium devices (machines, apparatuses) 
and pump blades can serve as examples of 
practical application for the discussed technical 
approach. In all the cases we deal with an 
object's high-speed entry into water connected 
with formation supercavity around it on its 
underwater trajectory. Once an object gets in 
contact with water it undergoes impact 
hydrodynamic overloads caused by increase in 
the environment's density pw/pa=800 . 
This causes the attack angles a to create 
destructive axial forces acting upon the ledges 
of an object. Impact of these forces needs to be 
reduced . 

2.DISCRIPTlONOF PHYSICAL PROCESSES 

Examples mentioned earlier use hydrodynamic 
drag reduction effect. This effect can be 
achieved by creating supercavity along the 
object. Supercavity is filled by water vapour 
(steam) the density of which ps is a hundred 
times less than the air density pa [l]. The 
required cavity's size is reached with the aid of 
a cavitating element located on the object's 
frontal part. Aspect ratio for the object's body is 
calculated so that object dimensions do not 
step out beyond the cavity's size. Object's ( or 
appendage elements') gliding on the cavity's 
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surface and cavitator's asymmetry jointly 
provide necessary curve for the underwater 
trajectory. As marked before, an object 
experiences impact hydrodynamic overloads 
once it gets in contact with water. Maximum 
longitudinal overloads occur in case of disk's 
right-angle impact entry into the water (0=90°) 
[41. 

2 
F =  ?rd pw V o a ( l +  2 M ) .  (1) 

4 

Where M=Vo/a - Mach number, a 4  440ds- 
sound speed in water. From (1) we obtain the 
estimated value for the maximum drag 
coefficient: 

2 
= -+ 4. ( 2 )  8F 

pwVt?rd2 
c y x  = 

In reality the acting forces are always less than 
in (2), even in case of the direct impact entry. 
As a result of modeling experiments on high- 
speed disk's entry into the fluid-environment for 
M<0,7 we obtained empirical dependence [5]: 

. ( 3 )  
2.1 3 C?,, = 1.87 + - 

M 

In case of the incline disk's entry an object's 
speed has horizontal as well as vertical 
components(partia1s) and the acting forces are 
significantly less. Works of 0. Shorygin, 
N. Shulman, V. Yerohin offer us semi-empirical 

dependence for the maximum drag coefficient, 
including adjustments for water compression 
which occurs in case of the very high-speed 
entry [6,7]. 

These results conform well with the 
experimental data on the matter of angles 
diapasons -30°<a<+300 and 60°<0<900. 
Experimental formulas (3) and (4) presently are 
considered to be the most reliable calculations 
for the direct and inclined high-speed object's 
entry into water. They can be used for 
estimating overloads an object, entering water 
has to undergo. 
Fig. 1 shows experimental flat-sheared 
cylinder's drag coefficient's dependence upon 
sizeless time T=VoT/d for four values of entry 
angles when the entry speed is about 

100mlsec. When a cavitator penetrates into 
water impact loads can exceed significantly the 
cavity resistance force. However their action is 
limited by the period of time during which an 
object goes down 2-3 times cavitator's 
diameter. First of all these forces act along the 
object's rotation axis. An object possesses the 
maximal firmness reserve in this direction, so 
we can suppress(restrain) these loads by 
elastic spacer for the cavitator. 
However if the attack angles of an object, 
entering water, are significant, we have to solve 
another challenging problem - how to protect 
the ledges (appendage elements) from the 
lateral loads. 
As this problem's solution we offer the new 
different foil's configuration. It is based upon 
the process of advanced cavitation flow and is 
capable to work for two mediums. Presented 
foil is supplied with the cavitating element (nose 
truncation with cavity creating). 
Advanced cavity formation surrounding the rest 
portion of an object creates fundamental 
opportunity for protection the foil against 
destructive hydrodynamic forces. Along with 
this however it is necessary to solve the 
problem, how to preserve controllability of the 
foil, when the whole system works in a different 
regime. This foil holds a patent [8]. 

3.TEST RESULTS. 

While creating and investigating two-medium 
supercavitating foils we conducted series of 
tests using foils with the following parameters: 
W 4Ox200mm plate; cord and thick at the 

cross section bo=40mm and to=6mm 
(Fig.2). 
the leading profiles parameter t (cavitating 
element's size) was been varied in the range 
of 1 /6dt015/6; 

as b/bo=4/8; 3/8; 2/8. 
W the body sharpness b was being changed 

The plate was being dipped into a water 
stream, moving at 1 Om/sec speed. The plate 
could turn around a=Oo reaching +IOo,-1 0" 
with the step 2". 
The change of a depth of foil immersing h 
permitted to change the cavitation number 
within the range of 0.08 I CJ I 0.02. 
Two forces acting upon the foil were measured. 
These were the forces in directions Y and X 
corresponding to the lift (lateral) force and drag 
(axial) force. 
The main foil's characteristic is a polar - 
dependence between the lift force coefficient 

I 
, 
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Cy and the drag force coefficient Cx. Our task 
is 
to achieve such a range for the attack angles 
which makes the value of Cy less than the 
value of Cy’, where Cy’ is according to 
allowable loads on the foil. 
Fig.3 illustrates the way to the offered profile of 
two-medium foils: polares of a NACA profile, a 
wedge profile and a two-medium profile. 
Decrease in Cy value depends upon increase 
in Cx value. However the drag force is not so 
dangerous since it is directed towards the 
maximum firmness of the foil. More than 1’000 
tests were conducted on the discussed matter. 
Their results are displayed on fig. 4-8. 
Fig. 4 demonstrates the experimental 
dependence of Cy value upon attack angles 
and the leading edge sharpness t ,while 
b/bo=const. The main outcome: the range of 
attack angles, guaranteeing Cy=O, increases 
with increase t. But when t/to>0.5 such 
increase is insignificant. 
Experimental measurements of the drag 
coefficient Cx as a function of attack angles a 
and leading edge sharpness t are presented on 
figS. The main outcome: when t/to>0.5, we 
have significant increase Cx and insignificant 
expansion of the diapason for Cy=O. 
Fig.6 and 7 show dependence of hydrodynamic 
coefficients Cy, Cx as a function of attack 
angles and a body sharpness b. Here we have 
increase of the diapason for Cy=O with increase 
of the body sharpness. 
The total conclusion: the optimum configuration 
of foil we have, when t/to=0.5 and b/bo>0.5. 
Fig.8 illustrates lift-drag characteristics as a 
function of attack angles and the leading edge 
sharpness. Final foil configuration choice 
should be made according to the technical 
requirements for two-medium foils and for 
the attack angles diapason, where Cy=O or 

Feasible attack angles range is determined by 
cavity’s shape and foil’s configuration. It is 
limited by two extreme foil’s locations inside the 
cavity, in which it touches upper or lower 
cavity’s edge. 
Developing of underwater cavitating foils can 
be conducted with the aid of a special computer 
program. This program allows to calculate the 
attack angles’kange for the given fd ’s  shape 
and the c a v i t a h  number. It also calculates 
hydrodynamic forces cDefficients for continuous 
and supercavity’ftow regimes. 
Fig. 9,lO demonstrate the typt~al examples of 
these calculations. Alowmg (-2”) for an error 
we observe quite oonsistentxxmfminity of 
experimental data with the salanations. 

c ysc y’. 

The most important forces of two-medium foils 
in water concentrate on the cavitator. Design of 
a special cavitator shape (leading edge 
sharpness) will permit to reserve the lift-control 
function of two-medium foils in water. 

4.CONCLUSION. 

The supercavitation reduces destructive forces 
significantly. 
Design of the new type foil, which operates 
effectively in two medium is possible. The initial 
design complete-shape has been tested. The 
results of experimental and calculation 
researches and so optimization of such foils 
are submitted. 
Improved liftcontrol shapes proposed for future 
testing. 
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CAVITATION SCALE EFFECTS 

A REPRESENTATION OF ITS VISUAL APPEARANCE AND EMPIRICALLY FOUND RELATIONS 

bY 
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SUMMARY 

Incipient cavitation was measured on four rotational 
symmetric test body families and a NACA 16020 
profile at four different angles ofattack, varying the size 
of the test I d e a ,  the free stxeam velocity, the viscosity, 
and the flee stream turbulence level. By these 
expdments, it was detamined that all four m e t e r s  
have strong a c t  on the cavitation inception of 
submerged bodies. The dependencies of the cavitation 
number on these parameters are called scale effects. 

As a prerequisite, the nomally covering effect of the 
water quality, concerning its cavitation susceptibility, 
had to be got under control This was h i e v e d  by 
measuring the tensile strmgth of the test water by 
means of vortex nozzle inshumeat. 

The relations deduced from the expaimental results 
lead to empirical scalig relations of stunning 
simplicity. 

LIST OF SyMBOLs 

constant, defined in text 
min. pressure coefficient 
characteristic cavitation index 
free of scale effects 
basic value of K for turbulence 
level 0 % 
characteristic length 
rekence pressure 
critical pressure 
vapor pressure 
tensile strength of test liquid 
standard deviation of the free 
stream velocity 
turbulence level SN 
rekence velocity 
basic velocity of 1 2 d s  
mass density of liquid 
cavitation number 
mcdiied cav. number 
basic cavitation number of a 
test body for V, = 0 
cav. inception number 
mod. cav. incept. number 

effect of tensile strength on 
cavitation number 
effect of turbulence on 
cavitation number 
kin. viswsity of liquid 
kin. viscosity of water at 20° 
Celsius 

1. INTRODUCTION 

This report strives to represent the problem of scaling 
cavitaticm phenomena and its technical relevance, and 
contains new experimental results in the field of 
cavitatim inception research. Its focus is on the 
problems encountered when model tests are used to 
determine the cavitation behavior of a prototype. There 
are numerous examples where the model was observed 
to be cavitation free at design operating conditions, 
however, the prototype suffered extensive cavitation to 
severe damage under similar conditions 

The cavitation phenomenon has received widespread 
attention and intense investigation in many fields of 
enpineering ranging 6om aerospace to civil 
engineerin& fiom ship building to turbine and pump 
industry. Although the occurrence of scale effects with 
model tests has long been well known and was already 
mentioned 1930 by Ackeret, it on be stated, that there 
is no generally accepted simiiarity law, neither for the 
hllnsfer of model test results to the prototype, nor e m  
for test results of identical or similar model bodies 
investigated in di&rent test facilities. As early as 1963 
the Cavitation Committee of the ITTC initiated a 
comparative test program related to cavitation inception 
on head forms. The results were widely scattered in that 
an increase of velocity lead to deaeasing, eonstant or 
increasing cavitation indices (Lindgrm, Johnsson, 
1%6). 
Later, extensive comparative tests in the 70-ies on 
hydrofoils were initiated by the ITTC. The aim of the 
test program was to determine inception of different 
types of cavitation as a hction of tunnel water speed 
and gas content ratio. Again the data showed large 
diffmces between the various tunnels and observers 
(Im, 1978). Fig. 1 shows the dilanma of 
incomparability of test results. It is one example of 
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many that can be found in the literature. Large 
differences in inception number and its velocity 
dependency are found between the tunnels involved. 

b PARK 
nmn \ 

4 6 B I O  
WATER SPEED [mbj 

Fig. 1: Experiments on tip vortex cavitation on a 
hydrofoil circulated to several laboratories, as an 
example of the dilemma of uncomparativity of even the 
best test results available (ITTC, 1978). 

Many summaries of this problem are available in the 
l i t w e ,  and it is not the intent of this papa to provide 
yet another review. However, an attempt will be made 
to document the complexity of the scale effects, and to 
show the state of development of d i g  laws, which 
were evaluated 6om long des of cavitation tests on 
different test body families at the hydraulic laboratory in 
Obernach. 

2. VISUAL APPEARANCE OF 'I13E SCALE 
EFFECTS FOR THE DIFFERENT 
PARAMETERS OF INnUENCE FOR TIIE 
CAVITATION PHENOMENON 

The cl .ari l  cavitation index 

For estimation of the danger of cavitation of hydraulic 
marhies, such as pumps and tu~bmes, elanmts of 
ships, or hydmulic structures in civil engineering the 
beginning and subsequent development of cavitation 
phenomena are evaluated experimentally. The 
submerged parts are investigated as models in a test 
facility, and by means of e.g. the Thoma number its 
cavitation behavior is judged. The key parameter, which 
is used usually, is the dmensionless cavitation index 

wherein P, and V, are a characteristic pressure and 
velocity of the flow upstream of the body, p and P\. 
represent the density and vapor pressure of the liquid, 
respectively. This classical relation ( I )  is deduced &om 
the dimensionless minimum pressure coefficient, Cp-, 
where it is assumed that the minimum pressure 
corresponds to the vapor pressure of the liquid 

The cavitation theory assumes, that the cavitation 
phenomena at the model and the prototype for 
geometrically similar bodies are identical at equal u- 
values, irrespective of variatims in physical parameters 
like body size, flow velocity, tempera- type of the 
liquid, etc. h e  particularly important value of U is the 
value at which cavitation is first observed, for this 
cavitation condition is definable the most precisely. All 
conditions beyond this must be denoted as developed 
cavitation, and are not repeatable precisely for another 
observer. The difficulty of reproducing cavitation 
inception at one test body in dif€erent test facilities, is 
pointed out by the wide scatter of comparable results in 
the litaature. 

From systematic investigations and experience in 
practice it is well known, that the classical cavitation 
relation allows no sufficiently precise trsnsfa of test 
results 6om the model to the prototype. At a submerged 
part of a prototype fully developed cavitation is visible, 
whilst at its model at identical cavitation numba no or 
just beginning cavitation can be observed. Also, at 
identical test bodies, differently marked cavitation is 
observable if they are exposed to different velocities at 
equal U-values. Dif€erences in the viscosity of the fluid 
and the turbulence level of the flow have possibly 
additional strong effects on the extension of cavitation . 
T h w  differences in the cavitation phmanena at model 
and prototype, or at me  test body at equal U but 
different flow parameters, are summsrized under the 
tam "scale ef€ects". 

Basic supposition with cavitation investigations is, that 
the rupture of liquids begins wbm the pr- in the 
flow around a submerged body reaches vapor pre~swe, 
Pv, as equation (1) implies. The fact that cavitation tests 
at identical test bodies, or even the same test body, 
carried out in different test facilities lead to totally 
different results (e.g. Lindgren Johnson, 1966, ITI'C, 
1978) proves this assumption to be valid only as the 
exception. This wide range of experimental results can 
be attributed primarily to different tensile strength, P., 
of the test liquid, i.e. to different water quality 
concaning its cavitation susceptibilii. 

The following photo series illustrate this fad. Photo 
series 1 shows the effed of m i l e  strmgth of the test 
water on the hemispherical test body. In the first photo, 



no cavitation is observable due to high tensile strength 
of the test water, whilst at the second photo, at equal 
cavitation number (a = 0.43) and equal flow velmity 
(V, = 11.00 m/s) violent cavitation is registered after 
the capability of the water to withstand a tension is 
destroyed. 

a) No cavitation, at high tensile strength of the test 
water; V. = 11,OO m/s,  a = 0,43 

b) Developed cavitation after tensile slrength 
of the test water is removed, V,= 1 1,OO m / s  
a = 0,43 

Photo series 1: E&ct of tensile & ~ g t h  ofthe test water 
on the cavitation appmmce, for the example of a 
hemispherical body (body diameter 60 mm) 

In photo series 2 the cavitation phenomena at the tip of 
a profile (NACA 16 020, angle of attack 6") rue shown, 
for three W e a t  water qualities at equal cavitation 
number (a=O.69) and equal flow velocity ob. = 9.5 
ds). In the fM photo no cavitation is visible at high 
tensile strpngth of the test water. In the second photo, 
for a water quality of zero tensile &U@ (definition 
see below), beginning tip vortex cavitation can be 
recognized. A ked cavity, caused by a surface 
irregularity is also visible. For negative tensile strength 
of the test water, a blly developed tip vortex cavitation 
and single bubble cavitation at the profile is registad. 

$:. 

a) High tensile shength of the test water; no cavitation; 
V,= 930 m/s a = 0.69 

b) Zen, tensile strength of the test water; beginning tip 
vortex cavitation;V,= 9,50 d s ,  a = 0,69 

c) Negative tensile strength of the test water; 
travelling bubble and developed tip vortex 
cavitation; V,= 9,50 m/s, a = 0,69 

Photo series 2 Effect of the water quality on the 
cavitation appearance fa the example of a NACA 
16020 profile (chord ZOOmm, a = 6") 

The classical relationship (1) assumes that the Critical 
pressure for the rupture of a liquid corresponds to its 
vapor pressure. However, the factual Critical pressure, 
i.e. the tensile s t r ~ g t h  P,, of a liquid, depends strmgly 
on its gas content, its contmt of wcalled cavitation 
nuclei, and its prehistory. Unquiescented water with 
high gas content can cany big bubbles in high 
concentration, so that this water quality cannot bear any 



tensile strength. To the contrary, the bubbles grow in 
zones of low pressure even before reaching vapor 
pressure, and thus feign cavitation.. This water quality is 
denoted as negative tensile strength, and the 
corresponding cavitation phenomenon is called pseudo 
cavitation. On the other hand clean, degassed and 
q u i m t e d  water can attain high tensile strength, so 
that bubbles or cavities can develop only after the liquid 
is ruptured at pressures more a less far below vapor 
pressure. Thus the critical pressure of a liquid at 
cavitation inception can deviate to both sides from 
vapor pressure. 

The number for beginning cavitation, U" can be made 
6ee of water quality effects, by replacing vapor 
pressure, Pv, by the actual critical pressure for rupture 
of the liquid, P- = Pv - Pu: 

0; = 2 (P-- P A I p  v.' 
= 2 [Pd (P" - Po)] Ip v,' (2) 

Thii modified cavitation number for inception, m i ,  can 
also be written in the form ui= 01 + Au., with 

Au,, =2P,JpV: (3) 

As shown m Figure 2 schematically, the &ect of the 
teasile strength, Pb, of a liquid for cavitation tests can be 
eSrmtial. Whereas Au for a given Po is relatively mall 
for high velocities, it p w s  rapidly with decreasing 
velocity, and tends themetically towards infinity when 
approschiog zero velocity. With increasing velocity the 
RW*I asymptotically approach the m e  for zao 
tensile strength, md then follow the velocity d i g  
law, i.e. inmasing U, with inmasing flow velocity (for 
definition of the velocity d i n g  law see lata). 

Fig.2 SehmaticaUy represented test results for 
cavitation inception, with and withcut tensile sirmgth of 
the test liquid (chosen tensile strength Po = 0.2 bar). 

'Ihe results shown in the photo series, as we.U as the test 
results with dif€ermt water qualities imply that 
cavitation phenomena react extremely sensitively to 
water quality. This explains the tremendous scatter of 
the results in armpaable tests. Even small differences 
in water quality can lead to big dillkrences in cavitation 
inception number. 'Ihus water quality effects can lead to 

confusing results at cavitation tests. and this effect can 
outweigh real scale effects in cavitation tests, thus 
leading to totally wrong conclusions concerning the 
process for rationally extrapolating model data to 
estimates of prototype cavitation behavior of any given 
facility. 
Therefore a measurement technique to determine the 
tensile strength of the test liquid was developed to its 
routinely applicable form, and used throughout the test 
program for the evaluation of the real scale effects. 
Details of this technique (Vortex Nozzle Chamber, 
VNC) as a cavitation susceptibility meter are already 
published, and will not be dealt with here (e.g. Keller, 
1981,1984). 

Veloeitv Scale Effect 

The following photo series 3 gives an example of the 
velocity scale effect, meaning the appearance of 
cavitation at a submerged body at constant cavitation 
number U for dillkrent flow velocities. The water 
quality concerning its cavitation susceptibility was held 
constant at zero tensile strength throughout the tests. 
Whilst at the respective lowest flow velocities just 
beginning cavitation can be recognized, at higher 
velocities distinctly f i u t h ~  developed cavitation is 
obsgvable at constant U. 

I. I 

Developed cavitation at U = 0.41, V, = 14.0 m/s 

Photo saies 3: Velocity scale effect for cavitation at the 
Schiebe body of 60 mm diameter 



Si Scale Effect Turbulence Scale Effect 

Most recent investigations reveal, that the turbulence 
level of the free flow also has an influence on the 
beginning and the development of cavitation at 
submerged bodies (Keller, 1996, 1997). At othawise 
equal flow parameters, the cavitation inception number 
increases, or cavitation develops f'urther at constant a, 
with increasing flow turbulence. The photo wries 5 
illw&ates these facts. For a-values at cavitation 
inception and a natural turbulence level of the cavitation 
tunnel of ca. I %, the cavitation appearance develops 
just by increasing the flow turbulence. 

The photo series 4 gives an example of the sue scale 
effect, i.e. the appearance of cavitation at three model 
bodies of identical form but of different size. Again the 
test conditions are equal cavitation number, and this 
time even equal flow velocity. Whilst at the respective 
smallest model just beginning cavitation can be 
recognized, with inaeasing body size distinctly further 
developed cavitation is visible. 

a) body size: I5 mm, a= 0.26, V,= 11.0 m/s 
beginning cavitation 

b) body size: 30 mm, a = 0.26, V,= 1 I.om/s 
somewhat developed cavitatim 

c) body size: 60 mm, a= 0.26, V, = I I.Om/s, 

Photo series 4 Size scale effect for cavitation at the 
Schiebe body, for a and V, corresponding to cavitation 
inception at the smallest body size. 

l l l y  developed cavitation 

a) cavitation inception, S = 0.08 m / s  (Tu =I%), 
a = 1.78, V,= 8.Om/s, L= 30 mm 

a = 1.78, V, = 8.0 m/s, L = 30 mm 
. , ... , . & . .  

, 

c) l l l y  developed cavitation, S = 0.96 m/s (Tu =l2%), 
a = 1.78, v, = 8.0 m/s, L = 30 mm 

Photo series 5: Turbulence scale effect for cavitation by 
example of the ll8 caliber ogive body, at a and V, 
corresponding to cavitation inception at S = 0.08 m / s  



Visemihr M e  Effect 

With the application of the classical cavitation 
parameter a (1) it is Wer assumed, that the cavitation 
conditions for model and protdype for geometrically 
similar bodies are identical also irrespective of the type 
of the liquid, i.e. irrespective of its viscosity. To 
investigate thii panuneta, extensive cavitation tests 
were canducted in glycerin- water mixtures. 

These investigations revealed that the viscosity of a 
liquid has an tremendous effect on the cavitation 
ocmence at submerged bodies. The results are 
published elsewhere in detail (Keller, Kurman-Anton, 
1991, Keller, 1992, 1994). Unfortunately the viscosity 
scale effect was not documented in photo series. 

3. TBE EMPIRCALLY EVALUATED 
RELA'ITONS FOR TEE SCALE EFFECTS 

None of the parameters of influence r e p r d  above 
is taken into consideration in the classical relationship 
for cavitation (1). In the past years these parameters and 
their scale effects were investigated in long lasting test 
Series in Obemach. By focuSing on the parameter of 
influence generally blurring experimental results, i.e. 
the tensile streagth of the liquid, clear dependencies for 
size, velocity, viscosity and turbulence m l e  effects 
were revealed, and it was prom, that cavitation tests 
performed without umsiht ion of the "water quality'' 
on cavitation susceptibility do not lead to useful and 
comparable results Experimental results obtaimed with 
water quality considered, show a surprisingly clear 
regularity with regard to the real d e  effects. 

Fig. 3: Cavitation number - velocity relation for 
cavitation inception for all body types in liquids of zero 
tensile strength 

As a summary, a representative selection of the results 
of all previously tested bodies are displayed in Fig. 3. 
The classical cavitation number a for incipient 
cavitation is plotted versus the flow velocity V, 
irrespective of shape, size, and liquid viscosity, the data 
points for all test bodies, connected by curves, show a 
steady increase of the a-number with increasing 
velocity. The curves s&t from a basic a-value, U& for 
the reference velocity V,= 0. Altogetha thae appears a 
striking regularity in the set of curves. 

Velocilv saline Relation 

To show the evaluation of the velocity scaling relation 
for be&niag cavitation, the same selection of test 
results as in Fig3 is plotted in the most basic form, i.e. 
presslrre P, versus flow velocity V, in Fig. 4. Again a 
regular set of curves appears, which converges as the 
velocity tends to mo.  Since the water qualii for all test 
Series was kept to ZBO tensile sl~ength, the point of 
canvagence must correspond to vapor pressure (pv = 2 
kpa), as the visual chedc confirms. 

A polynom of 4th power proved to be the most suitable 
relation to fit the test data in Fig. 4 

P, = P&+ c, v,'+ q v,' (4) 

After some modifications of equation (4), the relation 
for the velocity scale effect presents itself as follows 
(for detailed deduction see Eickmam, 1992, Keller 
1994): 

a, =ao(l+v.2)/vp?) (5 )  

The basic value a. is thus a characteristic parameter of a 
distinct body, from A i &  the a-value for each velocity 
can be calculated. The constant Vo has p r o d  to be a 
generally valid basic velocity (VO = 12,7 d s ) ,  
irrespective of the body shape, size, and type of fluid 
At this velocity the a number is twice the orvalue. 

Fig. 4: Pressure - velocity relation for cav. inception 
for all body types in liquids of ZRO tensile strmgtb 



Size Scaling Relation 

However. a. is still dependent on the size of a 
geometrically similar body. The analysis of the test 
results concerning this parameter revealed. that the size 
scaling follows the square root of a characteristic 
dimension, L. A plot of a0 of a selection of test body 
families versus L (Fig. 5 )  confirms this; the data points 
can be very well approximated by parabolas, i.e 

a o = k L  

where the quantity k is now a characteristic factor which 
determines the cavitation behavior of a body shape. 

(6) 
IR 

I I I I y 1  

Fig. 5: Plot of basic cavitation number a. versus size L 
of submerged bodies; rotational symmetric bodies and 
NACA 65 006 foils 

The supposition, that a. becomes zero irrespective of 
body shape, when the size of the test body converges to 
zero, is physically explainable, if one considers the fact, 
that at that point there is no difference anymore between 
the body shapes, no boundary layer can develop in the 
flow. etc. 

Viscositv Scaline Relation 

For model tests in water, and the transfer of the result to 
the prototype in water of approximately the Same 
temperature and thus the m e  viscosity, this factor k 
would be applicable. However, if viscosity plays a role, 
then viscosity scale effects must be taken into conside- 
ration. In Fig. 6 the k-values of NACA 65 006 profiles, 
tested in water and water-glycerin mixtures are plotted 
versus the relation of the kinematic viscosity of water at 
20" C, vm to the kinematic viscosity of the liquid, v , to 
the power 0.25. 

The mean k-values for one angle of attack lie 
approximately on straight lines. The scatter of the 
results and the deviations from the regression lines must 
be considered under the aspect of very difficult 
achievement of zero tensile strength in the test liquids 
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during the test series. Thus the viscosity scaling follows 
the law: 

k = K (vOIv)IN (7) 

where K is a cavitation-related shape factor, now 
independent of flow velocity, size, and viscosity of the 
fluid. 

Fig. 6: k-value - viscosity relation, evaluated from test 
results at NACA 65 006 profiles of different size and 
angles of attack in water and water-glycerin mixtures of 
zero tensile strength. 

Turbulence Scnline Relation 

Finally, most recent investigations on the influence of 
the flow turbulence on cavitation reveal, that cavitation 
number o increases with the turbulence intensity of the 
6ee flow (Keller, 1996, 1997). In Fig. 7 the connection 
between cavitation inception and flow turbulence is 
represented by example of the blunt test body family. A 
considerable growth of the classical cavitation number 
a with the turbulence level Tu is ascertained. Besides 
this turbulence effect, the before mentioned scale effects 
for velocity and size are also evident. 

r 

99m.a- 
4w.a-  

0 2 4 e 8 D Q 

'Fig. 7: Cavitation inception at the blunt test body 
family, in the conventional plot a-value versus flow 
velocity, for turbulence levels of the free flow from 
natural up to ca. 20 % 
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In order to show the effect of the flow turbulence 
without the superimposed effects for velocity and size, 
in Fig. 8 the K-values of the blunt body family are 
plotted versus the standard deviation of the flow 
velocity, together with the regression line through the 
test data. In Fig. 9 the regression lines evaluated from 
the cavitation test data at four rotational symmetric 
bodies and a NACA profile at various angles of attack 
are plotted versus the standard deviation S, of the flow. 

Fig. 8: New characteristic number K for cavitation 
inception at the blunt test body family, versus the 
standard deviation S of the free flow velocity, together 
with the regression line through the data points 
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Fig. 9 Combination of the regression lines for the 
investigated rotational symmetric test bodies of different 
shape and a NACA profile at various angles of attack, 
versus the standard deviation of the free flow velocity 

The dependency of the new characteristic parameters K 
on the standard deviation, S, of the velocity of the free 
flow can be approximated by the relation 

K = & ( 1 +  b S  /4) 

where & represents a basic value of the new 

(8 )  

characteristic cavitation number K at a turbulence level 
of 0 %, S represents the standard deviation of the free 
flow. & must be derived experimentally. The &-values 
evaluated so far are listed in Table 1. 

Table 1 : &-values of the investigated bodies 

Testboay KO Testbody 

hemispherical 2.5 NACA, 6' 
conical 4.5 NACA,9" 
118 cal. ogive 6.5 NACA, 12" 
blunt 7.7 NACA, 15" 

4. DISCUSSION 

KO 

1.2 
2.2 
3.4 
5.5 

AAer removing the main factor for conl%.smg and 
blurring test results, i.e. the liquid quality effects with 
regard to its tensile strength, and aft.q carrying out 
extensive test series, where only one parameter of 
relevance was varied while all the others were kept 
constant, strikingly simple and clear relations for scale 
effects appear. Starting with equation ( 5 )  for the 
velocity scaling, and using the relations (6), (7) and (8), 
one gets the complete and purely empirical relation for 
all the investigated scale efFects: 

U, = & L'" (vo/ v )If4 [ 1 + (VJ V0)2] (1 + & s / 4) (9) 

Knowing for a certain body contour, the U-number 
for cavitation inception at that type of body, for every 
size, flow velocity, viscosity of the fluid and turbulence 
level of the flow should be predictable. In principle the 
shape factor & can be evaluated experimatally 
through a single cavitation experiment, by evaluating UI 
with the help of equation (2), for a certain model body 
of known sue, flow velocity and its standard deviation, 
and known viscosity of the liquid. HOWWR, it must be 
ensured that the liquid quality, concerning its cavitation 
susceptibility, P,. is determined as precisely as possible. 

All the shown results make it Wident that there are 
deviations from the classical relation (I), which is based 
on the assumptions that-all pressure differences in the 
flow are proportional to 0.5 pv2, i.e. that no other 
force than inertia forces are effective, and that the &ti- 
cal pressure for cavitation occurrence is the vapor 
pressure. 'Ibis assumption also implies that SI should 
equal the minimum pressure mfficient Cp-. 

The reason for the departures from the classical theory 
must be looked for in viscouS forces and bubble 
dynamics effects. The actual flow around a body and its 
pressure depart from the ideal flow, because of the 
boundary layer creating turbulent pressure fluctuations 
and o t h ~  effects acting on cavitation nuclei carried in 
the flow. Thereby it is obvious that the cavitation 
phenomena respond as sensitive to the water quality as 
they respond to pressure fluctuations in the flow caused 
by viscous effects. 



The similarity law for the departures caused by viscous 
effects is expressed by the Reynolds number. To 
maintain a constant ratio of inertia to viscous forces the 
Reynolds number, Re, must be kept constant. 

Re = VL / v = const 

Therefore oflen the cavitation number U is correlated to 
the Renumber, or a certain power of it. respectively. If 
the classical similarity relation would hold, ut would he 
independent of Re, and if the scale effects are solely 
caused by viscous forces, there should be a clear de- 
pendency of ul on Re. 

To demonstrate that this is not true, the above relations 
for size, velocity and viscosity are plotted in the u-Re 
diagram. By applying equation (9) for the example of 
the hemispherical body (KO = 2.5), and starting at the 
point for the body size of 30 mm diameter, IO m / s  flow 
velocity, a turbulence level of ca. I% and a cinematic 
viscosity for water at 20°C, i.e. Re = 298800, the a,- 
values are plotted versus Re, changing Re by varying 
the three Re-parameters, V, L, and v separately. 

Fig. IO: Variations of 01 with Reynolds number, by 
changing V,, L and v separately. 

In general, increasing the Re-aumber by increasing the 
flow velocity (V-), the body size (L), OT decreasing the 
viscosity (v), respectively, causes the ut-number to 
increase, however, the rate of increase is totally 
different, so that different a,-values result at equal R e  
numbers even for the same body, depending on the Re- 
parameter changed. 

The variations of at with the turbulence level of the flow 
and the tensile strength of the liquid at constant Re 
number are indicated by vertical arrows. 

There is no indication at any of the presented results that 
an inraea~e of the Re-number through size, velocity, or 
viscosity causes a decrease in the cavitation number, as 
is reported from several results in the literature. The 
decrease m at with e.g. increasing velocity or sue, can 

thus be only explained by an uncontrolled and unknown 
change of the water quality during the experiments. 

Although the understanding of the physical mechanisms 
remains shallow, and analytical /numerical prediction 
methods are nonexistent, the reported findings leave 
hope that the pessimistic views listed in the introduction 
can be turned into more optimistic prospects. It Seems 
that there is a universal kind of cavitation and a single 
scaling law will suffice. However, to find out the correct 
physical model for cavitation onset, more and 
sophisticated experiments are necessary. 

5. CONCLUSIONS 

The prediction, or better, the avoidance of cavitation. is 
the aim for the design of hydraulic machines and 
structures. Model tests are necessary because cavitation 
still evades exact theoretical prediction. With the 
transfer of model test results to the prototype, disuepan- 
cies arise 60m the expected cavitation behavior. These 
discrepancies are called scale effects. 

The complexity and the number of the scale effects let 
account for the fundamental questions still open with 
the transfer of cavitation tests. Innumerable examples 
can be found, where a model was observed to be 
cavitation 6ee at the design U, and under similar 
conditions the prototype suffered extensive cavitation, 
which led possibly within short time to massive 
damages. 

Through extensive experimental work the scale effects 
on hydrodynamic cavitation of flow velocity, body size, 
viscosity of the liquid, and flow turbulence were 
evaluated, afler the covering effect of water quality, 
concerning its cavitation susceptibility, was got under 
control. Relations for the scale effects were evaluated, 
which altogether lead to the following overall relation: 

This relation proved to be valid for all investigated body 
types. Only one basic characteristic parameter, Kh for a 
distinct body shape is necessary to evaluate cavitation 
inception of this body at any size, flow velocity, 
viscosity of the liquid, and flow turbulence. The shape 
factor, & must be evaluated experimentally by a 
cavitation test, under strict control of the water quality. 

These purely empirical scaling relations are of stunning 
simplicity, and the general validity is astcmishmg. 
However, the relations should be checked by otha 
observers mall kinds of facilities. But only if a standard 
water quality measuring instrument, respectively a 
critical presure definition method is routinely used for 
the cavitation inception experiments, comparable test 
results can be w e d .  

The cavitation phenomenon proves to be as one of the 

I .  



most difficult problems, with which an engineer in the 
area of hydromechanics is umfrontd It is believed that 
the obtaiied findings about the influence of the different 
parameters on the cavitation appearance, and the 
derived empirical relations will provide a step forward 
in the efforts towards a better understanding of the 
extremely complicated cavitation phenomenon. It still 
remains a big need of further theoretical and 
experimental research in order to reveal the very process 
of cavitation inception and the scale effects. 
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SUMMARY 

Results of experiments erformed by ejecting semi-dilute 
drag reducing polymer solutions from an orifice situated at 
the tip of an elliptical hydrofoil are reported. It is 
demonstrated that the conditions for tip vortex cavitation 
occurrence are substantially modified by the ejection of 
very small flow rates of the polymer solutions while non 
appreciable alteration occurred when pure water is ejected. 
In order to investigate the causes of the cavitation 
inhibition effect, axial and tangential velocity profiles 
along the tip vortex in the very near region, comprised 
between the tip and one maximum chord downstream, were 
measured using Laser Doppler Anemometry. Statistical 
information on the moments and cross moments of the 
velocity fluctuations were also obtained. The ejection of 
the polymer solution results in the widening of the viscous 
core of the tip vortex, where the tangential velocities are 
reduced as compared to the pure water situation and the axial 
velocities display a marked wake effect. Changes are also 
apparent on the root mean square and skewness of the 
velocity fluctuations and on the cross moment of the axial 
and tangential velocity fluctuations. Analysis of the data 
indicates that the velocity modifications may be associated 
to the swelling of the polymer solution when issuing from 
the orifice. The changes of the velocity fluctuation and 
cross moments shows that they are essentially caused by 
the spatial bias introduced by the finite dimension of the 
measuring volume and the wandering of the vortex; “true” 
turbulence being a relatively small additional effect. By 
simulating the spatial bias effect it is shown that the 
ejection of the polymer solution results in a nearly 
complete suppression of the “true” turbulence in the core 
region. 

1. INTRODUCTION 

Since tip vortex cavitation is generally the earliest form of 
cavitation to occur, much attention has been devoted to 
investigate the conditions of inception and desinence on 
propellers and hydrofoils. 

We recall that on a finite span wing, for specific conditions 
of reference pressure, mean velocity and angle of attack, the 
pressure at the tip vortex axis decreases below the vapour 
pressure and cavitation occurs along the vortex path. Thus, 
onset of cavitation can be predicted from the minimum 
pressure coefficient on the vortex axis, Cpmin, function of 
the local vortex intensity r, hence the lift coefficient Ci, 
and the viscous core size a.  McCormick [ l ]  hypothesized 
that the tip vortex core radius can be related to the foil 
boundary layer thickness and thus expressed as a function 
of the Reynolds number, Re, to a power n. Billet and Holl 
[2] have shown that the minimum pressure coefficient on 
the axis of a Rankine type vortex will be given, for fully 
turbulent boundary layer conditions prevailing on the foil 
surface, by : 

where k is a constant, function of the foil characteristics 
(planform, cross section). If cavitation occurs when the 
local pressure on the vortex axis is equal to the vapour 
pressure, the critical cavitation number for inception, ai, or 
desinence, a d ,  should be equal to -CPmin. 

Up to a very recent past, most of the results showed that the 
experimentally predicted Cpmin (with sign changed) was 
generally higher than the critical cavitation number. Some 
authors (see Amdt and Keller, [3] and Green, [4]) assumed 
that either extraneous effects, such as pressure fluctuations 
due to turbulence, or water quality (“strong” or “weak” 
water) were responsible of the above mentioned 
disagreement. Moreover, the tangential velocity profiles 
used to estimate the core pressure were ill selected (situated 
too far downstream from the position were the minimum 
occurred), measured with a very poor spatial definition or 
without taking into account the bias measuring effect due to 
the vortex wandering. Under these circumstances, the 
possibility of equating the critical cavitation number to the 
minimum pressure coefficient computed numerically using a 
Navier-Stokes code (in the event the said code incorporates 
the proper turbulence model for intense rotating flows) and 
of validating expression ( l ) ,  essential to be able to 
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accurately extrapolate the results obtained in small 
cavitation tunnels to ’ prototype operating conditions, was 
subject to criticism. Moreover, no appropriate 
methodology to distinguish the contribution of pressure 
fluctuations, measuring bias and water quality was offered. 

In order to respond to these interrogations, a detailed 
investigation of tip vortex roll-up and cavitation inception 
(desinence) has been conducted in a variety of cavitation 
tunnels with the sponsorship of the Direction des 
Recherches et de la Technologie (DRET) Ministry of 
Defence, France, under the Action Concertke Cavitation 
Program [5]. The foil geometry - cross section and 
planform -, the flow conditions (Reynolds number, 
background turbulence and boundary layer transition 
promotion ), the water quality, as well as the consequence 
of drag-reducing polymer solution ejection from the tip of 
the foils were some of the many parameters whose impact 
was to be determined. The procedure developed by the 
participants to the ACC was to conduct detailed 
measurements of axial and tangential velocities in the very 
near region (less than a chord downstream the tip), 
allowing to establish the evolution of the local intensity, 
the local core radius and the minimum pressure coefficient 
on the axis of the tip vortex. In the majority of the test 
conditions the minimum of the pressure coefficient on the 
vortex axis compares very favourably to the critical 
cavitation numbers. 

The objective of this paper is to present the results of a 
research conducted to investigate the effect of the ejection 
of solutions of a drag reducing polymer on tip vortex 
cavitation. Earlier investigations, Aflalo [6] and Fruman 
and Aflalo [7], demonstrated that ejection of these 
solutions at very low flow rates at the tip of an elliptical 
hydrofoil was an effective way of delaying cavitation 
occurrence. By performing some limited tangential 
velocity measurements at a single station far from the foil 
tip, Aflalo [6] was able to show that the main effect of the 
polymer ejection was to increase the diameter of the vortex 
(viscous) core and thus to decrease the maximum tangential 
velocity without modifying, in any significant way, the tip 
vortex intensity (circulation). Thus, the pressure at the axis 
is increased as compared with the no ejection situation. 
Equal mass ejection rates of water and water plus glycerine 
solutions were shown not to alter the tip vortex occurrence 
conditions. The cavitation inhibition was thus associated 
to the viscoelastic properties of the polymer solutions. It 
was speculated that the jet coming out from the ejection 
orifice swells in such a way that the roll-up of the potential 
flow occurs over a fictitious rounded tip. The promising 
results shown by Aflalo [6] and Fruman and Aflalo [7] with 
an elliptical foil at very low (=0.2 x lo6) Reynolds numbers 
have been confirmed by Chahine et al. [8] in the case of 
polymer ejected through appropriate orifices at the tip of 
the blades of a 29 cm diameter propeller. With a polymer 
concentration of 3000 ppm and a flow rate of about 
1.3 cm3/s they were able to achieve critical cavitation 
number reductions of about 35%. In this presentation we 
concentrate on results obtained with a foil twice as large as 
the one employed by Aflalo [6] and at larger flow 
velocities, thus much larger Reynolds numbers [9]. Also, 
detailed axial and tangential velocities and velocity 
fluctuations measurements in the very near region allow to 
proiide more information on basic aspects of tip-vortex 

roll-up and turbulence development in the very near region 
P O I .  

2. EXPERIMENTAL 

2.1 Experimental facility 

Experiments were conducted in the Ecole Navale Cavitation 
Tunnel (ENCT) with a 3.8 area ratio elliptical hydrofoil 
having a NACA 16020 cross section and a maximum chord 
length of 80 mm. The lift coefficient for the base foil in 
pure water with and without the ejection port have been 
given in Fruman et al. [9, 111. The wing was mounted 
horizontally on one of the vertical walls of the test section, 
as described by Fruman et al. [ 121. Lift and drag forces were 
measured using a three component strain gauge balance. 
Axial and tangential velocities were measured using a two 
component Dantec Laser Doppler Velocimetry (LDV) 
system operating in the back-scattering mode. For the 
optical configuration selected, the measuring volume is 
0.5 mm long and 0.04 mm wide. The circulating water and 
the ejected fluid were seeded with Iriodine in order to 
increase the data rate. 

The ejection port was situated just at the foil tip and has a 
diameter of 1 mm, as the one used by Aflalo [6]. Ejection 
tests were conducted with aqueous solutions of 
Poly(ethy1ene) oxide POLYOX WSR 301 (provided by 
Union Carbide), a very effective drag-reducing polymer 
confemng to the solvent marked viscoelastic properties. A 
master solution of 1000 ppm was fabricated 24 hours prior 
to the tunnel tests in order to assure a well homogenized 
solution. The polymer solution contained in a 0.1 m3 
reservoir is pressure driven through a rotameter into the 
ejection port. This rotameter was calibrated prior the tests 
by measuring the volume discharged during a given time. 
Ejection rates selected for the tests were 4.7 or 3.4cm3/s 
for the polymer solutions and 5.5 cm3/s for water. 

2.2 Experimental procedures 

Tip vortex cavitation inception and desinence were 
obtained from direct visual observation of the test section, 
improved using a stroboscopic light source. In order to 
guarantee the best tests conditions, a specific procedure was 
implemented. For a given free stream velocity and no 
ejection, the reference pressure was decreased until 
incipient conditions were reached. The pressure was then 
further reduced in order to develop a cavity within the tip 
vortex. Then, the desinent condition was determined by 
increasing the pressure. At this point the polymer ejection 
flow rate was set and the pressure was varied down and up as 
for the no ejection tests. The incidence angle was then 
changed and the whole procedure repeated. Only the data 
obtained for a given set of no-ejection/ejection tests are 
compared. 

During all this procedure, the hydrodynamic forces were 
checked in order to assess any change due to the increase of 
the polymer concentration in the circulating water. The 
final homogeneous polymer concentration built up in the 
tunnel at the end of the ejection tests did not exceed one 
ppm, well below the levels (=10ppm) for which Fruman 
and Aflalo [7] have reported significant lift changes in 
homogeneous polymer solutions. 

For LDV measurements, with or without ejection, the centre 
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of the vortex is first approached by making the point of 
crossing of the laser beams to coincide with the cavities 
convected in the vortex path for a cavitation number 
slightly below the critical one. Then, the precise location 
of the axis is determined by velocity measurements within a 
short distance around this approached position, as 
described in Fruman et al. [ 111. The velocity profiles are 
measured along a direction, y ,  parallel to the span, positive 
outboard and passing through the vortex axis. The 
downstream distance, x ,  is referred to the tip of the foil, 
taken as the origin. Measurements were conducted for 
x/cmax, where cmax is the maximum chord, of 0.125, 0.25, 
0.5 and 1.0. The rough signal from the LDV is treated by 
two Burst Spectrum Analyser (BSA) from Dantec [13] 
giving the mean, 

- 

- 
- 

- 

- 
- 

i 
N 

of each velocity component, the root mean square, 

r 7112 

and the skewness, 

C ( U i  -U)3 
1 

W S 3 N  
Sk=- (4) 

of the velocity fluctuations, as well as the product of the 
axial (index a)  and tangential (index t )  fluctuations, 

V;v; = - 1 C ( U i  -U) (4  - V) 
N i  

These values are recorded on a hard disk for off-line 
treatment. In these expressions Ui is an instantaneous 
measurement of the velocity depending both on the time an 
on the position of the detected particle in the measuring 
volume even if, in the treatment, the position information 
is ignored. 

The relative error of the lift coefficient is estimated to be 
less than f2%, taking into account the uncertainties 
associated with the lift force measurement and the free 
stream velocity, respectively f0.5% and 3~0.75%. The 
uncertainty associated with the cavitation number is less 
than the standard deviation, f2.5%, of experimental data 
issued from repeated tests conducted at a given angle of 
attack and free stream velocity. The LDV measurements are 
associated with a random uncertainty estimated to be less 
than f1.5% which is  issued from the electronic and 
numerical treatment of the Doppler signal giving the 
instantaneous velocity. For large enough samples, it can be 
expected that the error on the mean value is much less than 
1.5%. The mean velocity values are the mean of about 2500 
readings for each position. The ejection rate uncertainty is 
about f3%. 

3. RESULTS 

3.1 Critical cavitation numbers 

The cavitation number is defined as, 

where P, and p are respectively the vapour pressure and the 
specific mass at the temperature of the circulating water, 
and P ,  and V,, the reference pressure and the free stream 
velocity measured at the entrance of the test section. The 
inception and desinent cavitation numbers without polymer 
ejection (ai and a d  respectively) are plotted in Figure 1 
together with the results for an ejection of a 1000 ppm 
polymer solution (oie and ude respectively) at a flow rate of 
4.7 cm3/s as a function of the angle of attack for two free 
stream velocities corresponding to Reynolds numbers of 
0 .62 x lo6 and lo6. In both cases, ejection results in a 
decrease of over 20% of the cavitation numbers. 

0 

I I I I I a, 
0.5 

10 11 12 13 14 

(a) 

0 

0 

I I I I I a, 
0.5 ' 

8 9 10 11 12 

(b) 

Fig. 1 : Critical cavitation numbers as a function of the 
angle of attack for (a), Re = 0.62 x lo6 and (b), Re = lo6. 

(polymer concentration : 1000 ppm, ejection rate : 
4.7 cm3/s). 

Figure 2 shows that the desinent cavitation numbers 
obtained during the ejection of polymer solutions with 
concentrations of 1000 and 500ppm and an ejection rate 
of 4.7 cm3/s are within the experimental errors. A 30% 
reduction of the ejection flow rate, from 4.7 t o  3.4 cm3/s, 
do not causes either a significant modification of the 
cavitation conditions, Figure 3. 
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Fig. 2 : Desinent cavitation number as a function of the 
angle of attack for two injected polymer concentrations; 

(Re = 106; ejection rate: 4.7 cm3/s). 
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Fig. 3 : Desinent cavitation number as a function of the 
angle of attack for two injection rates (Re = lo6, polymer 

concentration : 1000 ppm). 

3.2 LDV measurements 

Figure 4 shows the profiles of the non dimensional axial, 
V, / V,, and tangential, V, / V,, velocity components at 
four stations within one chord from the tip, for an angle of 
attack of loo ,  a free stream velocity of 12.5 m/s 
(Re = IO6) and three conditions : no ejection, ejection of a 
1000 ppm polymer solution at a rate of 4.7 cm3/s and 
ejection of water at 5.5 cm3/s (for only two stations). 
Positive values of y I c- correspond to the outboard 
positions. 

The tangential velocities display in all cases a solid body 
. rotation region, where velocities increase linearly with 
distance to the vortex axis, an intermediate transition 
region and a potential region, where velocities are 
inversely proportional to the distance to the vortex axis.. 
Only minor modifications of the tangential velocity 
profiles occur during water ejection. However, the ejection 
of the polymer solution causes a significant reduction of 
the maximum velocity and an appreciable increase of the 
size of the viscous core, while the potential region remains 
unchanged. These results are qualitatively analogous to 

those obtained by Aflalo [6] in his early investigation. It 
should be pointed out, however, that the present results 
offer a much detailed spatial resolution and a unique view of 
the effects taking place in the very near region downstream 
the vortex. 

Without mass ejection from the tip, the axial velocities are 
nearly constant everywhere. Mass ejection of water or 
polymer solution causes a reduction of the velocities in the 
viscous core region. At the station closest to the tip, the 
effects of the polymer solution are significantly larger than 
those of water. When the distance increases, the difference 
between water and polymer solution ejection fades away, 
but the velocity defect persists. 

Figure 5 shows, for the pure water and the polymer solution 
ejection situations and at one maximum chord downstream 
the tip, the root mean square (RMS) and skewness (Sk) of 
the velocity fluctuation of the tangential and axial 
components. 

As compared to the pure water situation, the changes due to 
the polymer ejection can be summarized as follows : 

the maximum tangential velocity fluctuation is 
much reduced, 

i) 

ii) the axial velocity fluctuation is increased and 
develops a saddle type behaviour in the core region, 
the minimum coincides with the centre of the 
vortex, the maximum on each side are at the same 
position that the extreme of the tangential velocity, 

iii) the skewness of the tangential velocity component 
has its maximum and the slope in the core region 
reduced and the scatter in the potential region 
increased, 

iv) the skewness of the axial velocity components 
becomes more organized in the core region and with 
limited scatter in the potential region. 

The cross moment, Figure 6, develops a positive 
contribution as large as the negative one ; the latter being 
smaller than in pure water. More details about the RMS, Sk 
and cross moment distributions are given below. 

Em 
Whatever the station, the tangential velocity fluctuations 
in pure water are nearly symmetrical with respect to the 
maximum, centred on the vortex axis, affected by a very 
limited scatter and show practically the same maximum. For 
the polymer solution ejection and the station closest to the 
tip, the scatter is significant and the maximum, smaller 
than in the case of pure water, is on the onboard side of the 
vortex. Moving downstream, the maximum decreases 
slightly and the symmetry is recovered at distances larger 
than half a maximum chord. For the axial velocity 
fluctuations the major change is  associated with the 
occurrence of a saddle type behaviour everywhere but 
particularly marked, in amplitude and extent, at the first 
station. 
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Figure 5 : Root mean square and skewness of the velocity fluctuation at one maximum chord downstream the foil tip for water 
and polymer solution ejection. 

Skewness 

For water and polymer ejection, distance has very limited 
effect on skewness of the tangential velocity ; the slopes 
of the linear region remain the same as well as the 
maximum and minimum amplitudes. For polymer ejection, 
in the outboard potential region the scatter is extremely 
large whatever the distance to the foil tip. This contrasts 
with the behaviour in pure water ; nearly free of scatter in 
the potential region. The skewness of the axial velocity in 
pure water shows a near zero level in the potential region 
for all the stations. In the core region and for the closest 
station to the tip, negative values occur. They decay very 
rapidly downstream and level off at one chord where the 
zero level is reached everywhere. With the polymer 
solution ejection, the mean level in the potential region is 
nearly constant and close to zero without any significant 
scatter. In the core region, the very distinct shape 
developed at the station closest to the tip decays when 
moving downstream but remains still significant at one 
chord. 

maximum and minimum are comparable, showing the 
absence of a non symmetrical contribution due to the "true" 
turbulence, as in the case of pure-water flow. 

outboard c--t) inboard 
1.5 

1 .o 
0.5 

0 

-0.5 

-1.0 

-1.5 
I I 

20 25 30 35 40 

R mm 
-2.0 I 

Fig. 6 : Cross moment of the tangential and axial velocity 
fluctuations at one maximum chord downstream the foil tip 

for water and polymer solution ejection. 

The cross moment in pure water is characterized, for xlcmax 
equal to or larger than 0.50, by a single negative bucket 

4. DISCUSSION AND INTERPRETATION 

centred on the vortex axis surrounded by a flat, zero value 4.1 Critical cavitation numbers 
region, corresponding to the potential part of the flow both 
on and outboard. The ejection of the polymer solution Tests performed in the range of Reynolds numbers 
develops, for x/cmax equal to or larger than 0.25, a peculiar encountered at the ENCT display an improvement of up to 
pattern mainly associated, as it will be seen next, to the 30% in the cavitation numbers as the polymer solution is 
large axial velocity deficit. The absolute values of the ejected in the vortex core. Thus, for given reference 
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pressure and angle of attack, the free stream velocity can be 
increased up to 15% with the polymer ejection without 
cavitation inception. Since the lift coefficient of the foil 
measured during the ejection tests did not show any 
distinguishable difference as compared to pure water, the 
reduction of the critical cavitation numbers can not be 
ascribed to a reduction of the foil bound circulation in the 
mid-plane. Cavitation tests conducted with water ejection at 
a flow rate of 5.5 cm3/s did not display changes of the 
critical cavitation numbers. Moreover, Fruman ([ 141, [7]) 
and Chahine et al. [8] showed that a water-glycerine 
solution with a viscosity larger than the one associated 
with the polymer solution used during these measurements, 
does not lead to a modification in the measured critical 
cavitation numbers. Hence, the observed delay is neither 
the result of mass addition in the vortex core nor caused by 
improved diffusion due to increased viscosity. Only the 
polymer viscoelastic properties can be made responsible of 
the observed effects. 

Furthermore, for the experimental conditions tested, no 
significant effect of the ejection rate was noticed. This can 
be associated to the saturation effect shown by Fhman and 
Aflalo [7] to exists in their tests for a 1000 ppm polymer 
solution at ejection rates larger than 0.7 cm3/s and a 
Reynolds number of 0.2 x I O 6 .  Since the ejection rate 
scales with the Reynolds number, for the present tests at a 
Reynolds numbers of about lo6 the lower limit for 
saturation will be 3.5 cm3/s, value corresponding to the 
minimum selected for performing the experiments. The 
physical explanation for this saturation effect can be traced 
to the existence of a maximum possible jet swelling, as 
shown by Fruman et al. [15] in the case of jets ejected in 
stagnant fluids, and to the fact that, for axisymmetric jets, 
swelling increases only as the 1/3 power of the ejection 
velocity (Ouibrahim et al. [16]). 

For an axisymmetric vortex, the radial equilibrium equation 
is given by, 

(7) 

where orr and 008 are the normal stresses along the radial 
and tangential directions. If we assume that arr = 0 for a 
point situated at a large distance to the vortex axis, then, 
the integration between infinite and the axis gives, 

m 

0 0 

The pressure at the axis of the vortex can be modified either 
by the modification of the tangential velocity profile or the 
introduction of normal stresses associated with the 
viscoelastic behaviour of the ejected polymer so!ution. 

For a Newtonian fluid, the contribution of the second 
normal stress difference, Q, - 000, is zero and the pressure 
coefficient at the vortex axis, C p ,  can be determined from 
the tangential velocity profiles, 

(9) 

computed using expression (9) are plotted as a function of 
the downstream distance for the no ejection and polymer 
ejection cases. The corresponding desinent cavitation 
numbers with and without polymer ejection are also 
indicated. 

2'o [%. e od without ejection 

1.5 E+! polymer 

h \ ad with polymer ejection\ 

0 0.2 0.4 0.6 0.8 1 

Fig. 7 : Computed pressure coefficient as a function of the 
downstream distance (a = lo", Re = lo6). 

The no ejection data clearly indicate that a minimum could 
exist in between the 0.125 and 0.25 c,,, stations as 
clearly demonstrated by previous investigations (Fruman et 
al. ([ll], [12])). The minimum pressure coefficient will be 
thus larger than the value corresponding to 0.25 cmax, 

estimated to be -1.71. This value is higher than the 
desinent cavitation number (with sign changed), -1.93, but 
reasonable close as the tentative curve fitting shows. 

With polymer ejection a tentative extrapolation of the 
pressure coefficient data indicates that the minimum occurs 
probably nearer the tip that in the case of no ejection. At 
the tip, the extrapolated value can be estimated to be about 
-1.3, larger but reasonably close to the desinent cavitation 
number with sign changed, -1.49. 

To our knowledge, only the swelling of the jet issuing from 
the ejection port has been made responsible of the increase 
of the pressure coefficient and the decrease of the critical 
cavitation numbers. Fruman and Aflalo [7] stated that "the 
polymer solution ejected at the tip of the wing swells when 
exiting the capillary tube and modifies the roll-up process 
by creating a displacement effect", readily seen in Figure 4 
to be of about 0.35 mm at the station nearest the tip. If it 
is assumed that this increase corresponds to the swelling of 
the jet issuing from the ejection port, the relative swelling 
(ratio of the swollen jet diameter to the port diameter) will 
be of 1.7. Fruman and Galivel [17] have investigated the 
behaviour of wall polymer jets ejected from two 
dimensional slits into a coflowing stream and shown that 
the relative swelling was about 2 for a free stream velocity 
of nearly 8 m/s, an ejection velocity over slit thickness of 
4200 s-* and a polymer concentration of 2000 ppm. 
Because in the present situation the free stream velocity is 
larger (12.5 m/s), the concentration smaller (1000 ppm) 
and the ejection velocity to port diameter ratio slightly 
larger ( ~ 6 0 0 0  s-'), the value estimated above seems to be 
reasonable. Moreover,. an explanation based on the 

In Figure 7, the pressure coefficients (with sign changed) 
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modification of the core dimension is consistent with the 
fact that the growth of the jet persists over long distances 
as a result of the known coherence of polymer jets and 
decreased diffusion of polymer solutions. 

4.2 LDV measurements 

All LDV velocity and velocity fluctuations measurements 
are directly affected by the slope and curvature of the ideal 
instantaneous velocity profile. The reason lies in the fact 
that over the finite dimension of the measuring volume, 
particles will have different velocities depending on their 
position. As a result, the histograms of velocities will 
extend between the minimum and the maximum of the 
portion of the instantaneous velocity profile included in 
the measuring volume with a probability favouring the 
faster particles. To this purely mechanical histogram, 
giving the impression of apparent velocity fluctuations, a 
turbulence effect will be additioned. If the ideal 
instantaneous velocity profile is subjected to motions in 
space, vortex wandering in the present case, the measuring 
volume will be, in appearance, extended to incorporate the 
vortex wandering amplitude. This amplitude plus the 
measuring volume length is the spatial bias which has to be 
accounted for if the velocities and velocity fluctuations are 
to be interpreted. To do this, authors have proposed 
different approaches for example Devenport et al. [ 181 for 
their hot wire velocity measurements in tip vortices have 
assumed a probability distribution within the spatial bias. 
Fruman et al. [19] and Fruman and Billard [lo] have 
developed a simple approach consisting of computing the 
statistical first and higher moments of a velocity profile 
making use of equations (2) to (9, assuming that the 
velocity is an ergodic function and substituting thus a time 
dependent integration by a spatial integration. This 
assumption implies that all particles have the same 
probability (independent of their velocities) to be within 
the spatial bias. A more sophisticated approach, consisting 
on building a full histogram by summing individual 
weighted Gaussian distributions, one for each local 
velocity comprised within the spatial bias, has been 
recently proposed (Le Guen [20]). The weight of the 
Gaussian distribution accounts for the fact that particles 
having large velocities have a larger probability to cross 
the measuring volume than slowly moving particles. An 
example of the first approach is given below. 

The measured tangential velocity profile at x/c,, = 1 
during polymer ejection has been fitted using the following 
expression, 

with I;. is the intensity of a vortex centred on the axis, ai 
is the radius of a vortex core and yo is the abscissa of the 
vortex axis. The adjustment was conducted by selecting the 
I;. and ai in order to minimize the root mean square of the 
differences between measured and adjusted values. Three 
vortices were sufficient to achieve a very good fit. Then, 
the different moments, over a sliding window of length 6, 
were computed using expressions (2) to (5) and twenty 
discrete values of the fitted velocity profile. The values of 
the skewness increase in a non physical way in the region 

far from the vortex core if they are normalized with the third 
power of the computed RMS, whose values are very small in 
this region. To avoid this situation, a background uniform 
fluctuation, equal to 0.007 of the upstream velocity, was 
added to all computed values of the apparent RMS. Figure 8 
shows the experimental and adjusted velocity profiles, the 
RMS and the skewness for a span 6 =  3.8 mm. This value 
has to be compared to the core radius, of about 1.75 mm, 
and the length of the measuring volume, of about 0.5 mm. 
The maximum of the apparent velocity fluctuation and the 
minimum of the skewness are respectively 0.33 and -1.83. 
The experimental values are 0.3 and -1.85, in very good 
agreement with the estimated ones. 
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-0.4 
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Figure 8 : Adjusted tangential velocity profile at 
x / c m = l ,  apparent velocity fluctuation (RMS) and 

skewness (Sk) distributions due to an assumed excursion of 
the spatial bias of length equal to 3.8 mm. Free stream 
velocity 12.5 m/s, polymer solution ejection flow rate 

4 .7  cm3/s. 

An analogous procedure was followed for the axial velocity 
profile, who was fitted using 

5 = 1 -AV, exp[-k ( y - ~ ~ ) ~ ]  v, 
where AV, is the velocity deficit on the vortex axis and k is 
an adjustment constant. Figure 9 shows that the adjusted 
velocity profiles fits pretty well the experimental one. The 
RMS and the skewness were computed as above for the same 
span 6 and plotted in Figure 9. The extreme values of the 
RMS and the skewness are 0.074 and -1.32 respectively. 
These values are to be compared to the experimental ones of 
0.1 and -1.3 (Figure 5). 

Finally, the cross moment, Figure 10, indicates an 
estimated maximum of 1.74, larger than the experimental 
value of 1.5, but still reasonable taking into account the 
numerous approximations made. Table 1 offers a summary 
of these comparisons. 

It seems therefore plausible to conclude that the ejection of 
a semi-dilute polymer solution into the core of a tip vortex 
results in the near complete suppression of the contribution 
of turbulence to the velocity fluctuations. Most, if not all, 
of the velocity fluctuations are associated to the spatial 
bias due to the finite length of the measuring volume of the 
LDV and the excursion of the tip vortex (wandering). In the 

1 
I 
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case of pure water flow without polymer ejection, both 
vortex wandering and turbulence contributes to the velocity 
fluctuation ; the first contribution being much larger than 
the second one. 

0.1 . 

0 

-0.1 

-0.2 
20 22 24 26 28 30 

Figure 9 : Adjusted axial velocity profile at x / cmm= 1, 
apparent velocity fluctuation (RMS) and skewness (Sk) 

distributions due to an assumed excursion of the spatial bias 
of length equal to 3.8 mm. Free stream velocity 12.5 m/s, 

polymer solution ejection flow rate 4.7 cm3/s. 
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Figure 10 : Cross moment distribution for the adjusted 
velocity profiles of Figure 8 and 9 due to an assumed 

excursion of the spatial bias of length equal to 3.8 mm. 
Free stream velocity 12.5 m/s, polymer solution ejection 

flow rate 4.7 cm3/s. 

Table 1 : Comparison of experimental and predicted key 
values of the velocity fluctuation characteristics with 
polymer injection. 

1 Experimental I Predicted 1 
Axial max. RMS 0.074 

Velocity min. Sk -1.32 

Tangential max. RMS 

Maximum cross moment 1 .5  1.74 
Velocity min. Sk -1.85 -1.83 

Finally, it is interesting to note that the cross moment for 
pure water is consistently negative and that this behaviour 
can only be associated to the true turbulence. However, the 
physical significance of this behaviour is not as yet well 
understood. Another question still unanswered is related to 
the very large scatter of the skewness of the tangential 
velocity fluctuations in the potential region for polymer 
solution ejection. 

5. CONCLUSIONS 

An investigation on the modification, as a result of a 
localized semi-dilute drag-reducing polymer ejection at the 
tip of an elliptical wing, of the critical cavitation numbers 
and of the axial and tangential velocities and velocity 
fluctuations of the tip vortex was conducted. As established 
in a previous investigation at much smaller Reynolds 
numbers, the present results show that tip vortex cavitation 
inception and desinence can be reduced by as much as 30% 
provided the polymer ejection rate is scaled with the 
Reynolds number. 

Earlier results concerning the increase, during polymer 
ejection, of the radius of the core region of the tangential 
velocity profiles situated several chords downstream the tip 
have been confirmed and extended to the very near region, 
within one chord from the tip. The axial velocity profiles 
show the occurrence of a wake effect (velocity deficit) in the 
core region for both water and polymer solution ejection. 
However, the effect is larger in the latter case. 

Based on the cavitation and velocity results, it appears that 
jet swelling, caused by the relaxation of normal stresses 
associated with the viscoelastic properties of the polymer 
solutions, is responsible of the thickening of the viscous 
core which in turn is probably the unique cause of the. tip 
vortex cavitation inhibition. 

A simple analysis showed that the velocity fluctuations, in 
the case of polymer solution ejection, are essentially due to 
the spatial bias associated to the finite size of the 
measuring' volume and the vortex wandering, and have 
little, if not nothing, to do with an increase of the 
background turbulence in the core region. In the case of 
pure water, it appears that some limited "true" turbulent 
velocity fluctuations exists in the core region besides the 
apparent large contribution due to the spatial bias. 
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CAVITATION SELF-OSCILLATIONS INTENSIFY TECHNOLOGICAL PROCESSES 
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Hydromechanical System Dynamics Division 

320600 Dmepropetrovsk-5, Leshko-Popelya str, 15. 

SUMMARY 

Characteristic features are presented for high- 
frequency, high-amplitude self-oscillations in a 
hydraulic system with a local hydraulic resistance 
of a venturi nozzle type whose physical nature is 
due to a periodically - stalled cavitation (growth, 
break-off, carry-over and collapse of a cavity dif- 
fuser-like part). Analytical expressions are given to 
determine the frequencies and amplitudes of pres- 
sure oscillations occuring in the hydraulic system 
with a local hydraulic resistance under realization 
of the periodically- stalled cavitation regime. The 
possibility to utilize cavitation self- oscillations for 
various technological processes intensification is 
shown. 

List of Symbols 

p ;  - total pressure at the nozzle inlet; 
& - nozzle inlet pressure under steady-state condi- 

3r, - nozzle outlet pressure under steady-state con- 

m - mass flow rate of liquid under steady-state 

p - venturi -nozzle diffuser flare angle; 
p - liquid density; 
Sh, - modified Strouhal number; 
rcr- radius of the venturi - nozzle restricted sec- 

p - venturi - nozzle flow coefficient; 
I,,, - cavitation cavity length; 
r - cavitation criterion parameter for the steady- 

state conditions, roughly equal to the pressure ratio 

tions; 

dit ions; 

conditions; 

tion; 

(7% F2 /&I;  
pcr - nozzle restricted section pressure; 
f - cavitation self - oscillation frequency; 
J d -  inertial resistance coefficient of the venturi - 

nozzle diffuser; 
V,, - cavitation cavity volume; 
c - sound velocity in a liquid; 

ucr- liquid jet velocity across the venturi - nozzle 

F2 - sectional area of the exit pipeline; 
A& - peak-to-peak amplitude of pressure oscilla- 

restricted section; 

tions; 

lHs1 - amplitude of cavitation formation volume 

oscillations; 
m - cyclic frequency. 

Bar over parameters denotes steady-state condi- 
tions. 

For a number of years the investigations on self- 
oscillation regimes in hydraulic systems with cavi- 
tating local hydraulic resistances have been con- 
ducted at the Institute of Technical Mechanics of 
NAS of Ukraine [ 1-61. 
In studying the cavitation phenomena in local hy- 
draulic resistances liquid flow regimes have been 
revealed under which in the channel of the local 
hydraulic resistance of the venturi - nozzle type 
large cavitation formations periodical nucleation 
and their growth to certain sizes take place. On 
reaching the maximum sizes in accordance with the 
given flow regime the cavitation formation break- 
off occurs that is followed by its further carry-over 
and collapse as a whole in a pressure zone that 
involves a pressure pulse in the flow. A flow regime 
of this kind has been called by us a “periodically 
stalled” cavitation regime [ 1,2]. 
The distinguishing feature of such a regime is that 
the large cavitation formations collapse does not 
take place on the channel wall, but in the liquid 
flow, and the process of cavity nucleation, break- 
off, carry-over and collapse is strictly periodical. 
Fig. 1 shows the cinematographic records of the 
process of the large cavitation formations nuclea- 
tion, growth to certain sizes, break-off, carry-over 
and collapse that occurs in the flow passage of the 
local hydraulic resistance of the venturi - nozze type 
at various cavitation parameter values [3,51. 
Fig. 2, e.g., presents the oscillogram of pressure 
self- oscillations in the liquid flow past this resis- 
tance due to cavitation formations collapse. The 

I - amplitude of pressure oscillation; 
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0 I I 

z =0,15 z = 0 , 2  Z = 0.3 
Fig. 1 Cinematographic records of the inception, 

growth to some sizes, break-off, carry-over 
and collapse of large cavitation formations 
that originate in flow passage of local 
hydraulic resistance of venturi-nozzle type 
under constant pressure at the inlet and 
different values of the cavitation parameter T. 

I 

Fig. 2 Oscillogram of pressure in liquid flow past 
local hydraulic resistance of a venturi-nozzle 
type that is due to the collapse of large cavi- 
tation formation, where: p1 - is the pressure 
at the hydraulic resistance inlet; per - is the 
pressure in restricted section of the hydraulic 
resistance, p 2 ;  j i2 -  is the pressure at the 
hydroresistance outlet. 

oscillation frequency is determined both by the 
channel geometry [4] and flow parameters and may 
be assigned in a range of IO0 - 2000 Hz. 
As an example, in Fig.3 the oscillation frequency 
versus the pressure ratio F2 / Fl in the hydraulic ' 11 

\,- .I- . 



Fig. 4 Peak-to-peak amplitude dependenc.3 C 

pressure ratios & / jj1 in the hydraulic sys- 
tem with the venturi-nozzle at various nozzle 
inlet pressures where: 0 - Ir, = 1,0 MPa; 
A -  & =  2,O MPa; 0 - jJl= 3,O MPa; 0 - 
F1 =4,0 MPa; V - Fl =5,0 MPa. 

This formula with due regard for an experimentally 
obtained Strouhal number dependence on the cavi- 
tation parameter provides a satisfactory agreement 
of predicted and experimentally obtained frequency 
dependences in a Venturi-nozzle diffuser angles 
range from 16 to 120". 
The formula for estimating the peak amplitudes of 
high-frequency cavitation self-oscillatins in the 
local hydraulic resistance is obtained in the form : 

J6"cavl 
X la 

lcav 

This formula gives an acceptable agreement b e  
tween predicted and experimentally measured am- 
plitudes of pressure oscillations at the outlet of the 
venturi-nozzle type local hydroresistance in a dif- 
fuser angles range of 16-30'. 
The peak-to-peak amplitude of oscillations at the 
prescribed geometrical values of the venturi-nozzle 
channel is determined on flow parameters but its 
maximum value (if common water is used as a 
working fluid) exceeds the steady-state pressure 
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value at the channel inlet by factor 1,5-5,0. Peak 
pressure values at the local hydraulic resistance exit 
at oscillations of an impact character maintain their 
values downstream at up to several meters distance 
practically without damping. Upstream of a special 
geometry channel the oscillations do not propagate. 
It allows oscillations of certain frequency and am- 
plitude to be superimposed on the liquid flow or to 
transform a steady liquid flow into a pulsating one. 
This has resulted in developing a cavitation genera- 
tor of high-frequency, high-amplitude liquid pres- 
sure oscillations without rotating and moving parts. 
The cavitation generator permitting to transform a 
steady-state liquid flow into a pulsating one has 
been used in developing a device for hydraulic hot 
fire-scale cleaning with pulsating water jets. A 
schematic of the scale cleaning device collector is 
shown in Fig.5. Pulsating jets application has al- 
lowed to decrease metal spoilage caused by fire- 
scale pressing-in by factor 2-5. 

4 '\ 

Fig. 5 Schematic of the collector of the hydraulic 
fue-scale cleaning device using pulsating jets: 
1 - cavitation generator; 2 - collector; 3 - 
nozzles; 4 - filter. 

The "periodically-stalled" cavitation regime has 
been utilized in developing a drilling hydrovibrator 
to superimpose axial vibrational accelerations on 
the rock cutting tool ( diamond crowns, hard-alloy 
rock rollers) in the rotary drilling of 76 mm- 
diameter boreholes in medium-hard and hard rocks 
of IV-XI1 drillability category accompanied by face 
cleaning with flushing fluid. A schematic of the 
drilling tool with the drilling hydrovibrator is pre- 
sented in Fig.6. 

J f 

Fig. 6 Schematic of the drilling tool with drilling 
hydrovibrator: 1 - drill pipe string; 2, 4 - re- 
ducers; 3 - hydrovibrator; 5 - core barrel; 6 - 
diamond crown. 

In this case vibrational accelerations have been 
obtained on the rock cutting tool with the ampli- 
tude not less than 2000 m/s* in a frequency range 
from 300 to 2000 Hz at the expense of flushing fluid 
energy. The hydrovibrator application enables : 



32-4 

- to increase a drilling rate in medium-hard and 
hard rocks by factor 1,5-$0 as compared to a ro- 
tary drilling with diamond and hard-alloy tools; 
- increase more than twice rock cutting tool dura- 
bili ty; 
- increase core output percent in fractured rock; 
- decrease drilling power consumption. 
The absence of moving parts is responsible for the 
hydrovibrator‘s high reliability and ease of opera- 
tion. 
At our Institute a hydrodynamic cavitation plant 
for dispersing the pastes of aqueous dispersion 
paints has been developed , manufactured and sue  
cessfully tested whose schematic representation is 
shown in Fig.7. As compared to existing similar 
purpose devices the stated plant is noted for: - low specific current consumption; 
- simple design; 
- servicing ease; - small mass and overall dimensions; 
- insignificant operating costs; 
- applicability to existing production lines for dis- 
persing suspensions. 

Technical Data: - output, max, kgh - 15000; - specific current consumption, kW/kg - 2x 103; - overall dimensions, m - 3,7x2,6~2,2; 
- mass, kg, max 3000 

Fig. 7 Schematic of the hydrodynamic cavitation 
plant for dispersing the pastes of aqueous - 
dispersion paints: VN1 - VN8 - valves; L - 
trap; P - pump; CC - 6control cabinet; MNl - MN3 - manometers; MS1 - MS3 - membrane 
separator; PD - powder dispenser; F - filter; D - 
damper. 

It should be noted that novel original designs util- 
ized by us in the developed plant are fit for head- 
and mass interchange processes intensification, 
production of finely dispersed emulsions and sus- 
pensions and may be used as well in food-stuff 
production practice, in chemical, wood-pulp and 
paper industries, for preparing drilling fluids, in- 
creasing the convective heat exchange in a shell- 
and-tube heat exchanger, washing the process pipe- 
lines etc. 

A hydrodynamic device for increasing the efftciency 
of water well development and recovering has been 
created. The device is designed on the original prin- 
cipal of liquid pressure pulses action on water- 
bearing horizon. 

Technical Data: - diameter of the mechanically treated well, inch - 4 
and more; - pulse frequency, Hz, within the range - 100 - 
2000. 
Time of well mechanical treatment, h: 
- using an independent pump - 4 -8; 
- using an immersion pump - 200. 
Increase of specific yield, percents - 50 -1 20. 
The device may be employed for wells ,of any depth 
in any hydrogeological conditions with and without 
a filter. We consider this device to be applicable for 
raising the oil and gas pools yield too. 
Thus, our investigations show that cavitation re- 
gimes of liquid flows in local hydroresistances may 
be used for practical purposes to intensify diverse 
technological processes. 
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3. 
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1. SUMMARY 
Some methods of control of fully developed cav- 
ity parameters by varying geometrical characteris- 
tics of a cavitating body are considered. Results of 
experimental investigations of cavitators with vari- 
able frontal drag and constant edge of free stream- 
line separation and also some types of nonsymmet- 
rical cavitators are presented. The possibility and 
a number of features of the fully developed cav- 
ity control independently on the cavitation number 
and cavitation regime (vapor or gas) are shown. 

2. INTRODUCTION 
First of all, the possibility of supercavity control is 
of interest from point of view of the optimal flow 
regime maintenance for unsteady conditions: at 
changes of mainstream velocity or depth, abrupt 
difference of the external pressure value etc. For 
ventilated supercavities, a t  relatively moderate mo- 
tion velocities the main cavity characteristics (the 
cavitation number, cross dimensions and length of 
a cavity) depend on the rate of gas, which is being 
blown to a cavity. Therefore, for such cavities the 
supply iate regulation may be considered as one of 
possible methods of the cavity control. The physi- 
cal side of the processes in ventilated supercavities 
and quantitative dependences for basis parameters 
of such flows have beer? studied enough in detail [l, 
2, 31 for conditions of steady flow regimes. 

At the same time, performed experiments have 
shown that the supply value regulation as a method 
of the cavity control has very low speed even in 
the simplest case of a cavity past a disk cavita- 
tor [4]. Some characteristic results of these exper- 
iments are presented in Fig. 1. The typical graph 
of the cavity length increase after the supply begin- 
ning (Fig. 1,a) and the dependence of the maximal 
speed of the cavity length increase Vc,,,,, = 
and the relative value of the cavity formation pe- 
riod 2, = on a value of the supply rate coefficient 

Q9 = (Fig. 1,b) are shown. Here, we desig- OD, 
nated: Vo is the mainstream velocity; D, is t,lie 
cavitator diameter; L, is the cavity length; t is the 

t. - 

time; V, = % is the speed of the cavity length in- 
crease; Q9 is the blown gas rate; t j  is the complete 
tinie of the cavity formation; 2 ,  = is the time 
for passing by cavitator the distance L,. It is seen 
from graphs that maximal values of speed of the 
cavity length increase is lower than the velocity of 
the cavitator motion in stream greater than by an 
.order. Moreover, in the case of presence of a body 
moving in a cavity past a cavitator the cavity for- 
mation process becomes considerably complicated. 
The cavity control by the gas blowing is impossible 
at motion velocity increase and approximation to 
the vapor cavitation regime. 

We have applied another approach to the problem 
on control of the supercavity parameters. The basis 
supercavity dimensions - the mid-section diameter 
D, and length L, - are determined with enough 
accuracy by asymptotic relations [I, 51 

where D = is the cavitation number; PO 
H p ,  are the pressures, respectively, in the free 
stream and in the cavity; p is the fluid density; 
C,O = *, c, = s,p:t,2 is the cavitator drag CO- 

efficient; X is the frontal cavitator drag; Sn is the 
area bounded by line of free streamline separation 
on a cavitator. .4n analysis of these relations shows 
a possibility in principle of control of the cross di- 
mension and length of a cavity by means of the 
control parameter c , ~  at saving the constant cavi- 
tator diameter Dn [6]. 

The scheme of realization of such method of the 
cavity control is given in Fig. 2 in the most gen- 
eral view. The cavitator represents a solid body 1 
with fixed edge 2 of the free streamline separation 
and variable geometry of the streamlined surface 
located in front of this edge. The variation of the 
cavitator drag coefficient and, hence, values of the 
frontal hydrodynamic drag, cavity length and di- 
ameter are attained by means of changing, for ex- 
ample, the height h of its streamlined profile’at sav- 
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ing the constant cavitator diameter D,. Using the 
one-valued behaviour of dependences X ( h ) ;  L,(h) 
and D,(h) at  the constant cavitation number, we 
have a possibility to vary the cavity characteristics 
by varying one parameter. The supercavity control 
possibility due to these cavitators was experimen- 
tally investigated in the hydrodynamic laboratory 
of the IHM. 

3. HARDWARE AND METHODS TO 
CARRY OUT THE EXPERIMENTS 
The experiments were carried out using the cavi- 
tators of enough rigid structure ensuring the one- 
valued check of the streamlined surface geometry. 
The scheme variants of the cavitators with variable 
drag are shown in Fig. 3. The applied cavitators 
have combined design including the outer body 1 
with sharp frontal edge having the diameter D, 
and the central element 2 with the same diameter 
located in tne outer body. Variation of the stream- 
lined surface geometry and, as a result, the cavita- 
tor drag at its constant diameter was realized by 
changing relative positions of the body 1 and the 
central element 2. Bodies of revolutions of various 
types can serve as a central element for considered 
cavitators. This has certain applied significance. 
For example, the type of cavitators shown in Fig. 
3,a with central element close to a paraboloid of 
revolution assumes using the frontal surface to lo- 
cate devices, which are not functionally connected 
with cavitator, so as the axial water inlet, sensors 
etc. 

The experiments with pointed cavitators were car- 
ried out in the small hydrodynamic tunnel having 
glass working section with dimension 0.34 x 0.34 
x 2.0 m at  constant mainstream ve1ocit.y VO = 8.9 
m/s. The testea cavitators were fixed along the 
stream axis, the supercavity was created by air- 
supply to the zone past the cavitator. The scheme 
of experiment in the working part of the hydro- 
dynamic tunnel is presented in Fig. 4. The pho- 
tographs of the nose of cavities past the cavitators 
of pointed types are shown in Fig. 5. 

The cavitator having variable drag and a cone- 
shaped central element shown in sketch (Fig. 3, b) 
has been chosen for systematic experimental inves- 
tigations. Results of these researches are submitted 
below. In this case the choose of the central body 
shape is due to that the hydrodynamic characteris- 
tics of cones was enough well studied at cavitation 
flow around them [l, 2, 71. Since, the drag coeffi- 
cient of this cavitator definitively depends on the 
value x of displacement of the central element 2 
relatively to frontal sharp edge of the body 1 ,  then 
the pointed linear parameter z' will be named as a 
working st,roke of the cavitator with variable drag. 
The photographs of the cavitator applied in the ex- 

periments with diameter D, = 20 mm are shown in 
Fig. 6 at two extreme positions of the conic central 
element relatively to the body. 

The quantitative characteristics of the cavitators 
were measured for four values of a cone angle of the 
central element : 2p = 60"; 90"; 120"; 180" (disk). 
-4ccording to a dependence C,,(2/3) adduced in 
Fig. 7 the range of the drag coefficient variation 
for the pointed cones is C,, = 0.34+0.82 at the 
zero cavitation number [2]. During experiments the 
cavity parameters L, and D, and the frontal drag 
value X of the cavitator as a function of the value x 
of its working stroke were being measured by means 
of photoregisration and tensometcr for the pointed 
values of cone angles. To ensure a comparison of re- 
sults these measurements were executed for steady 
cavities at constant values of the ca.vitation num- 
ber. 

Moreover, the experiments on study of nonstation- 
ary supercavities were carried out. Their purpose 
was to determine the speed of the cavity control 
by means of the considered cavitators. The ex- 
periments with cavities past flat cavitators having 
shape differing from circular one were performed 
too. 

4. RESULTS OF EXPERIMENTS 
Variation of the cavitator drag coefficient C, de- 
pending on a cone angle of the central element and 
the working stroke value x is shown in Fig. 8 by ex- 
perimental graphs Cz/C=d(Z/Dn) U C,/Czd(x/h). 
They characterize a possibility of the frontal drag 
control by means of the given cavitators (here, Czd 
is the drag coefficient for disk). Graphs show that 
both the range of the drag coeficient regulation 
and the cavitator working stroke value increase at 
decrease of a cone angle of the central element (Fig. 
8,a). The lower limit of this range corresponds 
to x / D n  = 0 and is defined by value C, for ap- 
propriate cone. The upper limit of regulation of 
C, does not depend on the central element shape 
and is reached when the working stroke value x is 
close to the profile height h of the central element, 
that is x/h 2 0.9 for all cones (see Fig. 8,  b). In 
this case the limit value for ratio (&) N 1.17 
is reached. From here, we obtain the :Kit value 
of the drag coefficient Cz, N- 0.96 for cavitators 
of considered type with account that for disk at 
20 = 180" C,, N- 0.82. Thus, for cone angle of the 
central element, for example, 2p = 60", we obtain 
almost triple change of the cavitator drag coeffi- 
cient in limits of the working stroke value. 

The stated above is confirmed by experimental 
graphs of dependence .of the supercavity length 
and diameter on the relative value of the cavitator 
working stroke f at the constant cavitation num- 



33-3 

ber (Fig. 9,a,b). We can see aiso froin thesc graphs 
that the effcctive range of the cavitator working 
stroke is 

The control of steady supercavity dimensions due 
to  varying the cavitator drag is illustrated by pho- 
tographs submitted in Fig. 10. In this case we 
compare the cavities obtained at  equal cavitatior! 
numbers and two limit values of the cavitator work- 
ing stroke corresponding to minimal ( r / h  = 0) and 
maximal (; = 8.91) values of the drag coefficient 
Cz . 

= 0 + 0.9. 

As it was pointed, the stated results refer to steady 
regimes of the supercavitating flow. The question 
about the supercavity evolution speed at influence 
of the control parameter C, and alsc about the 
cavity deformation behaviour a t  unsteady regimes 
due to abrupt changes of the cavitating body drag 
are of interest too. I t  is enough obvious from gen- 
eral physical concepts that the cavity shape change 
should be realized with mainstream velocity in this 
case. This assumption was checked in the special 
experiments, where we have realized two enough 
quick regimes of the frontal drag change: from 
maximal value to minimal one and on the contrary, 
from minimal value to  maximal one. 

This is attained by means of free motion of one 
of the cavitator elements - the outer body or the 
central element - about the rigidly fixed second 
element in the longitudinal direclion. In the initial 
position the mobile element was fixed in forward (in 
opposite to the mainstream) position. After that 
the mobile element of the cavitator was displaced to 
the extreme back position due to the velocity head 
effect, and the snapshot of the cavity shape with 
exposure time about & s was being realised after 
given time interval t sn .  The maximal initial value 
of the frontal drag was being ensured at  use of the 
outer cavitator body as a mobile body. The mini- 
mal initial drag of the cavitator was  being ensured 
a t  mobile central element. The drag jump value 
was defined by cone angle of the central element. 

The scheme of the experiment is presented in Fig. 
11. The behaviour of changing C, and L ,  for time 
at abrupt drag reduction (Fig. 11, a) and also the 
scheme of the longitudinal cavity deformation reg- 
istration AL, for time t , ,  (Fig. 11, b) are shown 
there. The initial steady cavity is plotted by dot- 
ted line. Measurement of the photographs confirms 
that the cavity change as a result of the cavitating 
body drag change happens with the mainstream 
velocity, i. e. t = Vo. 

The supercavity transformation behaviour for time 
is illustrated by photographs i n  Figs. 12, 13 and 
14 at processes described above. Three qualita- 
tively various types of the unsteady supercavity 

AL 
.n 

deformations are presented there. The presented 
photograph selections are not cinegrams (sequen- 
tial frames), but are only registration of typical 
phases of the considered processes. 

The sequenlial stages of the unsteady cavity de- 
formation due to quick reduction of the cavita- 
tor drag are presented in Fig. 12 at a moderate 
value of the drag difference GC,. In this case the 
well expressed boundary between the initial cavity 
and new formed cavity contours is observed. This 
boundary in the form of a ring wave moves with 
mainstream velocity along the cavity without its 
discontinuity. 

The stages of analogms process realized for more 
abrupt form are shown in Fig. 13. This is attained 
by means of both the increase of the value AC, 
difference and ‘the higher speed of this process. In 
this c a e  we obtain the unsteady regime, when the 
cavity transformation is accompanied by disconti- 
nuity between the new formed and initial parts of 
the cavity. 

In contrast to the stated’above the unsteady cav- 
i ty  transformation process stipulated by abrupt in- 
crease of the cavitator drag is going on in relatively 
smoothed form without sharply expressed bound- 
ary between the initial and new formed parts of the 
cavity (Fig. 14). 

We should note also that at all the considered un- 
steady regimes the supercavity ( or its parts as in 
Fig. 13) saves a smooth surface due to preservation 
of the constant edge of free streamline separation 
at  the cavitator drag change. 

The analysis of obtained results shows a possibility 
of simulation of the unsteady cavitation processes 
by means of the control of the cavitating body drag. 
In this way, for example, in the conditions of in- 
verted motion the simulation of the unsteady cavi- 
tation fiow processes stipulated by variation of the 
velocity and depth of the cavitating body motion 
is possible at  constant mainstream velocity. Then, 
the unsteady regimes stipulated by the cavitator 
drag C,(t) reduction correspond to the motion ve- 
locity VO reduction in noninverted motion and, on 
the contrary, the motion with increasing velocity is 
simulated by increase of the drag C,(t). According 
to this we note that a qualitative analogy of the 
unsteady cavity shapes presented in Fig. 12, 13, 14 
and cavities registered at water dive of bodies with 
abrupt change of the velocity along the trajectory 
is observed [8]. The cavity smooth surface preser- 
vation for all the control regimes is also an essential 
property for practical appiications. This is stipu- 
lated by constancy of the free streamline separation 
line of the cavitating body. 

The question about possibility of control of t.he 
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shape of cavity cross sections by changing the shape 
of the cavitating edge in the plane, which is per- 
pendicular to the flow axis, is of certain interest 
from point of view of the general problem on con- 
trol of the supercavity parameters. We have car- 
ried out experiments on study of geometry of the 
st.eady cavities past flat cavitators having the cav- 
itating edge shapes differing critically from circu- 
lar one: rectangles with different side ratio, rhom- 
buses, disks with local protrusions and hollows etc. 
The experiments were carried out at small hydro- 
dynamic tunnel of the IHM at the mainstream ve- 
locity VO = 8.9 m/s. Cavities have been pho- 
tographed in two planes. The evolution of cross 
section shape along the cavity length has been stud- 
ied by using results of measurement of the cavity 
contour projections. Some characteristic results of 
these experiments are submitted in Figs. 15 and 
16. 

Photographs of two projections of cavities past 
cavitator having shape of an elongated rectangle 
with side ratio 1 : 6 are presented in Fig. 15 
at U = 0.0364,Frd = 24.2 and various cavita- 
tor orientations in the stream: with vertical (a) 
and horizontal (b) position of the long side. Here, 

d, is the diameter of a disk equivalent Frd = 
in area. I t  is well seen from photographs that the 
intensive cavity expansion happens directly past 
the cavitator in the plane, which is parallel to its 
short side. At the same time the cavity cross di- 
mensions are changed considerably weaker in the 
plane, which is parrale! to  the long side. Graphs of 
changing the section aspect ratio X = 2 of these 
cavities along the length are giver? in Fig. 16. Here, 
D; and Dz are the cavity cross dimensions in the 
planes, which are parallel to  long and short sides 
of the cavitator, respectively. Graphs in Fig. 16,a 
show that the cavity section shape intensively tends 
to circular one just past the cavitator and trans- 
forms into circular in the part of cavity in front of 
its mid-section. Behind the mid-section the cavity 
sections transform in different way in dependence 
on the cavitator orientation. This is a result of the 
gravity influence. The graph of dependence X(F) 
at F r  = 00 obtained by means of processing the 
same experimental data  by approximate methods 
[9] is presented in Fig. 16,b. The obtained graph 
illustrates the process of the cavity section reorien- 
tation about the cavitating body position without 
distortions caused by gravity influence. 

fi’ 

The experiments permit a!so to detect some fea- 
tures of the cavity section formation due to specific 
configuration of local parts of the cavitating edge 
of a nozzle (protrusions, hollows etc.). As in the 
above considered case the cavity repeats the nozzle 
shape only on the very small distance from it. The 
cavity section deformation along the length is not 

reduced to the smoothing the initial perturbations 
and has a more complex behaviour. Local features 
of the cavilator contour, as sharp angles or hollows, 
cause to formations with opposite sign on the cav- 
ity surface, i.e., a longitudinal hollow arises past 
a sharp protrusion of the cavitator on the small 
distance from it ,  and a hollow presence on the cav- 
itator creates longitudinal protruding crest on the 
cavity surface. These formations are stable along 
the length and give the complex shape, which con- 
sists of parts with alternating curvature, to the cav- 
ity sections. 

5.  CONCLUSIONS 
The possibility of control of the supercavity param- 
eters by varying the drag coefficient of the cavitat- 
ing body at  preservation of the constant cavitating 
edge has been experimentally shown. The obtained 
results have shown the real possibility to realize 
control for wide range of variation of the cavitator 
drag coefficients and the cavity length and cross di- 
mension dependent on it. The considered approach 
has the advantage permiting the cavity control to 
rea!ize indepeddently on the cavitation number or 
regimes (vapor or gas). It is shown that the vari- 
ation of the cavity shape and dimensions happens 
with mainstream velocity. This is maximal possible 
velocity for the cavity control. I t  is essential also 
that the cavity control method by means of cavi- 
tators having the variable drag may be applied to 
simulate the unsteady cavitation processes in the 
inverted motion conditions at  the constant main- 
stream velocity. The cavity free surface remains 
always smooth due to  saving the constant separa- 
tion line of free streamlines of the cavitating body 
at all the control regimes. 
The experiments have shown the limit of possibili- 
ties to influence on a shape of the cavity cross sec- 
tions by changing the cavitating body edge shape 
in view of a complexity of processes of the cavity 
sectior! transformation past noncircular cavitators. 
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a b 

Fig. 1. Graph of the cavity length increase 
after the supply beginning (a) and 

dependence of the length increase speed 

the gas supply value. 

Fig. 2. Scheme of control of the 
cavity parameters by changing the 

cavitator drag. - 
VCmur and the cavity formation period on 

a b 

Fig.3. Schemes of ca-vitators with variable drag. 

Fig. 4.  Scheme of the experiment in the working section of the hydrodynamic tunnel. 
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Fig. 5 .  Photographs of the nose of cavities past cavitators with variable drag. 

Fig. 6 .  Photographs of the 
cavitatoi with variable drag at two 

extreme positions of the central 
element relatively to the body. 

Fig. 7. Dependence of Lhe drag coefficient 
of cones on the cone angle at the zero 

cavitation number [2]. 

Fig. 8. Dependenence of the cavitator drag coefficient on the working stroke value. 
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a b 

Fig. 9. Dependence of the cavity length and diarreter on the cavitator working stroke 
at cqnstant cavitation number. 

Fig. 10. Photographs of the cavities past the cavitator with variable drag at  constant 
cavitation number and various value of the cavitator working stroke. 

a 
b 

Fig. 11. Scheme of determination of the speed of changing the cavity shape. 
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Fig. 15. Photographs of cavities past the rectangular cavitator with side ratio 1 : 6 at 
r~ = 0,0364, Frd = 24,2 and various orientation of cavitator in the stream. 
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Fig. 16. Changing the section aspect ratio along the length of cavity past a 
rectangular cavitator with side ratio 1 : 6. 
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HIGH SPEED BODY MOTION AND SOUND GENERATION 
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SUMMARY 

The accurate prediction of the sound field gener- 
ated by moving in water bodies is important to con- 
trol sources and reduce noise. Measurement and pro- 
cessing of hydrodynamic noise can give important in- 
formation about structure of flow around body. One 
important feature of high speed flows around bodies 
is the presence of cavitation. An accurate simulation 
of the flow field past cavitation body is the first req- 
uisite in the computation of the radiated noise. The 
available models of flows that describe the cavitation 
flows do not give adequate picture of the flow in all 
domain. So the data on noise in cavitation flows are 
based on experimental measurement. Some such ex- 
periments are discussed in the article. The estima- 
tion of acoustic efficiency of different kinds of flows 
is presented. Analysis of experimental data provides 
estimation of Struchal numbers in flows with different 
cavitation number. 

I. INTRODUCTION 

The sound field is one of a number of disturbances 
arising from a moving in fluid body. This specific 
disturbance can be detected at a great distance. Al- 
though only very small part of kinetic energy of the 
moving body transforms to sound the study of char- 
acteristics of the sound is practically important. The 
problem of sound radiation by moving body in a fluid 
has received attention for a long time [l]. The gen- 
eral case of motion in ideal compressible fluid of both 
rigid and compliant bodies has a simple integral de- 
9cription by the Kirchhoff’s formula [2]. But some 
important features of the fluid-body interaction can 
not be considered in the scope of ideal fluid models. 

We consider the problem of sound radiation by a 
body moving at a high speed. Taking into account 
the acoustical aspect of the problem it is not possible 
to determine uniquely specific feature of high speed 
body motion. The structure of the flow past body 
is strictly dependent on form of the body. The main 
interest in the article is concentraded on sharp-edged 
bluff bodies. For such kind of bodies one can say that 
high velocity motion in water is certain to create the 
cavity in the wake of the bodies. It is a flow with free 
boundaries ‘[3]. 

Cavitating flow has been studied quit extensively 
in the past in the Institute of Hydromechanics of the 
National Academy of Sciences of Ukraine [3,4]. Now 
the interest to the problem has quickened in con- 
nection with possibility to achieve the body veloc- 
ity close sound speed in water in so-called supercav- 
itation regime (51. Hydrodynamic characteristics of 
body moving in cavitation regime are estimated, as 
a rule, in scope of the model of ideal incompress- 
ible fluid. Taking into account the compessibility of 
fluid results only in insignificant effect on geometrical 
and force characteristics of flow up to Max nilmber 
of M = 0.7[5]. 

It is essential to notice that all approaches to 
model description of cavitation flows are founded on 
a very crude model of flow in closure region of cavity. 
The structure of the flow in this small domain can 
be unimportant with respect to integral force charac- 
teristics but be very important with respect to sound 
generation process. Up to now no clear-cut physical 
model of the flow in this domain exists. This does not 
allow to develop a mathematical model to calculate 
characteristics of sound and efficiency of radiation. 
Because of this a knowledge about sound radiation in 
cavitation flow is based on qualitative description of 
the flow in closure region and on experimental data. 

11. SOUND GENERATION BY RIGID BODY 

Preparatory to consider some data for sound gen- 
eration in cavitation flows we will first discuss the 
views of the process in flow without cavitation. The 
prediction of flow-induced noise is based on the 
Lighthill’s acoustic analogy [6] and extension of that 
on rigid body motion case by Curle [7]. A general 
analysis of this problem, starting from first princi- 
ples, is hardly possible, and in this phase of the study 
we must rely on experimental daLa relating the inter- 
action forces to  parameters describing the flow field 
and the body. The first data of the direct numerical 
estimation of noise using acoustic analogy [8] are also 
very important. 

The structure of the flows past rigid bodies is 
mostly determined by the Reynolds number R = y, 
where D, V, and v denote the freestream velocity, 

Paper presented at an AGARD FDP Workshop on “High Speed Body Motion in Water”, 
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characteristic dimension of the body, and kinematic 
viscosity of the fluid. 

For sufficiently small Reynolds numbers, as in 
many problems of sound radiation in hydroacoiistics, 
the sound radiation is the most important mecha- 
nism of vibration damping. The viscous drag is small 
and proportional to relative velocity. As the relative 
speed increases the other mechanisms of dissipation 
become important. 

For Reynolds numbers within the boundaries 

fluid motion in the wake can be seen. For example, 
in the wake behind a cylinder a set of vortices is shad 
off the cylinder surface forming the Karman vortex 
street. The formation of vortex set produces a peri- 
odic oscillatory transverce momentum component of 
the fluid motion in the vicinity of the cylinder. As a 
result a sound field is produced equivalent to that of 
an oscillatory volume force acting on the fluid. 

The radiated sound spectrum has a peak at fre- 
quency f given by 

I (300 < R < lo4) strong periodic components of the 

StV f=- D 
where D is diameter of cylinder and St is Strouchal 
number. Experimentally, the Strouchal number is a p  
proximately constant (St 2: 0.2) over the mentioned 
range of Reynolds numbers. 

The magnitude of the transverce force per unit 
length of the cylinder can be estimated by 

where P is an empirical coefficient and p is density of 
the fluid. As a mean value of this coefficient one can 
use p 1.  The characteristic wavelength of radiated 
sound for frequency in (1) is 

C x z 5D- V (3) 

where c is sound velocity in the fluid. It may be con- 
cluded that even for M R 1 the diameter is small with 
regard to wavelength. The correlation length of the 
vortices A is typically three or four times the diame- 
ter and can be considered as a value small relative to 
wavelength. Thus for M < 1 the sound radiated by 
length A of the cylinder is the same as that produced 
by point force 

(4) 
Ft = P ~ D A e x p - ' ' ~ j '  PV2 

The corresponding sound field is the sound field 
of a moving dipole and is given in [lo]. For relatively 
small Mach number emitted power is 

( 5 )  
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Figure 1: 

It is natural to compare this acoustic power with the 
total flow-energy loss from drag force on the cylinder. 
Taking into account some empirical relation one can 
get 

(6) 
PV3 w d  N 1.3-DA 

2 
The coefficient of acoustic efficiency of the system 9 
can be determined as 

Wa A 
9 = - 2: 0 . 0 1 ~ ~ -  D 

w d  
(7) 

It may be concluded that the source under consider- 
ation is not efficient. 

The sound field that we have just discussed cor- 
responds only to the fluid motion near the cylinder 
boundary. Some acoustic radiation will be a result 
of interaction of coherent structures in wake of the 
cylinder. The estimation of efficiency of such type of 
sources can be obtained from numerical data for a 
set of vortices. The Coefficient of acoustic efficiency 
can be given in the form qod = a M 5 .  The value of 
the coefficient a as the function of ratio of vorticity 
is shown in Fig. 1. The solid line corresponds to set 
of two point vortexes. Taking into account finite di- 
mension of vortex kernel can produce some increase of 
radiated sound (dashed line). The flow in the wake of 
the cylinder has a more complicated structure. But 
some times interaction of a set of sources does not 
produce more intensive sound. One can see that in- 
teraction of coherent structures does not produce in- 
tensive sound. In the case under consideration the 
dipole sources are more important. Such conclusion 
is in good agreement with the results of direct numer- 
ical implementation of the Lighthill's analogy equa- 
tion [11]. 

Both presented estimations contain Mach number 
as more important characteristic of the flows. That 
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estimations are correct only under the condition that 
Mach number is small. It is not essential restriction 
for many practical problems because the discussed 
results are applicable up to M 2: 0.3. When M 
increases the structure of the flow can change suffi- 
ciently . Cavitating flow around body can define spe- 
cific structure of wake and formation of new sources 
of sound. 

111. SCHEMES OF CAVITATION FLOWS 

We have just considered the estimation of sound 
radiation by separate flow past cylinder. For many 
other bodies the picture of the flow will be the same 
in a qualitative sence. When velocity of the flow 
increases its structure can differ substantially from 
those considered earlier. In the flow past bodies the 
cavitation nucleus can originate.The cavitation num- 
ber ' 

is an important parameter to characterize the flow. 
In general several stages of cavitation flows are 

distinguished. After the bubble and cavitation vor- 
tex form, the stationary cavity related with body is 
generated as the cavity number decreases. The b u b  
ble cavitation has been, for several decades, a subject 
of considerable interest of both hydrodynamics and 
acoustics. Even though the study of dynamics of a 
single bubble isolated in a liquid is a difficult prob 
lem [14]. Maiiy iniportant quantitative characteris- 
tics of cavitation motion, including acoustical ones, 
have been found experimentally. Here we will dis- 
cuss only some acoustical data for moving body with 
stable cavity. 

Many hydrodynamic aspects of flows with stable 
cavity can be understood and described quantita- 
tively in scope of the model of ideal incompressible 
fluid. To study the acoustical phenomena in hydrody- 
namic flow it is necessary to know the source function 
in wave equation [9]. Existing models of cavitation 
flows do not give an appropriate basis for develop 
ment of corresponding acoustical model. There are 
three schemes of closure of the cavitating motion [ll]. 
The schemes are shown in Fig. 2. One can see there 
three different approaches to solution of the prob 
lem of cavity closure. The structure of flows accord- 
ing to these schemes in closure region is completely 
different. The hydrodynamic problem is solved in 
the' scope of the hypothesis that disturbances near 
the ends of the cavities do not affect the flow struc- 
ture near leading edges. The assumption is natural 
in scope of the ideal incompressible fluid model but 
it does not give a foundation to develop a sound field 
estimation algorithm . 

The influence of compressibility on characteristics 
of cavitating motion is very small as far as M 2 1 

E 

E' 

E' 

Figure 2 :  

[5].  At the same time the compressibility effects are 
the determining factor with respect to acoustical as- 
pects of the cavitation motion. The fact that the 
compressibility properties have slight influence on hy- 
drodynamic characteristics of cavitating motion gives 
a ground for important qualitative conclusion. One 
can say that cavitation motion also forms very weak 
mechanism for transformation of energy of the flow 
into energy of sound waves. And yet if the notice- 
able discrepancies in 3 4 %  between compressible and 
incompressible solutions (51 were related with sound 
production the source would be much more effective 
than the cylinder in separated flow. 

IV. ANALYSIS OF EXPERIMENTAL DATA 

At the very beginning of the development of cav- 
ity in flow past body one can, not see a great change 
in acoustical properties of the flow. The support for 
such conclusion gives the analysis of the experimental 
data [15]. The authors present the experimental re- 
sult for the cavitation number U in the range from 5 
to 15. The cross flow past equilateral triangle prisms 
was studied. Measurement of pressure pulsation in 
wake gives the funaions St = f(a). The functions 
for different positions of prism with respect to filling 
flow direction are presented in Fig. 3. One can see 
that Strouchal number is pradically identical to that 
for cylinder in section I. It is reasonable to suppose 
that action of the bodies on the flow will be simi- 
lar to concentrated oscillating force. The typical (151 
power spectrum of pressure fluctuation for U = 8.58 
is-shown in Fig. 4. The dominant frequency of the 
radiation is close to 50Hr, X I 30m so the source re- 
gion can be considered as compact. The authors [15] 
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noticed that at  very low cavitation number th spec- 
tra do not indicate a clear dominant frequency. In 
light of concrete experimental data the question calls 
for further investigation. From the data (15) it is clear 
that region with U < 5 is interesting for discussion. 

The early observations of the cavitation phenom- 
ena have been performed for many decades ago. A re- 
view of the first facts was  given by Epshtain L.A. [12]. 
He also performed first experimental observations of 
acoustical phenomena in cavitation flows in region of 
relatively small cavitation numbers. The first things 
to note in the cases of ship screw cavitation are that 
strong vibrations are arising. One can say that some 
effective mechanisms of transformation of flow energy 
into sound and vibration energy are created. 

The experimental investigation [12] of sound ra- 
diation by cavitation was carried out in cavitation 
water tunnel. The circular cylinder of diameter D = 
lOmm formed the basic test body. The character- 
istics of sound were measured in air at  the distance 
of 0.2m from the test section. The initial data and 
some results of measurements are presented in Table 
1. The table contains data for several important pa- 
rameters of the experiments. One can see there data 
for velocity and pressure of the approaching flow. It is 
interesting to consider the acoustical characteristics. 
The Strouchal number is calculated with respect to 
diameter of cylinder. 

First of all one can notice the irregular dependence 
of main frequency of sound on cavitation number. So 
high level of radiated sound without any doubt shows 
that cavitation creates new type of sound source. The 
character of the radiation shows existence of some res- 
onance phenomena. So sharp dependence of eigenfre- 
quency of the fundamental mode on' cavitation num- 
ber does not have any explanation. Importance of 
resonance effects in the sound radiation by the single 
vortex was noted in [13]. Here the resonance frequen- 
cies of the cavity were identified in the experimental 
noise spectra. The author notes very strong depen- 
dence of the main radiating frequency on cavitation 
number. He explains the dependence as a result of 
effective excitation of different modes. One can say 
that a source of monopole type was created in flow 
and that produced sound was a result of forced os- 
cillation of the cavity. The type of radiating mode 
can be strongly dependent on disturbances in coming 
flow. 

The important characteristic of periodical struc- 
ture of the flows is the Strouchal number. For the 
supercavitation motions the number strongly depen- 
dends on cavitation number. The corresponding ex- 
perimental data are presented in Fig. 5.  Here the 
triangles show the experimental measurements. The 
last can be rather accurately approximated by the 
linear function St = 120a. 

The mechanism of initiation of the forced oscilla- 
tion may be connected with dynamical behavior of 
the cavities in flow. Despite lack of adequate models 
of the flow in closure region the experimental observa- 
tion clearly shows an existence of a periodical process 
in change of cavity volume. Figures 6 and 7 display 
the character of flow in closure region of cavities for 
two different types of motion. The periodic character 
of the wake structure is obvious. 

The presented pictures show that new important 
source of sound is in the wakes of cavitating motion. 
It is the-sequence of bubbles. The single bubble is a 
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very effective source of sound. The collapse of single 
bubbles produces strong sound [13] with efficiency 
coefficient 9 w 0.3. But experimental data for bubble 
cavitation show that the value of this coefficient is 
only 9 w 3.1OV3. Thus the difference is 20dB. The 
physical reason is that interaction in bubble ensemble 
is a governing factor. 

The bubble cavitation is also characterized by spe- 
cific spectra of the radiated sound [13]. The spectra 
does not contain any strong separated frequencies. So 
there is no basis to consider the experimental data in 
table 1 as a result of bubble cavitation. The existence 
of some strong periodic regimes in cavity oscillation 
is predicted in scope of theory of auto-oscillation [16]. 
The author considered different kinds of cavities. It is 
interesting that existing strong periodic regimes are 
typical for natural vapor cavity. 

To this point the cavity near moving body has 
been considered as a source of sound. It is interesting 
to consider the cavity near body as the element of a 
mechanism to control sound radiation. In Fig. 8 
a test equipment is presented. At the top of part 
1 a hydrophone is situated. In region 4 there is a 
sound radiator. The signals from hydrophone were 
considered for two cases. First the equipment was 
put in flow without cavity. The flow velocity was 
small to produce natural cavity. In the latter case the 
artificial cavity 2 was created near the head part of 
equipment. In both cases the same value of electric 
voltage was used as an exciting force of the sound 
radiator in region 4. 

The results of sound measurement are given in 
Fig. 8. The line crossing square points corresponds 
to the first case. The crosses identified the line corre- 
sponding to the second one. It is naturally that the 
presence of cavity sufficiently change the conditions 
of work for hydrofone. The nearby sources of sound 
are working similar to acoustically soft surface. One 
can see that cavity plays a role of such surface in very 
wide frequency band. This result may be interesting 
with respect to mentioned difference in the radiation 
efficiency of single bubble and ensemble of bubbles. 
In Fig. 8 we can see the same difference in 20 dB 
between’sound levels of source. 

CONCLUSION 

The problem of estimation of acoustical properties 
of cavitating flow is very complicated. The lack of any 
complete schemes of flow past stable cavity does not 
give a way for analytical and numerical description of 
the acoustical problem. Experimental data give the 
basis to consider the stable cavity as a monopole type 
source of sound. Such sources are more effective than 
sources in flows without cavity. The cavity near body 
can be used to control characteristics of hydrophons 
placed at cavitation body. 
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0,325 
0,72 
1,16 
0.136 
0,035 

Table 1: Experimental measurement of sound produced by cavitation flow 
past rigid cylinder 
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Figure 6: Structure of cavitation flow after air-water boundary penetration 



Figure 7: Structure of supercavitation flaw in closure region M = 0.5 
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Figure 8: Control of sound radiation by a cavity near a hydrophone 





35-1 

ABSTRACT 

SUPERCAVITATING PROJECTILE EXPERIMENTS AT SUPERSONIC SPEEDS 

Ivan, N. KIRSCHNER 
Naval Undersea Warfare Center Division 

Launcher and Missile Systems Department 
Newport, Rhode Island 02841 U.S.A. 

Selected results of research and development in the topic area of supercavitating high-speed 
bodies were presented. A United States underwater speed record was set on 17 July 1997 
with successful launch of a supercavitating projectile from a fully-submerged gun. The 
projectile followed a stable trajectory along most of a 17-m test range before impacting the 
safety containment. The gun launcher employed a conventional powder propellant, but was 
fitted with a special waterproof breech and a special sealing system. The bow shocks of other 
projectiles launched at supersonic speeds are clearly visible in high-speed film images 
captured during the test series(see Figure 1. Figure 2 presents a composite image of a 
projectile traveling at approximately 1220 mls). 

This effort was sponsored by the Office of Naval Research, the Defense Advanced Research 
Projects Agency, and the Naval Undersea Warfare Center (NUWC) Division Newport under 
a program that has evolved since the 1980s. Under this program, the theory of high-Mach- 
number underwater flows has been investigated since 1994. Ongoing research involves the 
interaction between shockwaves and the cavity, along with firs-principles modeling of 
projectile dynamics and stability. 

The NUWC Division Newport Supercavitating High-speed Bodies Test Range has been 
designed for safely testing projectiles traveling at over 1 km/s. The launch depth is 
approximately 4m. The main challenges for such experimentation are launcher alignment and 
triggering of various instrumentation. 

The research and development team led by NUWC Division Newport included the 
participation of General Dynamics Armament Systems (the designer and fabricator of the 
underwater launcher), the Army Research Laboratory, Cornel1 University, Tracor Systems 
Engineering, and other organizations. 

Future development might include tests at faster speeds over longer ranges. A more 
comprehensive physics modeling capability is also being developed. 

Paper presenfed at an AGARD FDP Workrhop on "High Speed Body Motion in Water", 
held in Kiev, Ukraine, 1-3 September 1997, and published in R-827. 



. 

Figure 1 
Back-Lit image of a projectile launched 

at supersonic speeds underwater 
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