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SO YOU WANT TO DO A STABILITY EXPERIMENT?
Stability and transition experimentation is no trivial task and should be untaken by only the most serious researcher. The basic idea of an instability is that small disturbances in the flow can have large effects on the basic state, leading in some instances, to additional instabilities. Small changes in an experimental set-up and measurement can introduce unanticipated disturbances that can complicate the flow or skew the interpretation of the results. When transition to turbulence proceeds through loss of stability, the process critically depends on these small effects. Thus, unlike many situations in turbulent boundary layers, measurements of stability characteristics require a special sensitivity to environmental conditions. The subsequent sections aim to highlight some of the particular details required to successfully complete a stability experiment and to advise against common mistakes throughout the process. 

1.1
The Process of Transition for Boundary Layers in External Flows
In fluids, turbulent motion is usually observed rather than laminar motion because the Reynolds-number range of laminar motion is generally limited. The transition from laminar to turbulent flow occurs because of an incipient instability of the basic flow field. This instability intimately depends on subtle, and sometimes obscure, details of the flow. The process of transition for boundary layers in external flows can be qualitatively described using the following (albeit, oversimplified) scenario.

Disturbances in the freestream, such as sound or vorticity, enter the boundary layer as steady and/or unsteady fluctuations of the basic state. This part of the process is called receptivity [19] and although it is still not completely understood, it provides the vital initial conditions of amplitude, frequency, and phase for the breakdown of laminar flow. Initially these disturbances may be too small to measure and they are observed only after the onset of an instability. A variety of different instabilities can occur independently or together and the appearance of any particular type of instability depends on Reynolds number, wall curvature, sweep, roughness, and initial conditions. The initial growth of these disturbances is described by linear stability theory (i.e. linearized, unsteady, Navier-Stokes). This growth is weak, occurs over a viscous length scale, and can be modulated by pressure gradients, surface mass transfer, temperature gradients, etc. As the amplitude grows, three-dimensional and nonlinear interactions occur in the form of secondary instabilities. Disturbance growth is very rapid in this case (now over a convective length scale) and breakdown to turbulence occurs.

Since the linear stability behavior can be calculated, transition prediction schemes are usually based on linear theory. In the case of streamwise instabilities and low-disturbance environments, linear theory does very well in predicting the stability behavior. However, since the initial conditions (receptivity) are not generally known, only correlations of transition location are possible and, most importantly, these correlations must be between two systems with similar environmental conditions [28]. 

Thus, linear theory is the foundation of streamwise instabilities in low-disturbance flows. A brief review of the nomenclature of linear theory precedes the description of experimental methods. It is assumed that the reader understands the fundamental ideas of hydrodynamic stability found in [28], [9], or [6]. Background material on transition can be found in [30] and [31].

1.2
Nomenclature of Linear Theory
As a reference point, start with an incompressible, isothermal flow over a flat plate with zero pressure gradient. The basic state is assumed to be locally approximated by the parallel flow 
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 are the dimensional streamwise, wall-normal, and spanwise directions respectively. Dependent and independent variables appearing as 
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 are dimensional, otherwise they are dimensionless. Lengths and velocities are made dimensionless with the scales L and 
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 respectively. Two-dimensional disturbances are superposed on the Navier-Stokes equations which are then linearized. Assuming a normal-mode disturbance of the form
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Where 
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 represents a real disturbance quantity such as pressure or a velocity component. For spatially varying disturbances, the use of (3.1) results in the Orr-Sommerfeld equation (OSE) given by:
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where c.c. means complex conjugate, 
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 is complex and represents the disturbance streamfunction, 
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 is real, 
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 is the spatial growth rate, 
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 is the phase speed. Here the dimensional frequency is conserved and the length scale is 
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The eigenvalue problem reduces then to finding 
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. The locus of points for which 
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 is called the neutral stability curve. For a given F in Blasius flow, R is double valued. The smallest value, 
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, occurs at Branch I and the largest value, 
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, occurs at Branch II. Between these two Reynolds numbers, the flow is unstable. Transition depends on the measure of growth between 
[image: image23.wmf]I

R

 and 
[image: image24.wmf]II

R

. The Reynolds number below which the flow is stable for all F is called the minimum critical Reynolds number, 
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Some also have used the displacement thickness, 
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, or the momentum thickness, 
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, as normalizing length with an attendant re-definition of the Reynolds number. All of these choices are appropriate for boundary-layer scaling. However, since no universal Reynolds number criterion appears with either 
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 for other boundary-layer flows, the use of these scales just adds a superfluous constant. On the other hand, the use of 
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 (the Blasius similarity variable) and makes the boundary-layer Reynolds number the root of the x-Reynolds number.
In a Blasius boundary layer, R measures distance along the plate and a disturbance at the reduced frequency F is called a Tollmien-Schlichting (T‑S) wave. Under certain conditions this wave is amplified, can interact with 3-D disturbances, secondary instabilities can occur, and breakdown to turbulence can result. The generation and growth of these waves as they relate to disturbances in the basic state will be of particular interest during the experiment.

1.3
Basic Rules for Boundary-Layer Stability Experiments
Regardless of whether the experimental objectives are transition control, three dimensionality, secondary instabilities, nonlinear breakdown, or receptivity, the superseding rules of conducting a stability experiment are: (1) the linear problem must be correct and (2) initial conditions must be provided for theory and computations. These rules can be considered prime directives. 
Rule One
The first rule is to get the linear problem correct. Correlation of the experimental data with linear theory (in the appropriate range) ensures that the basic state is probably correct. Usually unintended weak pressure fields change the stability behavior but are not detected in the basic state measurements (see Sec. 1.4).

Rule Two
Full documentation of physical properties, background disturbances, initial amplitudes, and spatial variations must be provided to the analyst. It is very important to measure, whenever possible, the freestream environment (a subsection of Sec. 3.4 covers the details of measurements of the freestream turbulence and sound). Any worthwhile stability experiment is going to be accompanied by a computational effort. The experimentalist needs to be able to give as many initial conditions to the analyst running the computational simulations so that an accurate comparison can be made between both methods. This includes, of course, the specification of coordinates since experiments are done in test-section coordinates while computations are done in body-oriented coordinates. The experimentalist should also heed flow symmetry requirements that the computationalist readily assumes but requires some work to achieve in the wind tunnel (see the subsection in Sec. 1.4).

Although these seem like simple requirements, the literature has many examples of experiments that ignore these precepts. In the sections that follow, examples are discussed that illustrate the difficulty of establishing (1) and (2). However, all of the examples are real, correctable effects. The more advanced practitioner is referred to the Transition Study Group Guidelines for transition experiments [29].
1.4
Experimental Techniques
1.4.1
Use a Flat Plate that is Flat

For a Blasius boundary-layer experiment, a flat plate is needed; however, not all methods of manufacturing a flat plate are equally desirable. Plates originating from rolled metal are generally not recommended since the wavy-surface contour can produce a streamwise periodic pressure distribution as was found on the original Schubauer & Skramstad plate [44] (now at Texas A&M). The Klebanoff flat plate [13] used at NBS was treated with a 1.8‑m diameter grinding disk. This option can produce satisfactory results, but is often expensive. The Saric flat plate [39] used at Virginia Tech and Arizona State, had a 20‑mm paper honeycomb sandwiched between two 1‑mm aluminum sheets in the manner that inexpensive billiard tables are fabricated. A rule-of-thumb waviness criterion for any plate intended for stability experiments is 
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where ε is the height and 
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 is the T‑S wavelength. Both the Klebanoff plate and the Saric plate had a ratio of 
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1.4.2
Provide a Means for a Leading Edge

The shape of the leading edge has a large effect on the resulting flow field. Schubauer & Skramstad [44] used a sharp leading edge, which was drooped at a negative angle of attack to avoid separation that can occur with a sharp tip. Klebanoff [13] also chose this type of leading edge, but instead addressed the problem of separation at the tip by including a trailing-edge flap to introduce circulation and thus place the stagnation line on the test side. The difficulty with either technique is that it is difficult to simulate computationally. Another possible option is an elliptical leading edge with a trailing edge flap as shown in Fig. 3.1.
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Fig. 3.1: Flat plate with trailing edge flap

An ellipse with a major/minor axes ratio greater than 6:1 avoids a separation bubble on the leading edge. An ellipse has zero slope at the flat-plate intersection but has a discontinuity in curvature at that point which could be a receptivity location. The curvature discontinuity can bias an acoustic receptivity experiment so Lin et al. [16] proposed using a modified super ellipse whose contour follows
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Here, the origin is at the stagnation line and a and b are the major and minor axes of the ellipse. With this profile, the curvature goes continuously to zero as 
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. The aforementioned Klebanoff plate (now at Texas A&M), was modified by the author for receptivity experiments [42], [43] by machining directly on the plate, a 20:1 super ellipse on one end of the plate and a 40:1 super ellipse on the other end. Machining the leading edge directly on the plate avoids junction discontinuity issues that could also be a receptivity site.
1.4.3
Global Pressure Gradient
Whether one uses a blunted flat plate or a sharp flat plate at negative angle of attack, a leading-edge pressure gradient will be present and a finite distance is required for pressure recovery. Once a zero pressure gradient is obtained, the boundary-layer flow is Blasius, but referenced to a different chordwise location, 
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. Thus, there is a virtual leading edge from which the measurements and the Reynolds number must be referenced. If this is unaccounted for, it is very easy to have 20-30% errors in 
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 (and 10-15% errors in R). For example, in order for theory to agree with the linear part of the well known nonlinear work of Klebanoff et al. [13], one must apply a correction to 
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To be ensured of the correct streamwise location, measure the displacement thickness, 
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, and then calculate the virtual location and Reynolds number with respect to the Blasius boundary-layer profile:
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Where 
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The effects of not differentiating between the virtual and geometric locations are repeatedly demonstrated in early stability literature. Present day researchers must be wary of which location, virtual or geometric, was used to obtain transition Reynolds numbers in past literature.

Because of traverse effects and tunnel side-wall blockage, 
[image: image46.wmf]ˆ

v

x

 may actually change with different chordwise measurements. Therefore, 
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 should be measured (and R calculated) at each location. With modern, computer-controlled experiments this is not a problem. On the other hand, it has been shown by Klingmann et al. [14] that it is possible to design the leading-edge pressure gradient on the flat plate to eliminate the virtual leading edge. Figure 3.2 shows a series of velocity profiles by the author that demonstrates a constant 
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Fig. 3.2: Five measured velocity profiles at x = 0.8, 1.0, 1.2, 1.5, and 1.8 m superposed on the Blasius flow calculation. Streamwise location corrected for the virtual leading edge. Freestream speed is 12 m/s.

1.3.4
Local Pressure Gradient
It is difficult to accurately measure small changes in the pressure coefficient, 
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. Thus, the flow may not be locally Blasius and the stability characteristics may be quite different. For example, a decrease in 
[image: image51.wmf]p

C

 of approximately 1% over 100 mm corresponds to Falkner-Skan pressure gradient parameter, 
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, of approximately +0.1. For 
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= +0.1, the minimum critical Reynolds number, 
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, (based on 3.7) is increased by a factor of 3. In other words, the streamwise location is increased by a factor of 9.

The neutral stability curve, shown in Fig. 3.3, from [2] compares OSE, nonparallel theory (PSE), and DNS with experiments. See [2] for details. What is important is that OSE (dashed line), PSE (solid line), and DNS (points on the solid line) agree very well. The experiments only agree at low frequencies and high Reynolds numbers. The measured 
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, is around 230 and the calculations all give a value of 300. Saric [34] conjectured that this difference is due to the extreme sensitivity to the smallest of pressure gradients (in this case adverse) that exist near Branch I. This has been confirmed by Klingmann et al. [14] who designed an experiment to avoid a pressure gradient at Branch I and whose data fall on the theoretical neutral stability curve. Thus, the historical discrepancy between theory and experiment has been resolved. There are other problems with the experiments and these are discussed below.

[image: image56.jpg]



Fig. 3.3: Blasius neutral stability curve. Comparison between experiment, DNS, PSE, and OSE [3.2]

A weak adverse pressure gradient can also explain why instabilities are measured at dimensionless frequencies, F >250x10-6, contrary to theory. The range of unstable frequencies could increase dramatically if the measurements were made in the weak adverse pressure gradient region of the recovery zone of the leading edge. Because of the low Reynolds number needed, the measurements of 
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 [32] were conducted too close to the leading edge and too close to the disturbance source.

With extreme care one may be able to measure 
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 = 1%. Thus, measurement of changes in the shape factor is more reliable than 
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. One should already have 
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 at each streamwise location and hence the pressure gradient can be verified at no additional work.

For Blasius flow, it is recommended that the plate be adjusted so that H = 2.59±0.005. Moreover, placing a boundary layer trip on the backside of the model helps avoid differential blockage problems by fixing the transition location on the non-test side. Velcro is the recommended trip since a 6‑mm high strip can excite all of the important scales.

This discussion concludes that whereas the zero-pressure-gradient case is an accepted reference test case, it is a rather sensitive and perverse test condition. The author’s experience with boundary layers on wings shows that modest pressure gradients ameliorate the sensitivity to small 
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. At the same time, it needs to be recognized that one should avoid measurements of 
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 Not only is this a very difficult measurement to interpret, but changes in 
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 have very little to do with transition. 

1.4.5
Probe and / or Plate Vibration

If the probe support is vibrating in a direction transverse to the shear layer, the hotwire will measure different levels of the DC component, which in turn appear as temporal fluctuations in the AC component. Carbon composites work well to stiffen a particular direction of the probe support if vibration is suspected.

Plate vibration is a very serious source of error that should be avoided at all costs. These vibrations cause oscillations in the stagnation line, as shown in Fig. 3.4, that create the initial conditions for T‑S waves.
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Fig. 3.4: Plate vibrations change the stagnation line

The author has used a laser vibrometer to map the vibrations of the leading edge. These studies showed vibration amplitudes on the order of one micron. If a laser vibrometer is not available, it is important to use a low‑mass accelerometer. In any case, some diagnostic tool is needed to ensure that the oscillations are not in the T‑S passband.

1.4.6
Symmetric Flow

When providing a data base for computations of the leading-edge region, it is realistic to establish symmetric flow as an appropriate reference point. The trailing-edge flap is used to control the position of the stagnation line (the shape factor and pressure measurements will determine the plate angle). The pressure difference between the two sides of the leading edge is monitored while the trailing-edge flap angle is changed. When 
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, the flow is symmetric. It is important to measure 
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 in a region of large dp/dx to maximize the sensitivity of the measurement. If differential blockage is minimized and the non-test side boundary layer is tripped properly, it is possible to have the same flap setting at different speeds. Figure 3.5 shows the relationship between flap angle, 
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Fig. 3.5: Schematic and data of 
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 measurement to achieve symmetric flow

1.5
Wind Tunnel Environment

1.5.1
Model Location in the Test Section
Prior to mounting the plate in the test section, all of the vortical modes must be determined. The contraction cone has the tendency to amplify the corner vortices and produce some large scale vortical motions in the test section that may take the form of those shown in Fig. 3.6. This is especially true of tunnels with contraction ratios greater than 6. This weak secondary motion is difficult to measure directly but can be observed by spanning the tunnel with a heated wire. By doing wake scans with a “cold” hotwire (no overheat) at different streamwise locations, the temperature nonuniformity can be tracked and any in-plane rotation can be observed. The rotational nodes can be determined and the plate placed away from these nodes. Acoustic modes will also exist in the test section and these nodes must be avoided as well.

A good rule of thumb is to never mount the plate on an axis of symmetry or at locations 1/N of the tunnel span where N = 2, 3, 4, etc. Generally, a good location is somewhere between 0.38 and 0.45 unit span.
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Fig. 3.6: Determination of tunnel nodes and plate placement

1.5.2
Freestream Disturbances: Turbulence and Sound
Ordinary wind tunnels have turbulence levels high enough to mask the appearance and growth of T‑S waves. It was not until Schubauer & Skramstad [44], in a tunnel designed for low turbulence, that a successful boundary-layer stability experiment conducted. It was also recognized at that time that the flight environment also had low turbulence with regard to influencing stability and transition. After the initial success of these experiments, it was recognized that something more than reducing 
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fluctuations was needed to advance the knowledge base.

Unknown receptivity issues such as the roles of freestream turbulence and sound in creating T‑S waves and 3‑D structures inhibit the understanding and control of transition. It is certainly clear that a naked statement of rms streamwise fluctuations, 
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, is not enough to describe a particular wind-tunnel environment. Freestream disturbances are composed of rotational disturbances (turbulence) and irrotational disturbances (sound). Each plays a different role in the transition process. Crossflow waves are very sensitive to freestream turbulence level [20] while T‑S waves are very sensitive to freestream sound [43]. Naguib et al. [21] demonstrate a good second-order method for separating sound from turbulence that is easy to implement in real-time data acquisition.
Until we really understand the receptivity mechanisms, it is important to document the freestream disturbance environment as completely as possible. In addition to 
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, one should quote, in order of importance: (1) passband and spectrum for all measurements, (2) spatial correlation measurements of all components to separate turbulence from sound, (3) flat-plate transition Reynolds number at different unit Reynolds numbers, and (4) 
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at different positions. A general summary of flow-quality issues is found in [3.38] and a typical tunnel certification is given by [40].
It has been argued [14] that it is not necessary to have freestream turbulence levels down to 0.04% U( in order to measure T‑S waves. This is a naïve statement that is only true when one knows where one is looking and one knows what one is measuring. For example, Kendall [12] has been measuring T‑S waves in "high" disturbance environments for years. There are two relevant points that need to be mentioned justifying a low-disturbance freestream: (1) one can always systematically increase freestream turbulence [12] and study its effects and (2) different (unknown) breakdown mechanisms that are characteristic of the low-disturbance flight environment may be missed in a high-disturbance freestream. The observations of the subharmonic mechanisms [41], [4] fall into this category. 

Another argument for low-turbulence levels can be made when streamwise vortical structures in the basic state produce a weak spanwise periodicity that is strongly susceptible to secondary instabilities. These spanwise variations were carefully documented by Klebanoff et al. [13], Nishioka et al. [22], and Anders & Blackwelder [1]. They strongly influence the type of breakdown to transition that is observed [41], [45]. These spanwise variations were not observed in the low-turbulence tunnels in Arizona, Novosibirsk, Sendai, or Stockholm. It turns out that these tunnels had slightly lower turbulence levels and that the combination of higher turbulence levels and micro surface roughness caused transient modes to grow and create the streamwise vorticity within the boundary layer. This is a good example of why it is necessary to be able to do spanwise measurements in the tunnel and within the boundary layer. Finding a turbulence level at one spanwise location does not guarantee the same turbulence level at other spanwise locations. As a general reminder, tape or junctions act similar to the micro surface roughness in that they are receptivity locations and are to be avoided on the test surface of the plate. Even though one may have a 2-D roughness with an Rek = O(0.1), this is still a strong receptivity source [35], [43]. Therefore, in order to establish the initial conditions, one should provide the measured three-dimensional amplitude modulation within the boundary layer for comparisons with theory and computation.

1.6
T-S Measurements
1.6.1
Controlled T-S waves – Internal Disturbance Sources

Knapp & Roache [15] tried to use the background disturbances as the source of the T‑S waves and observed intermittent behavior that compromised their hotwire measurements. It becomes necessary to fix the wave in the streamwise direction and do phase-correlated measurements. The use of an artificial disturbance source will fix the amplitude and phase at one location in order to systematically track stability and transition events. The use of a vibrating ribbon to create 2‑D waves has been around since Schubauer & Skramstad [44] who used the idea of the Lorentz force generated by an alternating current in the ribbon in the presence of a stationary magnetic field. This is shown in Fig. 3.7. Sreenivasan et al. [46] has used the same principle on a wire in a slot. Corke & Mangano [4] have successfully used segmented heated wires for producing both 2‑D and 3‑D waves.
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Fig. 3.7: Schematic of vibrating ribbon

When the vibrating ribbon or wire is uniformly loaded, the displacement is of the form of a catenary. Therefore, a sufficiently long ribbon should be used to avoid end effects. The ribbon placement in the wall-normal direction is typically ideal (minimum displacement) if located at or near the critical layer [
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Even though the 2‑D wave is phase correlated when using a vibrating ribbon, the interaction of this wave with the background disturbances has a random character. The 

‑vortices observed by Saric & Thomas [41] for different types of breakdown meandered in the span direction. Although not reported, the subharmonic measurements of Kachanov & Levchenko [11] were random and "eyeball" conditional sampling was used. The only solution is to introduce the 3‑D directly with segmented heating elements [4]. The technique consists of using one continuous wire for the 2‑D wave and a set of segmented wires, whose individual phase is controlled, for the 3‑D wave.

A disturbance source such as an air jet, or heated wire, or vibrating ribbon, locally creates a disturbance that is not just a T‑S wave (see Fig. 3.8) but has all of the eigenmodes. A T‑S wave is just one of the modes in the distribution. A relaxation distance is required to attenuate the more stable modes so that the least stable (the T‑S wave) remains. If measurements are made within this relaxation distance some strong stabilizing effects may be measured. One should determine the relaxation distance downstream of the disturbance source. This would depend on the type of source used, but it should be in the range of about 10 boundary-layer thicknesses. This can be verified by first comparing 
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 with linear theory. Local growth rates should also be compared as a function of input amplitude. These comparisons should be documented if is required to measure close to the disturbance source.
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Fig. 3.8: Disturbance profile close to the ribbon
One would like to carry out stability measurements over a wide range of Reynolds numbers while keeping the disturbance source fixed. Unfortunately, a typical 2‑D disturbance source has a finite span and Mack [17] showed that the domain of dependence of a finite span disturbance source propagates from each end toward center span at angle of approximately 12° as shown in Fig. 3.9.
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Fig. 3.9: Triangle of acceptable measurement area

Outside of this triangular domain, the disturbance amplitude is different from linear theory. This is analogous to the boundary-condition domain of dependence in hyperbolic systems. If w is the span of the disturbance source and L is the distance in x from the source, then the centerline measurements should be made such that L/w < 2.3. Ross et al. [32] had a vibrating ribbon span of only 250 mm and took measurements 1 meter away. Just as one is limited in the useful chord of the model due to sidewall contamination, the distance downstream of the disturbance is similarly limited. For off-centerline measurements, this value is obviously smaller.

When one attempts to study nonlinear wave interactions, the nonlinearities of the disturbance source impose different initial conditions on the nonlinear components [39]. For example, if one wishes to study the nonlinear interaction of waves with two frequencies 

 and 

, when the disturbance source, such as a vibrating ribbon, is oscillated at too high an amplitude, the disturbance source inputs 
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, etc. into the boundary layer. As part of another difficulty, when one attempts to invoke active wave cancellation into the boundary layer through a disturbance source, a feedback signal is processed by the computer and relayed to a disturbance source. However, the D/A converter is a low-pass filter, the vibrating ribbon is a low-pass filter having a typical linear-oscillator response, and the boundary layer is a band-pass filter/amplifier having its unique response curve. Thus the boundary-layer response is much different from the original input signal. First, one must always directly measure the disturbance-source response and the boundary-layer response in order to establish the initial conditions [39]. In the case of a vibrating ribbon, the disturbance source response can be measured with an end-effect inductance probe. A tailored boundary-layer response can be obtained using inverse Fourier techniques [23].

1.6.2
Controlled T-S Waves – External Disturbance Sources

If an external sound source is used as a source of disturbance energy, say in a receptivity experiment, then the boundary-layer measurement at a particular frequency will contain probe vibrations and a component of the sound wave in addition to the T‑S wave. It is easy for external sound to force, at the oscillation frequency, the mechanical system holding the hot wire. The external sound field generates a Stokes layer imbedded inside the boundary layer. All of these signals are at the same frequency and if these signals are of comparable amplitude to the T‑S amplitude, one cannot obtain the usual T‑S profile unless some special techniques are be used to extract the T‑S wave. It is for this reason that older publications with sound/stability interactions are not reliable.

This author has tried (1) taking advantage of the exponential growth of the T‑S wave so that it is larger than the background [35]; (2) the idea of using polar plots to separate the long-wavelength Stokes wave from the short-wavelength T‑S wave [48]; (3) the idea of using a wavenumber spectrum using closely spaced points in the x direction [38]; (4) the idea of using differential surface-pressure ports [12]. For one reason or another, none of these techniques are satisfactory and are not recommended. The details are given in [36]. The major problems lie in complicated duct acoustics and reflected waves from the diffuser.

The only technique found to work is the pulsed-sound technique [42], [43]. The technique uses pulsed sound and is simple, effective, and lends itself to understanding the behavior of the T‑S wave. From linear theory, the maximum of the T‑S wave propagates at approximately one third of the freestream speed (about 1% of the speed of the downstream-traveling sound wave). Using this fact, the traveling T‑S wave can be isolated from the acoustic disturbance and associated Stokes wave by sending bursts of sound into the test section. The initial sound burst is first measured and fractions of a second later, after the sound wave has passed, the slower-traveling T‑S wave is measured. Figure 3.10 shows a time trace depicting the sound-burst wave sensed by hotwires in the freestream and boundary layer and the trailing T‑S wave measured by the boundary-layer wire for R = 1140, F = 56x10-6, f = 80 Hz and x = 1.8 m. The T‑S wave profile obtained with this method compares very well with OSE solutions.
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Fig. 3.10: Time traces of the freestream wave and the boundary-layer wave.

There are three ways to implement this technique: (1) Use the rms amplitude of the wave packet [42]; (2) Use the magnitude of the complex Fourier coefficient for each frequency present in the wave packet [43]; (3) Analyze the signal in the frequency domain [47]. The frequency-domain approach [47] appears to be the best means to correctly describe the receptivity and linear amplification process of multiple-frequency signals. This is because as wave packets travel downstream, high-frequency components of the spectra, which are present initially due to the finite extent of the pulse, decay. Meanwhile, the low-frequency components in the amplified T‑S passband grow.

A feature of short sound bursts is that since they are limited in the time domain, they are extended in the frequency domain. Thus, a single sound pulse (a single frequency sine wave within an amplitude envelope) covers a wide frequency range. In many cases the pulse spectrum covers the entire T‑S wavelength band. Therefore, using a pulsed-sound approach eliminates the distinction between single-frequency and broadband input.

1.6.2
Hotwire Measurements

The hot-wire anemometer is the accepted technique for the measurement of fluctuating velocities O(10-3U() within the boundary layer. Neither LDV nor PIV have the low-level resolution required for these measurements. Hot wires can accurately measure the streamwise and spanwise velocities (

) with the use of straight-wire and slant-wire pairs. Because laminar boundary layers are so thin (
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 due to the span of the wire.

If the temperature of the wind tunnel undergoes changes of more than a few degrees between calibrations, temperature compensation must be used. This can be done with a simple computer solution that does both velocity and temperature compensation [26].

To do this, one must understand how and what data are retrieved from a hotwire. In a real boundary layer, a hotwire measures the component of velocity perpendicular to the wire as shown in Fig. 3.11.
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Fig. 3.11: Hotwire measurements

Although the velocity is 2-D, the output signal is only a combination of U and u´ because the vector sum of U + V is approximately U since V = O(1/R). Similarly, the AC component measures u´ and not v´ because u' is superposed on U. As a result, the measurement from a hotwire is u´rms, which is proportional to 
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 from the OSE. It is straightforward to separate the DC and AC signals.

When attempting to compare with theory, one commonly sees solutions of the OSE displayed in terms of the real and imaginary parts of 
[image: image96.wmf](

)

y

f

. Since 
[image: image97.wmf]f

 can be multiplied by any complex number, this is neither revealing nor unique. It is more meaningful to show amplitude, 
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. Using the acquired u´rms data, a more rigorous representation of results is to then plot y as a function of |D(|, where |D(| is a positive real quantity. The resulting plot will look similar to the disturbance state in Fig. 3.12.
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Fig. 3.12: Disturbance and basic state profiles

Once measurements are processed, they should be correlated with theory. An example with a reduced set of experimental points is shown in Fig. 3.13 [34].
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Fig. 3.13: Theory and experiment of Blasius velocity profile and T-S amplitude. Saric (1990)

To achieve such accuracy, a precision lead screw with anti-backlash bushings should be used in the wall normal direction. One should have the capability to make 100 measurements within the boundary layer which means step sizes of the order of 25 microns.

1.6.3
Wall Effects

In measuring 
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, you will need to find the wall. As the hotwire gets closer to the wall, radiation from the model removes heat from the hotwire, resulting in readings of higher velocity than is actually present. This is shown in Fig. 3.14. To compensate for this effect, stop measurements at 
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 and for mean flow, use linear extrapolation to the wall.
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Fig. 3.14: Hotwire measurements near the wall

1.6.4
Traverse Blockage
The traverse mechanism may be too large or too close to the hotwire. Moreover, a multi-wire rake may have too much local blockage. What could happen in these cases is that the weak pressure field around the probe support, although unseen in a basic-state measurement, can strongly influence T‑S wave amplitude. This can be diagnosed by fixing a very small hot wire to the plate (see Fig. 3.15) at a wall-normal location where say,
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. Establish the amplitude of a controlled T‑S wave as measured by the fixed wire. Move a traverse mounted hotwire to the same location very close to the fixed wire and see if the T‑S amplitude on the fixed wire has changed. This is the most sensitive and the only means for determining whether one has eliminated traverse and probe-support interference problems. One should be aware of the fact that traverses and probe supports that are quite suitable for turbulent boundary layers may not be suitable for laminar stability work.
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Fig. 3.15: Fixed and traverse hotwire measurements of T‑S waves

1.6.5
Hotfilm Measurements

The development and application of microthin hotfilms [7], [18] have advanced their use for stability and transition measurements. These films are in the form of vacuum deposited circuitry on a Kapton sheet. As many as 50 sensors can be concentrated in a small area and can be oriented in any direction. Although difficult to obtain an absolute calibration (one could use a Preston tube over the sensors), this techniques is very valuable for measuring wall-shear-stress fluctuations. Disturbance spectra and transition location can be determined. With the use of multiple hotfilms, phase and group velocity directions can be determined [8]. The use of hotfilm sheets are superior to individual hot film sensors in that they provide a minimum of disturbance to the flow, are robust, and are easy to apply. This is also a superior technique for flight experiments where it may not be possible to use hotwires. In their simplest, uncalibrated use, an array of sensors would indicate an order-of-magnitude increase in rms fluctuations wherever transition to turbulence occurred.

1.7
Visualization Methods
Visualization techniques are useful for qualitative information regarding scales and approximate transition location. For stability and transition work, they must always be supported by hotwire or hotfilm measurements.

1.7.1
Smoke-Wire Technique

Most smoke wires used for flow visualization have diameters in the range of 50 - 80 

m. This technique was modernized by Corke et al. [5]. The oil coating (toy train "smoke") distributes itself periodically along the span of the wire and when the wire is heated it generates a short burst of smoke streaks. The computer initiates the wire voltage and the time-delayed shutter release. When used in stability experiments the smoke wire is placed near the critical layer. Much of the interesting detail is lost if the wire strays from the critical layer. The wake of the smoke wire causes a kink in the basic-state profile which alters its stability characteristics. As a result, if one examined the amplitude growth of a T‑S wave in the stream direction, one would observe an almost step-like increase in amplitude downstream of the smoke wire. The amplitude could easily change by a factor of 3 due to the smoke wire. Thus, in contrast to its universal use in turbulent boundary layers, special care must be exercised with laminar stability.

One should always be reminded that streaklines do not correspond to streamlines in an unsteady flow. The appearance of a 3‑D structure in a streakline, is a historical event that is a result of the integration of the history of the smoke. A direct measurement at the location of an apparent 3‑D structure may reveal something different. In the same way, visualization should always be accompanied by direct measurements. This type of visualization is good for giving scales over which you need to do the other measurements. An example of the usefulness of the smoke-wire technique is found in Saric [33].

1.7.2
Surface Coatings

Surface coatings have the ability to determine the approximate location of transition and only rarely something else. The author has tried them all. Shear-sensitive liquid crystals are robust but seem more useful for detecting separation than transition [27]. This technique is difficult to apply and introduces a nontrivial surface roughness which affects the stability characteristics. Temperature sensitive paint (TSP) and pressure sensitive paint (PSP) have been used for transition detection. PSP and TSP require some application skills and perhaps are best used for complicated shapes. Infrared Thermography (IRT) is a non-obtrusive, successful technique requiring a sizable investment in IR cameras. See [37] and [49] for details. The author has had a great deal of success using naphthalene coatings [7], [24], [25] but health physics issues have arisen regarding the use of naphthalene, trichlorotrifluoroethane, trichloroethane, and other chemicals. For this reason, the author is reluctant to suggest their use.
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