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1.0 Introduction 

In recent years the Parabolized Stability Equation, or PSE,  have become a popular approach to stability analysis owing to their inclusion of nonparallel and nonlinear effects with relatively small additional resource requirements as compared with direct numerical simulations, or DNS.  
2.0 Formulations

In this Section we present the formulation of the PSE approach for transition problems for both 2-D and 3-D basic-state flows. Many more details may be found in Haynes & Reed (2000) and Chang (2004). Our main focus is the stability and transition of boundary-layer-type flows. An excellent review of the PSE approach is that of Herbert (1997).
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Figure 1. 2-D and axisymmetric coordinate system
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Figure 2. 3-D coordinate system

The coordinate system for 2-D and axisymmetric flows is shown in Figure 1, while that for 3-D flows is shown in Figure 2.  Note that in both cases an orthogonal body-fitted coordinate system is used.  This eases the application of proper boundary-layer scalings.  That is, basic-state quantities change rapidly in the normal-to-the-surface 
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-direction as compared with the directions tangent to the surface 
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 and 
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.  For 3-D flows, the 
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-direction is normal to the attachment line.  This allows the application of the conical flow approximation for basic-state quantities (
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 derivatives are zero) and periodic conditions for the disturbances in the spanwise (parallel to the leading edge) 
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-direction.

The analysis is performed by perturbing the complete unsteady Navier-Stokes equations about the basic state.  With 
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, 
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, and 
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being the chordwise (tangent to the surface), normal-to-the-wall, and spanwise coordinates, respectively, per Figures 1 and 2, the Navier-Stokes equations are made dimensionless by introducing the length scale
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The quantity 
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 is called the local reference boundary-layer thickness.  Quantities 
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 and 
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 are the local edge velocity and kinematic viscosity, respectively.  Because the goal is a marching scheme, representative values of 
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and the quantity 
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, the square root of the 
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is used to represent distance along the surface for the PSE formulation below.
The solution to the Navier-Stokes equations 
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 consists of two parts, the mean laminar flow solution 
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 and the disturbance fluctuation
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where 
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 represents the vector of flowfield quantities; for example in the primitive variable form 
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, and 
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 are the velocity components in the 
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, and 
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directions, respectively. For transition analysis, equations governing the disturbance are typically solved separately from the basic state. The quantities 
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 and 
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 are each individually solutions to the Navier-Stokes equations, however 
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 is not. The basic-state formulations are not presented or discussed here, however the validity of these formulations must also be considered since the transition process is known to be sensitive to subtle changes in the basic state. The numerical accuracy of the basic state must be very high, because the stability and transition results will be very sensitive to small departures of the mean flow from its “exact” shape. The stability of the flow can depend on small variations of the boundary conditions for the basic state, such as freestream velocity or wall temperature. Therefore, basic-state boundary conditions must also be very accurate. See the discussion of Arnal (1994) and Malik (1990).

2.1 Linear Parabolized Stability Equations (LPSE)

One uses linear PSE (LPSE) to include the effects of nonparallelism (e.g. the effects of a growing boundary).  For LPSE, a single monochromatic wave is considered as the disturbance, which is decomposed into a rapidly varying “wave function” and a slowly varying “shape function”. Using a multiple-scales approach
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The “shape function” 
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 and chordwise wavenumber 
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 depend on the slowly varying scale 
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 while the “wave function” 
[image: image45.wmf]c

 depends on the rapidly varying scale
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. The frequency is 
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 and the spanwise wavenumber is 
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. On infinite swept boundary layer flows, the disturbance field is assumed periodic in both the temporal and spanwise directions, so that both 
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and 
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are real and constant.  The nondimensional frequency 
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is related to the physical frequency 
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(in hertz) by
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Another nondimensional frequency often used in stability calculations is
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This gives the following form for the chordwise derivatives of disturbance quantities
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The explicit chordwise 
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second-derivative term is neglected. This yields the following system of equations
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Here 
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 is the Orr-Sommerfeld operator, 
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 contains the nonparallel basic-state terms, and 
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 and 
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 arise due to the nonparallel disturbance terms.  

There is one more unknown than equations (namely 
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), and ambiguity in chordwise dependence appearing in both the shape function and the wave function.  The idea is to impose a condition on 
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 such that most of the waviness and growth of the disturbance are absorbed by the wave function part of the decomposition, making the shape function part slowly varying.   For example, one can impose the condition that the maximum of the velocity component 
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or that the change in the kinetic energy is minimized
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,  “*” is complex conjugate, “t” is transpose. 

These normalizations are not unique, and Chang et al. (1991) showed that the PSE results are insensitive to various flow variables selected for normalization.  Ideally as much of the oscillatory part of the wave is included in the wave function to minimize the shape function variation in 
[image: image68.wmf]x

.  This allows for a low-order discretization scheme in 
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 - this is important considering the below comments on numerical instability. 

To solve this “parabolized” system numerically, one discretizes in both the normal and chordwise directions.  Assuming the solution is known at chordwise location 
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, Haynes & Reed (2000) suggest a possible chordwise marching algorithm:
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;  5. Repeat steps 2-4 until 
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 meets some tolerance.

The chordwise disturbance pressure gradient term is
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and the shape function part of this term (that is, 
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) contains residual ellipticity which means this system is only partially parabolized (Chang et al., 1991).  Numerical instability would occur in attempting to use a too small marching stepsize in 
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, similar to that observed in applications of the Parabolized Navier-Stokes equation formulation (PNS; Rubin 1981, Rubin & Tannehill 1992).  Li & Malik (1996) used Fourier analysis to prove the existence of numerical instability and quantify the bounds.  

When the disturbance flow is 3-D, the primitive variable formulation is the most straightforward.  For the primitive-variable form, the minimum step size for numerical stability is the inverse of the real part of the chordwise wavenumber.  This implies that a maximum of 
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 steps per disturbance wavelength are allowed for the marching.  Given that much of the waviness of the solution has been assigned to the wave function part of the decomposition and the solution gives the slowly varying shape function, this step-size restriction does not cause problems in terms of accuracy unless either higher resolution or the convergence of nonlinear terms is needed.  For example, Joslin et al. (1992) show that the PSE solution obtained with 3 steps per wavelength for Tollmien-Schlichting (T-S) waves in a Blasius boundary layer is in excellent agreement with very accurate direct numerical simulations of the Navier-Stokes equations (DNS) using 60 points per TS wavelength.  When a smaller step size is required, a further approximation is sometimes made to drop the 
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 term.  Li & Malik (1996) point out that since most of the pressure gradient has been absorbed into the 
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 term, that 
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 is small in comparison.  They also demonstrate that the step-size restriction is reduced by at least an order of magnitude. 

For both the stream-function/vorticity formulation (for 2-D flows) and the vorticity/velocity formulation in which the pressure is eliminated, Li & Malik (1996) point out that the 
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 term in the governing equations now absorbs the ellipticity captured by the 
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 term in the primitive-variable formulation.  The step-size restriction is similar to that above.  When 
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 is set to zero, a numerically stable solution is obtained again for much smaller step sizes.  

One has to be concerned with the accuracy of the solution.  Per Li & Malik (1996), for Blasius flow, 
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 is a very weak function of 
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 and the accuracy of the results with and without 
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 is very similar, just as the accuracy of the results with and without 
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 is very similar. On the other hand, for flows in which the 
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 variation in the chordwise direction is stronger, the errors in disturbance growth rates introduced due to the 
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 approximation in the primitive-variable formulation and due to the 
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 approximation in the vorticity-velocity formulation are similar and may be significant.  See the discussion in the next section on NPSE.

Once the system of equations is “parabolized”, an efficient marching solution can be obtained.  To complete the formulation, upstream (initial) and boundary conditions at both ends in the wall-normal direction must be specified. At the wall, no-slip conditions are used
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If a 5th condition is needed, either the continuity equation or wall-normal momentum equation can be used.  In the freestream, Dirichlet boundary conditions are used for subsonic modes


[image: image95.wmf]0

uvwT

====

.

For supersonic modes, the disturbance has a non-decaying oscillatory structure and the above conditions will result in spurious reflection from the freestream boundary. Here one can use a non-reflecting condition (Thompson 1987) based on the inviscid Euler equations containing only the outgoing characteristics.  

If the analysis begins in a region where the initial disturbance amplitudes are small, linear stability theory can be used to obtain the upstream (initial) conditions for the marching.  

2.2 Nonlinear Parabolized Stability Equations (NPSE)

One uses the nonlinear PSE (NPSE) to include the effects of nonparallelism and nonlinearity (e.g. for swept-wing boundary layers and concave surfaces).  The NPSE are derived in a fashion similar to LPSE with the exception that each disturbance quantity is transformed spectrally in the spanwise and temporal directions
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where


[image: image97.wmf](

)

(

)

(

)

(

)

x

k

n

i

k

n

A

dx

k

n

dA

,

,

,

a

=




Here each mode 
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 is the product of a “shape function” and a “wave function”. The resulting system of equations is
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where each mode 
[image: image100.wmf](

)

k

n

,

 corresponds to an individual equation.  The operators 
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 assume the same meaning as in the LPSE form except that they are applied to each particular mode 
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 and 
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 are the fundamental frequency and spanwise wavenumber, respectively. Concerning the numerical resolution of the simulation, there are 2N+1 discretized points in time and 2K+1 discretized points in the spanwise direction per wavelength.  During the marching procedure, each mode must individually satisfy the normalization condition.

According to Li & Malik (1996), the results concerning the stability of  the LPSE can also be applied to NPSE.  A finite amplitude disturbance of fundamental frequency 
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 Fourier decomposition of the perturbation gives rise to equations governing each harmonic.  The left hand side of the equation set takes the same form as the LPSE, with the equation for the 
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.  This leads to the result that the minimum step size corresponding to the 
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Usually the real part of the chordwise wavenumber 
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)

1,1

a

 (satisfying the dispersion relation for the fundamental frequency 
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and the spanwise wavenumber
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) is the largest in magnitude, so that the suggested stepsize restriction becomes
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There are situations for which this step size restriction may not work: 1) In problems dealing with stationary crossflow characteristic of swept wings, with Görtler vortices over concave surfaces, and with the zero-frequency mode created in these flows corresponding to mean-flow distortion by the disturbance, a treatment of the chordwise pressure gradient term for the modes with 
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 is required.  2)  In the highly nonlinear region near transition onset, smaller step sizes may be required for convergence of the nonlinear terms, and again one must specially treat the chordwise pressure gradient term, this time for all modes.

Chang et al. (1991) suggested that the Vigneron approximation (Thompson, 1987) may be used to suppress numerical instability when small steps are required.  To this end, Chang (2004) suggests that for small marching step sizes that the chordwise disturbance pressure gradient for the affected modes be treated as
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with the Vigneron parameter 
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where 
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s

 is a user-specified parameter for controlling the “parabolic” approximation and 
[image: image118.wmf]x

M

 is the local edge chordwise Mach number.  

For the NPSE, either the Dirichlet or non-reflecting boundary conditions described in the LPSE section may be applied for each Fourier mode, except for the mean-flow distortion mode 
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for low-speed flows.  This mode should be allowed to adjust for the change in the displacement thickness and the following edge conditions are suggested:
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If a shock is present, the Rankine-Hugoniot shock conditions for disturbances may be used as suggested by Chang et al. (1990, 1997).

Please note that for the upstream conditions one must assign which modes to input and at what amplitudes.  Working with an experiment with carefully documented conditions greatly aids in this process. 
2.3 Curvature
The PSE formulation here utilizes a body-intrinsic coordinate system and the curvature is included in the associated metric coefficients. The marching procedure naturally aligns the disturbance wave propagation in the proper direction. The local radius of curvature of the wing appears in the equations through the following terms:
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where 
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 is the local dimensionless radius of curvature of the airfoil taken as positive or negative for convex or concave regions, respectively. As a special case, in the limit of infinite curvature (flat plate), 
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 are used in the stability equations.

There has been much debate about the effects of curvature. For most cases, the inclusion of curvature has a very small effect on the metric coefficients. For an airfoil shape, the maximum values of 
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 occur in the first few percent chord where they are the order (typically) of 
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, respectively. They typically both drop off sharply with increasing chordwise distance. These values may compel the researcher to neglect curvature, but the work of Haynes & Reed (2000) demonstrates conclusively that small changes in the metric coefficients can have a significant effect on the development of instabilities.  The proper PSE formulation is to include curvature.  Typically convex curvature is stabilizing and nonparallel effects are destabilizing, and the two effects tend to balance each other.  On the other hand, concave curvature is highly destabilizing to Görtler instabilities.

3.0 Verification and Validation

Here we distinguish between verification and validation. Per the designations of Roache (1997), we consider verification to mean “confirming the accuracy and correctness of the code” (i.e. is the grid resolved, are there any programming errors in the codes, etc.). Validation requires verification of the code in addition to confirming the adequacy of the equations used to model the physical problem. Strictly speaking, a code can only be validated by comparison with quality experimental data.

There are mainly three sources of error in the abstraction of continuous PDE's to a set of discrete algebraic equations; (1) discretization errors, (2) programming errors (bugs), and (3) computer round-off errors. The objective of code verification is then to completely eliminate programming errors and confirm that the accuracy of the discretization used in solving the continuous problem lies within some acceptable tolerance. Aside from specifying single or double precision, the code developer has little control over the computer round-off errors, but this is usually several orders of magnitude smaller than the discretization error and far less than the desired accuracy of the solution.

In this section we address programming and discretization errors. Many methods are discussed in the literature for code verification using grid refinement, comparison with simplified analytical cases, etc. For recent discussions see Roache (1997) and Oberkampf et al. (1995). Specific suggestions for testing a CFD code for the study of transition include (a) grid-refinement studies, (b) solving test problems for which the solution is known, (c) changing the “far-field” boundary locations systematically and re-solving, (d) comparing linear growth rates, neutral points, and eigenfunctions with linear stability theory, (e) running the unsteady code with time-independent boundary conditions to ensure that the calculations remain steady, and (f) running geometrically unsymmetric codes with symmetric conditions.

In addition to the usual code verification techniques, there is a general method to verify the discretizations and locate programming errors by comparison with “manufactured” analytical solutions (Steinberg & Roache, 1985). This method is general in that it can be applied to any system of equations. Although it is an extremely powerful tool, this method has received relatively little attention in the literature. For clarity the technique is demonstrated on the Poisson equation.
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To solve this problem, discretize the operator L using some appropriate approximation (finite differences, spectral, etc.). In general, the exact solution is not available. Therefore, for verification purposes, force the solution to be some combination of analytical functions with nontrivial derivatives. For example, consider the system 
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, which has an analytical solution 
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. The exact solution can then be compared with the computed solution. Of course, manufactured solutions should be chosen with topological qualities similar to those anticipated for the solution to the “real” problem (e.g. gradients close to the wall). Proper choice for the manufactured solutions also allows the discretization of the boundary conditions to be verified. For large systems of equations a symbol manipulator is recommended for computing g. If a bug occurs, zeroing the coefficients of some terms in the equation can help to isolate the bug.

Validation is defined as encompassing verification of the code as well as confirming that the equations used to model the physical situation are appropriate. The basis of validation is assumed to be a successful comparison with the few careful, archival experiments available in the literature. To date the PSE have been applied to a variety of 2- and 3-D flow situations and are generally regarded as appropriate for convectively unstable flows.  
4.0  2-D BASIC-STate Applications

4.1 Tollmien-Schlichting Instabilities

Chordwise instabilities are characterized by 2-D traveling waves that appear in 2-D boundary layers and in the mid-chord region of swept wings.  

Considering a wide class of instability mechanisms, the general impression is that viscosity can only stabilize a flow.  However, a flat-plate boundary layer velocity profile is known to exhibit instability and yet it has no inflection point. Prandtl (1921) first developed the fundamental ideas of a viscous instability mechanism.  The instability is called viscous because the boundary layer velocity profile is stable in the inviscid limit and thus, an increase in viscosity (a decrease in Reynolds number) causes the instability.  A general energy analysis shows that the Reynolds stress is the production term for instabilities.  Viscosity establishes the no-slip boundary condition which in turn creates the Reynolds stress which may destabilize the flow.  The actual distribution of Reynolds stress throughout the boundary layer determines whether a particular disturbance is stable or unstable.

Comparisons between the data of the mean-flow and disturbance-flow rms measurements from a single-frequency experiment and the data from the Blasius solution and a solution from linear stability theory show outstanding agreement and demonstrate that the 2-D problem is well understood.  Since the Orr-Sommerfeld problem is an eigenvalue problem, amplitude is undetermined.  The disturbance shape measured in experiments is characteristic of the first-mode eigenfunction or Tollmien-Schlichting (T-S) wave.  The sharp zero and double maximum occur because of a 180 degree phase shift in the region of the critical layer (where the local mean-flow speed equals the disturbance phase speed).  This shape is very different from a turbulence distribution or 3-D T-S wave.  The higher-mode eigenfunctions are highly damped and disappear within a few boundary layer thicknesses downstream of the disturbance source.




Figure 3:  A comparison between linear stability theory (line) and experiment (symbols) for flow over a 2-D flat plate with suction.  a) Both the basic state and the rms-amplitude distribution of the chordwise disturbance velocity are shown.  The agreement is excellent.  (From Reed & Nayfeh 1986, Reynolds & Saric 1986, Saric & Reed 1986).

At constant frequency, the disturbance amplitude initially decays as one marches in the downstream direction until the Reynolds number RI at which the flow first becomes unstable is reached.  This point is called the Branch I neutral stability point.  The amplitude grows exponentially in the downstream direction until the Branch II neutral stability point RII is reached.  The locus of RI and RII points as a function of frequency gives the neutral stability curve.

PSE.  Mack (1984) and Saric (1990, 1994) are good references for nonparallel effects.  Gaster (1974) using asymptotic theory; Herbert & Bertolotti (1987) and Bertolotti et al. (1992) using PSE; and Fasel & Konzelmann (1990) using spatial DNS, all show that the parallel neutral curve is essentially the same as the nonparallel neutral curve.  According to PSE computations for 2-D flat-plate flows, nonparallel effects are negligible for 2-D waves even for strong positive pressure gradients. This means that the parallel neutral curve is essentially the same as the nonparallel neutral curve, and linear theory provides a good model for instability growth.  Nonparallel effects do become important for compressible flows, oblique waves (Arnal 1994), and convex surfaces, however.
4.2 Secondary Instabilities and Transition Mechanisms in 2-D Boundary Layers

Thus far, three distinct transition mechanisms have been found for the flat plate experimentally (Saric 1994).  The theoretical work of Herbert (1988) successfully identified the operative mechanism in each case and found them to be amplitude and Reynolds-number dependent.  The further needs in this area are (a) to extend the catalogue of relevant mechanisms and to develop deeper understanding of their physics, (b) to model, in more detail, the breakdown process itself, and (c) to understand how freestream disturbances are linked to the mechanisms observed.  Amplitude and spectral characteristics of the disturbances inside the laminar viscous layer strongly influence which type of transition occurs.  There are different possible scenarios for the transition process, but it is generally accepted that transition is the result of the uncontrolled growth of unstable 3-D waves.  One note is that breakdown is 3-D and nonlinear.  The disturbances can be 3-D and linear however before transition.

Fundamental Mode Breakdown  The occurrence of 3-D phenomena in an otherwise 2-D flow is a necessary prerequisite for transition (Tani 1981).  Such phenomena were observed in detail by Klebanoff et al. (1962) and were attributed to a spanwise differential amplification of T-S waves through corrugations of the boundary layer.  The process leads rapidly to spanwise alternating “peaks” and “valleys”, i.e., regions of enhanced and reduced wave amplitude, and an associated system of streamwise vortices.  The peak-valley structure evolves at a rate much faster than the (viscous) amplification rates of T-S waves.  This represents the path to transition under conditions similar to Klebanoff et al. (1962) and is called a K-type breakdown.  The lambda vortices are ordered in that peaks follow peaks and valleys follow valleys.  

Subharmonic Mode Breakdown  Different types of 3-D transition phenomena observed (Saric & Thomas 1984, Kachanov et al. 1977, Thomas & Saric 1981, Kachanov & Levchenko 1984, Saric et al. 1984, Kozlov & Ramazanov 1984) are characterized by staggered patterns of peaks and valleys and by their occurrence at very low amplitudes of the fundamental T-S wave.  This pattern also evolves rapidly into transition.  Hot-wire measurements in these experiments show that the subharmonic of the fundamental wave (a necessary feature of the staggered pattern) is excited in the boundary layer and produces either the resonant wave interaction predicted by Craik (1971; called the C-type) or the secondary instability of Herbert (1984; called the H-type).  Spectral broadening to turbulence with self-excited subharmonics has been observed in acoustics, convection, and free shear layers and was not identified in boundary layers until the preliminary results of Kachanov et al. (1977).  This paper re-initiated the interest in subharmonics and prompted the simultaneous verification of C-type resonance (Thomas & Saric 1981, Kachanov & Levchenko 1984).  Subharmonics have also been confirmed for channel flows (Kozlov & Ramazanov 1984) and by direct integration of the Navier-Stokes equations (Spalart 1984, Spalart & Yang 1987).

Corke & Mangano (1989) and Corke (1994) introduced controlled 3-D subharmonics alongwith the 2-D fundamental.  Only then could detailed measurements be made of the disturbance flow field.  By using segmented heating elements, it is possible to phase shift a signal to each element and create an oblique wave at any angle or frequency.  Then the 2-D fundamental and the 3-D subharmonic are a simple electronic superposition (Corke 1994). As a result, the Corke subharmonic experiments contain the most complete and reliable set of data on subharmonic breakdown.  Both chordwise and spanwise variations of the fundamental and subharmonic are given. Corke (1990) gives several possible interactions.  Another example of the richness of this work are the disturbance streamlines that are reconstructed from numerous profiles.  These measurements are taken at different chord locations but at the same point in the oscillation cycle.  One sees an increase in intensity toward the wall as the measurements move downstream.  These are data that will positively challenge and validate the NPSE and DNS work.  The space in this report is not sufficient to cover all of the different types of behavior that are part of the subharmonic breakdown process.  The reader is encouraged to go to the original references.

The unbounded growth of disturbances and transition are very sensitive to the details of the flow.  Linear theories and weakly nonlinear theories fail after the instability waves achieve finite amplitude, and when various waves compete and grow simultaneously.  Here, still in the onset stage, nonlinear effects become significant and spatial computations are implied.  

NPSE.  A surprise that results from the analysis of Herbert (1984) and others early on, is that under amplitude conditions of the experimentally observed K-type breakdown, the subharmonic H-type is still calculated to be the dominant breakdown mechanism instead of the fundamental mode.  This was resolved by Singer et al (1989) who demonstrated that the upstream conditions for the simulations were incomplete; when streamwise vorticity (as is present in facilities) is included, the result is the appearance of the fundamental mode and the ordered peak-valley structure. 

Bertolotti et al. (1992) compared three-dimensional NPSE stability results with the experimental results of Kachanov & Levchenko (1984) for subharmonic breakdown, but only qualitative agreement was achieved. The differences are attributed to virtual leading-edge and slight pressure gradient effects in the experiment.  Comparison of the same NPSE results with DNS results of Fasel et al. (1990) and of Crouch (1988) show much better agreement. 

4.3 Supersonic Flows

Considerable uncertainty exists in both the prediction and control of transition in supersonic flows due to the dearth of reliable experiments.  The paper by Mack (1984) is the most complete description of compressible stability available anywhere. The linear stability analysis of high-speed boundary layers uncovers three major differences between it and the subsonic analysis: the presence of a generalized inflection-point, multiple acoustic modes (Mack Modes), and the dominance of 3-D viscous disturbances.  

The lowest-frequency Mack mode, the so-called second mode, is found to be the dominant instability for Mach number greater than about 4; it is more unstable than either the 3-D first mode or any of the other higher modes.  With regard to the second mode, there is a strong tuning with the boundary-layer thickness, so that the frequency of the most amplified disturbance may be predicted from this flow parameter.  In particular, the fluctuation wavelength is approximately twice the boundary-layer thickness.  This implies that if the boundary-layer thickness is changed, for example by cooling, a corresponding, predictable change in frequency should be observed. Mack observed that whereas the first mode is stabilized by cooling in air, the second mode is actually destabilized.  The Mack modes can be destabilized without the presence of a generalized inflection point.  NPSE:  As an example, Chang (2004) demonstrates the prediction of the second mode through the use of NPSE.

Through DNS, Thumm et al. (1990) and Bestek et al. (1992a,b) studied spatially growing 3-D waves in a growing 2-D flat-plate boundary layer; the disturbances were introduced via periodic wall blowing/suction.  For Mach numbers 0.4, 0.8, and 1.6 they found that the subharmonic resonance mechanism seen in incompressible flow was significantly weakened with increasing Mach number and decreasing Reynolds number.  For a Mach number of 1.6, a fairly high 2-D amplitude of 5% was necessary to initiate the subharmonic resonance.  The fundamental resonance mechanism was stronger.  They pointed out that a secondary instability calculation based on a finite 2-D amplitude may not be relevant for supersonic flow and they investigated other possible routes to turbulence at low supersonic Mach numbers.  To this end they simulated a Mach-1.6 base flow subjected to a pair of 3-D waves of amplitude O(1%) and discovered a new breakdown mechanism, termed "oblique-wave breakdown".  The disturbances quickly became nonlinear and through direct nonlinear interactions, a strong longitudinal vortex system was observed.  The resulting structures, which differed from the -shaped vortices usually reported for fundamental or subharmonic breakdown, were described as "honeycomb-like".  NPSE:  Chang (2004; LASTRAC code) demonstrates this breakdown process using NPSE.

4.4 Hypersonic Flows

Hypersonic flows are even more complicated for some of the following reasons.  1)  At hypersonic speeds, the gas often cannot be modeled as perfect because the molecular species begin to dissociate due to aerodynamic heating.  In fact, sometimes there are not enough intermolecular collisions to support local chemical equilibrium and a nonequilibrium model must be used.  2) The bow shock is very close to the edge of the boundary layer and must be included in studies of transition.  It is clear from previous researchers that the equilibrium and nonequilibrium solutions can differ significantly.  A complete quantitative description of the effects of the finite shock-layer thickness on transition modeling suggests a PSE solution.  With little experimental validation data available for this particular class of flows, validation of PSE is difficult.  The readers are asked to refer to Chapter 13 of these notes for the details on the problem formulations and the effects of chemical reactions.  

Chang et al. (1997) apply LPSE to the flowfields considered by previous researchers (who used linear stability theory) as well as to the Mach-20 flow past a 6° wedge, and consider three gas models included in the basic flow as well as the stability calculations: perfect gas, chemical equilibrium and non-equilibrium (finite-rate chemistry).  

· The first test case studied is a Mach 10 flow over an adiabatic flat plate with a freestream temperature of 350°K, and a unit Reynolds number of 6.6x106 / m..  For comparison, the linear stability results of the following groups were used:  Malik & Anderson (1991) assumed air to be in thermal and chemical equilibrium. Both equilibrium and finite-rate chemistry effects were investigated by Stuckert & Reed (1994) in a linear stability analysis of the shock layer. Hudson et al. (1997) assumed air to be in both chemical and thermal non-equilibrium state.  The results of Chang et al (1997) agree very well with Malik & Anderson (1991) while the other two investigations show a noticeable difference in growth rates and a shift in the peak growth location. Given that different mean flow codes were used in all these studies [Malik & Anderson and Chang et al. used an equilibrium gas boundary-layer code (Anderson & Lewis 1971), Stuckert & Reed used a PNS code while Hudson et al. used a Navier-Stokes code], qualitatively, the agreement is reasonable among all three investigations.
· When comparing perfect gas and real-gas effects, Chang et al (1997) verify previous results that real gas effects tend to be destabilizing for the second mode with a resulting shift (to a lower value) in the most unstable frequency.  This is to be expected with endothermic reactions that lower the temperature and cause the shock layer to be more susceptible to second-mode disturbances.
· Chang et al (1997) considered a Mach 20 flow over a 6° wedge and with the LPSE were able to account for the non-parallel effects. The unit Reynolds number for the wedge configuration was 9X105/ft and the wall temperature was constant at Tw/Tadiabatic =0.1.  For both equilibrium and finite-rate chemistry with LPSE, they found amplifying supersonic modes supersonic modes with a relative phase velocity faster than the freestream sonic speed.  These modes emerged just downstream of the unstable (subsonic) second-mode region, they generate dispersive waves that propagate into the freestream with a phase speed different from the corresponding acoustic wave, and they feature an oscillatory structure in the inviscid region of the shock layer that decays at a finite distance outside the boundary layer.  They determine that the Rankine-Hugoniot shock-jump conditions have little effect since the mode structure decays before the shock is reached.  The post shock Mach number is 12.5 with a shock angle (between the wedge and the shock) of 2.22°.  Due to the presence of the supersonic modes, Chang et al. predicted the location of the onset of transition (that is, the location at which N-factor achieves a value of 10) to be 14 feet, 24 feet, and 39 feet if one uses the equilibrium, non-equilibrium, and perfect gas models, respectively – quite a difference.  It is apparent that it is important to correctly model the chemistry, nonparallel effects, and the global nature of the instabilities.
Adam & Hornung (1997) performed boundary-layer-transition experiments on a 5-deg half-angle cone at 0-deg angle of attack in the T5 free-piston hypervelocity shock tunnel at the Graduate Aeronautical Laboratories at the California Institute of Technology (GALCIT).   This facility was designed to simulate atmospheric re-entry and match associated gases and enthalpies.  Feasibility and preliminary results of boundary-layer experiments on a sharp cone were described by Germain et al. (1993) and Germain & Hornung (1997).    For separate tests in air, nitrogen, and carbon dioxide, results suggest that there is no clear relationship between transition Reynolds number (evaluated with boundary-layer-edge conditions), and the reservoir enthalpy. Using reference conditions (Eckert 1955) to compute the transition Reynolds number, however, separates the gases according to how easily they dissociate. For all three gases, then the transition Reynolds number increases with reservoir enthalpy.  LPSE: Based on this data, Johnson & Candler (1999) assume a reacting mean flow with both thermal and chemical nonequilibrium, and use LPSE and previous linear stability theory (Johnson et al. 1998) to determine the N-factors for the 2 methods at the experimentally observed transition locations – they observed on average that N=6 for LST and N=5 for LPSE. 

A re-entry boundary-layer flight experiment called Re-entry F was conducted in the late 1970s, and a detailed log of both flight conditions and measured transition Reynolds number was published by Wright & Zoby (1977).  In the free-flight test, a 4-m-long, 5-deg half-angle cone was monitored as it entered the atmosphere from 30.48 to 18.29 km around Mach 20. Adam & Hornung (1997) compared data from this test with their T5 shock tunnel experiments. When the transition Reynolds numbers are evaluated at the boundary-layer-edge conditions, they are an order of magnitude higher than the tunnel results. When the reference conditions are used (Eckert 1955), the flight data fall within the same range as the experiments, although the trend with reservoir enthalpy is reversed. That is, in flight, the transition Reynolds number decreases with reservoir enthalpy.  LPSE:  Both Malik (2003; RFPSE code) and Johnson & Candler (2005; PSE-Chem code) modeled the reacting flow and disturbance field for the 100,000 ft. case, with Malik assuming chemical nonequilibium and Johnson & Candler assuming chemical and thermal nonequilibrium.   In spite of the differences in modelling, their N factor curves showed reasonable agreement, with Malik predicting a value of 9.5 at the experimentally measured transition location of x=2.9 m and Johnson & Candler predicting 8.7.  Malik further calculated the N-factors corresponding to the different chemistry models in his code RFPSE – see Table 1.

Table 1 N-factor results (at 100,000 feet and x = 2.9 m) for Reentry-F cone using RFPSE (Malik)


Option
Perfect gas
Equilibrium gas
Finite-rate chemistry


LST
6.5
7.9
8.1


LPSE
7.3
9.8
9.5
From heat flux profiles, transition for Reentry F at 80,000 ft was estimated to be at 2.0 m.  Wright & Zoby give bounds on the estimate of the nose radius at this point due to ablation, with the lower end being 3.8 mm and the higher end being 4.8 mm at this altitude.  For these two extremes, estimating transition locations from PSE-Chem using N=10, Johnson & Candler found the results indicated in Table 2.

Table 2. Estimated transition locations (at 80,000 feet and N=10)

 for Reentry-F cone using PSE-Chem (Johnson & Candler)

Nose Radius [mm]
Measured [m]
PSE-Chem [m]


3.8
2.01
1.89


4.8
2.01
2.09

These two estimates bracket the measured transition location almost evenly and, under the conditions that were simulated, a nose radius of 2.4 mm would match the measured transition location. Then Johnson & Candler (2006) performed a similar assessment for other altitudes, and noted, in general, challenges in trying to sort out nosetip ablation, angle of attack issues, and thermal warping of the body, with results for N-factors warranting further investigation.

Malik (2003) also used LPSE on a second flight experiment, namely, Sherman & Nakamura (1970), a 22-deg half-angle blunt cone at Mach 22 and an altitude of 110,000 ft.  Based on data presented by Berkowitz et al. (1977), Schneider (1998) inferred that the nose radius was about 0.25 in. Malik found the N-factor to be about 11.2.  Johnson & Candler (2006) again found results for N-factors warranting further investigation, and pointed out that much of the information about the geometry and flight trajectories is not available in the open literature and had to be inferred.
Future work will lie in proper stability formulation and chemistry and thermal models.  Also, the application of NPSE and DNS results for interactions and identifying the paths to transition in these flows should lead to new insights.  
4.5 Gortler Instabilities

The instability associated with concave wall curvature produces steady, streamwise-oriented, counter-rotating vortices, commonly called Görtler vortices. The subject was reviewed by Saric (1994), so that here we just recall the main ideas.

Rayleigh first explained this inviscid mechanism which involves a shear flow over a concave surface undergoing a centrifugal instability. If (U,V,W) denotes the basic state, where U=0, V=V(r), and W=0 are respectively the radial, tangential, and axial velocities in the vicinity of the concave surface, the necessary and sufficient condition for the existence of an inviscid axisymmetric instability is:

d((rV)2)/dr < 0   anywhere in the flow

Basically, the physical explanation of this criterion is that, under the above condition, the local pressure gradient is not able to compensate for the excess in angular momentum of a particle undergoing an outward virtual displacement.

When viscosity is taken into account, the Rayleigh criterion becomes only a necessary condition for a centrifugal instability.  An example, for closed systems, is the Taylor instability, originating from viscous circular Couette flow.  (Note: In the case of the inner cylinder rotating and the outer one fixed, the above criterion is satisfied.)  When a critical value of the inner-cylinder speed is reached, the instability is initially observed in the form of counter-rotating toroidal vortices, called Taylor vortices.

Another closed system is the flow in a curved channel. Rayleigh's criterion is satisfied along the outer race of the channel, where the Dean instability develops producing Dean vortices (see Saric 1994 for more details).

Görtler instability, on the other hand, is typical of open systems, such as the viscous boundary-layer flow over a concave surface. In this case, U is now the streamwise velocity component, according to boundary-layer conventions, and corresponds to V in the above criterion.  At the center of curvature rU = 0 because r=0 and at the wall rU= 0 because of the no-slip condition.  Therefore, there must exist a maximum of rU somewhere in the flow, which implies the second derivative of rU is negative in a region about the maximum of rU, so that the Rayleigh criterion is satisfied. The first application of this idea to boundary layers was due to Görtler.

The Görtler instability is known for causing transition on the wall of a supersonic nozzle in a boundary layer that would otherwise be laminar. Moreover, high-speed vehicles feature sharp leading edges requiring a series of corners or a concave surface to provide section thickness downstream. Also, the Görtler vortex structure exists in a turbulent boundary layer over a concave surface such as on turbine-compressor blades. The effects of this type of instability are clearly visible as surface striations on reentry vehicles in the Smithsonian Air & Space Museum where differential surface ablation caused locally concave surfaces.

Görtler instability is a rich area of study because of the spanwise modulation of the steady flow caused by the Görtler vortices.  This effect can destabilize TS waves and other secondary instabilities. There is opportunity for effective and efficient control similar to the success realized for stationary crossflow (Saric & Reed 2002). Breakdown to turbulence cannot be accurately predicted or described by linear stability theory (Reed et al. 1996).

Linear Analysis For incompressible flow and considering disturbance quantities (u,v,w,p) and basic-state quantities (U,V,W), in order to account for the weakly nonparallel nature of the basic state, a viscous parameter ε = 1/R = sqrt{υ/U∞ L} is introduced so that v and w scale with ε (that means they are O(ε), while u is O(1). See Floryan & Saric (1982). If a sinusoidal perturbation, due to the fact that the vortex structure is spanwise periodic, is added to the base flow, the NS equations can be linearized and the metric, accounting for the surface curvature, expanded in powers of ε and κ, where κ = ε L/R (R is the radius of curvature). By following these steps, the resulting equation set is:

ux + vy + β w = 0

U ux + Ux u + V uy + Uy v - uyy + β2 u  =  0

U vx + Vx u + V vy + Vy v + 2 G2 U u + py - vyy + β2 v  =  0

U wx + V wy - β p - wyy + β2 w  =  0

where G2 = κ / ε, β = 2 π ε L / λ (λ is the spanwise wavelength) and x is scaled with ε in order to account for the slow streamwise scale x = ε x* / L (x* is the dimensional streamwise coordinate).

The disturbance quantities (u,v,w,p) and the basic-state quantities (U,V,W) depend on y and z; this implies that the classical separation-of-variables method (normal-modes solution) is not allowed here (the coefficients depend on x). On the other hand, the equations are parabolic in x so that boundary conditions (at y = 0 and as y → ∞) and initial conditions (at x = x0) are required. The most correct way of solving this system is a marching-solution technique from x0. Despite this, a number of papers have appeared using the normal-modes approach, also called the local solution. A justification of the use of normal modes can be found in the large wavenumber limit, which takes place further downstream. However, one has to assume that distortion effects have not yet already taken place due to the action of the stationary vortex (a critical assumption).

Using a marching solution, Hall (1983) showed that the existence of a neutral point strongly depends on the location and shape of the initial conditions. Because of the parabolic nature of the equations, the marching solution shows the sensitivity to initial conditions and, most important, provides the means for assessing receptivity issues in Görtler flows that are not possible with eigenvalue methods. 

Although much effort has gone into linear analysis, as with stationary crossflow, it is essential to include nonlinear effects in any studies of Görtler flows. To account for the nonlinear distortion of the mean flow due to the action of the stationary vortices and the consequent breakdown, an NPSE formulation with curvature is warranted. 

Experiments  An extended review of the experiments carried out studying the Görtler instability since 1937 can be found in Saric (1994), thus here we recall only the main conclusions without detailing the experiments.

From the physical point of view, the presence of streamwise-oriented counter-rotating vortices produces a considerable mean-flow distortion because they create regions in which the flow is pushed down towards the wall and other regions where it is lifted up. As the motion continues, a mushroom-shaped distribution of an original uniform profile in z can be identified. The same phenomenon, of course, occurs in other flows with a stationary streamwise vortex structure, such as the crossflow instability on a swept wing (Saric et al. 2003).

The main consequence of this behavior is a considerable nonlinear distortion of the mean flow and the development of highly inflectional velocity profiles that would give rise to a Kelvin-Helmholtz instability.  It is apparent that the spanwise gradients are as large as the wall-normal gradients and that flows such as this are subject to strong secondary instabilities. Swearingen & Blackwelder (1986, 1987) were able to locate the source of the breakdown and thus identify which mechanism was causing breakdown in either the sinuous or varicose modes. The sinuous mode is characterized by having the disturbances (u,v,p) asymmetric and w symmetric about z=0 and is associated with the spanwise gradient (U/(z. The varicose mode has (u,v,p) symmetric and w asymmetric about z=0 and is associated with the wall-normal gradient (U/(y.

On the other hand, the nonlinear profile distortion produces disturbance energy saturation. At some streamwise location the disturbance amplitude ceases to grow and remains more or less constant. This usually occurs at modest Görtler number, bringing into question linear analyses with large Görtler number.

From this brief summary it should be clear that Görtler instability is really nonparallel and nonlinear and therefore the basic state cannot be decoupled from the disturbance state. The only reliable assumptions about the Görtler problem are that it is spanwise periodic and initially stationary. Prior to the onset of the secondary instability, the experiments teach us that there is a significant profile distortion from Blasius flow, saturation will occur and the low-momentum streaks form mushroom-shaped cross sections.

Nonlinear Analysis  No nonlinear theories can predict these events, so we begin with Hall (1988) who solved the nonlinear parabolized equations in a spatial formulation and was able to calculate the distortion of the mean flow. He chose to have the curvature vary with streamwise position and hence made it difficult to compare the flow to anything physical.  He did not observe saturation of the mean flow distortion. At low initial amplitudes, he calculated growth followed by decay. At higher initial amplitudes he calculated continuous growth. Later, Hall (1990) performed constant-curvature calculations, which he compared with data from Swearingen & Blackwelder (1987) and was able to obtain qualitative agreement.

A very successful study was that of Saric & Benmalek (1991) who solved the nonlinear parabolized disturbance equations and generated the features of the distorted profiles as observed in the experiments. The other feature of this nonlinear profile successfully predicted is saturation. At some streamwise location at modest Görtler number, the disturbance energy saturates for all of the Fourier modes used in the calculation.

Other computations are described in Saric (1994).


[image: image133]
Figure: PSE computations of Saric & Benmalek (1991) for constant curvature concave wall

Control  Of possible interest to the present research is the work of Saric & Benmalek (1991).  They show that convex curvature has an extraordinary stabilizing influence on the Görtler vortex, and they give examples of wavy-wall computations where the net result is stabilizing. The result of the computations show that an oppositely rotating vortex pair is generated in the convex region giving disturbance velocity profiles that resemble higher eigenmode distributions. They conclude that the stabilizing effects of a convex surface make it unlikely that the boundary layer over a wavy surface is subject to a strong Görtler instability.
5.0 Summary

Laminar-turbulent transition is highly initial- and operating-condition dependent, and finding careful, archival experiments for comparison is the main validation issue; careful and well documented flight and quiet wind tunnel data are needed, especially in hypersonics (where real-gas, high-enthalpy conditions must be simulated). 

The NPSE formulations are very promising for a variety of flows.  If the environment and operating conditions can be modelled and input correctly, the computations agree quantitatively with the experiments.  However, the routine use of NPSE depends on our knowledge of the connection between the freestream and the boundary-layer response.  In other words, the user needs to specify initial amplitudes and disturbance mode content as the upstream conditions.  The areas of boundary-layer receptivity and transient growth offer very promising breakthroughs.  A physically appropriate upstream or inflow condition must be specified.  As well, further work on appropriate chemistry and thermal models will aid in hypersonic flow predictions.

It is important to keep in mind the limitations of the “slowly varying” assumption.  Further incorporating ideas from Navier Stokes simulations could enable a more global version of LPSE/NPSE valid and accurate for configurations with rapid chordwise variations, such as large curvature or strong viscous-inviscid interactions, as well as advancing into the region of breakdown.
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