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1. INTRODUCTION

As stated in the opening lecture, the predominant view of laminar-turbulent transition until the early 1990’s was centered around the slow linear amplification of exponentially growing disturbances (the familiar T–S waves), preceded by a receptivity process to the disturbance environment and followed by secondary instabilities, further nonlinearity and finally a breakdown to a recognizable turbulent flow. However, there are transition phenomena that could not be attributed to the aforementioned ‘‘T–S path’’ and so were labeled by Morkovin (1985) as bypass transition. The general feeling expressed by Morkovin as well as the present lecturer was that bypass transition was inherently nonlinear, having bypassed the linear T–S processes. We often joked that bypass transition either bypassed the T–S processes or bypassed our knowledge, or both. This picture had to be urgently reconsidered in the early 1990s with the emergence of a literature on transient growth.

Transient growth arises through the nonorthogonal nature of the Orr–Sommerfeld and Squire eigenfunctions. The largest effects come from the nonorthogonal superposition of slightly damped, highly oblique (near streamwise) T–S and Squire modes. These modes are subcritical with respect to the T–S neutral curve. The transient growth signature is essentially algebraic growth followed by exponential decay. A weak transient growth can also occur for two-dimensional or axisymmetric modes. So transient growth is therefore a candidate mechanism for many examples of bypass transition. 

The study of transient growth emanates from Landahl’s (1980) ‘‘lift-up’’ mechanism, a localized three-dimensional up–down motion in regions of high mean shear (near the wall) that grows algebraically in time in Landahl’s temporal inviscid formulation. This was further developed by Hultgren & Gustavsson (1981), Boberg & Brosa (1988), and Trefethen et al (1993). The more formal basis for transient growth is described by Schmid et al (1996). Butler & Farrell (1992) determined optimal disturbance parameters for maximum transient growth in plane Couette, plane Poiseuille, and Blasius flows. These optimal disturbances have a decided three dimensionality. In most cases, the optimal disturbances are stationary. They are for zero frequency and a particular spanwise wave number. All of the above papers use a temporal formulation of the disturbance equations, that is, that the disturbances grow in time rather than in space. In the examples of the present paper, a spatial formulation will be introduced as well. (The first analysis of spatial transient growth was carried out by Schmid, Lundbladh, & Henningson (1994) for plane Poiseuille flow. They interpreted the complex half-plane with αi<0 as ‘‘the unstable half-plane.’’ This is incorrect as will be pointed out later.)

In Sec. II, the character of transient disturbances will be described using a model problem. This will be followed in the later sections by more detailed consideration of flat-plate flow, Poiseuille pipe flow and transition due to elevated turbulence level. 

2. TRANSIENT DISTURBANCES

The character of transient disturbances will here be described using a model problem based somewhat on the description of Boberg & Brosa 1988). The Orr–Sommerfeld/Squire system of disturbance equations can be described as follows:
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(1)
where ζ is the disturbance vorticity in the x – z plane normal to the direction of wave propagation, η is the disturbance vorticity normal to the bounding surface, Los and Ls are the homogeneous Orr–Sommerfeld and Squire operators, respectively, minus their time-dependent terms, and γ is the coupling coefficient. For two-dimensional basic flows, 
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where 
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is the spanwise wave number and 
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is the mean shear 
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 If in Eq. (1) the operators are replaced by their eigenvalues, then a simple model solution can be obtained. This is not, of course, a proper solution to Eq.(1) but the results are illustrative of the character of transient growth behavior. 

Let 
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 and η(0)=η0. Both chosen eigenvalues represent damped disturbances. The ‘‘solution’’ to Eq. (1) is
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(2)
Note that the homogeneous Orr–Sommerfeld and Squire solutions are both damped. However, the coupling term has a very special behavior. For small times, it is linear in time while for large time, the component terms decay exponentially in time. For the special case,
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, the coupling term takes the form 
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, linear growth followed by exponential decay. The maximum of this curve is the transient growth factor, G, that will be referred to frequently in this paper. The combination of wave numbers and Reynolds numbers that maximize the transient growth factor are the ‘‘optimal disturbances’’ as in, for example, the Butler & Farrell (1992) paper. These transient growth factors are of course flow dependent and in many cases can become very large. It is important to note from the aforementioned arguments that transient growth processes are linear. The consequence of these arguments is that transient growth can be a significant factor in the transition to turbulent flow for flows that are T–S stable (e.g., plane Couette and Poiseuille pipe flows), as well as in providing significant subcritical disturbance growth ahead of the T–S growth region in flows that are later T–S unstable. Consideration of transient growth has led to an enlargement and clarification of the paths to transition by Morkovin, Reshotko, & Herbert (1994) as shown in the opening lecture. Of the five paths to transition, the ones relevant to this lecture are Path C, the case where eigenmode growth is absent and Path D, modeling the effects of elevated free stream turbulence on transition.
3. GROWTH FACTOR AND ENERGY NORMS

Quantification of transient growth information is done by defining a growth factor G.


G = E/Ein
where E and Ein are energy norms. An example of the spatial variation of the growth factor is shown in Fig. 1. This is for a flat plate flow. The growth factor G scales with length Reynolds number or with the square of a thickness Reynolds number.

[image: image11]
Fig. 1. Spatial variation of growth factor

The maximum value on the curve, Gmax/ReL is a function of the spanwise wave number, β. The optimum growth factor Gopt/ReL is the highest value of Gmax/ReL and occurs for the optimum spanwise wavenumber, βopt. The curve shown in Fig. 1 happens to be for the optimum spanwise wavenumber for the incompressible flat plate boundary layer.

For incompressible flow, the energy norm is just the integral of the disturbance kinetic energy over the flow domain.
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For compressible flow, the energy norm also includes density and temperature fluctuation terms. This is the form originally derived by Mack (1969).
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By an order of magnitude analysis, Luchini (2000) deduced that the input energy norm is due just to the streamwise vortices.
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And the subsequent downstream energy norm is 
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This implies that as a result of transient growth, the streamwise vortices are converted into streamwise streaks as shown if Fig. 2. Tumin & Reshotko (2003) have done many calculations using both the complete energy norms and the Luchini norms and found the results to be indistinguishable. 
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Fig. 2. Input and output of transient growth

Except where specified otherwise, the results presented herein are from the parallel-flow spatial-transient growth formulation. A more formal synopsis of the spatial theory is given in the Appendix. 

4. TRANSIENT GROWTH IN FLAT PLATE FLOW

The first case considered is the Blasius boundary layer over a flat plate. The results presented here are principally from Tumin & Reshotko (2001) (T&R). Fig. 3 shows the maximum growth factor as a function of spanwise wavenumber β in units of (l)-1 = (μeL/ρeUe)-1/2.
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Fig. 3. Optimal energy at x/L =1 as a function of spanwise wavenumber

β. ReL = 106, ω = 0, Me = 0
The quantity l is just the height to η = 1 in the boundary-layer formulation. One can see that the optimum growth factor is achieved at βl = 0.45 as also obtained by Andersson et al (1999) using the linearized boundary layer equations. Figure 4 shows the optimal energy as a function of the downstream coordinate for βl = 0.45.
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Fig. 4. Optimum growth factor versus downstream coordinate

at β l = 0.45. ReL = 106, ω = 0, Me = 0.1. 1 – T&R, 2 – linearized boundary layer equations, Andersson et al.

The small quantitative discrepancy between the T&R and Andersson et al curves is attributed to the nonparallel effects included in Andersson et al. Fig. 5(a) shows the optimal initial disturbance profiles of v and w velocities (at x=0) corresponding to the optimum at x/L = 1, and Fig. 5(b) the resulting u velocity disturbance at x/L=1. This illustrates again what was shown in Fig. 2. 
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Fig. 5. (a) Optimal velocity profiles v(y) and w(y) at x/L = 0 providing

maximum growth at x/L = 1. (b) Streamwise velocity disturbance

profile corresponding to the optimal disturbance. β l = 0.45,

ReL = 106, ω = 0, Me = 0.
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Fig. 6. Effect of streamwise pressure gradient on the optimal

growth. Rel = 103, ω = 0, Me = 0
The effect of pressure gradient is shown in Fig. 6. One can see that favorable pressure gradient decrease the overall growth. Comparison of transient growth for steady (ω=0) and nonsteady (ω =0.005) disturbances is shown in Fig. 7 for βl = 0.45. Unsteadiness decreases the optimum growth factor.
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Fig. 7. Comparison of transient growths. 1 – steady disturbances, ω=0,

2 – nonsteady disturbances ω =0.005. βl = 0.45, ReL = 106, Me = 0
The maximum growth factors for the compressible flat plate boundary layer at adiabatic wall conditions are shown in Fig. 8. While the optimum growth factor does not change very much, the optimum spanwise wavenumber decreases as the Mach number increases. 
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Fig. 8. Maximum growth factors as a function of β at four 

Mach numbers. ReL = 9 x 104, ω=0. Adiabatic wall

The effect of cooling at M=0.5 is shown in Fig. 9. Note the almost ten-fold increase in Gmax/ReL for Tw/Taw = 0.25. This however is not representative of what happens at higher Mach numbers. 
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Fig. 9. Effect of wall cooling on the growth factor.

ReL = 9 x 104, βl = 0.45, ω = 0, Me = 0
From Reshotko & Tumin (2004), the optimum growth factors for supersonic flat plate boundary layers is shown in Fig.10. With initial cooling (from adiabatic), the optimal growth factors decrease. For M < 2.5, the optimum growth factors increase with further cooling while for M > 2.5, they decrease with further cooling. 
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Fig. 10. Optimal growth factors for zero pressure gradient,

ReL = 9 x 104, ω=0.

The corresponding optimal spanwise wavenumbers are shown in Fig. 11. Despite the large variation, the optimal spanwise wavelengths are all between 3 and 3.5 boundary layer thicknesses. (For the Blasius boundary layer, λ/δ = 2.79).
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Fig. 11. Optimal spanwise wavenumber for zero pressure

gradient, ReL = 9 x 104, ω=0
5. TRANSIENT GROWTH IN POISEUILLE PIPE FLOW

The Poiseuille pipe flow is stable with respect to modal infinitesimal disturbances whether they are axisymmetric or nonaxisymmetric. Accordingly, transition in this case is often considered to be bypass transition. (Morkovin & Reshotko 1990, Morkovin 1993, Reshotko 1994). The temporal stability of this flow has been studied by many over the last 70 years. The spatial stability calculations are more recent. To be cited specifically is the work of Garg & Rouleau (1972) and the receptivity study of Tumin (1996). A comparison of temporal and spatial spectra is shown in Fig. 12.
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Fig. 12. Linear stability eigenvalue distribution for particular cases of Poiseuille pipe

flow (figure supplied by A. Tumin).

While the spectra look different, they can be seen to closely relate to each other upon comparing phase velocities 
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 is associated with the flow region upstream of the disturbance source as pointed out by Gill (1965) (and later by Ashpis & Reshotko 1990 for boundary layer flows). The one with 
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is an upstream traveling disturbance that is included in the present calculations but is of little consequence.

The initial transient growth studies for this flow were all temporal. These include DNS studies (Schmid et al 1993, O’Sullivan & Breuer 1994, Ma et al 1999) and theoretical formulations (Bergstrom 1992, 1993, Schmid & Henningson 1994, Trefethen et al 1999)). Early experimental studies are by Leite (1955) and Kaskel (1961) Later experiments are reported by Bergstrom (1995) and Eliahou et al (1998). 

In 1958, the present author, under the guidance of Janos Laufer at JPL, set up a laminar pipe flow (Reshotko 1958) for the purpose of studying its stability. A disturbance generator was built and initial results showed disturbance decay as had been earlier observed by Leite (1955). The experiment was later repeated by Kaskel (1961) (again under Laufer’s supervision). 
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Fig. 13. Experimental observations of Kaskel (1961) for 
[image: image31.wmf]=7600

D

Re

.

Figure 13 shows the response of a hot wire with distance downstream of Kaskel’s disturbance generator at two different frequencies. To be noted is the marked initial growth of the response before the decay sets in. This result was presented without explanation. However, after the transient growth phenomenon became known, Mayer and Reshotko (1997) completed a temporal transient growth analysis of the Kaskel (1961) results. The balance of the discussion in this section is on the temporal and spatial analyses of the Kaskel results.
5.1. Results of the Temporal Analysis

As indicated earlier, the transient growth is the result of interaction (or superposition) of decaying modes. It is therefore illuminating to look at the inner products matrix which clearly indicates the non-normality of the stability operator. Figure 14 taken from Mayer & Reshotko (1997) shows the L2 inner products matrix of the vector velocities for the first 80 decaying temporal modes for azimuthal index n=1 normalized to the value at zero time. The conditions are those of the Kaskel experiment Re = 7600, f = 10 Hz. The wave number, 
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 (that has to be specified in a temporal analysis) is that measured in the experiment.

[image: image33.emf]
Fig. 14. 80-temporal eigenfunction inner products matrix (symbolic form) for pipe flow at ReD = 7600, n = 0 and 
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 (f = 10 Hz).

Matrix elements whose magnitude is between 0.1 and 1 are indicated by the symbol 1. Elements of magnitude 0.01 to 0.1 are indicated by the symbol 0, and those elements that are less than 0.01 are shown by a dash. Were this a normal operator, the inner products matrix would be simply the identity matrix. However, the thick band of ones about the diagonal clearly show the non-normality of the matrix. The band of ones is thickest between rows (and columns) 15–30 which corresponds to the intersection of the three branches of the spectrum in the complex plane (see Fig. 12). This is where the largest contribution to the transient growth occurs, rather than from the modes that have the smallest decay rates. The corresponding diagram for axisymmetric disturbances, n = 0, shown in Fig. 15 shows two separate matrices. This is because for n = 0, the Orr–Sommerfeld and Squire modes are uncoupled. The upper left and lower right corner are, respectively, the matrix elements for the Orr–Sommerfeld and Squire modes. For the present problem it was found that the maximum nonmodal growth for n = 0 is due entirely to the Orr–Sommerfeld modes. The results f = 15 Hz (
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) are similar.
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Fig. 15. 80-temporal eigenfunction inner products matrix (symbolic form) for pipe flow

at ReD = 7600, n= 0 and 
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 (f = 10 Hz).
The resulting amplitude growths A(t) for the two frequencies are shown in Figs. 16 and 17. A(t) is the square root of the kinetic energy growth factor. For both frequencies, the maximum transient growth occurs for n=3, but is larger at 10 Hz than at 15 Hz. The response for axisymmetric disturbances (n=0) is relatively very weak, but curiously larger at 15 Hz than at 10 Hz. Also to be noted is that the decay is faster at the higher frequency. This is consistent with the experimental result of Fig. 13, except that the experiment is spatial and Figs. 16 and 17 are temporal. For a more detailed comparison, one must consider that the disturbance generator was a vibrating ribbon suspended at six equally spaced points of the pipe’s inside circumference with all elements excited in phase. A Fourier analysis of the disturbance generator shows the excited modes are n = 0, 6, 12,..., 6m. The first three influence coefficients are c0 = 0.955, c6 = 0.0666, c12 = -0.013, accounting for 99.7% of the potential response. Figures 18 and 19 show the comparison between the composite calculations and experiment. The experimentally measured group velocity has been used for the space-time conversion. The curve fits are somewhat arbitrary since the experimental data have no definite scale. Nevertheless, the computations follow the trends of the experimental data and Mayer & Reshotko (1997) conclude that the Kaskel (1961) data display transient growth. However, to be noted is that in the temporal analysis, the wave number and group velocity had to be taken from experiment. Clearly a spatial analysis is preferred.
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Fig. 16. Nondimensional temporal amplitude growth for pipe flow at ReD = 7600,
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 (f = 10 Hz)
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Fig. 17. Nondimensional temporal amplitude growth for pipe flow at 
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 (f = 15 Hz) at various azimuthal disturbance wave numbers. 
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Fig. 18. Experimental traces vs temporal theoretical predictions of amplitude

growth, f = 15 Hz.
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Fig.19. Experimental traces vs temporal theoretical predictions of amplitude growth, 

f = 10 Hz.

5.2. Results of Spatial Analysis

The problems of temporal and spatial transient growth formulations are quite different. The temporal analysis simply goes forward in time. But an initial-value problem for spatial disturbances of prescribed frequency is ill-posed. Resolution of this issue (Reshotko & Tumin 2001) comes from the work of Ashpis & Reshotko (1990) who studied the spatial response to a vibrating ribbon in a Blasius boundary layer. For a given real frequency, and in the absence of growing T–S waves, they showed that the upper half of the complex 
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-plane contains the decaying eigenvalues that apply to the domain downstream of the vibrating ribbon while the lower half of the complex 
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-plane contains the decaying eigenvalues that apply to the upstream domain. Thus for the case of the downstream response to a vibrating ribbon in the present pipe flow, one need consider only those eigenvalues in the upper half plane of the spatial spectrum such as that shown in Fig. 12. The balance of the analysis parallels that done for the temporal case. 

Figure 20 shows the normalized amplitude response with axial distance for the various azimuthal modes at f =10 Hz. The amplitude A(z) is the square root of the growth factor G(z) which in turn is the 2-norm of the disturbance kinetic energy matrix. As with the temporal calculation, the axisymmetric response is weak. The maximum growth occurs at azimuthal index, n = 3 result; furthermore, the peak value of 23 is identical to the temporal result. Comparison with Kaskel’s experimental results again requires 
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Fig. 20. Nondimensional spatial amplitude growth for pipe flow at 
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 (f = 10 Hz) at various azimuthal wave numbers. 

considering the composite response for Kaskel’s disturbance generator. With c0 = 0.9555, c6 = 0.055, and c12 = 0.013, the composite spatial response for f=10 Hz is shown in Fig. 21. Two sets of curves are shown. Figure 21(a) includes the full set of decaying wave numbers (0.0<
[image: image48.wmf]a

i<6.0) while Fig. 21(b) truncates a range of wave numbers with the weakest decay (0.1<
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i<6.0). This truncation is based on a receptivity study by Tumin (1996) of a pipe flow with a disturbance source placed on the wall. Tumin showed that the least decaying modes could not be efficiently excited.
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Fig. 21. Effect of receptivity argument on nondimensional spatial amplitude growth for pipe flow at 
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 (f = 15 Hz). (a) All decaying eigenfunctions, (b) only those eigenfunctions with 
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Comparison of Figs. 21(a) and 21(b) shows that the peak values for the composite amplitude are about the same but that the subsequent decay is more rapid without the least decaying modes.

Since the major input to the composite signal comes from the axisymmetric mode, this mode merits further examination. Figure 22 shows the streamwise velocity disturbance amplitude profile w(r) for the f = 10 Hz case at z = 8.6. The local maximum is near the wall at r = 0.92. The instantaneous streamwise velocity component at r = 0.92 is then shown as a function of z in Fig. 23. This figure enables a calculation of phase angle as a function of z and therefore a calculation of the local wave number. Figure 24 compares the calculated phase of the streamwise velocity with expectations for 
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 equal to 0.9 and 1.1. One can see that α = 1.1 provides a reasonable fit to the calculated phase in the interval of 3–6 pipe radii from the point of origin. Although this calculation is limited to the n=0 mode, it gives a reasonable fit to the experimentally measured wave number, α = 1.12. A similar calculation has been carried out for the f =15 Hz case. There the best fit to the calculated phase distribution yielded a value of 
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 >1.5 as compared to Kaskel’s measured value of α =1.75.
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Fig. 22. Spatial streamwise disturbance velocity amplitude at z = 8.6, 
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 (f = 10 Hz), n = 0. 
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Fig. 23. Instantaneous distribution of disturbance velocity component w at r = 0.92, 
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 (f = 10 Hz), n= 0.
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Fig. 24. Phase of the streamwise velocity disturbance at r – 0.92, 
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(f = 10 Hz),n = 0 for eigenfunctions with 
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5.3. Concluding Comment

Thus we are again able to argue that the phenomenon of transient growth was observed in the Kaskel (1961) experiment. Furthermore, the spatial treatment did not require an assumption of any space-time conversion speed and the wave number is a result of the calculation rather than being taken from the experiment as in the temporal treatment. A more detailed treatment of spatial transient growth in Poiseuille pipe flow is given in Reshotko & Tumin (2001).
6. EFFECTS OF ELEVATED FRESTREAM TURBULENCE LEVEL ON TRANSITION AT M = 0.

It is known from wind tunnel studies that the flat plate transition Reynolds number is very sensitive to freestream turbulence level. This example taken from Andersson et al (1999) shows the use of transient growth results in modeling this effect. 

Let the energy norm at “transition” be related to the input energy norm by the growth factor G.


 Etr = G Ein
where Ein is taken as the square of the turbulence level, Tu. Then


Etr = (G/Rex) Rex,tr Tu2
where (G/Rex) is obtained from transient growth results. For M = 0, Tw/Taw = 1, this is just a number. Accordingly we can write

Rex,tr Tu2 = K2
or


 Rex,tr = K2/Tu2
[image: image63.png]e





Fig. 25. Transition Reynolds number, Rex,tr vs. free stream turbulence level (in percent).

The line is the model with K=1200. * are by a model proposed by van Driest &

Blumer (1963).

With the turbulence level given in percent, a value of K = 1200 matches the data for Tu > 1% as seen in Fig. 25. Variations of this modeling will be used in developing transition relationships for roughness-induced transition.

7. SUMMARY AND IMPLICATIONS

It is clear from what has been presented that transient growth is a validated physical phenomenon and can be used to explain a number of examples of bypass transition. 

Transient growth is subject to a receptivity process that has not been here considered in any depth. It does imply however that the ‘‘optimal’’ disturbances, the focus of many transient growth studies in the literature, are not generally realizable unless their parameters (frequency or wave number) are part of the disturbance input.

APPENDIX - Spatial Theory of Optimal Disturbances

The spatial formulation of the transient growth theory within the scope of linearized Navier-Stokes equations was introduced in Reshotko & Tumin 2000, 2001, Tumin & Reshotko 2001. For the sake of consistency, we recapitulate briefly the key elements of the theoretical model.

The linearized Navier-Stokes equations for three-dimensional disturbances 
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 of prescribed frequency ω and transverse wave number β are reduced to a system of ordinary differential equations in the following form
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where 
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 is a five-element vector comprised of the complex amplitude functions for the 
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 components of velocity, pressure, temperature and 
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-component of velocity (superscript 
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 stands for the vector transpose). 
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 matrices (nonzero elements are given in the Appendix of Tumin & Reshotko 2001) and 
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. The boundary conditions for equation (1) are
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The boundary condition (2) outside the boundary layer allows decaying eigenmodes (
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) that represent the discrete spectrum, and non-growing, non-decaying modes as well, that represent the continuous spectrum.

The signaling problem suggests that at the moment of time 
[image: image76.wmf]0

t

=

 a localized disturbance source is switched on. Analysis of the linearized Navier-Stokes equations under the assumption that the downstream and upstream boundaries are at 
[image: image77.wmf]±¥

 leads to the conclusion that only branches corresponding to the decaying modes of the continuous spectrum apply to the solution downstream of the source.

Following from the signaling problem, the flowfield downstream of a disturbance source may be represented as an expansion in eigenfunctions including the decaying modes of the continuous and discrete spectrum plus any growing discrete modes if present. Having selected the downstream eigenmodes, one can continue the analysis as an initial value problem spanned by the eigenmodes, and the method of analysis developed by Schmid & Henningson 1994 for temporal stability theory may be applied.

We introduce a vector-function 
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where the matrix 
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The definition of the scalar product (3) leads to the energy norm introduced by Mack (1969)
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Expanding the vector-function 
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 into 
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 decaying eigenmodes (they might belong to the discrete spectrum or to the numerical discretization of the continuous spectrum), we obtain
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The vector-function 
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 is comprised of three velocity components, density and temperature perturbations corresponding to 
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-th eigenfunction. The coefficients 
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 are optimized to achieve the maximum energy growth at the specific downstream coordinate 
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where 
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 corresponds to the energy at the initial location.
One can find details of the numerical procedure for the base flow and for the eigenmode analysis in Tumin & Reshotko 2001. To consider the curvature effect, the governing equations were written in spherical coordinates under the parallel flow approximation. The latter led to the appearance of the ratio 
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 in the coefficients and some new terms (i.e. centrifugal terms). The curvature-associated corrections of the coefficients were neglected in the viscous terms of the equations.
Although the numerical results in Tumin & Reshotko 2001 were obtained under the parallel flow approximation, recent non-parallel results (Tumin & Reshotko 2003) within the scope of partial differential equations demonstrate that the approximation is satisfactory for the quantitative and qualitative analysis of the transient growth phenomena.
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