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1.0 Introduction

This section discusses progress in theoretical, computational, and experimental research focused on the stability of chemically-reacting boundary layers.  An assessment of on-going and future work in each area shows that experimental validation of computational results is very much needed at this time and necessary for further computational advancements.

The U.S. Air Force has critical mission requirements for space access and rapid global strike both of which require hypersonic atmospheric flight. NASA Strategic Goal 3 seeks to “develop a balanced overall program of science, exploration, and aeronautics consistent with the redirection of the human spaceflight program to focus on exploration.” Because any flight between the surface of the Earth or Mars and space requires transit through the hypersonic regime on ascent and entry, designing safe and capable hypersonic vehicles is a necessary step toward realizing this goal.  Key enabling challenges toward achieving these National Capabilities are to accurately predict and effectively control the transition from laminar to turbulent flow. Transition impacts high-speed vehicle and weapons-system performance, as it may critically drive system drag, thermal load, propulsive efficiency, and stability. For example, a turbulent hypersonic vehicle designed to reach low-Earth orbit would experience about five times more viscous heating and double in weight as compared with an equivalent laminar vehicle (Reed et al. 1997).

Considerable uncertainty exists regarding hypersonic flow transition due to the dearth of reliable experiments. The paper by Mack (1984) regarding the linear stability of compressible boundary layers remains the most complete description available. Mack’s LST (linear stability theory) analysis of ideal-gas high-speed flows describes three major differences between supersonic and subsonic flow: the presence of a generalized inflection-point, the dominance of 3-D viscous disturbances, and the presence of high-frequency acoustic modes now named Mack modes. The dominance of 3-D viscous disturbances refers to the fact that at supersonic speeds, the 2-D viscous disturbances called Tollmien–Schlichting (TS) waves at lower speeds are not the most unstable viscous disturbances. Instead, oblique disturbances of the same general family are most amplified. These are called first-mode disturbances.

The acoustic instability discovered by Mack arises when the edge velocity is sufficiently fast that disturbances can propagate downstream at a subsonic speed relative to the boundary-layer edge velocity but supersonic relative to the wall. Such disturbances are inviscid acoustic waves that reflect between the solid wall and the relative sonic line. The lowest-frequency Mack mode, the so-called “second mode” becomes more unstable than the first mode for freestream Mach numbers above about four. Whereas the first mode is stabilized by wall cooling, the second mode is destabilized via a decrease in the local sound speed and associated increase of the local relative Mach number. Accordingly, factors affecting the thermal boundary layer are critical to understanding the second-mode. The second mode is found in the experiments of Kendall (1975), Demetriades (1977), and Stetson et al. (1984). Beyond these experiments, there has never been a systematic effort to validate Mack’s predictions or to investigate the conditions (roughness, bluntness, angle of attack, wall cooling, chemistry effects etc.) at which the first mode, second mode, transient growth or crossflow dominate transition.

Beyond the additional Mack modes, hypersonic stability analyses are complicated for other reasons. (1) At hypersonic speeds, the ideal-gas assumption is invalid because certain molecular species dissociate due to aerodynamic heating and, in some instances, too few intermolecular collisions occur to support local chemical equilibrium. Additionally, earlier work by Malik (1990), Malik & Anderson (1991), Malik et al. (1990), Stuckert & Reed (1994), Chang et al. (1997), Hudson et al. (1997), Johnson et al. (1998), and Lyttle & Reed (2005) (as examples) shows that equilibrium and various nonequilibrium stability solutions can differ significantly, because of their influence on the thermal boundary layer. (2) The bow shock is close to the edge of the boundary layer and affects transition via the production of an entropy layer. Additionally, the finite shock thickness can be important and this suggests a PSE or DNS simulation approach is required. (3) Surface ablation can have a significant effect on stability via the introduction of roughness, varying surface properties, and localized blowing, all of which affect the thermal and/or momentum boundary layers. (4) The flow is highly 3-D in the neighborhood of drag flaps or fins, or when at angle of attack. 3-D boundary layers are susceptible to crossflow which must be included in determining the appropriate transition physics. Crossflow is ultra sensitive to roughness and freestream disturbances, and leads to important nonlinear effects across much of the transition zone. 
2.0 Perfect-Gas Linear Stability Theory

The paper by Mack (1984) is the most complete description of compressible stability available anywhere. The linear stability analysis of high-speed perfect-gas boundary layers uncovers three major differences between it and the subsonic analysis: the presence of a generalized inflection-point, multiple acoustic modes (Mack modes), and the dominance of 3-D viscous disturbances.  Stability analyses of high-speed, chemically-reacting boundary layers have largely been limited to simple geometries such as flat plates and axisymmetric cones. In these cases, the 2-D boundary layers are subject to two inviscid instabilities. The first is vortical in nature and is due to a generalized inflection point in the boundary layer that represents a maximum in angular momentum. The second is an acoustic instability that occurs when there is a region of supersonic mean flow relative to the disturbance phase velocity. The first mode is distinguished from the second mode by using a local Mach number
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, defined as the difference between the phase velocity of the disturbance 
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 everywhere within the boundary layer, then the first mode may be present. If [image: image7.wmf]1
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 somewhere within the boundary layer, the flow is unstable to “Mack” modes.  The lowest-frequency Mack mode, the so-called second mode, is found to be the dominant instability for Mach number greater than about four; it is more unstable than either the 3-D first mode or any of the other higher modes.  The second mode is a “subsonic” mode in that its structure exponentially decays with height in the inviscid region of the shock layer.  
Mack (1984) provides additional insight to second-mode behavior, discussing the effect of the thermal boundary layer. Mack observes that whereas the first mode is stabilized by cooling in air, the second mode is actually destabilized.  The second mode is also found to be less stable with decreasing viscosity in air.  This idea is related to the argument about cooling in that the viscosity of air increases with temperature.  As temperature decreases, the local speed of sound decreases, which means the local Mach number 
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increases and the second mode is more unstable.

Additionally Mack (1984) reasons that the behavior of the second mode is influenced by the height of the boundary layer, which is affected by both wall cooling and viscosity. There is a strong tuning with the boundary-layer thickness, so that the frequency of the most amplified disturbance may be predicted from this flow parameter.  In particular, the fluctuation wavelength is approximately twice the boundary-layer thickness.  
This implies that if the boundary-layer thickness is changed, for example by cooling, a corresponding and predictable change in frequency should be observed. A thinning of the boundary layer decreases the wavelength and thus increases the frequency, with the converse being true. 
It is apparent from the discussion of Mack (1987) that the size of the region of relative supersonic flow is an important factor in determining second-mode behavior. That is, the thickness of the region between the wall and the relative sonic line in which [image: image9.wmf]1
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 and in which the second mode is unstable, determines the characteristics of the instability.  The thermal boundary-layer profile affects both the viscosity and the local sonic speed (and thus
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). Accordingly, particular attention should be given to the thermal boundary layer as a part of a second-mode investigation.

3.0 Chemical Reactions

For ideal-gas airflows, as are found in conventional (non-reacting) subsonic and supersonic flight, there is an accepted set of constitutive models. For the specific heat, 
[image: image11.wmf]3.5

p

C

=

; Sutherland’s relationships are used for viscosity and thermal conductivity, using a Prandtl number of 0.72 (or perhaps 0.7). Compressible flows can be considered using this ideal-gas assumption so long as the temperature is within the calorically perfect range. Consider an amount of air at a pressure of 1 atm., as its temperature increases. The calorically perfect assumption begins to break down at 800 K, necessitating the use of a thermally perfect gas model for a frozen mixture of N2 and O2. The molecular oxygen begins to dissociate around 2500 K, necessitating the consideration of chemical reactions.

For flows where chemical reactions are important, additional constitutive models must be chosen. For each of the species, a relationship for the specific heat must be supplied. If a finite-rate reaction model is used, the reaction rates must be supplied for each reaction. As well, for the viscosity and thermal conductivity, models that take temperature and species composition into account must be provided. 

If the flow is considered to be in thermal equilibrium, then there is a “unique” temperature for all species and vibrational nonequilibrium is neglected. For a multiple-species gas mixture such as O2, N2, O, N, NO (which has often been used for hypersonic flows – see Blottner et al. 1971, Prabhu et al. 1987), one usually assumes that each species satisfies a perfect gas relationship and Dalton’s law of partial pressures applies for each species.  The resulting equation of state for the gas mixture is 
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where 
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 is the universal gas constant, and for the N species, the quantities 
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 represent the mass concentration and molecular weight, respectively, of species 
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The governing equations for reacting flows are far more complicated due to the need to include species concentration equations for each species, coupled with the mixture mass continuity equation.  In addition, chemical reactions introduce source terms in the energy equation. In these source terms, the production rate of each species depends upon the chemistry model adopted: frozen (chemistry fixed – no reactions), equilibrium (infinite reaction rates), non-equilibrium (finite reaction rates).  Models for each individual species’ coefficients of specific heat and reaction rates are needed, and the viscosity and thermal conductivity are modeled using a mixture rule, which depends upon models for collision integrals for each species.

For the stability analysis, the governing Navier-Stokes equations are perturbed by decomposing the flow variables, species concentrations, transport and thermodynamic properties into a mean value (denoted by ~) and a fluctuation quantity (denoted by ')
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These forms are substituted into the full governing equations, and the equations governing the mean quantities are subtracted.  The resulting disturbance equations are modelled and solved by linear stability, parabolized stability equation, or direct numerical simulation techniques.

For boundary conditions at the wall and at the edge of the computational domain, the following are suggested.  At the wall, no-slip is applied to the shape function of the disturbances (see Chapter 4) so that
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If the surface material enhances the chemical reactions of the gas, the wall is called “catalytic”, and the species concentrations are determined by the corresponding equilibrium values so that
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If no recombination takes place at the wall, the wall is called “non-catalytic” and the mass flux is zero corresponding to
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For a “partially catalytic” wall, the mass flux is balanced by a prescribed catalytic rate for each species.

In the freestream (that is, the edge of the computational domain is inside the shock), Dirichlet boundary conditions are usually specified
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If the oscillatory eigenfunctions of supersonic modes are expected, then as in Chapter 4, it is suggested to use a non-reflecting boundary condition.  When the coordinate system for both the basic-state and stability analysis fit the body and bow shock as coordinate lines, linearized Rankine-Hugoniot shock-jump conditions are recommended for the disturbance boundary conditions.

For gas mixture in thermal and chemical nonequilibrium, a two-temperature model is used where the energy in the translational and rotational modes is characterized by the translational temperature TT, and the energy of the vibrational modes is characterized by the vibrational temperature TV. Thus N species equations, two momentum equations, and two energy equations are solved.

4.0 Linear Stability Theory Results for Chemically Reacting Flows

Malik (1989, 1990) and Malik & Anderson (1991) investigate the stability of an equilibrium-air boundary layer on an adiabatic flat plate.  Malik et al. (1990) use the eN method for the reentry-F experiments; the basic state was calculated by equilibrium-gas Navier-Stokes and PNS. Stuckert & Reed (1994) analyze the stability of a shock layer in chemical nonequilibrium and compared results with the flow assuming 1) local chemical equilibrium and 2) a perfect gas.  Hudson et al. (1997) and Johnson et al. (1998) include chemical nonequilibrium and thermochemical nonequilibrium. Details are provided in the next several paragraphs.
Malik & Anderson (1991) conclude that reactions in equilibrium are stabilizing for the oblique first mode. This is similar to wall cooling but the frequencies are shifted higher. Chemical equilibrium is destabilizing for the second mode, again similar to wall cooling and the frequencies shifted lower. This is most likely due to decreased temperatures in the boundary layer when the assumption of constant specific heat is removed and due to endothermic reactions which again, cool the boundary-layer and increase the region of relative supersonic flow. The Mach 10 adiabatic wall study also showed an unstable third mode, which did not appear in the perfect gas analysis. Third mode stability was found to depend on wall temperature and Mach number. Similar results were found for a Mach 15 cold wall study.
Stuckert & Reed (1994) consider a flow over a sharp cone, at zero incidence, with a freestream Mach number of 25, and include 5 species: O2, N2, O, N, NO. The free-stream speed is high enough that non-equilibrium chemical reactions result from viscous heating in the boundary layer. Because the chemical reactions affect the temperature in the boundary layer (tending to cool it), and the second-mode disturbance is tuned to the boundary-layer thickness (which is affected by the cooling), they conclude that non-equilibrium chemistry has to be considered for stability analyses of this flow.  Their coordinate system for both the basic-state and stability analysis fit the body and bow shock as coordinate lines.  This eases the application of the linearized shock-jump conditions as the disturbance boundary conditions.  At the surface of the cone, for the nonequilibrium calculations, the species mass fluxes were set to zero (noncatalytic wall), whereas for the equilibrium calculations the disturbances were assumed to be in chemical equilibrium.  It is clear that the equilibrium and nonequilibrium solutions can differ significantly depending on the rates of the reactions relative to the time scales of convection and diffusion.  For example, some of the equilibrium modes were determined to be supersonic modes, each of which was a superposition of incoming and outgoing amplified solutions in the inviscid region of the shock layer.  (No similar solutions were found for the nonequilibrium shock layer.)  The magnitudes of these modes oscillated with y in the inviscid region of the shock layer.  This behavior is possible only because the shock layer has a finite thickness.  They are also unlike Mack's higher modes (except for the second) in that the disturbance-pressure phase for all of these supersonic modes changed most across the inviscid region of the shock layer.  (The disturbance-pressure phase change for Mack's higher modes occurs across the viscous region of the flow, i.e. the boundary layer.)  In fact, the disturbance-pressure phase change for all of these supersonic modes through the boundary layer is comparable to that of Mack's second mode.
Once again, the effect of the chemical reactions is to increase the size of the region of relative supersonic flow primarily by reducing the temperature in the boundary layer through endothermic reactions, increasing the density, and hence decreasing the speed of sound.  This reduces the frequency of the higher modes; in particular, the most unstable one, the second mode.  The higher modes in the reacting-gas cases are also more unstable relative to the corresponding perfect-gas modes.  The first modes are, however, more stable.

Finally, the finite thickness of the shock layer has a significant effect on the first-mode solutions of all of the families.  The effect on higher-mode, higher-frequency solutions does not seem to be as large as long as they are subsonic.  This is perhaps what one would intuitively expect because the shock is likely "stiff" and hence difficult to perturb with smaller-wavelength, larger-wavenumber, higher-frequency disturbances.  However, the nonparallel effects are known to be large for first-mode solutions, and so a complete quantitative description of the effects of the finite shock-layer thickness needs either a PSE solution or a DNS analysis.   

Modeling using non-equilibrium chemistry captures either of the limiting cases (frozen and equilibrium), but at significant computational cost. The important conclusion of Stuckert & Reed (1994) is that the complexity of the chemistry model one uses to model the flow can affect the stability prediction. Because transition prediction is well known to be influenced by all aspects of the flow, the conclusion is that one must consider all relevant physics.

Hudson et al (1997) conduct a numerical investigation into hypersonic flat-plate flows in thermochemical non-equilibrium. Thermochemical non-equilibrium refers to the inclusion of a two-temperature model as well as finite-rate chemical reactions. Their results for both a Mach 10 adiabatic and cold wall show that this effect is stabilizing for the second mode relative to both chemical equilibrium and non-equilibrium. Cooling is found to be destabilizing for the second mode. Furthermore, they show that the effects of thermal-non-equilibrium are diminished as one advances downstream from the leading edge.

Johnson et al. (1998) follow this work by considering the linear stability of a high-speed flow, using a series of geometries that approximate an interceptor. One of the geometries they consider is a right-circular cone with a 21° half-angle. They consider a flow with a free-stream Mach number of 13.5; thermal and chemical non-equilibrium models are used. The cases they study include both a sharp cone and a spherically blunted cone with nose radius of 2.54 cm. They detail second-mode behavior for both these cases, finding stable and unstable waves for the sharp-cone case, and finding only stable second-mode waves for the blunt-cone (for the distance that they consider).  Among other results, these studies showed that thermochemical nonequilibrium was stabilizing for the second mode compared to chemical equilibrium and nonequilibrium. This result was attributed to the higher translational temperature, which is the result of decreased energy absorption by dissociation due to slow reaction rates. Another significant conclusion is that wall cooling effects dominate disturbance growth rates as compared to chemistry effects.  
5.0 PARABOLIZED STABILITY EQUATION and DIRECT NUMERICAL SIMULATION Results for Chemically Reacting Flows

Chang et al. (1997) developed the linearized parabolized stability equations (LPSE) for 2-D or axisymmetric flow under chemical equilibrium and nonequilibrium with thermal equilibrium. There were five species, eight reactants, and six reactions. The verification case was the Mach 10, flat plate with an adiabatic wall, T∞ = 350 K, and unit Reynolds number of 6.6 x 106 per meter. Comparison with LST shows qualitative agreement for the various chemistry models – chemistry is destabilizing for the second mode and a third mode appears. They also studied the effect of different mean-flow formulations on the stability results. Boundary-layer mean flows and parabolized Navier-Stokes mean flows give slightly different results but are qualitatively similar.

For three gas models: non-equilibrium with five species, equilibrium through a table look-up procedure, and perfect gas, Chang et al. (1997) considered a Mach 20 flow over a 6° wedge and with the LPSE were able to account for the non-parallel effects. The unit Reynolds number for the wedge configuration was 9X105 per foot and the wall temperature was constant at Tw/Tadiabatic = 0.1.  The post shock Mach number is 12.5 with a shock angle (between the wedge and the shock) of 2.22°.  [Recall that Stuckert & Reed (1994) found supersonic disturbance modes for equilibrium flow with LST – these modes feature an oscillatory structure in the inviscid region of the shock layer.]   For both equilibrium and finite-rate chemistry with LPSE, Chang et al. (1997) found amplifying supersonic modes with a relative phase velocity faster than the freestream sonic speed.  These modes emerged just downstream of the unstable (subsonic) second-mode region and they generate dispersive waves that propagate into the freestream with a phase speed different from the corresponding acoustic wave and the wave structure decays at a finite distance outside the boundary layer.  They determine that the Rankine-Hugoniot shock-jump conditions have little effect since the mode structure decays before the shock is reached.  Due to the presence of the supersonic modes, Chang et al. predicted the location of the onset of transition (that is, the location at which N-factor achieves a value of ten) to be 14 feet, 24 feet, and 39 feet if one uses the equilibrium, non-equilibrium, and perfect gas models, respectively – quite a difference.  It is apparent that it is important to correctly model the chemistry and the global nature of the instabilities.

Johnson & Candler (1999) do an LPSE comparison with LST for 2-D or axisymmetric flow under thermochemical nonequilibrium.conditions. They develop a two-temperature model (translational and vibrational) for five species. The verification case was the Mach 10, 0.5 meter flat plate with an adiabatic wall, T∞ = 278 K, and unit Reynolds number of 9.8425 x 106 per meter. Comparison with LST shows qualitative agreement. Variations in frequency and peak growth rate are attributed to different mean flow solvers and physical property models

Malik (2003) considers chemistry effects on PSE results using Re-Entry F data. His formulation is for 2-D or axisymmetric flow under chemical equilibrium and nonequilibrium with thermal equilibrium. There were five species, eight reactants, and six reactions. No surface ablation or mass transfer at wall is included. The model is a 5° semivertex cone at an altitude of 30.48km, M∞ = 19.295, T∞ = 228 K, and unit Reynolds number of 6.56 x 106 per meter. Non-parallel effects are destabilizing for all three gas models. Disturbance frequencies vary from 200 to 480 kHz. The inclusion of chemical reactions is destabilizing, but for this case not much difference between chemical equilibrium or finite rate chemistry is found. N-factor results at the observed transition location of x = 2.9 meters for the Reentry-F cone yield values of 6.5, 7.9, and 8.1 for perfect gas, equilibrium gas, and finite-rate chemistry, respectively, under quasi-parallel assumptions, and 7.3, 9.8, and 9.5 under nonparallel assumptions. 

Stemmer (2005) compares DNS (direct numerical simulation) results with and without chemistry on a flat plate. The DNS formulation is for thermochemical nonequilibrium with five species, a two-temperature model, an altitude of 50 km, Mach 20, p∞ = 79.78 Pa abs, T∞ = 270.65 K, and Tw = 3 T∞. For a gas in thermochemical nonequilibrium, the 3-D disturbance level is lower compared to an ideal gas without reactions.

6.0 Effect of different accepted models on stability

As has been apparent from the discussion thus far, for chemically-reacting flows, a number of thermodynamics, reaction rates, and transport models must be used, and there are several available. Also these models have greater uncertainties than those describing ideal-gas flows. Lyttle & Reed (2005) considered different accepted thermodynamic models (for species specific heats), reaction rates, and transport models (mixture viscosity and thermal conductivity), with the goal of estimating the sensitivity of linear-stability predictions to the changes made to these models, within some given uncertainties.  The selected geometry and flow conditions are the Mach 13.2 right-circular cone with a 21° half-angle (Johnson et al. 1998).  For this investigation, five different simulations are made for the “same” flow. 

· The first simulation serves as a baseline and uses the nominal constitutive relationships of Stuckert & Reed (1994).  

· For the second case, a different technique is used to model the species molar specific-heat coefficients. Stuckert & Reed use a cubic-spline technique. The alternative model uses a series of seventh-order polynomials for each of the species, as compiled by Palmer and Venkatapathy (1995). It is observed that small differences in the specific-heat curves translate to small differences in the composition curves.

· For the third case, a different technique is used to model the mixture viscosity and thermal conductivity. The Blottner (1971) model uses a series of temperature-based curve-fits for these transport properties for each species. A mixture-rule is then used to find the mixture transport properties. This model is used by Johnson et al. (1998) and in many other investigations conducted by Prof. Candler’s group. For the Stuckert & Reed model, collision integrals are determined using curve fits.  These collision integrals are combined, using a mixture rule, to form the thermal conductivity of the mixture.  

· The fourth and fifth cases focus on the reaction rates for the dissociation of O2. The uncertainty for these reaction rates is a factor of two. For the fourth case, the third-body efficiency factor for each O2-dissociation reaction is multiplied by 0.5. For the fifth case, the third-body efficiency factor for each O2-dissociation reaction is multiplied by 2.0. 

Table 1. Maximum second-mode growth-rates from different models


ω = 12.93, β = 0
ω = 10.51, β = 0

Case 

[image: image22.wmf](

)

max

i

a

 

[image: image23.wmf](

)

(

)

nominal

max

max

i

i

a

a

 

[image: image24.wmf](

)

max

i

a



[image: image25.wmf](

)

(

)

nominal

max

max

i

i

a

a



Nominal
-0.1844
1.000
-0.287416
1.000


Palmer & Venkatapathy cp
-0.2047 
1.110
-0.297651
1.036


Blottner Transport
-0.2320
1.258
-0.311482
1.084


O2 Rate Factor: 0.5
-0.1819
0.986
-0.287788
1.001


O2 Rate Factor: 2.0
-0.1881
1.020
-0.286975
0.998

Table 1 demonstrates second-mode growth rates for the different cases at 2 different chordwise stations.  Changing the model for the specific-heat has little effect on the basic-state flow profiles in this region. The largest change in the thermal profile is seen for the case where a different transport model is used. Considering the second-mode behavior for each of these cases, the magnitude of change in the stability results correlates strongly with changes in the basic-state thermal boundary-layer profile. The choice of viscosity and thermal conductivity influenced the growth rates the most. Comparisons with the Goodwin (1995) model show that the amount of disagreement between Stuckert and Blottner models is reasonable. It appears that the Goodwin model lies in between the two and agrees with the Stuckert model below 1000 K, and then asymptotes into the Blottner model at higher temperatures. The conclusion is that there exist appreciable differences among generally-accepted models.  

It is recognized that a more robust study of the sensitivity of the stability predictions to these factors can be achieved by using a thermochemical non-equilibrium model as a baseline. Computational techniques, including direct numerical simulation (DNS) and non-linear parabolized stability equations (NPSE), are making tremendous strides, and are in some ways ahead of the experimental community’s ability to validate the results (Schneider 2001).  As these techniques are applied to flows in thermochemical non-equilibrium, the accuracy of the constitutive relationships should be considered.  Perhaps one approach is for the numerical community to agree on a set of baseline models in order to remove a source of disagreement among results.

7.0 Experimental Progress

Most of the early hypersonic experiments (Kendall 1975; Demetriades 1977; Stetson et al. 1984) were conducted in a “cold” environment where the hypersonic Mach numbers were achieved by lowering the speed of sound. The resulting kinetic energy was not large enough to cause molecular dissociation. Hornung & Belanger (1990) provide an extended discussion on the benefits of ground testing for “hot” hypersonic flows. Only a handful of experiments to date have addressed chemically reacting flows (He & Morgan 1994; Adam & Hornung 1997; Germain & Hornung 1997; Fedorov et al. 2001; Rasheed et al. 2002; Fujii & Hornung 2003; Maslov et al. 2008).  These studies are mainly aimed at transition detection or parametric studies of transition control techniques. Experimental techniques are generally limited to heat transfer gauges for transition detection and interferometry for flow visualization. 
Germain & Hornung (1997) imaged an instability wave in the Caltech shock tunnel T5. The enthalpy range with air or nitrogen was 3 MJ/kg < h < 25 MJ/kg, the reservoir pressure range with air or nitrogen was 20 MPa < p < 100 MPa, 4.7 < Me < 6.5 depending on h, and the test time was ~1 ms.  The model was a 5° half-angle sharp cone, 1 meter long. Several gases were used to detect real gas effects. A 15mm wave developed at 150 kHz.  This frequency corresponds to the predicted first mode instability; the second mode was estimated at 1-3 MHz by Rasheed et al. (2002).  It was suggested that perhaps the noise spectrum of the facility may be providing a non-linear bypass mechanism. 

For the same conditions and computationally, Johnson et al. (1998) found enthalpy dependence on transition to increase with the dissociation energy of the gas. They set a goal to confirm the hypothesis that “endothermic reactions occurring in higher enthalpy flows absorb energy from the instability waves”. They assumed: thermochemical nonequilibrium and a non-catalytic wall, and found that the computations over-predicted the experimental transition Reynolds number results as a function of freestream total enthalpy. 

Adam & Hornung (1997) compared results from the T5 shock tunnel with Re-Entry F flight data. Flight transition Reynolds number data were an order of magnitude higher when the Reynolds number was calculated using edge conditions; the data were of the same order when using reference conditions. Also observed were differing trends for transition Reynolds number as a function of stagnation enthalpy comparing flight and T5.
Assuming air and comparing computations with and without the chemistry included in the mean flow solution, Johnson et al. (1998) found competing effects of the chemistry. Reactions in the mean flow are destabilizing. Reactions in the disturbances are stabilizing for endothermic, and destabilizing for exothermic. The stabilization effect is more pronounced in gases with lower dissociation energy - absorbs energy fluctuations more easily.

While these experimental studies have provided very valuable results in their own rights, in most of these cases the object was not to provide data in a code validation sense and the disturbance environment was not required to be fully documented.

Control

For typical hypersonic cruise missions, the second mode is unstable in the ultrasonic frequency band. Fedorov et al. (2001) have discovered that an ultrasonically absorptive coating (UAC) can stabilize the second mode by absorbing acoustic energy at the wall. This is achieved using a porous surface tuned to provide certain acoustic impedance properties in the ultrasonic range. The stability experiment results by Fedorov et al. agree with theoretical predictions, and transition experiments by Rasheed et al. (2002) in the Caltech T5 tunnel demonstrated that equally spaced blind micro holes double the laminar run on a sharp cone at freestream Mach numbers between 5 and 6. These efforts validate the theoretical approach and demonstrate the robustness of the UAC concept. The UAC concept is especially appealing because it can be implemented into the thermal protection system (TPS) with virtually no penalties.
8.0 Assessment of Current and Future Capabilities

In summary, all analyses thus far confirm that the second mode is most unstable. The most unstable first mode wave is oblique. Results of chemically reacting boundary layers show that chemistry and high-temperature effects alter the stability of the flow and must be included in any analysis. Different but qualitatively similar results are observed for different mean flow and chemistry models, and the community needs guidance and validation from experiments and flight. As well, it is suggested that there be consensus established in the community as to which models to include. Experimental validation is needed to ensure the basic physics are accurately modeled, and this implies quiet, well-documented tunnels and flight. This is perhaps the most critical step in anticipation of the modeling of more complex flow fields and more detailed studies. Other opportunities for development include sensitivity studies for thermochemical nonequilibrium.
Based on progress in the stability of chemically reacting boundary layers, it is clear that further theoretical, computational and experimental work will have to be a joint effort in order to further identify the appropriate flow models and the fundamental causes of transition. Theoretical work contributes by providing a physics-based framework that describes how instabilities propagate in a boundary layer. The theory behind the LST has not changed since Mack’s (1969) original publication, but as described earlier, the governing equations have been updated to include the high-temperature and chemistry effects. On-going and future work includes development and use of the LPSE which take into account the non-parallel effects. Beyond linear stability, a framework for receptivity and other transition pathways is needed, including advances in nonlinear parabolized stability equations (NPSE) and DNS.  Future efforts need to address the effects of chemical reactions in 3-D boundary layers and accurately include the effects of ablation.
Since a ground experiment cannot simultaneously simulate all aspects of high-enthalpy flight, its main contribution includes an examination of the fundamental causes of transition including instability growth and transition mechanisms. Of the three research areas, experimental work is the least developed at this point in time. Only a small number of experiments under “hot” hypersonic conditions have occurred to date and although they are a first step, the stability experiments lack full documentation of the disturbance environment and test parameters necessary to couple the results to computational work.

References

[1] Adam, P.H., Hornung, H.G. 1997.  Enthalpy Effects on Hypervelocity Boundary-Layer Transition: Ground Test and Flight Data. J. of Spacecraft and Rockets, Vol. 34, No. 5, pp. 614-619.

[2] Blottner, F., Johnson, M., Ellis, M. 1971.  Chemically Reacting Viscous Flow Program for Multi-Component Gas Mixtures.  Tech. Rep. SC-RR-70-754, Sandia Laboratories.

[3] Chang, C.L., Vinh, H., Malik, M.R. 1997. Hypersonic Boundary-Layer Stability with Chemical Reactions.  AIAA Paper No. 1997-2012.

[4] Demetriades, A. 1974.  Hypersonic Viscous Flow over a Slender Cone, Part III: Laminar Instability and Transition. AIAA Paper No. 74-535.

[5] Fedorov, A.V., Malmuth, N.D. 2001.  Stabilization of Hypersonic Boundary Layers by Porous Coatings. AIAA Journal, Vol. 39, No. 4, pp.605-610.

[6] Fujii, K., Hornung, H.G. 2003. Experimental Investigation of High-Enthalpy Effects on Attachment-Line Boundary-Layer Transition. AIAA Journal, Vol. 41, No. 7.

[7] Germain, P.D., Hornung, H.G. 1997.  Transition on a Slender Cone in Hypervelocity Flow. Experiments in Fluids, Vol. 22, No. 3, pp. 183-190.

[8] Goodwin, D. G. 1995. ThermoChemical Calculator. Vol. (version 1.01b1). http://blue.caltech.edu/tcc/index.html (10 Jun 2003)
[9] He, Y., Morgan, R.G. 1994.  Transition of Compressible High Enthalpy Boundary Layer Flow over a Flat Plate. Aeronautical Journal, Vol. 98, No. 971, pp. 25-34.

[10] Hornung, H.G., Belanger, J. 1990. Role and Techniques of Ground Testing for Simulation of Flows Up to Orbital Speed. AIAA Paper No. 1990-1377.

[11] Hudson, M.L., Chokani, N, Candler, G.V. 1997.  Linear Stability of Hypersonic Flow in Thermochemical Nonequilibrium. AIAA Journal, Vol. 35, No. 6, pp. 958-964.

[12] Johnson, H.B., Seipp, T.G., Candler, G.V. 1998. Numerical study of hypersonic reacting boundary layer transition on cones. Physics of Fluids, Vol. 10, No. 10, pp. 2676-2685.

[13] Johnson, H.B., Candler, G.V. 1999. PSE Analysis of Reacting Hypersonic Boundary Layer Transition. AIAA Paper No. 99-3793.

[14] Kendall, J.M. 1975. Wind-Tunnel Experiments Relating to Supersonic and Hypersonic Boundary-Layer Transition.  AIAA Journal, Vol. 13, No. 3, pp. 290-299.

[15] Lyttle, I.J., Reed, H.L. 2005.  Sensitivity of Second-Mode Linear Stability to Constitutive Models within Hypersonic Flow. AIAA Paper No. 2005-0889.

[16] Mack, L.M. 1969. Boundary-Layer Stability Theory. JPL Doc. 900-277 (Rev. A), JPL, Pasadena,.

[17] Mack, L.M. 1984.  Boundary-Layer Linear Stability Theory,” AGARD Report No. 709.

[18] Mack, L. M. 1987.  Stability of Axisymmetric Boundary Layers on Sharp Cones at Hypersonic Speed.  AIAA Paper No. 87-1413 .

[19] Malik, M.R. 1989.  Transition in Hypersonic Boundary Layers. 4th Symp. On Numerical and Physical Aspects of Aerodynamic Flows, Long Beach, CA, Jan 16-19.

[20] Malik, M.R. 1989.  Prediction and Control of Transition in Supersonic and Hypersonic Boundary Layers.  AIAA J. 27 (11): 1487-93

[21] Malik, M.R. 1990.  Stability Theory for Chemically Reacting Flows. Laminar-Turbulent Transition, edited by D. Arnal and R. Michel, Springer-Verlag, Toulouse, France, pp. 251-260.

[22] Malik, M.R. 1990. Numerical Methods for Hypersonic Boundary Layer Stability. J. Computational Physics, Vol. 86, pp. 376 – 413.

[23] Malik, M. R., Spall, R. E., Chang, C.-L. 1990.  Effect of Nose Bluntness on Boundary Layer Stability and Transition. AIAA Paper No. 90-0112.

[24] Malik, M.R., Anderson, E.C. 1991.  Real Gas Effects on Hypersonic Boundary-Layer Stability. Phys. Fluids A, Vol. 3, No. 5, pp.803-821.

[25] Malik, M.R. 2003.  Hypersonic Flight Transition Data Analysis Using Parabolized Stability Equations with Chemistry Effects. J. Spacecraft and Rockets, Vol. 40, No. 3, pp. 332-344.

[26] Maslov, A.A., Fedorov, A.V., Bountin, D.A., Shiplyuk, A.N., Sidorenko, A.A., Malmuth, N.D., Knauss, H. 2008. Experimental Study of Transition in Hypersonic Boundary Layer on Ultrasonically Absorptive Coating with Random Porosity. AIAA Paper No. 2008-587.

[27] Palmer, G., Venkatapathy, E. 1995. Comparison of Nonequilibrium Solution Algorithms Applied to Chemically Stiff Hypersonic Flows. AIAA Journal, Vol. 33, No. 7, pp. 1211–1219.

[28] Prabhu, D.K., Tannehill, J.C., Marvin, J.G. 1987.  A New PNS Code for Chemical Nonequilibrium Flows.  AIAA Paper No. 87-0284.
[29] Rasheed, A., Hornung, H.G., Fedorov, A.V., Malmuth, N.D. 2002. Experiments on Passive Hypervelocity Boundary-Layer Control Using an Ultrasonically Absorptive Surface. AIAA Journal, Vol. 40, No. 3, pp. 481-489.

[30] Reed, H.L., Kimmel, R., Schneider, S., Arnal, D. 1997.  Drag Prediction and Transition in Hypersonic Flow. Invited Paper, AGARD Interpanel (FDP&PEP) Symposium on "Future Aerospace Technology in Service to the Alliance", Paris, France, April 14-18. Also, Invited Paper, AIAA-97-1818, Snowmass.

[31] Schneider, S.P. 2001. Hypersonic Laminar Instability on Round Cones Near Zero Angle of Attack. AIAA Paper No. 01-16121.
[32] Stemmer, C., Adams, N.A. 2005. Instabilities in Hypersonic Boundary Layers Under the Influence of High-Temperature Gas Effects, In: High Performance Computing in Science and Engineering '05. Transactions of the High Performance Computing Center, Stuttgart (HLRS), W.E. Nagel, W. Jäger, M. Resch (Eds.), Springer Verlag, Berlin, pp. 118-128. 
[33] Stetson, K.F., Thompson, E.R., Donaldson, J.C., Siler, L.G. 1984.  Laminar Boundary-Layer Stability Experiments on a Cone at Mach 8, Part 2: Blunt Cone. AIAA Paper No. 84-0006.
[34] Stuckert, G., Reed, H.L. 1994. Linear Disturbances in Hypersonic, Chemically Reacting Shock Layers. AIAA Journal, Vol. 32, No. 7, pp. 1384-1393.








































RTO-EN-AVT-151
13 - 1
13 - 4
RTO-EN-AVT-151
RTO-EN-AVT-151
13 - 3

_1274094795.unknown

_1274165002.unknown

_1274165394.unknown

_1274184631.unknown

_1274184696.unknown

_1274184828.unknown

_1274184675.unknown

_1274165445.unknown

_1274165354.unknown

_1274164210.unknown

_1274164860.unknown

_1274163915.unknown

_1274078078.unknown

_1274078117.unknown

_1274078051.unknown

_1274043526.unknown

