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1. INTRODUCTION

While transition from laminar to turbulent flow has been part of our fluid mechanics lexicon for at least a century, a partial understanding of the elements of the process has come only in more recent decades. The extent of our understanding as well as what is lacking has been set forth in these lectures.

The lack of full understanding of the transition process has not however deterred us from attempting to control the process. There are many areas where control of transition can be applied constructively to achieve desired ends, and the attempts to do so are numerous. Some of them might even be called successful.

2. ELEMENTS OF THE TRANSITION PROCESS

In an environment where initial disturbances are small, the transition Reynolds number of boundary layer is very much dependent upon the nature and spectrum of the disturbance environment, the signatures in the boundary layer of these disturbances, and their excitation of the normal modes (referred to in the literature as “receptivity”), and finally the linear amplification of the growing normal modes. The wave interaction and non-linear processes that follow serve to bring transition quickly to completion once they set in. 

There is ample documentation that the factors that affect linear amplification are the primary factors that determine the magnitude of the transition Reynolds number. This is simply because the linear amplification step is the slowest of the successive multiple steps in the transition process.

Thus, for initially small disturbance levels, the delay of transition can be accomplished most directly and effectively by generating boundary layers on vehicles having profiles that are as stable as possible over as much of their development length as possible. By averting or minimizing growth of linear disturbances, laminar flow can be achieved over substantial portions of vehicle aerodynamic surfaces. The factors affecting boundary layer profile shape will be later referred to as “stability modifiers.”

One might also consider suppression or cancellation of growing linear disturbances. This would require detection of the frequencies, orientations and phase angles of the dominant elements of the spectrum of growing disturbances in the boundary layer, and then the use of a control system and appropriately located disturbance generators to effect the desired cancellation. Profile change is not involved. The stability characteristics are exploited but not altered.. It is unlikely that the complete spectrum of growing disturbances would be effectively suppressed. Any residual disturbance content would then lead to transition.
Most activity in transition control has come in association with specific applications. The more detailed discussions that follow will therefore be by application area.

3. LOW DRAG TECHNOLOGY

The drag of an airplane at cruise flight conditions is about 60% friction drag for present day transport aircraft with turbulent boundary layers on their wetted surfaces. Most of the balance is induced drag. For underwater vehicles, the friction drag is more like 90% of total drag. In each case therefore, there is significant opportunity for performance improvement through drag reduction.

The principal drag reduction opportunities lie in stabilizing the laminar boundary layer as much as possible so that more of the friction drag is at laminar rather than turbulent levels. There can additionally be reduction of the turbulent friction drag of those portions of the vehicle that cannot be laminarized. Some of the techniques envisioned for turbulent friction drag reduction are polymer additions, riblets, and microbubble additions. These will not be discussed here as they are post-transitional devices. Rather as indicated earlier, this review will discuss the application of stability modifiers to increasing the extent of laminar flow on the vehicle surfaces.


3.1. The Stability Modifiers

As known from the Rayleigh theorem of stability theory, an inflected velocity profile is inviscidly unstable. The flat plate (Blasius) boundary layer is not inflected and hence is inviscidly stable. Incompressible boundary layers under adverse pressure gradient are inflected while those under favorable pressure gradient are not. More generally, even including viscous effects, the stability of a velocity profile improves as its second derivative near the wall becomes more negative.

Thus the transition modifiers for two-dimensional boundary layers can be nicely identified by examining the two-dimensional boundary layer momentum equation in the near vicinity of a wall (Reshotko 1985):
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It is readily seen that suction 
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 more negative. The stabilizing effect of all of these factors has been demonstrated through direct computation involving the appropriate systems of disturbance equations and boundary conditions. From the above reasoning, the effects of these techniques should be additive. This has also been confirmed in the limited studies to date of combined effects. This particular lecture deals with cooling in air and heating in water.

3.2. Cooling in Air

It was noted many years ago in experiments at low subsonic speeds (Frick & McCullough 1942, Liepmann & Fila 1947) that the transition location of an airfoil boundary layer in air is advanced as a result of plate heating. This trend was confirmed by the stability calculations of Lees (1947) who showed that cooling can significantly stabilize the flat plate boundary layer while heating will destabilize the boundary layer.

These results are shown in Fig. 1 where length Reynolds number is plotted against the wall to freestream static temperature ratio. The transition data of Frick & McCullough and Liepmann & Fila both show the transition Reynolds number decreasing with heating. 
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Fig. 1. Effect of wall temperature on Remin crit and on Rex,tr 
As taken from the literature.

The difference in level reflects differences in pressure gradients on the models as well as differences in quality of the test facilities. All the other curves in Fig. 1 are of minimum critical Reynolds number. Lees’ result for M=0.7 was obtained by an approximate asymptotic procedure. Shown also are the results of Boehman & Mariscalco (1976) for M=0.6 and M=0.9 on a flat plate obtained by exact numerical solutions of the disturbance equations. Note the steep increase in minimum critical Reynolds number with cooling. If the wall is cooled to 0.7Te, the minimum critical Reynolds numbers for flat plate boundary layers are above 107 and transition Reynolds number are even higher. The favorable pressure gradients typical of airfoils and fuselages tend to further increase both the minimum critical and transition Reynolds numbers. 

Some experimental support is available for the aforementioned stability trends. Kachanov et al (1974) have abserved a doubling of the minimum critical Reynolds number by cooling a flat plate in low speed flow to 0.945Te, confirming expectations from the calculations of Gaponov & Maslov (1971). These results are also shown in Fig. 1. Kachanov et al also measure the growth rates of the uncooled and cooled boundary layers. With cooling, not only does the minimum critical Reynolds number increase but the range of amplified frequencies is diminished. Furthermore at a particular frequency that displays growth with and without cooling, the growth with cooling is much below that of the uncooled boundary layer (Fig. 2). Thus cooling clearly stabilizes the boundary layer in air at subsonic speeds and delays the onset of transition.
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Fig. 2. Growth of disturbance of dimensionless frequency F=128x10-6.

o ---- insulated plate, ● - - - -  cooled plate, Tw/Te = 0.945.

For higher subsonic speeds and supersonic speeds to M=2, the results from the transition cone flight experiment (Dougherty & Fisher 1980, Fisher & Dougherty 1982) shown in Fig. 3 are very instructive. For Mach numbers between 0.55 an 2.0, the best curve fit through the data is 
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For example, for Tw/Taw = 0.95, the transition Reynolds number increases by 43%, a major increase. These are all first mode transitions. Only the first mode can be stabilized by cooling. The second (Mack) mode is destabilized by cooling.
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Fig. 3. Influence of Tw/Taw on cone transition.

Higher supersonic and hypersonic information is available from flight transition results on sharp cones (Fig.4). Superposed on the data points are e10 calculated results by Malik (1989) for both first and second modes. Note the many data points showing high transition Reynolds number in the Mach 2-4 range. These are from flight experiments on 
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Fig. 4. Flight transition results on sharp cones.

highly cooled cones done from the NASA Wallops Island facility in the 1950s. Malik’s curves are a good representation of the flight data for both adiabatic and cooled surfaces. For adiabatic walls, first mode dominates to M~7, while for cooled surfaces, the second mode comes into play at M~4.5 leading to reduced transition Reynolds numbers. The second mode cold wall results for M > 6 are well below the adiabatic curves.

Lees (1947) very early suggested that radiation cooling to the environment can be significant at even the speeds that he considered. It is even more so at supersonic and hypersonic speeds. If radiation cooling is not sufficient, then active cooling has to be considered. The latter is very much vehicle dependent. An example is the possible drag reductions by cooling in hydrogen fueled aircraft (Reshotko 1979) where cooling is obtained from the onboard liquid hydrogen fuel on its way to the engines.

3.3. Heating in Water

Many authors have confirmed that surface heating stabilizes water boundary layers. 

Fig. 5 shows the results for minimum critical Reynolds number on a flat plate by Wazzan et al (1968, 1970) and by Lowell & Reshotko (1974).The differences between the curves 
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Fig. 5. Effect of wall temperature on Remin crit
are not large and are due to different fluid property assumptions. About 70oF (39oC) of overheat raises Reδ*min,crit from about 500 to nearly 12,000 and the corresponding e9 transition Reynolds number (Fig. 6) is well over 108. The combined effects of heating and pressure gradient are shown in the very interesting Fig. 7 by Wazzan & Gazley (1977) showing that the minimum critical Reynolds numbers and transition Reynolds numbers based on e9 correlate very well with the form factor H = δ*/θ for pressure gradient, 
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Fig. 6. Variation of transition Reynolds number for a flat plate with uniformwall overheat according to an “e9” transition criterion, T∞ = 60oF.

heating or combinations of the two. Again, transition Reynolds numbers approaching 109 are indicated. 
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Fig. 7. Minimum critical Reynolds number and predicted transition Reynolds numbers for unheated and heated wedge flows in water (Wazzan & Gazley 1977).

The effects of low overheat on spatial growth rates can be seen from the theoretical results of Lowell & Reshotko (1974) (Fig. 8) and the corresponding experimental results of Strazisar et al (1977) (Fig. 9). Both the theory and experiment show a narrowing band of growing frequencies and reduced spatial growth rates with heating. However the complete stabilization shown theoretically for 8oF overheat was not obtained experimentally.


[image: image14]
Fig. 8. Calculated spatial disturbance growth characteristics with wall overheat, Reδ* = 800.

[image: image15]
Fig. 9. Experimental disturbance growth characteristics with wall overheat.

o, ΔT = 0oF, Reδ* =770; Δ, ΔT =3.15oF, Reδ* =781; , ΔT =4.97oF Reδ*=773; 

◊, ΔT =8.87oF, Reδ* = 781. smooth curves drawn through the data points.

Nevertheless, the very large transition Reynolds numbers indicated in Figs. 6 and 7 prompted a large scale “flow tube” study to determine if the predicted results were obtainable and therefore of interest in underwater vehicle design. The experiment and its results are described by Barker & Gile (1981). The experiment was performed in the hydraulics laboratory of Colorado State University where a continuous supply of water at a head of 75 m is available. An overview of the experimental apparatus is shown in Fig. 10. The test is done on the thin developing boundary layer of the 0.1 m diameter, 6.1 m long flow tube. The inside of the tube was polished to 0.1 μm and is optically aligned to be straight. The filtration tank removes all particulate greater than about 100 μm.
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Fig. 10. Flow tube experimental geometry
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Fig. 11. Settling chamber and “conventional” contraction

The turbulence management section (Fig.11) includes foam, honeycomb sections and screens. The boundary layer is removed before the contraction by a suction section. The turbulence level away from the wall boundary layer ahead of the contraction is 0.07%. The contraction ratio is 35:1. An alternate contraction (Fig.12) was designed for the purpose of eliminating Görtler instability in the contraction. This is the contraction used
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Fig. 12. Bell mouth contraction section.

for the reported data. Fig. 13 shows the transition Reynolds number behavior with overheat. Because of the favorable pressure gradient, the unheated transition Reynolds number is 15x106. The amount of favorable pressure gradient decreases as the velocity and Re increase since the boundary layer gets thinner. The transition Reynolds number further overheat. Barker & Gile attribute this possibly to roughness, particulate or rises to 47.5x106 at 8oC overheat. However there is no additional increase in Retr with curvature effects, but without resolution.

Aside from the above work, similarly large increases are reported for a heated body of revolution tested in a water tunnel by Lauchle & Gurney (1984) where the transition Reynolds number was increased from 4.5x106 to 36.4x106 for an average overheat of 25°C.
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Fig. 13. Effect of heating on transition Reynolds number for a water boundary layer.
4. VEHICLE AND ENVIRONMENTAL FACTORS 

The realization of increased lengths of laminar flow by exploiting the stabilization techniques discussed above depends on several additional factors. The factors identified as “vehicle factors: relate to the character of the vehicle surface (roughness, waviness), vibrations and noise. The environmental factors include ice crystals, rain, insects, dirt, particulate content in sea water, etc. Our knowledge about most of these factors suffers from a very poor data base. Roughness and waviness are discussed elsewhere in these lectures.

4.1. Ice Crystals, Ocean Particulate

Intermittent or partial loss of laminarizataion can occur on an aircraft when ice crystals are ingested into the boundary layer and trigger turbulent events. Fig. 14 was constructed from the performance experience with the X-21 suction LFC aircraft (Fowell & Antonatos 1965). They deduced three conditions for discernable loss of laminar flow:

a)particles must be of sufficient size, b) particles must remain in the boundary layer for sufficient time and c) incident flux of particles must be high enough to result in significant areas of turbulence over the wing. 

Similar effects can occur for underwater vehicles due to suspended ocean particulate. This issue was analyzed by Chen et al (1980) on the premise that turbulent patches are generated by those particles entering the boundary layer that are sufficiently large to trigger a turbulent event. They calculated particle trajectories in the flowfield of a sphere as a function of particle size and density and then determined the capture area for
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Fig. 14. Estimated LFC performance with ice particles in the air.

particles that would enter the boundary layer (Fig. 15). The results shown in Fig. 16 are for neutrally buoyant particles. The normalized capture area is constant up to d/δ ~ 0.4 indicating that the particles are following streamlines and are in Stokes flow. For larger particle sizes, the particles cross streamlines giving progressively larger capture areas. 
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Fig. 15. Schematic of a particle trajectory calculation in a flowfield

of a submerged sphere of radius a = 15.24 cm.
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Fig.16. Normalized capture area as a function of particle diameter, s = 1.01

The particle size distribution function can be written
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The balance of the analysis is given in the Appendix. The features are that only those particles that can cross streamlines can be large enough to trigger a turbulent event. The eventual result is that the rate of generation of turbulent event, F, is of the form
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It was estimated (Chen et al 1980) that ingested particles must be of the order of half the boundary layer thickness or larger to serve as an effective trip, and of course the degree of intermittency or loss of laminarization depends on the particle flux. Fig.17 (Barker & Gile 1981) shows measured particle size distribution functions as measured by Coulter counters (d < 10μm). For the ocean and tow basin, p ≈ 2.9. For the flow tube, p ≈ 7.1, so that the frequency of generation of turbulent events is very sensitive to velocity increases. Physically what is happening is that as the velocity increases, the boundary layer becomes thinner, so more and more particles become large enough to cause a turbulent event. This plausible scenario is however not fully substantiated.
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Fig. 17. Particle size distribution functions: flow tube, ocean water, and NSRDC tow basin
5. CONCLUDING REMARK

It has been demonstrated beyond any doubt that heating in water and cooling in air can lead to significant runs of laminar flow on aircraft and underwater vehicles. The practical use of these techniques depends also on overcoming any problems arising from the vehicle and environmental factors as discussed.

6. APPENDIX: GENERATION RATE OF TURBULENT PATCHES

The method presented here (Chen et al 1980) for estimating the generation rate of turbulent patches is based on the premise that patches are generated by those particles entering the boundary layer that are sufficiently large to trigger a turbulent event.

Assuming that the distribution of particles in the vehicle environment is homogeneous, the particle size distribution can be characterized by a single function 
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where the exponent p is evaluated from a best fit to tow tank or oceanic data. The unknown constant B is related to the total number of particles per unit volume N whose diameter is larger than 
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Given the capture area 
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 for one density ratio, the total flux rate of particles of diameter greater than 
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Among those particles which enter the boundary layer, only a fraction of them will generate turbulent patches. This fraction 
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which will be referred to as an “efficiency function” hereafter in this report, varies between 0 and 1. Then the total generation rate of turbulent patches is
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Equation (8b) can be evaluated only if 
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 is known. However, since the detailed mechanisms of the generation of turbulent patches by particles are not known, the evaluation of 
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Considering a particle to be a moving roughness element suggests that the efficiency function should depend on the normalized particle diameter 
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. If one further assumes that turbulent patches occur only for large particles where 
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, then the generation rate can be estimated. The capture area defined in Eq. (7) for large particles is generalized to be
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where 
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It is seen that the generation rate depends on 
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 where p is the exponent in the particle size distribution function.

For 
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. Accepting the concept of a particle as a moving roughness element, a critical particle diameter of the order of half the boundary-layer-thickness is considered to be quite plausible.
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