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Abstract
An optimization problem begins with a set of independent variables or parameters, and often includes conditions or restrictions that define acceptable values of the variables. Such restrictions are termed the constraints of the problem. The other essential component of an optimization problem is a single measure of “goodness” or “fitness”, the objective function, which depends in some way on the variables. The solution of an optimization problem is a set of allowed values of the variables for which the objective function assumes an “optimal” value. In mathematical terms, optimization usually involves maximizing or minimizing. 
Problems in all areas of mathematics, applied science, engineering, economics, medicine and statistics can be posed in terms of optimization. In particular, mathematical models are often developed in order to analyze and understand complex phenomena. Optimization may be used in this context to determine the form and characteristics of the model that corresponds most closely to reality. Furthermore, most decision-making procedures involve explicit solution of an optimization problem to make the “best” choice. 

The present lecture briefly introduces both problem classification and search methods classification in order to define the taxonomy and the global context for the subsequent dedicated local optimization and global optimization lectures 
Introduction
Before briefly reviewing the field of optimization and setting pointers to the more detailed lectures focusing on local and global optimization methods, it is useful to set out a taxonomy that may be used to classify the problems to be tackled and the techniques that have been developed to solve them. An excellent practical reference to be consulted for further details is reference 
, providing a complete outline of modern computationally based design optimization.
In its most general form, optimization may be defined as the search for a set of inputs x, not necessarily numerical, that minimize (or maximize) the outputs of an objective function f(x) subject to inequality constraints g(x)≥0 and equality constraints h(x)=0. The functions f(x), g(x), and h(x) may be represented by simple expressions, complex computer simulations or even large-scale experimental results.

1. PROBLEM CLASSIFICATION
A first distinction that can be made between problems in which some or all of the inputs are nonnumeric and those in which they are not: in the former case, the process requires optimal selection rather than optimization. Such cases occur quite commonly in design (e.g. selection of a compressor type as being either axial or centrifugal) but are the subject of an entirely distinct set of approaches which are not discussed in the frame of the present lecture series.
If all inputs are numeric, which is the framework considered here, a series of divisions can be further performed:

· One can distinguish between the problems with continuous variable inputs (or parameters, e.g. blade sections thicknesses or fan blade length) and the problems involving parameters that can take discrete values (including the integers, e.g. number of blades of a compressor disk). 

· One can also distinguish the problems following their outputs. If there is one single goal to be maximized or minimized (the so-called objective function), the problem is said to be mono-objective. If there are multiple goals, a solution will be a compromise and the problem resolution will lead to what is termed a Pareto front, i.e. a set of solutions that are all equally valid until some weight or preference is expressed between the goals. This particular point is more specifically discussed in Section 1.1 hereafter. For example, if it is desired to improve the efficiency and surge margin of a compressor, these aims may pull the design in opposite directions. Until it is known which is more important or some weighting between efficiency and stability is chosen, it will not be possible to decide on the best design.

· One may also categorize the optimization problems following the presence or absence of constraints. The latter may simply apply to the upper and lower values the input variables may take (in this case, these upper and lower values are commonly known as bounds) or they may involve extremely complex relationships with the input parameters (e.g. as the limits to be imposed on stress levels in the blade). If equality constraints are present, they should ideally be exploited at best so as to reduce the number of free variables. However, this is often not possible in practice and sometimes all that can be done is then to substitute a pair of opposed inequality constraints to try and hold outputs close to the desired equality.
· A final and key type of categorization concerns the type of functional relationship between the inputs (parameters) and outputs (objective functions). This relationship can be linear, nonlinear or even discontinuous; it can be steady, time dependent or even stochastic in nature. Clearly, discontinuous functions make optimization most difficult while linear relationships may lead to some very efficient solutions. Unfortunately, in most practical design work, which is driven through with decision taking, discontinuous relationships are to be dealt with on a regular basis. Moreover, most gas turbine engine components are subject to variability in manufacture and many must also lead with changing loads. Nonetheless, in most current optimization work, the function being dealt with are usually taken to be steady and deterministic so as to simplify the problem being studied, although this is now beginning to change as computing facilities become more powerful. 
1.1 Multiple Design Objectives – Pareto Optimization
Engineering design is almost always concerned with problems that have multiple, often conflicting goals and a series of demanding constraints. In some cases, the designer may be able to reduce problems with multiple goals to single objective problems by aggregating some suitable weighted objective function that combines the goals of interest. A typical example could be something like weight and cost, provided suitable conversions to a common form can be devised. When such an approach can be taken, the problem reverts to a single objective search and the full range of local and global mono-objective search methods is applicable (see Section 2 hereafter for a summary, and the dedicated local and global optimization lectures for more details). Sometimes, however, the correct weighting to apply between goals is not obvious or the designer does not wish to commit to a fixed weighting while carrying out design searches. For example, it is common in gas turbine design to aim for light weight, low cost, robust, high performance components. These aspirations are typically clearly in tension with each other and so compromise solutions have to be sought. 

This leads to the concept of Pareto optimality. Multi-objective problems in fact give rise not to one but to a set of solutions, a priori equally good, termed Pareto optimal set. The final selection between such compromises then inevitably involves deciding on some form of weighting between the goals. In this respect, a Pareto set of designs is one whose members are all optimal in some sense, but the relative weighting between the competing goals is yet to be finally fixed. More formally finally, a Pareto set of designs contains systems that are sufficiently optimized that, to improve the performance of any set member in any of the goal functions, its performance in at least one of the other goal functions must be made worse. Moreover, the designs in the set are said to be non-dominated in that no other set member exceeds a given design’s performance in all goals. 

With respect to mono-objective optimization, a number of technical difficulties are additionally associated with constructing Pareto sets. First, the set members need to be optimal in some sense. Since it is desirable to have a good range of designs in the set, this means an order of magnitude more optimization effort is usually required to produce such a set than to find a single design that is optimal against just one specific goal. Second, it is usually necessary to provide a wide and even coverage in the set in terms of the goal function space. As the mapping between design parameters and goal functions if usually highly nonlinear, gaining such coverage is far from being simple. 
Currently, essentially two popular ways of constructing Pareto sets appear. First, and most simply, one chooses a weighting function to combine all the goals in the problem of interest into a single quantity and carries out a single objective optimization. The weighting function is then modified and the process repeated. By progressively working through a range of weightings, it is possible to build up a Pareto set of designs. As has already been mentioned, such an approach would allow the full panoply of single objective search methods to be applied. However it does suffer from a major drawback: it is typically by no means evident what weighting function to use and how to alter it so as to be able to reach the different parts of the potential design output space. In many practical cases, the nonlinear nature of the design problem will make it very difficult to ensure that the designs achieved are reasonable evenly spaced through the design space. The other way of constructing Pareto sets is via the use of evolutionary algorithms (see Section 2). The latter seem to be the most attractive approaches for this class of problems, because they are typically population based techniques that can find multiple compromise solutions in a single run, and they do not require any hypotheses on the objective functions (e.g. unimodality and convexity). In such schemes, a set of designs is worked on concurrently and evolved towards the final Pareto set in one process. In doing this, designs are compared against each other and progressed if they are of high quality and if they are widely spaced apart from other competing designs.

Elitism
, aiming at selecting and copying the best solutions into the next population, has been clearly shown to help achieving better convergence in multi-objective evolutionary algorithms. Among modern elitist methods, it is worth pointing out the well known SPEA II (Strength Pareto Evolutionary Algorithm II) method
 and the NSGA II (Non-dominated Sorting Genetic Algorithm II) algorithm 
, superior to other modern elitist methods in terms of better distribution of points along the Pareto front.

Design of algorithms aiming for enhanced selection mechanism based on Pareto optimality and diversity preservation mechanism is still an active area of research, as is the development of alternative biologically-inspired metaheuristics (see e.g. reference
  for a review and reference 
 for a state-of-the-art of the critical exploitation of such techniques in a surrogate-based framework). For example, Multi-Objective Artificial Immune Systems (MOAIS) is a hot topic of development as such methods are inherently able to maintain population diversity, ensuring a good exploration of the search space. The most recent implementations of MOAIS algorithms have also the capability of automatically adapting the size of the population at each iteration, according to the demand of the application. This could prove an asset for real world, computationally expensive optimizations. MOAIS inherent memory mechanism also naturally guarantees elitism and  the dynamicity of the immune system, which is able to cope with always changing intruders, is a particularly desired characteristic in multi-objective optimization since in these problems, the fitness landscape is based on Pareto dominance, thus it has to be recomputed at each time the population involved in the optimization process changes. Despite these promising qualitative considerations, comparisons carried out versus more classical evolutionary elitist methods algorithms have proved neither MOAIS performances better nor they inferiority for any class of problems up to now 
.
To our opinion, one of the most interesting and recent open fields of investigation in multi-objective optimization
 
 lies in the incorporation of the user’s preferences. In practical applications of multi-objective evolutionary algorithms users are normally not interested in a large number of nondominated solutions. Instead, they are usually interested in a few types of trade-offs among the objectives. For efficient multi-objective optimization in real world applications, zooming in certain regions of interest and only evolving the population only towards the area(s) of interest appears key. 
2. SEARCH METHODS CLASSIFICATION

Search methods themselves may be also classified in a number of ways. A first major division that can be made is between methods dealing with optimal selection, those that solve linear problems and the rest.
Optimal selection routines commonly stem from the Operational Research (OR) community and typically are set up to deal with idealized travelling salesman of knapsack problems. Such methods are not in the focus of the present lecture series.

Linear problems are nowadays almost universally solved using linear programming and the so-called simplex method, which can efficiently deal with thousands of variables. Optimal selection and linear programming, while valuable, essentially lie outside the scope of the present lecture series, as they do not find much practical application in gas turbine engine design, and in aerospace design more broadly speaking, which are dominated by large scale CFD and CSM models.
The remaining methods that deal with nonlinear numeric problems form much the largest collection of approaches and are more particularly considered here. At the most basic level, such searches may be divided between those that need information on the local gradient of the function being searched and those that do not. Searches that will work without any gradient information may be termed zeroth order while those needing the first derivatives are first order, and so on. 
Among these methods, a further distinction may be made between approaches that can deal with constraints, those than cannot, and those that just need feasible starting points. Methods that cannot deal with constraints directly can be augmented by the addition of penalty functions to the objectives being optimized that aim to force designs toward feasibility as the search progresses by modifying the goal functions. 

Methods may also be categorized by whether they are deterministic in nature or have some stochastic element. Deterministic searches will always yield the same answers if started from the same initial conditions on a given problem; stochastic methods make no such guarantees. They indeed all typically make use of random number sequences in some way, so that if a search is repeated from the same starting point with all parameters set the same, but with different random number sequence, it will follow a different trajectory over the fitness landscape in the attempt to located an optimal design.
While it might be thought that results that vary from run to run ought to be avoided, it turns out that stochastic search methods are often very robust in nature: a straightforward random walk over the inputs is clearly no repeatable if a truly random sequences are used, nonetheless, such a very simple search is the only rational approach to take if absolutely no information is available on the functions to be dealt with. A random search is completely unbiased and therefore cannot be misled by features in the problem. Although it is almost always the case in design that some prior information is available on the functions being dealt with, the pure random search can be surprisingly powerful and it also forms a benchmark against which other methods can be measured: if a search cannot improve on a random walk, few would argue that it was a very appropriate method …
An essential distinction may further be made between searches that work with one design at a time, that will be covered in more details in the dedicated local optimization lecture, and those that seek to manipulate populations or sets of designs, that will be further detailed in the dedicated global optimization lecture. 
Population-based search has gained much ground with the advent of cluster and parallel-based computing architectures since the evaluation of groups of designs may be readily parallelized on such systems. Perhaps, the most well known of such methods are those based on the so-called evolutionary methods  and those that use groups of calculations to construct approximations to the real objectives and constraints, namely surrogate-based optimization (SBO) exploiting so-called Design of Experiments (DoE) and Response Surface Methods (RSM). 
Evolutionary methods have a number of distinct origins and development histories but can nevertheless be classified by a single taxonomy. Many well known methods exist, let us cite simulated annealing (SA), genetic algorithms (GA), evolutionary strategies (ES) among which the more recent swarm intelligence algorithms and artificial immune systems (AIS).
It must be underlined that DoE and RSM methods are not optimizers per se : they are rather techniques that allow complex and computationally expensive optimization problems to be transformed into simpler tasks that can be tackled by the methods outlined in the previous two paragraphs. Essentially, these are curve fitting techniques that allow the designer to replace calls to an expensive analysis code by calls to a curve fit that aims to mimic the real code. Such methods all work in two phases: first, data is gathered on the nature of the function being represented by making a judiciously selected series of calls to the full code, usually in parallel and the placing of these calls in the design space is often best achieved using formal DoE methods, which aim to cover the search space in some statistically acceptable fashion. Then, when the data is available, the second phase consists in constructing a curve fit through or near the data, such curve fits being often termed “Response Surfaces”. The choice of the RSMs that may be used is quite wide and will depend on the nature of the problem being tackled and the quantities of data available.  Sometimes, the initial RSM will not be sufficiently accurate in all the areas of interest and so an iterative updating scheme may then be used where fresh calls to the full analysis code are used to provide additional information, aiming for the Graal quest of exploration/exploitation balance. These important topics will be further discussed in the lecture providing complements on surrogate based optimization for engineering design.  

Because establishing the gradient of the objective function in all directions during a search can prove difficult, time consuming and sensitive to noise, a variety of search methods have been developed that work without explicit knowledge of the gradients. These methods may be grouped in a variety of ways and are known by a range of names. As has already been mentioned, perhaps the best term for them collectively is zeroth order methods (as opposed to first-order methods, which draw on the first differential of the function) but the term direct search is also often used. The most common distinction within these methods is then between pattern/direct searches and the above cited stochastic/evolutionary algorithms. This distinction is both historical, in that pattern/direct search methods were developed first, and also functional since the stochastic and evolutionary methods are generally aimed at finding multiple optima in the landscape (such methods will be covered in the dedicated global optimization lecture), while pattern/direct search methods tend simply to be trying to find the location of the nearest optimum without recourse to gradient calculations. In either case, it is clear that the problems of obtaining gradients by finite differencing in a noisy landscape are immediately overcome by simply not carrying out this step. It is also the case that these methods are often capable of working directly with discrete variable problems since at most stages all that they need to be able to do is to rank alternative designs. If, however, the problem at hand is not noisy, gradients can be found relatively easily and only a local search is required, it is always better to use gradient-based methods such as the conjugate or quasi-Newton-based approaches, to be covered in the dedicated local optimization lecture. When there are modest amounts of noise or the gradients are modestly expensive to compute, no clear-cut guidance can be offered and experimentation with the various alternatives is then well worthwile. Many hybrid approaches try and combine methods from the different classes.
2.1
Surrogate-based optimization

As has been mentioned here above, an adequate and general answer to optimization based on long running and computationally intensive analysis lies in the exploitation of surrogate models. Recent advances in Surrogate-Based Optimization (SBO) indeed bring the promise of efficient global optimization to reality.  A review of the state-of-the-art constructing surrogate models and their use in optimization strategies is to be found in references 
 
 
.
SBO uses surrogates or approximations in lieu of the expensive analysis results to contain the computational time within affordable limits. Engineering design is indeed concerned with the making of decisions based a.o. on computationally intensive analysis, which directly impact the product or service being designed. A great deal of analysis is invested to understand the physical background to the decisions to be taken. In modern gas turbine design offices, the computational power needed to support advanced decision making can be prodigious and, even with the latest and most powerful computers, designers still wish for a greater understanding that can be gained by straightforward use of the familiar analysis tools such as those coming from the fields of Computational Fluid Dynamics (CFD) or Computational Structural Mechanics (CSM). And one way to gaining this desirable increased insight into the problems being studied and their conception space is via the use of surrogate models, also often termed meta-models. This topic will be further discussed in the lecture dedicated to complements on surrogate based optimization for engineering design.
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