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Abstract
The article summarizes the principal details of the method of moments with interpolative closure.  This is a mathematically rigorous yet numerically economical approach to particle dynamics, describing time evolution of a particle ensemble undergoing simultaneous nucleation, coagulation, and surface growth.
1.0
Introduction
Particle dynamics—time evolution of particle size distribution (PSD)—is at the core of many natural phenomena, such as aerosol formation, soot formation in combustion of fossil fuels, and synthesis of carbon black from hydrocarbon stock.  Development of modeling ability of particle dynamics has been one of the principal ingredients in both gaining understanding of the underlying physical phenomena and building predictive modeling for practical applications.
Several approaches to modeling particle dynamics have been developed over the years.  The objective here is to review one of such modeling approaches: the method of moments with interpolative closure (MOMIC).  The details can found in 
 ADDIN EN.CITE 
[1-4]
 and in the literature cited therein and throughout the present manuscript; the intention here is to focus on the foundation, evolution, and some silent features of the method.
2.0
particle dynamics

2.1
Master Equations

The starting point for modeling a particle system [5-7] is the master equations introduced by Smoluchowski [8]
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where N is the number density of particle of size i, t is the time, (i,j is the collision coefficient between particles of sizes i and j.  Equations 1 describe the time evolution of particle population by an infinite set of differential equations.  The physical phenomenon presumed by this set of equations is called coagulation, all particles are assumed spherical and a collision of two such particles forms a new spherical particle of the combined mass (or volume).  The difficulty of solving this system of equations is associated with two factors: the infinite number of the differential equations, which cannot be truncated as the mass spreads rapidly into larger sizes, and the complex mathematical form of the collision coefficient, which precludes one from making simple approximations to the summation terms.
2.2
Method of Moments

Several approaches to solving the master equations have been devised over the years.  Most notable among them are sectional method 
 ADDIN EN.CITE 
[9-11]
, assembling size ranges into a smaller number of bins, and the method of moments, the subject of the present discussion.  In the method of moments, eqs 1 are rewritten [1] as
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where
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is the rth moment.  The knowledge of all the moments (r = 0, 1, ..., () is equivalent to knowing the particle size distribution function (PSDF) itself, i.e., Ni at all i.  However, in most practical applications the properties one considers are fully determined by just the first few moments.  The numerical economy of the method of moments comes from replacing the infinite number of differential equations to be solved, eqs 1, by a small number of equations for the corresponding moments, eqs 2.  Even at the present time of fast computers and efficient algorithms developed for solution of eqs 1, the numerical economy of the method of moments appears to be beneficial for coupling particle dynamics with realistic flow simulations (see, e.g., [12]).
The mathematical difficulty of the method of moments lies in obtaining closure of eqs 2, i.e., expressing the sums appearing on the right-hand side of eqs 2, for a finite set of r = rmax differential equations, in terms of moments M0, M1, ... , Mrmax.  The simplest way of accomplishing this is to presume the functional form of the PSD is known 
 ADDIN EN.CITE 
[13-17]
.  However, there are many important applications of particle dynamics when PSD is unknown a priori.  In addition to some special, simplified cases 
 ADDIN EN.CITE 
[1, 6, 18-25]
, a general approach to such systems is also possible [2, 26, 27].  The general theme of the latter class of methods is to attain closure of eqs 2 through interpolation, in one form or another, among instantaneous values of computed moments.
In other words, the focus of the latter class of method is to approximate the summation terms appearing on the right-hand side of eqs 2, i.e.,
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for certain combinations of integer values of x and y.  In one of the first attempts, Method I in [2], these terms were approximated as
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where 
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 is the average collision coefficient and was assumed to be given at all reaction times as
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Its value was then approximated as a linear interpolation between solutions of well-defined regimes.  The interpolation was performed with respect to PSD dispersion, D, defined as


[image: image12.wmf]2

2

1

D

m

m

=


(7)
where
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is the r-th reduced moment.  Two of the limiting regimes could be obtained in a closed-form solution: in the limit of a very narrow PSD, at D ( 0, and in the limit of the asymptotically approached self-preserving PSD, at D ( 2.  The interpolated in this manner expression for the free-molecular coagulation regime resulted in
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where kB is the Boltzmann constant, T is the temperature, m1 is the mass of the smallest (initial) particle, and ( is the mass density of the particles.
This approach turned out to be extremely fast and showed a very good agreement for narrow particle-size distributions; one of such examples is a system of initially monodispersed particles.  However, a similar approach could not be applied as successfully to wide particle-size distributions, when D > 2, because the limit of D ( ∞ is generally not well-defined.
In an attempt to develop a more general approach, applicable to any PSD, a different interpolation scheme was developed; it was called Method II in [2] and later termed MOMIC [4].  In this method, the summation terms, eq 4, were interpolated among grid functions, as will be explained in Section 3 below.  A decade later, another method, called quadrature method of moments (QMOM), was proposed [27], in which the PSD moments, expressed in integral form, are approximated by means of Guassian quadrature.  The reader is referred to literature for further details on QMOM (e.g., [27-29]); here, we focus on the method of moments with interpolative closure, MOMIC.
3.0
MOMIC

3.1
Extended Master Equations
Before we proceed with the method of solution, we need to extend the master equations given by eqs 1.  Equations 1 and 2 represent only one physical process, particle coagulation: starting with a monodispersed or polydispersed cloud of spherical particles, particles collide with each other, and every collision forms a new spherical particle of the combined mass.  We will examine what happens when particle are not spherical in Part 2 of this series [30].  Here, we will extend the particle dynamics model to include additional physical processes, nucleation and surface growth,
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where R, G, and W are the nucleation, coagulation, and surface growth terms, respectively.  In other words, eqs 10 describe the population dynamics of a particle ensemble undergoing simultaneous nucleation, coagulation, and surface growth.
The principal numerical difficulty in solving system 10 is associated with the coagulation terms, G, which constitute the original Smoluchowski coagulation system, eqs 2; the MOMIC treatment of these terms is presented in Section 3.2.  The surface growth terms are determined through PSD moments, as described in Section 3.4.  The nucleation terms are basically independent of PSD and can be either supplied as time-dependent expressions, taken from experiment or another (physico-chemical) model or by solving system 10 together with a physico-chemical model of particle nucleation.  In either case, the inclusion of particle nucleation has most profound effect on the form of PSD and, consequently, on accuracy (and difficulty) of numerical solution.  This aspect is addressed next.  Particle nucleation is addressed in Part 3 of this series [31].
3.2
Particle Nucleation and Particle Size Distribution

Without nucleation, solution of the master equations (e.g., eqs 1 or 2) reaches an asymptotical limit, the self-preserving PSD, which is closely approximated by the log-normal distribution [6, 11].  The time to attain this limit is determined by the width of the initial PSD [1, 11].
The presence of a strong nucleation source leads to a continuous supply of the smallest particles and hence to a continuous increase in the PSD width: the nucleation pins the PSD to the smallest particle size whereas coagulation keeps forming larger and larger particles.  This feature was first predicted by a phenomenological model of Dobbins and Mulholland [16].  Solving the master equations by numerically integrating a system of 10000 ordinary differential equations (ODE), Frenklach and Harris [2] obtained such a broadening PSD for a case with a nearly-constant nucleation rate, as shown in Fig 1.
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Figure 1: Particle size distribution obtained in numerical studies with a strong nucleation source [2]
As can be seen in Fig 1, the highest particle population occurs in the first size classes.  Let us consider the dynamics of the first size class, by rewriting eq 1.0 with a nucleation source,
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With a relative large nucleation rate, R, eq 11 rapidly attains a steady state,
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which indicates that the number density of the first size class, N1, should not substantially change in time.  Such steady-state behavior was indeed observed in the numerical simulations [2].  In other words, with the nucleation rate large enough to attain the steady state (12), the left-hand side of the PSD becomes “pinned down” to the first size class.  At the same time, the particles continue to spread into larger and larger classes, forming what appears in Fig 1 for the large particle sizes as a decaying part of a lognormal-type PSD mode.  This rapidly propagating front of the large sizes, with the first size being pinned, increases the PSD width.  It is also pertinent to mention that this rapid spread of particles into larger classes is what makes the direct integration of the ODE system essentially impossible: 10000 differential equations could simulate only less than 2 ms of reaction time before the spreading particle front reaches the last size class [2].
When the nucleation is switched off, the PSD rapidly losses its steady-state character described above and moves toward the self-preserving, single-mode PSD.  With different values of the nucleation rate a range of regimes is possible, with partial formation of a single, large-size mode.  Landgrebe and Pratsinis [10] performed a detailed study using a range of nucleation-to-coagulation ratios and developed a practical guide for the emergent regimes.  Recently, Zhao et al. [32] observed such regimes experimentally.
3.3
Coagulation Terms

The main challenge for developing numerical approaches to solution of the master equations is associated with the coagulation part of the combined dynamics model.  We begin here by writing the coagulation terms of eqs 10 in a more general form,
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The difference is the use of the particle mass, mi, rather than the number of the smallest-size particles, i and j, used in eqs 2.  The use of the particle mass facilitates incorporation of the surface growth, which adds mass in smaller units, and provides flexibility for nucleation, which may supply not a single but a series of initially forming particles.
The principal difficulty in resolving these summations lies in the non-additive character of the collision coefficient (.  Its specific functional form depends on coagulation regime, classified on the basis of the Knudsen number, Kn = 2f/d, where f is the gas mean free path and d the particle diameter.  Specific regimes are discussed below.  The principal ideas of MOMIC are introduced with the continuum regime of coagulation, followed by a more involved case of the free-molecular coagulation, and then by the transition regime.

In the following discussion, we consider a spatially homogeneous particle ensemble (aerosol) undergoing coalescent collisions, i.e., with particles of size i having volume vi = i v1 and mass mi = i m1.  The extension of MOMIC to particle aggregation (i.e., formation of fractal aggregates upon collision) will be covered in Part 2 of this series [30].
3.3.1
Continuum Regime

The continuum regime of coagulation is characterized by Kn « 1.  In this limit, the collision coefficient for coalescent collisions of spherical particles is given by [7]
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where Kc = 2kBT/3( and C the Cunningham slip correction factor.  The latter can be expressed in the form C = 1 + 1.257 Kn 
 ADDIN EN.CITE 
[6, 17, 33, 34]
.  Substitution of (14) into (13.0) gives
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where 
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 and the definition of moments
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is extended to include any real value of r.  Using reduced moments, defined by eq 8 we obtain
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Similarly, substitution of (14) into (13.r) results in
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(17.r)
To obtain closure, the fractional-order moments appearing in eqs 17 have to be determined.  In MOMIC, this is accomplished by interpolation among whole-order moments, as described in the next section.  A similar interpolation underlies the method of Barrett and Jheeta [26].
3.3.2
Interpolation among Moments

To summarize the above, the first step of MOMIC is to express the summations in eqs 13 in terms of PSD moments.  For the case of the continuum regime, this is obtained in a straightforward, natural manner and results in eqs 17.  One should notice that these moments are generally of fractional order, and some of them are negative.  The second step, and perhaps the central characteristic of MOMIC, is to determine all the “missing” (i.e., fractional, negative) moments by interpolation among whole-order moments; the latter values are available at each integration step of eqs 10.
The validity of moment interpolation is address in [4], where it was proven that the dependence of moment Mr on moment order r is a monotonic continuous function and that polynomial interpolation should be well behaved.  The accuracy of the interpolation is determined by a chosen interpolation scheme.  Thus, it was found [2] that a higher accuracy is obtained by separating interpolation for positive-order and negative-order moments.  The positive-order fractional moments were computed by Lagrange interpolation among logarithms of the whole-order moments, i.e.,
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where operator Lr represents Lagrange interpolation with respect to r, the moment order, and rmax is the maximum whole-order moment computed by eqs 10; note that 
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 and 1 is the average mass of a particle.  The negative-order moments were computed via
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with Lagrange interpolation performed with respect to 2r.  The 
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with the limit of 
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where m1 and N1 are the mass and number density, respectively, of the first, smallest particle.  The value of N1 is determined by solution of an additional differential equation,
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where the last term on the right-hand side is the rate of transformation of the first size class particle into the next size class due to surface deposition of mass, as will be explained in Section 3.4.
The closure for the solution of eqs 10 with the use of eqs 17 requires the knowledge of the (rmax+1/3)-th moment, which entails a slight extrapolation of eq 18 beyond its upper limit, rmax.  It turns out, though, that the 
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-vs-r dependence is very close to being linear at r above about 3.  This is exemplified in Fig 2, which depicts the results from one of the extreme case studies [2].  This “leveling” of the 
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Figure 2:
Normalized moments versus moment order [4].  Solid dots represent results of numerical simulations with the “exact” population balance model, eqs 1, employing 10000 differential equations [2]; and open squares denote the corresponding results of moment interpolation: eq 18 for r > 0 and eq 19 for r < 0.  The solid line exemplifies a linear relationship in these coordinates.
3.3.3
Free-Molecular Regime

The free-molecular coagulation is characterized by Kn » 1.  In this limit, the collision coefficient for coalescent collisions of spherical particles is given by [7]
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where
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and multiplier  is the van der Waals enhancement factor [35].  The principal difficulty in solving eqs 10 in this regime lies in the non-additive form of the summations appearing in eqs 13.  In MOMIC, these summations are evaluated by a double interpolation scheme among moments.
Let us explain the technique on a concrete example.  Substitution of eq 22 into eq 13.2 results in
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for the summation appearing on the right-hand side.  Because of the 
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 term, it is impossible to perform the summation in eq 23 directly.
We now define a grid function
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For l = 0, 1, 2, ... , the summation in eq 24 can be expressed in exact terms, using fractional-order moments.  For instance, for l = 1 we have
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The fractional-order moments appearing in the latter expression can be evaluated through the Lagrange interpolation among whole-order moments as described above, which then defines the value of the grid function at point l = 1.
We now note that the needed expression, eq 23, is a value of the grid function at point 
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.  Having then evaluated the grid function values at l = 0, 1, 2, ... , we can obtain its value at 
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 by interpolation; for instance, the Lagrange quadratic interpolation among f0, f1, and f2 produces
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The rest of the summations in eqs 13 are resolved in a similar manner.  The grid function is defined in general as
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and the coagulation terms specified in eqs 13 take the following form for the free-molecular regime
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By trial and error, it was found [2] that the following set of parameterization of the grid functions for the five-moment model gives smaller interpolation errors:
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for (x,y) = (0,0), (1,1) (1,2), and (2,2);
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for (x,y) = (1,3) and (2,3);  and
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3.3.4
Transition Regime

Coagulation in between the two limits, the free-molecular and the continuum, is referred to as the transition regime.  The collision frequency in this regime is usually expressed by the semiempirical formula of Fuchs [7].  The functional form of this expression is rather complex for implementation with the method of moments.  Pratsinis [17] suggested to approximate the coagulation rate in the transition regime with the harmonic mean of the limit values, i.e.,
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(31)

where superscripts f and c refer to the free-molecular and continuum regimes, respectively.  A similar approach was used by Mackowski et al. [36] and its accuracy was thoroughly tested by Kazakov and Frenklach [34].  Covering a wide range of conditions and particle distribution functions, eq 31 was shown to reproduce the formula of Fuchs within about 20 % on average and not exceeding 30 % [34].  Not much was gained by employing more complex parameterization formulas.
While the level of error introduced by eq 31 may be a cause of concern, typically, in light of numerous uncertainties in underlying physical phenomena and associated properties, it is adequate for most application.
3.4
Surface-Growth Terms

Surface growth is referred to as a process of mass deposition on particle surface by gas-phase chemical species.  A mathematical formulation suitable for MOMIC is given by the following system of differential equations
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where ks is the growth rate per unit area (e.g., in the units of gram per cm2 per second), si is the surface area of particle of size i, and (m is the difference in mass between adjacent size bins, i.e., 
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.  Equations 32 describe, in essence, the rate of “mass transfer” among different particle size bins: as soon as a particle in size bin i adds mass in the amount of (m it “moves” to bin i+1.
For the case of an ensemble of spherical particles, with mi = i m1, eqs 32 can be recast into the form [2, 3]
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or
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Equations 34, the surface growth terms, are resolved evaluating 
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 through interpolation, as described in Section 3.3.2.

Physically, the “surface growth” terms account for incorporation of mass into the “solid” material infrastructure through chemical reactions occurring on the particle surface, removal of mass by oxidation, and physical condensation of gaseous species on the particle surface (see 
 ADDIN EN.CITE 
[3, 4, 37, 38]
 and part 3 of this series [31] for further details).
4.0
comments

The primary advantage of MOMIC is its numerical economy: one needs to solve just a few differential equations.  This becomes of critical value in modeling complex systems, such as engine combustion, where particle dynamics constitutes only a part of the problem, i.e., when particle dynamics needs to be combined with already time-consuming calculations of reactive flows.
MOMIC does not involve any truncation of the system size.  Transformation from the PSD space, {Ni}, to the space of moments, {Mr}, is mathematically rigorous—it involves just re-summation of the same differential equations.  In the domain of moments, MOMIC uses approximation—moment interpolation, but as mentioned above, it is also rigorously justified.  Properties of the particle ensemble can be determined in the moment domain directly [2, 4], without inverse transformation from the moment domain and thus without a need for PSD reconstruction.
The accuracy of MOMIC is controlled by the choice of an interpolation scheme.  The experience shows that the “difficulty” of interpolation is increased with the increase in the PSD dispersion, D.  For a relaxed demand on accuracy one can use, for instance, a somewhat simpler approach for the negative fractional-order moments, by extrapolation of the first three positive-order moments
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To increase the accuracy, one can use piecewise quadratic or cubic interpolations; for instance, instead of the fifth-order polynomial interpolation (eq 18), which may have a tendency to oscillation [39], the particularly critical moments, for 0 < r < 2 (see Fig 2), can be obtained from the quadratic interpolation, eq 35.  Furthermore, one can include additional equations (say, for some fractional moments) to the system 13; for instance, an equation for the particle surface area [40-42] will add an extra node, (2/3, for interpolation in the critical region.
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