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Abstract
The article summarizes the phenomena of particle aggregation, presents results of recent Monte Carlo simulations of particle collisions with simultaneous surface growth, examines the transition from coalescent coagulation to fractal aggregation, and expands the method of moments with interpolative closure to account for the formation of aggregates.
1.0
Introduction
The previous article of this series [1], which we will refer to as Part 1, described the Method of Moments with Interpolative Closure (MOMIC).  That development was largely applied to the coalescent limit, when all particles in the coagulating ensemble are presumed spherical, i.e., when two spherical particles collide and merge into a perfectly spherical particle of the combined mass.  In many systems, after an initial period of coalescent growth particles begin to agglomerate: to stick to each other forming chain-like structures.
The regime of coalescent coagulation is well understood, and its modeling using MOMIC was discussed in Part 1.  Extension of MOMIC to a bivariate form that models the regime of the fully developed fractal aggregation is addressed in Section 2 below.  The transient behavior from coalescent to aggregation coagulation, with particle collision and surface growth occurring simultaneously, only recently was brought under investigation.  In Section 3, we will discuss a simple switch model between the two limits, coalescent coagulation and fractal aggregation.  Section 4 focuses on time-dependent Monte Carlo simulations to study the detailed physics of the transition behavior, and the application of these results to MOMIC is presented in Section 5.
The subject of particle aggregation itself, without inclusion of surface growth (and nucleation), has been studied extensively, both experimentally and theoretically.  In the following text, we will primarily cite the literature most closely connected to the main subject of the present discussion, bivariate MOMIC and fractal aggregation; for other aspects of particle aggregation, including particle fragmentation which is not covered here, the Reader is referred to other sources.
2.0
fractal aggregation and bivariate momic
The chain-like particle aggregates are composed of nearly spherical and often equal-sized primary particles that obey the well-known fractal relationship [2, 3]
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(1)
where n is the number of primary particles in an aggregate, dp the diameter of primary particles, Rg the radius of gyration of an aggregate, Df the fractal dimension, and kf the fractal prefactor.  Assuming values of Df and kf constant, the following is a model for the limit of particle agglomeration at the extreme of a fully-developed regime of particle aggregation [4].

The particle distribution is now thought of as two-dimensional (i.e., bivariate), a function of both the aggregate particle mass, m, and the aggregate number of primary particles, n.  Thus, in addition to the particle mass moments M and , defined in Part 1,
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we introduced moments for the number of primary particles, P and ,
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Moments Pr are determined by solving equations
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simultaneously with the system of differential equations describing the moment Mr, eqs 10 in Part 1.  In eqs 4, R0 is the rate of particle inception, the same as in eqs 10 of Part 1.  Also note that P0 is M0, the total number density of particle, 
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.  Hr is the contribution from aggregate coagulation,
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where 
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 is the collision frequency of aggregates.  The summations in eq 5 are resolved similarly to the Gr terms of eqs 13 in Part 1.  Thus, for the free-molecular regime, we have
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with grid function h defined as
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Terms 
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 appearing in eq 7 are binary moments of the two-dimensional particle size distribution and can be approximated (with an error nor exceeding 20 %) by
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For the continuum regime of aggregate coagulation we have
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The coagulation terms G appearing in eqs 10 of Part 1 take a modified form in the presence of particle aggregation because the aggregate diameter is larger than that of a spherical particle with the same mass.  The grid functions for the free-molecular coagulation rates become
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and the coagulation rates in the continuum regime take the form
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For the transition regime, the corresponding free-molecular and continuum coagulation terms, 
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, as well as the corresponding free-molecular and continuum aggregation terms 
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Particle aggregation also affects the surface growth terms, W in eqs 10 of Part 1, because the aggregate surface area is larger than that of a spherical particle with the same mass.  The surface growth terms take the form
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(12)
where the notations are specified in Part 1.  Further details can be found in [4].
3.0
transition from COALESCEnt coagulation to fractal aggregation: a simple switch model
The physics of the transient behavior from coalescent to aggregation coagulation is addressed in Section 4.  Here, we briefly mention one of the earlier methods to model this transition [4].  In that approach, the integration of the moment equations, MOMIC, begins with the complete-coalescence limit and switches to the fully-developed aggregation limit when the average particle diameter reaches a prescribed value.  Such separation in time between coalescent and non-coalescent collisions could be supported by experimental observations and numerical simulations (for references see [4]).  This model was able to explain some experimental features of soot formation in flames.  However, the abrupt switch between the limits is unsatisfying neither from intellectual nor practical points of view, which motivated further development described next.
4.0
monte carlo simulations of the TRANSITIONAL behavior
4.1
Transition Phenomena
While the formation of particle aggregates is well documented and their fractal-like appearance is well characterized, the transition between the formation of primary particles and chainlike aggregates is not well understood.  One theory 
 ADDIN EN.CITE 
[5-11]
 postulates that particles are composed of viscous matter which coalesces completely at small sizes.  As the particle size increases, they do not have sufficient time to fuse.  Often referred to as sintering, it is used in tandem with coagulation to model particle formation in the vapor phase.  While sintering may be an appropriate model for formation of materials such as silicon [12], it provides a less convincing argument when applied to materials such as carbonaceous soot.  Indeed, carbon materials cannot melt, like silicon does.  The soot particles formed during hydrocarbon combustion have a turbostratic structure [13]. While sintering of such particles could be envisioned as the motion of turbostratic units, electron microscopy typically reveals multiparticle composition of primary particles [13, 14].
Another theory states that the nearly spherical shape of primary particles is the result of surface growth accompanied by aggregation [13-15].  The transition is caused by the cessation of surface growth, when the smoothing effects of surface growth do not hide the characteristics of particles added by the aggregation process.
An extensive theoretical analysis was carried out on the problem of aggregate formation from a presumed ensemble of primary particles [16-18].  These studies also presumed that the particle aggregation is separated in time from nucleation and surface growth.  The phenomenon of particle aggregation with simultaneous surface growth was investigated in our recent study [19, 20] using a dynamic Monte Carlo (DMC) method, described in Section 4.2.
4.2
Dynamic Monte Carlo (DMC) Model 
In the model of Mitchell and Frenklach [19, 20], a single solid particle, the collector, is immersed in the environment, an inexhaustible ensemble of spherical primary particles and gaseous surface-growth species (Fig 1a).  Mathematically, each primary particle is modeled with a ball in (3.  The model begins in the particle inception zone where the collector is allowed to grow via ensemble-averaged collisions with primary particles and deposition of gaseous species on its surface.  Then a primary particle, referred hereafter as the candidate, is chosen and translated along a randomly generated ballistic trajectory towards the collector.  Candidate particles collide with the collector one at a time and stick on impact without rearrangement (Fig 1b).  Next, the elapsed time of each collision, (t, is calculated.  The collector surface grows uniformly via surface deposition during (t (Fig 1c).  At this point, the process repeats itself until the simulation terminates.  Further details of this model are given in [19, 20].
[image: image24.jpg]O O
collector Q O % Q

O candidate O

(c) (d)




Figure 1:
Four-step particle growth algorithm (a) starts by immersing the collector in an ensemble of primary particles and surface-growth species; (b) a candidate particle is chosen and translated along a random trajectory where it collides and sticks on impact; (c) the elapsed time of the collision is computed and the collector particle grows uniformly over that time interval; (d) the entire process, steps (a)–(c), is repeated [19, 20]
4.3
Shape Descriptors
Any discussion of collector geometry must be accompanied by meaningful measures with which quantitative comparisons can be made.  To meet the objectives of the present study, such measures have to clearly characterize the particle roundness, commensurate with visual assessment from experimental observations.  The same parameters should prove useful in predicting when and why the particle growth transitions from the coalescent regime to fully-developed fractal aggregation.  Recalling that aggregates are modeled with a union of balls, we require a descriptor to measure the amount of intersection between them.  In effect, the descriptor must differentiate between chainlike and spheroidal aggregates.
One’s first inclination might be to use the fractal dimension, Df.  However, the numerical results [20] suggest that Df alone is not sufficient to quantify geometric differences between aggregates, and hence Df fails as a measure of roundness.  It is not essential that we differentiate between varying modes of fractal behavior.  We only require a shape descriptor capable of distinguishing between the coalescent and the fractal growth regimes.
To find a natural descriptor, we start from the basic principles and analyze the aggregate using its volume and surface area.  Volume V and surface area S are the most important and intuitive metrics.  Most of the thermodynamic and chemical parameters of interest are related, in one way or another, to one or both of these measures.
Our particle formation model initializes the collector aggregate as a single ball.  The collector grows via collisions and surface deposition.  As a result, V and S increase from their initial values.  Considering the spherical geometry of the collector in its initial state, we define
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and normalize V and S
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By construction, v and s are elements of the interval 
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Particle aggregation simulated under the influence of surface growth creates a particle trajectory in ln v–ln s space, as illustrated in Fig 2.  Each simulation starts at v = s = 1.  Thereafter, as v and s increase, the trajectory the particle follows in ln v–ln s space is bounded, both above and below, by two limits.  These two limits correspond to the lines in Fig 2 with slopes d = 1 and d = 2/3.  The upper limit, d = 1, is the trajectory a particle would follow in the complete absence of surface growth.  In this case, the collector grows solely from the addition of particles by collision, producing a chainlike aggregate composed of equally sized balls joined by point contacts.  In this limit
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Figure 2: Particle trajectory in ln v–ln s space [20]
implying

[image: image34.wmf]sv

=


(16)
In contrast, the lower limit, d = 2/3, is the trajectory encountered in the absence of collisions.  Starting from a ball, the particle grows solely by surface deposition, retaining the spherical shape.  In this limit
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implying
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The two limits, d = 1 and d = 2/3, can be thought of as the maximum and minimum surface area bounds, respectively, for constant v.  For example, holding volume fixed at v = 103 only allows surface area in the interval 
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.  An arbitrary trajectory, within the framework of the present model, can then be expressed by the curve
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It is beneficial to analyze the particle trajectory in a new orthogonal coordinate system, shown in Fig 3.  It is obtained through a linear transformation of the fan-shaped region in Fig 2, bounded by d = 2/3 and d = 1,
[image: image41.jpg]10





Figure 3: Particle trajectory in ln(–ln( space [20]
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where ( = v/s and ( = s/v2/3.  The inverse of ( and ( are referred to as rugosity and globularity, respectively.
The ln(–ln( analog to eq 19 is
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and exponents ( and d related by the equation
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Perfectly spheroidal collector particles will have trajectories that start and stay on the ( axis, ( = 0.  Chainlike trajectories traverse the ( axis and are identified by ( ( ∞.  Trajectories with ( = O(1) indicate collector particles that are neither balls nor chainlike.  ( is an aggregate shape descriptor satisfying our requirements.  First and foremost, it differentiates between the chain-like and the spheroidal aggregates.  It quantifies the amount of intersection between the constituent balls and provides a measure of roundness.
( alone does not provide enough information on its own to determine if a particle is in a state of transition.  The numerical value of ( provides a relative measure of the aggregate’s position in ln(–ln( space.  For instance, points a, b, and g on the trajectory depicted in Fig 3 mark the stages in the aggregate’s morphology representative of chainlike particles.  In contrast, points d and e are representative of spheroidal aggregates, and c and f indicate a shape in between spheroidal and chainlike.

A transition from the coalescent regime to fully developed fractal aggregation is characterized by a switch from ( <1 to ( >1, i.e., when the aggregate trajectory crosses the line (  = 1.  For the transition to be complete, i.e., when the aggregate remains near the chainlike or coalescent limit, the trajectory should move strongly away from one axis toward the other.  For example, in Fig 3 transition from the coalescent to the fractal limit begins somewhere between points d and e on the trajectory.  In this region, the aggregate turns away from the (-axis and heads towards the (  = 1 line.  The transition is completed when the trajectory crosses over point f and continues on to g.  An example of transition in the other direction, from the fractal to the coalescent limit, begins between the origin and point b, proceeds to point c, and is completed at point d.
To determine the direction of the transition, we consider the particle trajectory in yet another coordinate system, ( ( ln(/ln( and

[image: image46.wmf]ln23

ln1

dD

dD

g

r

-

D==

-

       where     
[image: image47.wmf]ln

ln

ds

D

dv

=

  .
(23)
The particle trajectory in (–(  space is shown in Fig. 4.  Recall that the transition from the fractal to the coalescent limit begins as the trajectory approaches point a and continues to b. The trajectory in this region is characterized by ( >1, and the particles are chainlike aggregates.  In Fig. 4, we see that ( decreases from positive values to 0 at point b.  From point b, ( remains negative and ( continues to decrease until it reaches a value of 1 at point c.  This is the middle point where the particle is neither chainlike nor spheroidal.  The trajectory proceeds to point d, where ( <1 and ( = 0.
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Figure 4: Particle trajectory in ln(–ln( space [20]
Similarly, the transition from coalescence to chainlike aggregates begins between points d and e.  In this region, ( <1, ( passes from 0 to (, and the particles are spheroidally shaped.  Point e is not shown in Fig. 4 since ( = (.  After passing point e, ( becomes negative.  The trajectory crosses (  = 1 at point f and once again the particle is neither chainlike nor spheroidal.  ( remains negative, the trajectory continues to point g, and the particle ends chainlike with ( >1.
In the method of using ((,() to predict the transition, it is ( which reveals where in ln v–ln s space the trajectory is and ( which reveals the trajectory direction.  While it is a switch in ( across the line (  = 1, which dictates if transition occurs, it is a switch in the sign of ( which determines where in ln v–ln s space it starts and ends.
Finally, it is pertinent to mention that the particle trajectories examined above are those developed through collisions of initially perfect spheres with simultaneously occurring growth. While this mechanism covers a wide range of important applications, it is certainly not a universal description; for instance, one may encounter a different class of trajectories for a system of elongating rods.
4.4
Analysis of the Transition
Numerical simulations performed in the original studies with the DMC model following the evolution of an individual particle (i.e., the collector) demonstrated that aggregation of spheroidal particles with simultaneous surface growth can indeed lead to a spheroidal shape [19].  The results are demonstrated in Fig 5.  The analysis attributed the spheroidal shape of the growing aggregate to rapid surface growth and intense particle nucleation.  For the particle geometry to become spheroidal, the surface growth determined by the gaseous environment must be capable of burying particles stuck to the collector surface.  If they are too large, even the maximum physically-attainable surface growth rate may not be sufficient to bury them quickly enough.  Smaller particles, on the other hand, are more easily covered.  This couples particle aggregation not only to surface growth but also to particle nucleation, since, as discussed in Part 1, only in the presence of a strong nucleation source, particle distribution is dominated by the smaller particles.
The more in-depth analysis [20], performed using the ((,() method described in Section 4.3 with a series of scenarios, reiterated that the morphology of aggregating particles is dependent on both the surface deposition and the particle nucleation rates.  Intense nucleation, which occurs early in the particle morphology, forces the particles to remain fractal-like in shape.  This is due to the similarly sized aggregating material—in this case, the candidate and collector particles.
Stated another way, early in the particle life cycle, nucleation is intense resulting in a cloud of tiny candidate particles.  Therefore, the vast majority of early collisions occur between small particles.  The size of the collector is comparable to the size of the candidate particles.  Collisions are occurring too fast for surface deposition to cover particles added on the collector surface via aggregation, and the resultant shape remains fractal-like.  Later in the life cycle, the shape of the collector particle is less influenced by the nucleation and more by the surface deposition.  As the rate of surface deposition increases and nucleation wanes, the candidate particles are less able to effect change on the geometry of the collector.  As surface deposition becomes the dominant mechanism we transition from fractal-like to coalescent growth.  In the advanced stages of the life cycle, when surface deposition is waning, particle morphology is again influenced by collisions as aggregation reasserts itself.  Geometric effects due to aggregation dominate and another transition, this time from the coalescent to fractal-like regime, occurs.
[image: image49.emf]
Figure 5:
Snapshots of collector particles created using three Monte Carlo scenarios, S0-S2.  Each snapshot is accompanied by the value of sphericity, (, the collector diameter, dc, and the number of primary particles comprising the collector [19].
It is interesting to note the effect of nucleation on the evolution of particle morphology.  When the environment is dominated by a cloud of tiny candidate particles, in the presence of surface growth, the model generates the roundest particles.  The extreme of such a behavior was simulated by a scenario when the candidate particles were kept at an artificially small and constant size.  This regime mimics the presence of a strong nucleation source, supplying copious amounts of the tiniest particles.  Indeed, the collector produced in such a scenario has the most spheroidal shape.
The analysis using DMC was extended in two subsequent studies.  In the first of them the candidate particles colliding with the collector were no longer drawn from a monodispersed distribution but selected from a size distribution of particles calculated by solving the Smoluchowski master equations with additional terms accounting for surface growth and nucleation [21].  The second study [22] combined the DMC model of individual particle collisions [20, 23] with stochastic simulations of collector-collector collisions [24].  Both studies further confirmed the previously proposed [19, 20] role of the strength of the particle nucleation source in defining the instant of transition from coalescent to fractal growth of soot particles.
5.0
transition from COALESCEnt coagulation to fractal aggregation: DMC-based model of momic
Balthasar and Frenklach [25] extended MOMIC to capture the essential physics of the DMC results [19, 20], and in doing so extended the analysis of a single collector dynamics to ensemble-averaged simulations in a numerically efficient manner.
The extension of MOMIC is built on the scaling relationships developed in the DMC study for individual collector particle.  It was determined from the Monte Carlo results that the parameter d of eq 19 can be used for the linear scaling [23]
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which expresses the collision radius Rc of an aggregate, having a shape descriptor value d, as a linear interpolation between its two limits, at d = 2/3 and d = 1.  The former limit, Rc,d=2/3, is the radius of a volume-equivalent sphere, and the expression for the latter limit, Rc,d=1, is developed based on results of the Monte Carlo simulations [23].  The scaling relationship summarized by eq 24 forms a basis for the developments presented next.

5.1
Surface Moments

The development [25] makes use of an additional state variable for the description of the particle ensemble, the total ensemble surface area
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where, Si and Ni are the surface area and the number density of particles class i, respectively.  Assuming the shape descriptor to be the same, though not a constant, for all particles within the same size class, and replacing, accordingly, Si in eq 19 using eq 25, we obtain
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where m0 is the mass of the initial collector particle and di the shape descriptor for particles in class i.  The assumption of equal values of d within an individual volume-size class was recently investigated in simulations of particles undergoing simultaneous coagulation and sintering [26]; a good agreement of such a single-d representation was found by comparison to calculations with a two-dimensional description of the particle ensemble.
One way to bring eq 26 to the form suitable for MOMIC is to assume that the shape descriptor di of individual particle classes can be replaced by its ensemble average 
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where Md, and consequently 
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, will be referred to hereafter as the surface moments.  We make an additional assumption,
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which allows us to determine an instantaneous value of 
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 via instantaneous values of the moments, i.e., 
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The accuracy of these approximations was tested in a large number of trial particle distributions, including monodisperse, uniform, exponential, lognormal, beta, and bimodal functions, which were generated for this purpose.  The average deviation of 
[image: image59.wmf]d

 computed through eq 29 from the corresponding value obtained directly from the trial distribution functions was around 2% with the maximum deviation (seen rather infrequently and not for lognormal distributions, which are more typical of the experimental data) not exceeding 10%, thus indicating an acceptable level of error.
The instantaneous values of Md are obtained by adding equation
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to eqs 10 of Part 1.  The terms Rd and Wd describe the change in the surface moment Md due to nucleation and surface reactions, respectively.  Their expressions are derived [25] in manner described in Part 1.  Constituent particles of the evolving aggregate are assumed to have point contacts with each other and, consequently, coagulation is assumed not to contribute to the change in the total surface area (see [27] for recent treatment of neck growth in particle aggregation).  Effects of overlapping and a change of shape caused by the collision impact are neglected.
5.2
Aggregate Collision Diameter

Calculation of aggregate collision rates requires knowledge of the collision diameter.  When an aggregated particle is comprised of non-overlapping spheres and obey eq 1, its collision diameter can be expressed using the fractal dimension, Df [4, 28].  The description of the “arbitrary” shape of aggregates relies on the parameterization developed from the DMC simulations, eq 21.
Unfortunately, the mathematical form of eq 24 is too complex for direct implementation with the method of moments.  Hence, it was reduced to a simpler yet sufficiently accurate form.  The two limits in eq 24 were found to be almost proportional to each other for particles larger than 2 nm in diameter.  Hence,
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with the proportionality constant Cd = 1.9125, determined by fitting the Monte-Carlo based expression of Rc,d=1 [23].  The largest deviation of Rc,d=1 predicted by eq 31 from its original expression occurs for the initial collector particle.  The difference between the two decreases with the increasing particle size and is well below 10% for particle diameters larger than 2 nm [25].  Considering that aggregation does not usually commence before the mean particle diameter has reached values much larger than 2 nm, the error introduced by this approximation is not expected to be significant.
Upon substitution of eq 31 into eq 24, we obtain
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where
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In other words, the collision radius (diameter) of the aggregate is approximated as a function of the collision radius (diameter) of the volume equivalent sphere and the shape descriptor d.
5.3
Numerical Analysis
Numerical simulations of laboratory and “hypothetical” flames with the developed model [25] indicated that the degree of aggregation and the instant of transition from coalescent to aggregate growth are governed by a complex interaction of nucleation, coagulation, and surface reactions.  Both nucleation and surface growth are important to retain the spherical shape of incepting particles.  Nucleation strength, however, appeared again to be the primary process affecting the particle shape and the instance of transition since it determines the abundance of small particles.  Collisions with small particles lead to the formation of aggregates that are more readily covered by surface growth and thus, depending on the extent of surface growth, exhibit a more spherical shape.
Figure 6 plots the transition times between coalescent coagulation and fully-developed fractal aggregation obtained in numerical simulations of a series of hydrocarbon flames against (the inverse of) the maximum flame temperature and (the logarithm of) the maximum nucleation rate.  Remarkably, all the data points fall onto a single plane, as can be witnessed by the view shown in the inset, with the mean and maximum deviations from the plane of 16 and 40%, respectively.  This correlation reflects the significance of nucleation in aggregate formation of soot particles discussed throughout the manuscript.  Clearly, coagulation and surface growth also play an important role.  Coagulation, however, is directly coupled to particle nucleation and surface growth kinetics are largely determined by the flame temperature, which may explain the correlation.
[image: image64.jpg](S) owir], uonISuLI],




Figure 6:
Transition times plotted against the inverse maximum flame temperature, Tmax, and the maximum nucleation rate, Rmax: triangles C2H6, circles C2H4, squares C2H2; open symbols 10 bar, filled 1 bar, open-dotted 0.12 bar.  Also shown is a plane fitted through the data points.  The inset displays the same figure but rotated showing the projection normal to the plane.  The mean deviation of the data points from the fitted surface is 16% and the maximum deviation 40% [25].
6.0
Comments

Bivariate modeling of particle aggregation have been demonstrated by other techniques: sectional [26, 29], stochastic 
 ADDIN EN.CITE 
[22, 24, 30, 31]
, and Quadrature Method of Moments (QMOM) 
 ADDIN EN.CITE 
[32-36]
.  Both MOMIC and QMOM are computationally faster than sectional and stochastic approaches.  When compared on the same problem, MOMIC is reported to be a little faster and numerically more robust than QMOM [32, 36].  The two methods, MOMIC and QMOM, are usually reported to offer a comparable accuracy (see [32] and the references cited therein).  One exception is a recent report of Mueller et al. [36], whose observation of poor performance of MOMIC is likely to originate from not including the interpolation for the negative-order moments (see Part 1) in their implementation of MOMIC.
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