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Abstract
The article describes on atomistic modeling of particle nucleation and surface growth with a focus on soot particle inception.  Particle nucleation entailed studying collisions of aromatic species, which was carried out using molecular dynamics simulations with on-the-fly quantum forces.  The surface growth phenomena were studied by exploring possible elementary reaction steps occurring on edges of aromatic moieties and establishing their kinetics, as well as Monte Carlo simulations of surface-reaction systems composed of these individual reaction steps.
1.0
Introduction
The previous two articles in this series [1, 2], which will be referred to hereafter as Parts 1 and 2, respectively, focused primarily on the phenomena of particle coagulation— coalescence, aggregation, and the transition between the two—and their modeling with the Method of Moments with Interpolative Closure (MOMIC).  It was also discussed that the complete description of particle inception includes nucleation, condensation, and surface growth and oxidation (and possibly other processes, like sintering and fragmentation, which are not discussed in this series).  The rate of nucleation was shown to determine the shape of the distribution function (Part 1) and, along with that of surface growth, to control the point of transition from coalescent coagulation to fractal aggregation (Part 2).
Particle inception has been increasingly investigated computationally in such areas as material synthesis and processing, soot formation in hydrocarbon combustion, and appearance of dust in the interstellar media.  The models, of the types discussed in Part 2, are generally able to reproduce the observed experimental trends.  Quantitative agreement with experiment can also be obtained but only by tuning model parameters, usually the rates of chemical reactions comprising nucleation and surface growth.  The reason for this is incomplete understanding of the physical and chemical processes of the underlying phenomena.  Hence, the present article focuses on modeling efforts aimed at elucidation of the mechanisms of these two critical components, particle nucleation and surface growth.
2.0
PARTICLE NUCLEATION
2.1
Nucleation Theories
The classical approach to particle nucleation (see, e.g., [3] and references therein) consists in considering it as a sequence of reversible reactions
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with the last step being irreversible, in which the cluster of a critical size is formed.  The critical clusters then collide with each other and coalesce into bigger particles as described in Part 1 [1].
The main objective of nucleation theories is to predict the nucleation rate—the rate of formation of critical clusters, i.e., the rate of reaction (1.c-1).  Various approaches to achieve this have been suggested.  They can be classified into two main groups.  The first is based on thermodynamic and/or limited kinetic (partial equilibrium or steady-state) descriptions.  The methods in this group are referred to as the classical nucleation theory (CNT).  It has been demonstrated that CNT methods are generally not capable of quantitative predictions of nucleation rates; for instance, differences as large as 1010 have been noticed between the theory and experiment (see, e.g., [4] and references therein).  With some modifications, though, this approach can be brought into closer agreement with experiment [5].
The second approach to nucleation consists of a detailed chemical kinetic description of the process in terms of all the reactions involved.  It should be noticed that the separation of chemical reactions into reversible reactions and a single irreversible step in (1) is somewhat artificial: one would expect this transition to be a rather continuous one.  The detailed kinetic approach resolves this situation along with a similar separation between nucleation and surface reactions.

The basic ideas of the detailed kinetic approach are very simple and arise naturally from the physical definition of nucleation: the formation and consumption of each reacting species is described by a differential equation composed of the rates of the corresponding elementary chemical reactions, and the complete set of these equations is then integrated, usually numerically.  The difficulty in practical realization of this method lies in the lack of kinetic and thermodynamic data for all the species involved—intermediate clusters Ai for i =2, 3, ..., c–1.  However, with current advances in experimental and theoretical techniques, utilization of the method has become feasible.
In considering nucleation of different materials, it is instructive to differentiate between physical and chemical nucleation.  In physical nucleation the intermediate species—clusters—are formed through coalescent collisions driven by interatomic forces.  An illustrative example is nucleation of water.  Water molecules, A1 in eqs 1, collide with each other forming water dimers, (H2O)2.  The dimers can either fall apart or collide with another water molecules forming trimers, (H2O)3.  The process continues until a critical size nucleus, (H2O)c, is formed.  By contrast, in chemical nucleation, the cluster growth involves making and breaking of chemical bonds.  Examples of chemical nucleation can be found in various areas: silicon powder formation where the nucleation proceeds by the growth of polysilanes [6],
SiH4   
[image: image5.wmf]2

SiH

¾¾¾®

   Si2H6   
[image: image6.wmf]2

SiH

¾¾¾®

   Si3H6   
[image: image7.wmf]2

SiH

¾¾¾®

   ...
(2)
titania powder nucleation occurring during oxidation of titanium chloride has been suggested [7] to proceed via reactions like
(TiOk)iClx  +  (TiOk)jCly   
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   (TiOk)i+jClx+y–n  +  n Cl
(3)
and soot particle formation in hydrocarbon flames, which is addressed next.

2.2
Nucleation of Soot
The transition of gas-phase species to solid particles is probably the least understood part of the soot formation process [8].  There is broad consensus 
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[8-14]
 that polycyclic aromatic hydrocarbons (PAH) are the chemical precursor to soot particles.  Numerous experimental studies confirm that soot is composed of PAHs with weights ranging from hundreds to thousands of amu.  However, the understanding of this transformation in mechanistic terms is far from complete.
One of the possibilities advanced in the literature is PAH clustering: formation of dimers, trimers, and so on, of PAH moieties 
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.  The essence of this nucleation model is the accumulation of particle mass via chemical reactions with gaseous species simultaneous to the growth of particle size by physical clustering via collisions among PAH molecules and clusters.  Such a model provides a consistent transition from gas-phase aromatics chemistry to particle surface reaction and aggregation dynamics.  It is pertinent here to mention that chemical growth alone is not sufficient to explain the time scale of the soot inception phenomena (for further discussion and references see [8, 19]).

2.3
Molecular Dynamics of PAH Clustering
The computer simulations of colliding molecules employed the molecular dynamics (MD) method with on-the-fly quantum forces [19, 20].  The MD method calculates the trajectories of the molecular system over time by solving Newton’s equations of motion for each of the atoms.  The PM3 potential energy function, a member of the MNDO family of semiempirical quantum mechanical methods, was used to calculate the forces on each atom at each time step.  The resulting set of ordinary differential equations of positions and velocities was solved numerically by using the predictor in Beeman’s third-order predictor-corrector method [21].  Use of this numerical technique was able to maintain the total energy loss to less than 1 kcal/mol per 10 ps of simulation time.

To regulate the temperature of the collision simulations, a series of equilibration and relaxation runs were performed on each molecule.  The molecule’s initial geometry was determined by minimizing the PM3 potential energy of the molecule at 0 K.  Then, the equilibration runs used the Berendsen velocity rescaling algorithm to increase the rotational and vibrational kinetic temperatures of the molecule by simulating the coupling of a heat bath to the molecular system [22].  After the kinetic temperature of the molecule reached 1600 K, the molecule was allowed to undergo a 3 to 12 ps relaxation run without rescaling atomic velocities to ensure adiabatic equilibrium at 1600 K had been achieved.  Occasionally equilibrium was not established on the first attempt in which case the equilibration and relaxation runs were repeated as necessary.

Starting with equilibrated molecules, the collision simulations were conducted adiabatically (i.e., without rescaling velocities).  The collision runs were initialized by specifying the relative position, the relative orientation, and the relative velocity of two colliding molecules.  The initial relative distance between the centers of mass of the two molecules ranged from 15 to 25 Å and the relative velocity ranged between 70 and 100 % of the most probable relative velocity, assuming a Maxwell-Boltzmann distribution.

A set of 2295 production runs (Table 1) have been performed during the course of our studies ([19, 23] and present work).  The number of runs and the length of each run were limited by the computational requirements of calculating the PM3 energy at each time step.  The high computational demand of the technique, especially for such large molecules, prohibited collecting sufficient statistics to determine collision efficiencies.  Instead, the approach was aimed at exploring the phenomena of PAH collisions at high temperatures and the obtained results allow one to draw conclusions on the underlying mechanism.

For each type of dimer, an effort was made to sample the phase space of collision configurations that are favorable to dimerization.  Our own experience suggests that edge-to-edge collisions are more conducive to forming dimers than other configurations.  Based on this experience, a series of collision runs were conducted for each type of dimer, where in each series, an impact parameter such as relative position and orientation was varied.  For example, the relative position of one molecule could be varied in 0.25 Å increments up to 4 Å, and the orientation of a molecule could be rotated in 10 degree increments up to 180 degrees about 3 different axes.

In the initial MD study of PAH clustering, Schuetz and Frenklach [19] examined the feasibility of PAH molecules forming van der Waals dimers (i.e., physical dimerization) by performing MD simulations of collisions between pyrene molecules.  At temperatures around 1600 K, it was found that collisions between pyrene molecules form dimers of significant lifetimes.  The MD runs in that study were performed with the molecules prepared rotationally cold, to emphasize the key mechanistic feature identified—trapping energy in internal rotations developed upon collision.  Figure 1 presents a typical sequence of snapshots from these simulations.

A follow-up study [23] explored further the phenomena of PAH dimerization by extending the MD simulations to a wider range of PAHs, from phenanthrene up to coronene.  The results confirmed the feasibility of dimerization of these peri-condensed aromatic hydrocarbons (PCAH) at flame conditions, similar to the results reported for pyrene [19].  The dynamics of the dimerization process consist of the absorption and trapping of the energy from the intermolecular modes into the rotational and vibrational modes of the molecules.  The dominant trend observed in the MD simulations was an increase in the dimer lifetime with an increase in molecular mass, as shown in Fig 2 and discussed in Section 2.4.
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Figure 1: Snapshots of pyrene-pyrene run [19, 23]
Table 1: Results of MD simulations of PAH collisions
	
	Dimer
	Designation
in Fig. 1
	Mass (amu)
	Number of runs
	% runs with

lifetime > 2 ps
	Longest
lifetime (ps)

	PCAH
	(naphthalene)2
	a
	256
	57
	7
	3.75

	
	(anthracene)2
	b
	356
	67
	21
	6.25

	
	(phenanthrene)2
	c
	356
	83
	30
	11.62

	
	perylene-naphthalene
	d
	380
	18
	0
	1.3

	
	(pyrene)2
	e
	404
	339
	20
	10.5

	
	pyrene–coronene
	f
	502
	112
	40
	15.6

	
	(perylene)2
	g
	504
	90
	21
	12.1

	
	(benzo[e]pyrene)2 
	h
	504
	37
	16
	6.5

	
	(benzopyrene)2 
	i
	504
	18
	28
	6.3

	
	(coronene)2 
	j
	600
	120
	38
	20.0

	
	(tribenzo[a,d,g]coronene)2
	k
	900
	40
	40
	6.1

	AALH
	(biphenyl)2
	l
	308
	71
	13
	8.25

	
	(biphenylmethane)2
	m
	336
	68
	3
	4.25

	
	(biphenylacetylene)2
	n
	356
	128
	11
	5.88

	
	(biphenylethylene)2
	o
	360
	130
	13
	5.55

	
	(biphenylethane)2
	p
	364
	106
	16
	8.81

	
	(1-phenylnaphthalene)2
	q
	408
	19
	16
	3.25

	
	(2-phenylnaphthalene)2
	r
	408
	80
	6
	7

	
	(triphenylmethane)2
	s
	488
	80
	45
	7.67

	
	((1,1)-binaphthyl)2 
	t
	508
	36
	17
	6.25

	
	((1,2)-binaphthyl)2
	u
	508
	87
	20
	7.25

	
	((1,2)-bipyrene)2
	v
	804
	56
	34
	12.57

	AALH-PCAH
	biphenyl–pyrene
	w
	356
	39
	33
	11.75

	
	1-phenylnaphthalene–pyrene
	x
	406
	17
	6
	2.50

	
	2-phenylnaphthalene–pyrene
	y
	406
	44
	30
	6.10

	
	biphenyl–coronene
	z
	454
	35
	14
	4.00

	
	(1,2)-binaphthyl–pyrene
	α
	456
	39
	46
	8.37

	
	biphenylmethane–coronene
	β
	468
	39
	18
	9.09

	
	biphenylethylene–coronene
	γ
	480
	29
	21
	6.00

	
	1-phenylnaphthalene–coronene
	δ
	504
	26
	19
	12.35

	
	2-phenylnaphthalene–coronene
	ε
	504
	40
	18
	6.05

	
	(1,2)-bipyrene–pyrene
	ζ
	604
	45
	20
	17.96

	  PCAH-O
	
	
	
	
	
	

	
	(1-hydroxypyrene)2
(2-hydroxypyrene)2
	η
θ
	436
468
	60
40
	10
5
	5.82
3.13


2.4
Discussion
One of the principal conclusions of the initial MD study [19] was that the mechanism of PAH dimerization is in large part due to the trapping of energy in internal rotors.  This conclusion suggested that collision of PAH molecules with a larger number of internal rotors could be sticker.  There is a class of PAH molecules with a large number of internal rotors—aromatic-aliphatic-linked hydrocarbons (AALH).  Past theoretical [24] and experimental [25, 26] results have implicated such molecular moieties in the nucleation process based on different reasoning.  From the theoretical point of view, it was noticed [24] that while it was “hard” to grow PAHs in some flame simulations and outflow of red giant stars, the same model had no problem to produce enormously large PAHs at solar nebular conditions.  The latter results were interpreted [24] as forming AALH (kerogen-like) rather then peri-condensed aromatic hydrocarbons (PCAH).  Experimental observations of soot precursors [25, 26] were interpreted by those authors as liquid-like particles, with D’Anna et al. [25] suggesting for their structure two-three-ring aromatics connected by aliphatic and oxygen bonds (i.e., AALH).  More recent observations of Wang and co-workers [27] reported a large aliphatic signal in forming soot.  Violi and co-workers examined the AALH path to nucleation, starting with acenaphthalene as the PAH monomer, in their molecular dynamics studies 
 ADDIN EN.CITE 
[28-31]
.
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Figure 2: Maximum dimer lifetimes vs. dimer mass.  The letter labels refer to designation in Table 1.
Considering the possibility of such compounds participating in the nucleation process, the MD simulations [23] included collisions of aromatic-aliphatic-linked hydrocarbons.  The investigated AALH dimers have masses ranging from 308 amu, such as (biphenyl)2, to 804 amu, such as (1,2-bipyrene)2.  The results obtained in the performed runs are summarized in Table 1 and displayed in Fig 2.  Out of 71 biphenyl-biphenyl runs, 13 % produced dimers having lifetimes greater than 2 ps, with the longest lived biphenyl-biphenyl dimer having a lifetime of 8.25 ps.  Contrasting these results with those of two-ring peri-condensed aromatics, we note that collisions of naphthalene molecules form fewer dimers on average with a longest lifetime of only 3.75 ps.  Instead, the lifetimes of biphenyl dimers are comparable to those of larger PCAH, such as anthracene and pyrene, whose longest lifetimes were 6.25 and 10.5 ps, respectively.

In terms of mechanistic features, collision of AALH molecules continues to follow the previously described pattern of trapping energy within the vibrational and rotational modes of the molecules.  Figure 2 summarizes the MD results, displaying the maximum lifetimes of PCAH dimers with solid diamonds and those of AALH dimers with open circles.  For PCAH dimers, we see a clear trend of increasing lifetimes with the dimer mass.  For AALH this trend is less evident.  Comparing the results for smaller masses, we observe that collisions of two-ring AALH (e.g., biphenyl molecules, Point l, and biphenylethane molecules, Point p, in Fig 2) produced dimers with lifetimes comparable to those produced in collisions of larger, four-ring PCAH (e.g., pyrene molecules, Point e) and significantly larger than those from two-ring PCAH (naphthalene molecules, Point a).  While this observation could be interpreted as an increased stickiness of AALH as compared to PCAH, the effect, perhaps surprisingly, is not as dramatic as one would expect.  Indeed, based on the mechanism of PAH dimerization identified as being energy trapping in internal rotors, the expectation was that a substantial increase in the number of internal rotors in the colliding molecules should substantially increase the dimer lifetimes.  Yet, the numerical effect is not an order-of-magnitude but a relatively small factor.

Still, it could be that even these relatively small differences in the stickiness of the smaller, incepting particles have a profound influence on the overall rate of nucleation.  The two types of precursor molecules should produce different precursor particles: collisions of PCAHs resulting in graphitic-like turbostratic stacks of graphene sheets and collisions of AALHs producing kerogen-like material.  Numerical results [24], mentioned earlier as suggesting formation of AALH, also led to the proposition [8] that soot particle nucleation can proceed through two regimes, via AALH at conditions of high propensity to chemical growth (e.g., low temperatures, fuel-rich composition) and via the most stable intermediates, PCAH, at harsh growth condition (e.g., high temperatures, near-stochiometric mixtures).  Following the MD results, the initial, small-ring-size AALH molecules will dimerize faster than equivalent-ring-size PCAH molecules, consistent with the regimes of high- and low-propensity to growth, and hence soot formation.  The notion of the two mechanisms working in parallel was also reiterated recently by D’Anna [32].
At the same time, and perhaps more importantly, the results obtained for the smaller AALH dimers seem to follow the same trend with the dimer mass as seen for the PCAH dimers, perhaps implying that the aliphatic linking is not really a dominating factor.  It is interesting to note that binding energies of PAH dimers correlate with dimer molecular mass as well [33].
We also report here new results, those obtained in MD simulations of collisions between PCAH and AALH (Table 1 and Fig 2).  The results, displayed in Fig 2 with open squares, appear to be close to those obtained in collisions among PCAHs and those among AALH, and seem to follow the same trend with the molecular mass.  Likewise, the results obtained with a series of oxygen-containing PAH, designated as PCAH-O in Table 1 and Fig 2 and marked with open circles in Fig 2, essentially fall together with those of PCAHs.
3.0
Surface GROWTH
3.1
HACA Model
While the nucleation kinetics control the number of nascent particles and coagulation controls the evolution of the particle number density, the carbon mass accumulated in soot is determined primarily by surface reactions, growth and oxidation [34].  It was established in experimental studies that acetylene is the principal gaseous growth species that reacts at the particle surface, and that this carbon deposition process follows first-order kinetics [35-37].  Counterbalancing the surface growth is the oxidation of soot particles, which occurs predominantly by O2 molecules and OH radicals.
Theoretical treatment of surface reactions was initiated by introduction of the hypothesis of chemical similarity 
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[17, 38, 39]
, which postulated that chemical reactions taking place on soot particle surface are analogous to those of large PAHs.  This assumption had two immediate implications.  First, it defined the specific physical nature of surface active sites discussed continuously in the carbon and soot literature but in generic terms, and second, provided a way of describing the rate of surface growth and oxidation in terms of elementary chemical reactions.  In other words, the surface of soot particles was assumed to look as an edge of a large PAH molecule, covered with C–H bonds.  Abstraction of these H atoms activates the sites, forming surface radicals.  The latter react with incoming gaseous species, both with hydrocarbons that propagate the growth and with oxidizing agents that remove the carbon from the surface.  In other words, the surface growth was assumed to be governed by the HACA (hydrogen abstraction carbon addition) mechanism [8, 40].
Under most conditions examined thus far with detailed kinetic models, the surface growth occurs in gaseous environments of acetylene abundance and hence only acetylene has been invoked as a growth species.  Also, H atoms usually dominate the radical pool.  Hence, the surface reactions are dominated by the following reaction steps (
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)
Csurface—H  +  H   (   Csurface(  +  H2
(4)
Csurface(  +  H   (   Csurface—H
(5)
Csurface(  +  C2H2   (   cyclization  +  H
(6)
Csurface(  +  O2   (   surface products  +  CO
(7)
Csurface—H  +  OH   (   surface products  +  CO
(8)
The original formulation of surface HACA included only irreversible addition of acetylene [17, 41].  Ruling out reversibility of the addition step, as compared to the analogous gas-phase HACA, was motivated by numerical analysis of the temperature dependence of surface growth.  Inclusion of the reversible step led to an overprediction of thermal decomposition of surface intermediates with temperature.  At the same time, exclusion of the reversible step caused insufficient dependence on temperature.  Hence, the HACA growth was assumed to take place via a single irreversible step, but with the introduction of a temperature-dependent multiplier, (.  This parameter ( quantifies the changing morphology, and hence reactivity, of soot particle surface.  In a subsequent study [42], ( was assumed to be dependent on both temperature and particle size.
3.2
Surface Migration

The postulate of chemical similarity provides a natural extension of the gas-phase chemistry of aromatics, which in turn enables a seamless coupling of the gas-phase reaction model with that of surface growth and oxidation [41].  At the same time one must realize that the postulate of chemical similarity is only an assumption.  In reality, one should anticipate differences between gaseous and surface reactions, even in cases of seemingly analogous molecular interactions.  The primary cause of the possible dissimilarity is the difference in steric confinements of reactive sites.  In other words, a reaction of a gaseous species with a surface radical may have the “sticking probability” and equilibrium constant varying with the nature of neighboring sites and their occupancy.  Furthermore, while the localized steric factors may affect the surface kinetics in their own right, sometimes, like in the case of surface migration discussed below, it leads to substantially different global kinetic patterns.

The initial HACA mechanism for surface growth was based on armchair edge of aromatics [17].  However, there is no experimental or theoretical evidence indicating the growing surface has to be exclusively armchair.  Furthermore, the propagation of armchair substrates, by filling boat sites, creates zigzag edges [44], as illustrated in Fig 3.
[image: image15.emf]
Figure 3:
Armchair edge transforming to zigzag edge as result of multiple HACA reaction sequencies of zigzag edges [45]
Theoretical investigation (quantum chemical calculations of the elementary reaction path followed by evaluation of elementary reaction rates) initiated in search of possible reactions on zigzag edges identified several new reaction classes [44, 46].  The most consequential among them is the migration of a cyclopenta ring along the aromatic edge, mediated by hydrogen atom addition [45],
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This edge migration process is one of the key features that opens new mechanistic possibilities for surface growth.

The implication of the migration phenomena were tested in sterically-resolved kinetic Monte Carlo (KMC) simulations employing the newly established migration kinetics along with adsorption, desorption, and growth steps [45].  The model was comprised of nine reaction steps, obtained following the common practice of removing ultra-fast processes to speed up time-dependent stochastic simulations.  The process of surface growth was modeled as a Markovian sequence of reaction events.  There were two types of reactions that comprised the model: bimolecular reactions between the gaseous species and surface sites, and unimolecular transformations of surface species.  All stochastic events were treated as first-order processes, with the respective per-site rates.  The second-order reactions produced pseudo-first order rate constants through multiplication of the gas-surface rate constant by the concentration of the gaseous reactant.
The solution algorithm followed that of Gillespie [47, 48] adapted to surface processes [49, 50].  Briefly, given tn, the instant of a current reaction event, the time of the next reaction event at each substrate site i is calculated as tn+1,i = tn – (ln u)/ktotal,i, where u is a random number distributed uniformly from 0 to 1 and ktotal,i is the sum of the per-site rates of reactions possible at site i, 
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.  The smallest among the tn+1,i becomes the time instant of the next reaction event, tn+1, and the particular reaction that takes place at that time is chosen according to pj,i = kj,i/ktotal,i upon drawing another random number u.  Once a reaction event is implemented, the process repeats itself.

The obtained results indicated that migration of cyclopenta rings along the surface should be of critical importance to the growth of graphene layers because migration of five-member rings competes effectively with the formation of six member rings at surface corners and hence should determine the resulting surface morphology and overall rate of surface growth.  An important implication of this migration phenomenon is that while five-member rings are constantly being formed on the growing edge, they do not accumulate; rather they are converted to six-member rings.
The fast migrating cyclopenta rings suggested [45] that two edge migrating cyclopenta rings could possibly react with one another to form a relatively stable surface species, and possibly lead to graphene layer curvature.  A follow-up theoretical study [51] investigated an elementary-reaction pathway of such “colliding” cyclopenta rings on an aromatic edge,
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The results indicated that combination of the migrating cyclopenta rings forms a relatively thermodynamically stable species that can serve as a middle-edge nucleating site.  The analysis also suggested that desorption of migrating cyclopenta rings is intrinsically coupled to the migration reaction pathway.  Mechanistically, the ring collision, reaction 10, allows a new layer to be initiated at the center of a layer instead of at the corners, implying that five-member rings could be included in the layer building process instead of being transformed into six-member rings.  Further theoretical analysis [52] revealed that the product of the ring collision, reaction 10, isomerizes to reverse its orientation, or flips
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The rate of the flip reaction was found to be of the same order of magnitude as those of collision and migration, thus further implicating five-member rings in zigzag-edge processes.

Kraft and co-workers 
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[53, 54]
 extended the KMC model of Frenklach et al. [45] including the new reaction steps along with several additional ones.  They showed that the model is able to predict, among other things, the H-to-C ratio composition of young soot particles.
3.3
Embedded Migration

Most recently [55], a new reaction mechanism has been identified in which an embedded five-member ring migrates through the zigzag edge of a graphene layer,
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Theoretical rate coefficients were found to be comparable to the previously investigated flip reaction and other competitive zigzag-edge reactions.  The fast kinetics indicates that the embedded ring moves essentially freely within the zigzag edge.  On larger substrates, the reaction thermodynamically slightly favors the configuration with the five-member ring in the interior of the edge as opposed to at the corner (Fig 4), causing embedded rings to be found more often away from the corner of zigzag edges.  In spite of this slight thermodynamic preference, the occurrence of the embedded-ring migration reaction gives embedded rings ample access to the edge corner where they may interact with migrating rings or with gas phase species.  The high mobility of embedded rings enables the layer to minimize the inclusion of five-member rings, and thus should contribute significantly to annealing and smoothing of growing surfaces.
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Figure 4:
Left panel: Equilibrium constants as a function of temperature for systems a (closed circles), c (open squares), d (closed diamonds), e (closed triangles), and f (open circles).  Systems a and c are those shown in the right panel; systems d through f are the analogous systems with hexacene, heptacene, and octacene substrates respectively [55]
While the rates of elementary reaction steps 9 and 12 are comparable in magnitude to each other, another measure of comparison between the surface migration of a lone five-member ring, reaction 9, and the embedded migration of a five-member ring, reaction 12, is the length of migration.  We estimated this property for the two mechanisms using a random-walk model [56], evaluating the average number of migration steps, N, by the ratio of the migration rate, Rmigration, to the rate of migration terminating processes, Rtermination,
N = Rmigration / Rtermination  .
(13)
In the case of lone-ring surface migration, the rate of terminating processes is dominated by ring desorption and in the case of embedded-ring migration we assume the likely terminating process to be
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The average length of the ring’s movement within the layer, L, is then obtained as [48]
L = L0 N½ ,
(15)
where L0 is the distance traveled in a single migration step, reaction 9 or 12.  For conditions typical of laminar premixed flames we obtained L on the order of 0.1–1 L0 for the surface-ring migration and L ~ 10–100 L0 for the embedded-ring migration.  Further details can be found in [55].
These results indicate that embedded migration could be more important than surface migration.  At the same time, we envision that both processes could work together, as illustrated in Fig 5.
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Figure 5:
Combined sequence of embedded- and surface migration and collision reactions minimizing inclusion of five-member rings in a growing graphene layer [55]
A more detailed analysis of the surface reaction system, which includes both the surface and embedded five-member ring migrations, is performed with detailed kinetics Monte-Carlo (DKMC) simulations discussed next.
3.4
Detailed Kinetics Monte-Carlo Model

The insights gained from studying the elementary reactions described above indicated that some of the simplifications (removal of some fast time scales) of the initial KMC model [45] cannot be justified.  Hence, the model was extended in three respects.  First, the new model treats surface reaction steps with further chemical detail and hence it is referred to as detailed KMC; second, it incorporates new reactions, mostly those studied in our laboratory and discussed in Section 3.3; and third, the KMC formulation is now coupled to optimization of surface geometry.

The new reactions account for incorporation of five-member rings into the growing layer, which, in turn, leads to substantial changes in geometry of the growing surface.  To properly account for this and to retain physically accurate bonding and geometric configuration of the growing molecules, molecular geometry was optimized between the KMC steps.  The geometry optimization was performed using a molecular mechanics potential.  The evolving particle structure was examined at a grid of experimental conditions and substantial differences were observed, as illustrated in Fig 6.
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Figure 6:
Snapshots of evolving molecular structures obtained in DKMC simulations at different conditions
4.0
Concluding remark
Over the past quarter of a century there has been a significant advance in understanding the phenomena of soot particle formation.  The knowledge gained is in large part due to modeling efforts.  Yet, quantitative agreement often comes at the expense of arbitrary (parameter) adjustments.  The future challenge in developing predictive models of soot formation is to conduct the discovery of physical phenomena within a systematic framework of uncertainty quantification [57].
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