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Abstract 

This paper presents a detailed model for soot which takes the chemical and structural properties of an individual particle into account. The model is applied to laboratory flames as well as to an internal combustion engine. An aromatic site model for soot particles is presented which incorporates detailed chemical information about a soot particle’s reactive sites into the computationally efficient site-counting model. A brief overview of the elements of an intermolecular potential are discussed and how this can be implemented into a potential energy surface search scheme to find minimum energy PAH molecular clusters. A primary-particle aggregate model is presented which accounts for the fractal structure of soot particles. By approximating the collision steps of aggregate formation, 3D structural representation of soot particles can be generated for different pressure regimes, although only the free-molecular regime is considered here. An algorithm for such 3D particle structure generation is presented for the specific application of generating TEM-style images as a diagnostic tool. The Aromatic Site Counting - Primary Particle (ARS-SC-PP) model is used to simulate soot formation in a laminar premixed flame and in an internal combustion engine. The latter being achieved by incorporating the detailed soot model into the stochastic reactor model, previously used for engine simulations.
1.0
Introduction
Soot particle growth models in the past have been very simple. This was in part due to the limitations of the numerical methods used, such as moment methods [12], sectional methods [31, 35] and Galerkin methods [3]. These are efficient algorithms, but their complexity and computational expense scale approximately exponentially with the size of the particle type space. Monte Carlo methods [6], however, can be easily scaled to model very complex particles [5, 9, 25]. This paper shall focus on the implementation of complex multivariate particle models using Monte Carlo techniques.

In order to fully characterise soot particles a description of both the particle structure and the particle chemistry must be developed. Many current soot models are based on the work of Frenklach and Wang [14]. In that model soot growth occurs through the addition of acetylene (C2H2) by processes analogous to those for small PAHs. Only one acetylene addition process was defined by Appel et al. [2], though a more complete set of processes has been presented since [9, 15].

A large amount of work has been conducted into the shape and structure of soot particles. There is experimental evidence that soot particles consist of fractal-like structures [23], hence structure models of increasing complexity have been developed using this assumption. Surface-volume and fractal particle descriptions [21, 29] have been used which describe particles by two coordinates, typically a volume and a shape parameter or surface area. Full 3D aggregate particle representations have also been used [4, 25]. A lot of work has been completed to study the chemical nature of single particles [11, 15, 33, 34]. Frenklach [11] developed a detailed mechanistic model of PAH surface growth, which has been used to simulate the growth of PAH surfaces [13, 15]. Violi [33] used kinetic Monte Carlo — molecular dynamics (KMC-MD) to simulate the growth of 3D PAH structures. Violi and Izvekov [34] also attempted to model the aggregate structure of soot particles using these PAH structures by considering their interaction.

In this paper a combined soot surface chemistry and primary particle model is presented which builds on the soot model of Frenklach and Wang [14] by describing soot particles by their aromatic structure. This model combines models presented elsewhere by Celnik et al. [9] and West et al. [36]. The model is then used to simulate a premixed flame and an internal combustion engine.
2.0
Aromatic-site model
The model reviewed in this section has previously been published by Celnik et al. [9]. A description of PAH surface sites was developed in order to identify a suitable data structure for the population balance model. This description was based on the following observable rules:

1. PAHs can be described by the number of surface “sites”. For filled PAHs these sites will form a closed loop around the PAH edge.

2. Each surface carbon belongs to two “sites”.

3. Each site consists of two surface carbon atoms (those available for reaction).

4. The previous points require that each site has two neighbouring sites.

5. A site can be distinguished by the total number of carbon atoms it contains. Acceptable counts are 2, 3, 4 and 5 carbon atoms.

6. Surface processes affect the reacting site and at least its two neighbouring sites.
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Figure 1: An example PAH structure showing all the different principal site types.

In this nomenclature a surface carbon is one available for reaction which has a bonded H atom. Bulk carbon shall describe carbons in the graphene lattice. Figure 1 gives the nomenclature for different site types. A site with two carbon atoms is called a “free-edge” (ED), a site with three carbon atoms is called a “zig-zag” (ZZ) [11] , a site with four carbon atoms is called an “armchair” (AC) [15] (also called elsewhere a “boat” site [11]) and a site with five carbon atoms shall be called a “bay” (BY). In general the addition of a ring beside any site increases its carbon count by one, thereby converting it into a different site. Similarly the removal of a ring will decrease the carbon count of a site by one. The exception to these rules is the addition of a ring beside a bay. Clearly adding an additional carbon to a bay generates a new ring, which in turns affects the next neighbouring site of the bay. A model for 5-member ring addition and conversion to 6-member rings is included in this study similar to that presented by Frenklach et al. [15], however, 5-member rings are not modelled as part of the PAH graphitic lattice. In this nomenclature R5 denotes a 5-member ring on a zig-zag site. A zig-zag site cannot react further once occupied by a 5-member ring.

3.0
Surface processes
Only hydrogen-abstraction carbon-addition (HACA) processes, analogous to those for small PAHs, are considered here. These processes essentially proceed via the creation of surface radical sites by hydrogen abstraction, followed by the addition of acetylene to those sites. This mechanism for soot formation has been studied extensively since the early 1990s [14], and many variations on the theme have been discussed. The processes are discussed and listed by Celnik et al. [9]. The rate expressions for these jump processes have been obtained by assuming intermediate species to be in steady-state [9] and that the ring addition and desorption steps are irreversible. The jump processes are summarised in table 1.

It is important to note that some of the processes listed in table 1 are dependent on two sites occurring consecutively in the PAH edge. These are termed combined-sites here.
4.0 Site-counting model

It is the goal of this work to develop a detailed chemical and physical model of soot particles which can be solved in acceptable computation times for whole ensembles of particles. This requires the aromatic structure of PAHs and soot particles to be formally defined in a computational context. Here the fundamental state space is described, which is the minimum sufficient to fully describe a planar PAH molecule. From this state space progressively simpler data structures can be defined to enable efficient computation, while retaining most of the fundamental information. The site-counting model is formulated under the assumption that soot particles are formed primarily of stacked planar PAHs. It is anticipated that 3D structures do exist and that the addition of aliphatic chemical species may also play an important role in soot formation, however, these have been neglected for the present model. In principal the concepts of the site-counting model should allow these assumptions to be relaxed in future.

4.1
Fundamental particle state space

The structure of a PAH is defined by the position of the C atoms and the bonds between them. The similarity between the structures of PAHs and graphite ensures that a C atom can form bonds with a maximum of three other C or H atoms. It is possible to determine the structure of a PAH molecule if the information about the position of a carbon atom and the relative positions of the surrounding C atoms bonded to it are known. Therefore, the simplest state space E required to track the structure of a planar PAH molecule can be given by:
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where (i, j) are the coordinates of a C atom, and (in, jn)n = 1, 2, 3 are the coordinates of the C atoms bonded to the C atom at (i, j). The further generalisation of this state space to 3D is possible by including an additional coordinate and defining them in the set of real numbers.

While this state space is sufficient to fully define a PAH structure, definition of the Monte-Carlo jump processes on it is very difficult. Higher order data structures are required.

Table 1: Jump processes. The reaction steps and the rate constants have been obtained from Celnik et al. [9], Frenklach et al. [15]. The activation energies are in units of kcal/mol.
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Figure 2: An example grid showing a pyrene molecule.
4.2
Kinetic-Monte Carlo data structure

A 2D kinetic-Monte Carlo data structure can be defined for planar PAH molecules by placing the molecule on a 2D grid, such as that in figure 2. This grid neglects the true bond lengths, which is acceptable as the bonds are implicitly represented in the rate expressions by the surface sites.

In order to make the definition of jump processes easier using the above defined state space, two vectors are defined: a carbon atom vector c, and a site vector s. The vector c stores the following information: the two site types of which the C atom is a part, S1 and S2, the site indices (each site of a particular type is differentiated from others based on its index), Sin1 and Sin2, the carbon atom type (bulk or surface),Ctype, and its spatial coordinates, i and j. Thus, c can be represented as:
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A site vector s stores the following information: site type, Stype, site index (explained above), Sin, and the coordinates of the two surface C atoms, (i1, j1) and ((i2, j2). Therefore, s can be represented as:
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4.2.1
Typical KMC-ARS result

A typical PAH structure generated using the KMC-ARS model is shown in figure 3. This molecule was generated after 3 ms in a C2H2 flame at 2.67 kPa, and with a C/O ratio of 0.8.

4.3
Site-counting data structure

The above KMC data structure is still too complex to be applied to an ensemble of particles, given that each particle would consist of many PAH molecules. The site-counting model has been developed to describe the aromatic structure of soot particles by nine variables only. Hence particles are described by a 9-dimensional type Xsc: 
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Figure 3: A typical PAH molecule generated using the KMC-ARS model. C2H2 flame conditions were 2.67 kPa pressure a C/O ratio of 0.8. This molecule was generated after 3 ms of flow time.
where Nx is the number of site type x, C and H are the number of carbon and hydrogen atoms respectively, Sa is the surface area of the particle and NPAH is the number of PAHs which make up the particle. By tracking the number of sites, but neglecting their relative positions this data structure allows complete particle systems to be simulated quickly.
Each process listed in table 1 must change the particle state space in a clearly defined way. The state space changes were formulated by consideration of the underlying physical processes and consideration of PAH sites discussed earlier. The particle state changes are given in table 2. Note that the R5 shift process has no effect in the site-counting model, therefore it is neglected from this table. 

When a ring is added or desorbed from a PAH site it necessarily changes the structure of the PAH surface. Each site has two neighbouring sites, which must both be updated. In general, ring addition increases the number of carbon atoms in the neighbouring sites by one each (incrementing), and ring desorption decreases the number of carbon atoms by one each (decrementing). This change to the neighbouring site types occurs according to the rules in table 3.
4.4
Equation closure

For particles of type x, the site counting model can be expressed as an ODE of the form:
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where Ny is the number of combined-site type y in the particle, bij is the number of site type j next to site type i and 
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.The form of the righthand side function F is defined by the jump processes, the inception processes and the coagulation process. It is clear that the above equation is not closed, as expressions for NR6_AC, NR5FE, NR5AC, NR5ZZ and the bij values are required. In the previous work [8, 9] estimates of the combined-site concentrations were found using linear correlations, obtained from the KMC-ARS model, with a single known quantity. These correlations are discussed in a subsequent section. 

The linear correlations were developed by simulating the 2D structural evolution of a few PAH molecules in a fixed chemical environment at different temperatures in the range 1500 K to 2000 K using a KMC code. While such correlations may not be ideal, statistical studies of PAH structures are essentially non-existent, so they should give a reasonable first approximation. It is intended to perform an in-depth study on this topic at a future point.

Not all site configurations are equally likely, hence not all sites are equally probable to be neighbours of a reacting site. In order to correctly select neighbouring sites a further study was conducted using the KMC code [8]. For each process the current state of the PAH molecule, as it applies in the site counting model, was stored. The neighbours of the site selected for reaction were noted. The code was run several times at different temperature and for different molecules, to provide a large data set of reaction events and the corresponding neighbouring sites. This allowed the probability distribution of the neighbouring sites to be found. The neighbour weight distributions for each process are listed in table 4. Generation of these weights is discussed in a subsequent section.

Table 2: Changes to particle state due to jump processes in table 1a
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Table 3: Particle state changes when incrementing sites. Reverse signs for decrementing changes.
[image: image12.png](a) Site Incrementing

Original Site | Nea | Nao | Nac [ Noay | Nas

Freeodge | -1 | +1 | .
Zigzag RN
Armchair - - -1 +1
Hole T

(b) Site Decrementing

Original Site | Nog | Noo [ Voo

Zig-zag +1 ] -

Armchair BN

Hole B B +1 -1





5.0
Model validation

Development of the correlations for combined sites and the probabilities of sites acting as neighbours, which are required by the site-counting model, is detailed here. Additionally, the effect of steric hinderance in larger PAH structures is investigated.

5.1
Combined-Site Correlations

As explained above, the site-counting model requires information about the PAH structures in the form of correlations and statistics. Figure 4 shows two combined sites on a PAH structure computed using the KMC-ARS model. The correlations for the combined sites were based on the variation in their counts with the count of one of their constituent elementary sites. To obtain the correlations, the simulation of the growth of PAH molecules was carried out 50 times and the combined site counts were stored along with the elementary site counts. Figure 5 shows an average variation in the number of two combined sites with the number of elementary sites. A nearly linear relationship was observed in all cases. A least-squares algorithm was used to fit a linear function to the data, averaged over all simulations, to obtain the correlations. The correlations for all the combined sites required by the site-counting model are given below:
Table 4: Neighbouring site probability weight distributions for each stochastic process.
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Figure 4: A computed PAH molecule after a simulation time of 0.1 ms. The combined sites involving three adjacent free-edges (R6 ring) are shown inside circles. The combined sites involving an R6 ring next to an armchair (R6 AC) are shown inside ellipses.
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(a) R6 ring count as a function of free-edge count.

(b) AC_R6 count as a function of armchair count.

Figure 5: Correlations for combined sites. Solid lines show linear approximations, dashed lines show confidence intervals. Confidence interval is an estimate of the statistical fluctuation of a variable [8].

5.2
Neighbour Statistics

A PAH process on a site affects at least two other neighbouring sites. Therefore, after every reaction, it is necessary to update the neighbouring sites. In the site-counting model, the neighbouring sites for each reaction are determined using the probability of occurrence of a site as a neighbour in a reaction. Only processes 1,2,5,7 and 9–12 in table 1 are considered here, as those involving only 5-member rings do not change neighbouring sites, and processes 7 and 8 were observed to occur so infrequently that meaningful statistics could not be obtained. It was initially assumed that neighbouring sites of type 
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 is the process index (see table 1). However, it was found that when using these probabilities the site-counting model did not agree with the KMC-ARS model, which suggests that some sites are more likely than others to be neighbours for certain processes. Therefore, site count weights were introduced for each process such that the weighted counts are given by:
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where 
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 is the sum of the weighted site counts and depends on the process m. It is assumed that the site weights do not depend strongly on PAH size, therefore they are considered to be constant for each process. This assumption is supported by the KMC-ARS simulations conducted for this study.
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Figure 6: A computed PAH molecule formed after 0.1 ms. Filled circles and stars denote unavailable free-edges and armchairs respectively. Hollow symbols denote available sites. 2 out of 4 armchairs and 10 out of 29 free-edges are unavailable.
In order to calculate the site weights, several KMC-ARS simulations were performed. For each simulation there are K events, and Km denotes the number of times event m occurred. On selection of the kth jump process, where k = 1, 2, . . . , K, the following information was stored: the time point k, the jump process index, mk, the types of both neighbour sites, T1,k and T2,k and the counts of all site types; NED,k, NZZ,k, NAC,k, NBY,k. LS,m shall denote the number of times a site of type S acted as a neighbour for process m. In the limit of large Km, the probability of a site acting as a neighbour is assumed to approach
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where
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. As there are four possible site types which may act as neighbours; free-edges (FE), zig-zags (ZZ), armchairs (AC) and bays, equation 8 gives a system of eight linear equations, which can be solved using a standard numerical technique such as a Newton method. Equation 8 was solved for the four elementary sites, with the additional constraints of 
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5.3
Unavailable Sites

As a PAH molecule grows, some of the reactive sites become hindered due to the presence of neighbouring sites. Figure 6 shows the presence of unavailable free-edges and armchairs on a computed PAH molecule. Further growth on those reactive sites is possible only if the PAH molecule is allowed to adopt a 3D structure due to the interaction between nearby H atoms. However, in a stack, due to the presence of nearby PAHs, 3D geometry of a PAH may not be possible. It is most likely that the H atoms are abstracted and a six member ring is formed through cyclo-dehydrogenation processes. These processes have been ignored in this study, and their influence is highlighted as work requiring further study.

It is possible to determine the number of unavailable sites using the KMC-ARS model. Figures 7(a) and 7(b) show the fraction of unavailable free-edges and armchairs respectively as functions of the free-edge and armchair counts. These fractions firstly increase with the site counts and then attains an asymptotic limit of about 0.9 at larger site counts. A function of the form 
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was found to describe this asymptotic behaviour well. The curves in figure 7 were fitted by trial and error, and the equations are given below:
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5.4
Validation

To validate the site-counting model, the correlations and statistics described above were implemented in the site-counting model, and identical simulations were performed using the two models. The simulation parameters are given in table 5. Figure 8 shows the comparison of the PAH characteristics: carbon atom count and number of elementary sites on the PAH. Figure 8(a) shows that the site-counting model and the KMC-ARS model predict similar carbon atom counts at all observed flow times. Figure 8(b) shows that the agreement for the number of free-edges, zig-zags and armchairs is reasonable also. The close agreement of the number of elementary sites is important because the site counts are used to calculate the process rates. The extent of agreement of the computed PAH characteristics by the two models is very encouraging. These comparisons provide an adequate ground for the implementation of the site-counting model into a soot particle population balance.  

Table 5: Simulation parameters for PAH growth validation simulations.
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As the PAH molecules present in flames are very small in size (PAHs with less than 100 C atoms are observed in flames [10, 32]), a comparison between the two models was carried out over this range with and without the correlation for unavailable sites, to test its importance in the experimental size range. Figure 9 shows the variation in the number of PAH sites with the number of C atoms for this case. It can be concluded from this figure that the correlations for unavailable sites are not very significant for small PAH molecules.

6 Intermolecular potentials and basin hopping

Once a distribution of PAH molecules has been found for a typical flame environment the next question posed is associated with how these molecules aggregate to form ‘primary soot particles’. Currently it is thought that the smallest PAH molecule which can form a stable dimer in a flame environment is pyrene (C16H10) [3]. PAH molecules with larger atomic mass will bind together as a consequence of intermolecular forces whilst molecules with smaller atomic mass will not have sufficient intermolecular binding to overcome their average kinetic energy in the flame environment.

In principle the intermolecular potential can be found using high level ab initio quantum chemistry methods such as MP2, CCSD(T) or SAPT. Note that Density Functional Theory cannot be used to accurately ascertain intermolecular binding energies due to its failure to predict long range dispersion accurately (i.e. the attractive van der Waals forces).

In practice, however ab initio techniques are too computationally expensive when seeking to deal with systems of many molecules. As a consequence models are used, in which the intermolecular interactions are represented by analytical mathematical functions. They are usually constructed by assembling simple functions that describe the different contributions to the interaction, often by fitting to the results of ab initio calculations or to experimental data, e.g. heats of formation, crystallographic data.
Intermolecular Potentials

Intermolecular potentials are used to describe the interactions between molecules in so-called ‘weakly bound’ systems where a variety of individual interactions determine the overall intermolecular potential. These terms include both attractive and repulsive terms which can operate over long or short ranges. Long-range interactions persist at distances where the molecular wavefunctions no longer overlap and typically have R-n dependence (where R is the intermolecular separation). 
Long-range interactions include contributions from electrostatic interactions, induction (permanent polarisation), dispersion (attractive van der Waals), resonance and magnetic interactions. Short-range interactions occur due to overlap of the molecule wavefunctions and have a separation dependence approximately of the form exp(-αR). Contributions to short-range interactions can come from exchange-repulsion (as a consequence of the Pauli exclusion principle), charge transfer (attractive donor-acceptor interaction), penetration (arising from the electron clouds of each molecule penetrating into others) and damping (a repulsive term used to modify the long-range dispersion and induction terms at short-range). 
Repulsion and dispersion terms are universal and in a model potential are commonly represented in atom-atom form. Other terms such as electrostatic interactions and occasionally induction terms are often added on an atom-atom pair basis. The overall complex interaction energy is then given by the sum over all atom-atom interactions (taking care not to double count):
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(14)
Lennard-Jones Potential

The Lennard-Jones (L-J) potential represents repulsive and dispersive terms and takes the form
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(15)
where εij and σij are the well-depth and size parameters describing the interaction between atoms i (in molecule I) and j (in molecule J). Rij is the separation between atom i in molecule I and atom j in molecule J.
The R-12 term represents repulsion but is typically too steep. The R-6 term represents dispersion but in order to get the correct well-depth this term has to be much larger than the true dispersion coefficient and as a consequence the long-range description is of the L-J model is also wrong.

However the L-J potential is computationally convenient, the first term simply being the square if the second, so it was widely used when computational performance was limited. 

The exp-6 Potential

A better mathematical form to model repulsive and dispersive intermolecular interactions is the ‘exp-6’ potential:
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(16)
In this form there is an explicit dispersion term, 
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 (albeit a highly truncated form of the true dispersion energy), while the repulsive part of the interaction is in exponential or ‘Born-Mayer’ form. K is an arbitrary constant which sets the energy unit for the repulsive term (e.g. 1 milliHartree). The parameter ρij is the separation at which the repulsion reaches a value of K, so it is a size parameter. αij describes the ‘hardness’ of the repulsion, and is typically set to around 2 bohr-1. 

However there are disadvantages to this form of atom-atom potential as well. In this form the dispersion tends to -∞ as R→0, whilst the repulsion remains finite. As a consequence, as the atom-atom separation is reduced a maximum is reached on the repulsive wall at some value of R and the potential subsequently dives to -∞. This normally happens at values of R well inside the repulsive region, but it can lead to difficulties in some simulations.
Modelling the Electrostatic Interaction
Whilst the overall contribution to the interaction energy given by the electrostatic interaction for electrically neutral species may be smaller than other terms, the structure of complexes is usually much more sensitive to the angular behaviour of the electrostatic interaction [4]. When modelling the electrostatic interaction it is common to describe the interaction using point charges assigned to atomic sites such that a simple additional term can be added to the atom-atom potentials seen above:
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(17)
where qi and qj represent the point charges associated to atom i on molecule I and atom j on molecule J respectively. The point charges can be obtained through a variety of techniques which fit them in such a way as to reproduce the electrostatic potential of the molecule as accurately as possible. 
The W99 Force Field

The W99 force field [38–41] is based on a simplified form of the ‘exp-6’ potential but includes an electrostatic interaction term,
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(18)
Here the first term represents the exchange repulsion energy with B and C as adjustable parameters. The second term represents the truncated dispersion energy, with the adjustable parameter A being empirically fitted to include an approximation of the effects of the higher terms. The final term is the familiar electrostatic interaction based on fitted partial atomic point charges. In this model the adjustable parameters were obtained by fitting this ‘exp-6-1’ potential to a training set of 124 observed oxohydrocarbon crystal structures and seven observed heats of sublimation [38, 40].
The potential is simplified to the extent that a number of atom types are defined for which the atom-atom parameters, A, B and C have been calculated rather than having to compute these parameters for every conceivable atom-pair combination in given molecules.

In the context of polycyclic aromatic hydrocarbon (PAH) molecules only two atom types are defined: hydrogen atoms attached to a carbon atom and carbon atoms coordinated to three other atoms (as in aromatic molecules). For the parameters governing interactions between unlike atoms (e.g. a carbon atom in molecule I and a hydrogen atom in molecule J), the adjustable parameters, A and B are given by the geometric mean of the respective values for interactions between like atoms, whilst C is given by the arithmetic mean. The numerical values of coefficients used are presented in Table 1.

Table 6: Parameters for W99 force field model used for PAH molecules [38]
	Atom pair type
	A
	B
	C

	C – C
	1701.73
	270363
	3.60

	H – H
	278.37
	12680
	3.56

	C – H
	688.27
	58551
	3.58


Model Comparisons

The Lennard-Jones model and W99 force field were compared against ab initio SAPT(DFT) calculations [42] for naphthalene (C10H8), anthracene (C14H10) and pyrene dimers (C16H10). The Lennard-Jones parameters were taken directly from work investigating PAH clusters [43, 44] whilst the parameters shown in Table 6 were used to implement W99 force field. Figure 8 shows the potential curves for various stacked configurations (graphite, slipped parallel and crossed) of anthracene dimers. A key to the different dimer configurations is shown in Figure 7.

The L-J model fails to match the high level ab initio calculations by over predicting the potential well depth for the dimer configurations and giving a repulsive wall which is too ‘hard’, i.e. repulsion is over predicted at short dimer separations. In contrast to the L-J model the W99 force field performs very well when compared to the SAPT(DFT) calculations and provides a much better potential for investigating PAH clusters, which are the precursors to soot particles.

[image: image44.png]



Figure 7: Anthracene dimer configurations (from left to right: Graphite (Gr), Slipped Parallel (SP), Crossed (X).


[image: image45]
Figure 8: Potential curves for anthracene configurations (graphite, slipped parallel and crossed).
Energy Landscapes and Basin-Hopping

The potential energy surface (PES) of a molecular system is generated by solving (approximately or otherwise) the Schrödinger equation for the frozen nuclear positions (i.e. using the Born-Oppenheimer approximation). 
The basin-hopping method [45] is an efficient scheme designed to search for the global minimum on a PES. This approach uses a simple transformation of the energy landscape that does not change the global minimum, or the relative energies of the local minima:
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where ‘min’ signifies that an energy minimisation is carried out starting from ~R, being the positions of the nuclear coordinates. A minimisation is performed by taking the gradient information of the local region of the potential energy surface and following the surface until a local minimum is reached. Whilst in principle high level quantum chemistry methods, such as perturbation theory, could be used to evaluate the potential energy landscape in practice this becomes far too computationally demanding and instead the model potentials fitted to higher level calculations are used.

The transformed energy,
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, becomes the energy of the structure obtained by minimisation. Each local minimum is, therefore, surrounded by a catchment basin of constant energy consisting of all the neighbouring geometries from which that particular minimum is obtained (Fig. 9).
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Figure 9: 
A schematic diagram illustrating the effects of the energy transformation for a one-dimensional example. The solid line is the energy of the original surface and the dashed line is the transformed energy.

The basin-hopping approach transforms the energy landscape into a discrete set of energy levels corresponding to the energies of local minima, which is then combined with a search strategy. In the ‘Monte Carlo plus energy minimisation’ (MCM) procedure steps are proposed by perturbing the current coordinates and carrying out a minimisation from the resulting geometry. A step is accepted if the energy of the new minimum, Enew, is lower than the starting point, Eold. If Enew > Eold then the step is accepted if exp[(Eold – Enew)/kT] is greater than a random number drawn from the interval [0, 1]. The temperature, T, does not bear much physical significance but becomes an adjustable parameter which can be tuned to allow efficient sampling of the PES.
The basis hopping code has been implemented to look at clusters of coronene molecules (C24H12). This is based on the Lennard-Jones potential and parameterised by fitting the position and depth of the potential well to crystallographic data [44, 41]. The minimum energy configuration of clusters containing two, five and ten molecules are shown in Figure 5. These global minima are usually characterised by high degrees of symmetry.

[image: image50.png]



Figure 10: Global minimum structures of coronene molecular clusters with two (E = -94.90 kJ/mol), five (E = -394.35 kJ/mol) and ten molecules (E = -926.42 kJ/mol).
Figure 6 shows one of the minima found for a 50 coronene cluster. This configuration is unlikely to be the global minimum but in the context of flame environments, where soot formation is kinetically controlled and occurs rapidly [37], it is unlikely that configurations would have time to rearrange to find the global minimum structure. 

[image: image51]
Figure 11: A minimum energy structure found for a cluster of 50 coronene molecules
Figure 12 shows a projection of the cluster to indicate how it might look appear using transmission electron microscopy and comparison can be made to experimental HR-TEM images (Fig. 13). The separation between molecular planes is approximately 3.6 Å. 
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Figure 12: A TEM-style projection of a cluster of 50 coronene molecules
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Figure 13: Experimental HR-TEM images of an aggregate sampled from a diesel engine. Indicated are length scales of structures within a primary particle [28]. 
7 Particle structure model
While 2D surface-volume models, such as that described by Patterson and Kraft [29], can provide an estimation of the aggregation structure of soot particles, they are limited by the restrictive assumptions made. An estimate of average primary particle size can be calculated, although in reality there will be a distribution of primary-particle sizes within an aggregate. High-precision 3D models [4, 25] are able to describe the aggregation structure of soot particles completely, but are very computationally expensive. Recently a simple primary-particle model has been developed [36], originally for titania nanoparticles, though the model also applies to sooting systems. The model is essentially an extension of the surface-volume model, in that it uses the volume and surface area prediction of that model to inform a list of spherical primary particles. This list is stored independently of the surface-volume parameters for each particle. In this extension to the model, the sizes of the primary particles within each agglomerate particle are also tracked, hence the minimum particle state space becomes 
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 is the vector of primary particle masses. For a simulation in which the highest number of primaries in a single agglomerate reaches N, the population balance effectively has (N + 2 − 1) dimensions. When combined with the site-counting model, the complete state space of the computation particles is 
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which has (N + 8) dimensions. This is the particle description used for subsequent simulations. 

On inception a computation particle is assigned a single primary, with the same mass as the particle. On coagulation the primary particle lists of the two aggregates are combined. The lists are stored in order of primary size for computational efficiency, and this order is maintained when the lists are combined. Surface growth processes are modelled as follows. According to the surface-volume model [29] all surface processes (growth and oxidation) cause particles to become rounder. This assumption is based on the TEM observation of soot particles. The sintering process, by its nature, also causes an increase of sphericity. The first step of surface growth/oxidation is to add or remove the required mass from the primary particles. As the mass is discretised as the number of carbon atoms, this simply involves adding/removing a set number of C atoms from the list. Atoms are added/removed randomly from primaries weighted by their surface area using a binomial process. A similar algorithm is used to describe particle rounding by any process. Rounding in general reduces the number of primary particles in the aggregate, and the primaries get larger. This is modelled by removing primaries, starting with the smallest, and distributing that mass over the remaining primaries in an identical manner as surface growth. This procedure is repeated until the surface area of the primary particles is less than or equal to the predicted by the surface-volume model. This is shown schematically in Figure 16.
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          (a) C atom count as a function of time                  (b) Site count as a function of time

Figure 14: Comparison of the results from the KMC-ARS model and the site-counting model. Filled symbols show the results from the site-counting model and hollow symbols show the result from the KMC-ARS model.
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Figure 15: Comparison of the results: Filled symbols show the results from the sitecounting model and hollow symbols from the KMC-ARS model. Dashed lines show the results from site-counting model without correlations for unavailable sites.

[image: image60.emf]
Figure 16: Primary particles before (top) and after (bottom) surface growth rounding.

The combined soot particle model incorporating the ARS site-counting model and the primary-particle description has been integrated into the in-house stochastic particle solver SWEEP. This code is available upon request.
[image: image61.wmf]
Figure 17: Schematic of ballistic aggregation of two clusters of primary particles.
7.1
TEM-style image generation
In the models described so far no structural information about an aggregate, such as the position of the primary particles with respect to each other, is taken into account and hence is not available in an implementation. Nonetheless there exist several ways of deducing at least approximations to probable shapes of aggregates, for example diffusion limited cluster-cluster aggregation (DLCA) [20, 24], valid in the continuum regime, and ballistic cluster-cluster aggregation (BCA) [19], valid in the free-molecular regime. Since these models are generally applied to systems in the free molecular regime, only BCA is considered here. However, for large aggregates formed in Diesel engines for example, BCA is not applicable since aggregation is diffusion limited in this case. 

One of the simplest ways of generating an aggregate geometry is by imitating the physical history the aggregate goes through. In algorithmic language:

1. Create a list of aggregates where each aggregate is initialized as containing only a single primary particle of the original aggregate. In other words the list corresponds to the list of primary particles of the original aggregate.

2. Pick two distinct aggregates from the list randomly with uniform distribution.

3. Collide the two aggregates as described below, delete one of the picked aggregates and replace the other one with the collided one. 

4. If there is more than one aggregate left in the list, go to step 2. 
The collision of two aggregates is carried out as follows:

1. Place the first aggregate such that its center of mass is at the origin, and rotate it to a uniformly random orientation.

2. Place the second aggregate such that its center of mass lies on the positive z-axis sufficiently distant from the origin so that it does not touch or intersect the first aggregate, and rotate it to a uniformly random orientation.

3. Translate the second aggregate within the x-y-plane by not more than the sum of the radii of the two aggregates.

4. Test collision if the second aggregate were moved along the z-axis towards the origin.

5. If there is no contact at all, go to step 2.

This algorithm is illustrated in Figure 17. For small aggregates, testing the collision between every sphere (primary particle) in aggregate 1 with every sphere in aggregate 2 is computationally feasible. However, there exist much more efficient algorithms for collision testing of complex objects, developed by the video game programming community. Colliding two spheres is a simple exercise in elementary geometry. Step 4 assumes free motion along a linear trajectory, which is valid in the free molecular regime.

A typical example for a structure resulting from the above algorithm, rendered with the POV-Ray ray tracing software, is given in Figure 21(a).
8
Premixed flame simulation

The premixed flame C4 of Abid et al. [1] have been simulated used the model detailed here, as experimentally obtained data were available for many properties of interest. The premixed flame chemistry was solved using the PREMIX code [22], including a method of moments approximation for soot formation [12]. The Monte-Carlo particle solver (SWEEP) was then run as a post-processing step [6] using the ARS-SC-PP model. An improved O2 oxidation rate, detailed by Celnik et al. [7], has been incorporated into the ARS chemistry and used for these simulations.

Figure 18 shows the comparison of the ARS-SC-PP model to the experimentally observed soot volume fraction (Fv). There is a broad agreement between the simulations and the experiments, in particular when considering the confidence intervals due to the uncertainty in the measured temperature profiles. There is a difference between the soot density of 1.5 g/cm3 assumed by Abid et al. and the value of 1.8 g/cm3 used here, which might account for the small discrepancy between the simulations and the experiments.

Figure 19 shows the comparison of the ARS-SC-PP model to the experimentally obtained particle size distribution (PSD) at a height above burner of 1.0 cm. The PSDs were calculated using the kernel density estimation (density) function of the statistical package R [16] with a bandwidth of 0.03×d, where d is the aggregate collision diameter [29]. The simulation demonstrates a reasonable fit to the experimental data. At the first HAB = 0.5 cm the simulation already predicts bimodality, which is not observed in the experimental data, however, there is a severe underprediction of the largest particles’ concentrations, although the trough at around 4-4.5 nm almost match the experimental data. The bimodal nature of the experimental data is well predicted. The disagreement at larger particle sizes is possibly indicative of a coagulation effect.
Fig. 14 shows the particle C/H ratio distribution against particle diameter at HAB = 1.0 cm.

The 2D kernel density estimation (kde2d) function of R was used to calculate the distribution, using 100 points in each direction. The bimodality of the particle distribution can be clearly seen. The left-most density maximum occurs around C/H = 1.6, which is equivalent to pyrene (C16H10). This is an artefact of the soot inception model used, which assumes that the dimerisation of pyrene is the only route of particle formation, so in this 
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Figure 18: Soot volume fraction as a function of height above burner. Short-dashed lines indicate confidence intervals due to the 50 K uncertainty in the experimentally measured flame temperature. HAB shifted by +0.15 cm.

respect the result is uninteresting. The second peak occurs at C/H values around 2, which is consistent with reported values for young soot particles [33]. It is interesting that there is little variation of the C/H ratio for particles between 10-40 nm, in fact the C/H ratio appears to converge on a value just below 2. Far higher ratios are presented in the literature, for example Harris & Weiner [17] report about 7 and Homann [18] reports about 10. It has been suggested [9] that a process such as graphitisation could be responsible for such an increase in C/H ratio, but this has not been considered here.

9
Engine soot modelling

The detailed soot models outlined in the previous sections have also been applied to soot formation in internal combustion engines. To this end, the SWEEP library has been implemented into the in-house engine model, called the Stochastic Reactor Model (SRM). The SRM is inspired by Probability Density Function (PDF) transport methods [30] and has been successfully employed in a number of earlier engine studies without taking soot into account, for example [26, 27]. The main features of this model include detailed chemical kinetics, and a statistical representation of inhomogeneities in the in-cylinder gases, that is of stratification in composition as well as temperature. A key advantage compared to other approaches is that this model is computationally cheap with about one to two hours of CPU-time per engine cycle, enabling convenient multi-cycle and sensitivity studies. As a fuel model a detailed chemical mechanism for Primary Reference Fuels (PRFs, nheptane/ iso-octane mixtures) containing 208 species and 1002 reactions is used, which has been extended [28] to include small PAHs such as pyrene which function as inception species as described in previous sections.
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Figure 19: Particle size distribution at a height above burner of 1.0 cm (shifted by +0.15 cm).

In a first attempt to model soot formation in detail in an engine, a Homogeneous Charge Compression Ignition (HCCI) engine is chosen, that is an engine in which fuel (here pure n-heptane) and air are fully premixed, and (auto-)ignition is triggered simply through compression. Since the aim is to study soot formation, an equivalence ratio of 1.93 was chosen. In order to operate an engine so rich, high levels of Exhaust Gas Recirculation (EGR) are required, that is significant amounts of burnt gases - including particulate matter such as soot if present - are fed back into the next engine cycle.

Figure 21 shows a typical simulated aggregate rendered in TEM-style (Fig. 21(a)) together with its size distribution of primary particles (Fig. 21(b)). It was sampled from the engine cylinder at 48.2 crank angle degrees (CAD) after top dead centre (ATDC) and possesses a collision diameter of about 77.8 nm. In Fig. 16, simulated in-cylinder aggregate size distributions at 11 CAD ATDC are shown for eight consecutive cycles. It is observed that the distributions converge quickly across the entire size range as the cycle number increases, and also that aggregates larger than in this case about 30 nm stem almost exclusively from previous cycles. From this it is concluded that, with high likelihood, parts of the aggregate in Fig. 21(a) have been recirculated at least once.

[image: image64.png]C/H Ratio

24

22

18

16

14

12

HAB =1.0 cm

»”
y

ki
h
Y
4

O

Density
100

10

01

001

0.001

1e-04

1e-05

1e-06

01

T T
1 10

Particle Diameter (nm)

100

1e-07




Figure 20: Particle C/H Ratio density plot against particle diameter at HAB = 1.0 cm.

[image: image65.emf] 
(a) TEM-style image of aggregate (223 primaries)

       
[image: image66.emf]
 (b) Primary particle size distribution of aggregate collision diameter 77.8 nm.
Figure 21: Typical simulated aggregate sampled at 48.2 CAD ATDC, with size distribution of primary particles.

10
Conclusions

In this article an overview of the multivariate soot particle model ARS-SC-PP has been presented. A discussion of a method of incorporating soot chemical structure into the particle model has been discussed in the context of the site-counting model. The site-counting model has been presented as an efficient method of tracking detailed soot chemical structure, but still allowing particle ensembles to be simulated in reasonable computation times. Validation and term closure of the site-counting model has been performed by using a 2D kinetic-Monte Carlo technique. In addition a brief overview of the elements of an intermolecular potential have been discussed and how these potentials can be implemented into a potential energy surface search scheme to find minimum energy PAH molecular clusters. A discussion of a primary-particle structure model, which has a complexity and speed advantage in between those of the surface-volume models and the full 3D aggregate models has been reviewed. The generation of an approximate 3D particle structure from this model has been presented, which allows representative TEMstyle images to be generated for sooting systems. This is a very useful diagnostic tool. The soot model has been used to simulate a premixed flame, and the predictions were compared to the experimental results. Finally an application of this advanced soot model has been presented, by incorporating the model into a stochastic reactor model for internal combustion engines. The computational efficiency and detailed chemical and structural information available from these models make them very useful for the characterisation of such complex systems.


[image: image67.emf]
Figure 22: Simulated in-cylinder aggregate size distribution functions at 11 CAD ATDC for eight consecutive cycles. The distributions stabilize across the whole size range after the first few cycles, whilst revealing the role of the recirculated aggregates with sizes above about 30 nm.
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