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Abstract 

The Royal Air Force moves 4300 patients annually from over 70 countries.  Reporting, assessing and learning from the incidents that occur within this global aeromedical system is important.  A Clinical Governance (CG) system to capture incidents, perform risk analysis and report trends within the Aeromedical Evacuation (AE) chain existed.  Current good practice within health systems was evaluated.  Problems within the AE CG process were identified.  New practice was instigated and assessed; Specific changes were made to the risk assessment process, particularly the analysis of root causes and identification of mitigation control factors.  Further development of the AE CG process is required to manage workload; the introduction of an electronic database could yield benefits in both training and reduction of workload.
1.0
INTROduction
The Royal Air Force (RAF) is the sole provider of Aeromedical Evacuation (AE) to the UK military and other groups of entitled persons, including foreign nationals.  Within the strategic aeromedical chain, 4300 patients are moved annually from over 70 countries.  A wide range of military and civilian aircraft types are used.  In-flight aeromedical escorts consist of qualified RAF regular and reserve personnel; the breadth of their medical, aeromedical and military experience and qualification is varied.  It is therefore important to report, assess and learn from incidents in this global aeromedical system.
2.0    BACKGROUND OF THE PROJECT

The Clinical Governance (CG) systems which capture incidents as ‘Significant Events’, and which perform risk and trends analyses within the strategic AE chain, HQ AIR Command and other military Areas of Responsibility (AOR), were examined.  Current good practice within the UK National Health Service (NHS) and other health systems was evaluated.     Problems within the AE CG process were identified, particularly with the reporting system.  New practice was instigated and assessed.
3.0
FINDINGS

A Clinical Governance (CG) process of ‘Significant Event Analysis’ existed to reduce recurrence of incidents (or the occurrence of a major critical event).  
3.1
Higher-level CG processes

The existing processes differed between AORs.  Various Command authorities sought ownership of content or process; there were no readily available solutions that satisfied all of the stakeholders.  Accepted definitions of the CG terms used were not readily available, and therefore were open to subjective interpretation; an obstacle to the overall process.  

The superior military Command authority required oversight of all event reports; compliance with this requirement was found to be poor.

3.2
Organisational and procedural challenges within the existing AE CG system

3.2.1
Definitions

There was a wide range of opinion as to what constituted a ‘significant event’, consequently the opportunity to capture frequently occurring minor problems, or examples of good practice were frequently missed.  The phrase ‘Significant Event Report’ prevented some individuals from submitting or investigating an incident, citing that the particular event was not ‘significant’.  
3.2.2
Coordination

Central co-ordination of the AE Clinical Governance (CG) process was not defined; within AE Sqn, a sub-ordinate CG flight existed, however these staff were active flying members of AE Sqn and therefore unable to progress reports as they were deployed globally on active aeromedical missions.
3.2.3
Ownership of process

Reported events originated from multiple AORs, and were submitted for comment to the strategic Aeromedical Evacuation Control Centre (AECC); this caused confusion in management and analysis ownership.  The AE CG process was manual – relying on word processing documents and email; there was no electronic database.  Reports were frequently lost to management follow-up as a direct result of confusion in ownership and the awkward nature of the manual system.  
3.2.4
Anonymous reporting

Anonymous reports were not being made; individuals submitting reports, and report reviewers required re-education to remove names of units, patients, clinicians and other staff from the body of the reports.  Reports were required to be anonymous so that identification of individuals could not be made. 
3.2.5
Report Analysis

No consistent analysis of an incident was present within the existing system.  Root Cause Analysis (RCA) is accepted as the process to learn from mistakes and mitigate hazards
.  RCAs were not universally being performed on individual reports, but most frequently were conducted later on the periodic trends analysis.  A detailed review of the periodic trends analysis report revealed that there were differences in the root causes of identified, compared to the original individual incident report.  Further examination of the documentation revealed that RCAs which were identified were frequently erroneous, confusing or misleading, depending on the experience or knowledge of the individual performing the analysis. 
3.2.6
Communication

Incident reports were not being communicated well to either aeromedical stake-holders or to Command staffs.  Individuals writing incident reports frequently commented that they had not been informed of report conclusion; Command CG staff noted a lack of receipt of individual incident reports.  Communication needed to improve; therefore a standard email distribution list for completed reports was established.  The distribution list used the aeromedical chain of command to disseminate individual reports and the periodic trend analysis to all aeromedical users, Command CG staff and other relevant stake-holders.  
3.2.7
Overall report completion

Completion of the entire process, from submission of an incident form, investigation, risk analysis (including RCA) and subsequent loop closing by feedback to all stakeholders was therefore very poor, this needed to be improved.
3.3
Procedural changes to the AE CG system

3.3.1
Report Administration

The incident form name was changed to ‘Incident and Critical Event Report’, to capture all incidents.  All individuals involved in AE were encouraged to submit reports.  Due to the high number of incidents reported, it then became difficult to identify particular events during discussions; the events needed to be serialised.  Serialisation was commenced from AE Sqn, CG Flt, however this proved difficult, as the members of CG Flt were on active flying status and frequently away from their desks; the serialisation process was subsequently changed to be controlled from the 24/7 Operations desk of the strategic Aeromedical Evacuation Control Centre (AECC).
Submitted reports were frequently lengthy in their description of incidents, duplicating a lot of information available elsewhere within the AE mission folder or route reports.  Writers of Incident reports needed to become more concise; a bullet point format for description of incident was introduced, to promote brevity and conciseness.  Incident and Critical Event Reports were also linked with their respective Route Reports, to reduce the amount of duplicate information. 
3.3.2
Risk Analysis and RCA

3.3.2.1
Overview

Identification of high impact or frequently occurring events was challenging, there was no scoring system or visual aid to indicate an events’ importance on the report.  There was no assessment of risk, other than that subjectively commented upon within the existing report.  A risk analysis system was adopted from the NHS Quality Improvement Scotland 2005, which was based upon AS:NZS 4360:2004 ‘Making it Work’ (2004); the steps involved in the adopted process are summarised in Figure 1, and detailed in Tables 1 to 4.
Figure 1: Overview of the steps involved in the risk analysis process


[image: image5.jpg]}
A NATO
\4% OTAN




3.3.2.2
Stepwise process – Step 1

The risk analysis process was broken down into steps.  The first step was to identify relevant affected domains, and select the impact consequence definition from the affected domain.  Table 1 shows the domains available; table 2 shows the impact consequence definitions for the domain ‘Patient experience’.
Table 1: Domains 

	Domain Title

	Patient Experience

	Objectives / Project

	Injury (physical and psychological) to patient / visitor / staff

	Complaints / Claims

	Service / Business Interruption

	Staffing and Competence

	Financial (including damage / loss / fraud)

	Inspection / Audit

	Adverse Publicity / Reputation


Table 2: Impact / Consequence Definitions
	Domain \ Descriptors
	Negligible

(1)
	Minor

(2)
	Moderate

(2)
	Major

(3)
	Extreme

(4)

	Patient Experience
	Reduced quality of patient experience / clinical outcome not directly related to delivery of clinical care.
	Unsatisfactory patient experience / clinical outcome directly related to care provision – readily resolvable.
	Unsatisfactory patient experience / clinical outcome; short term effects – expected recovery < 2 weeks.
	Unsatisfactory patient experience / clinical outcome; long term effects – expected recovery < 2 months.
	Unsatisfactory patient experience / clinical outcome; continued ongoing long term effects.


3.3.2.3
Stepwise process – Step 2

The second step was to decide upon the likelihood of recurrence, within the affected domain, if nothing was changed.  This was the recurrence likelihood category.  Table 3 shows the definitions of likelihood definitions.
Table 3: Likelihood Definitions

	Recurrence likelihood category
	Probability descriptor

	Almost Certain

(5)
	This is expected to occur frequently / in most circumstances – more likely to occur than not.

	Likely

(4)
	Strong possibility that this could occur - likely to occur.

	Possible

(3)
	May occur occasionally, has happened before on occasions – reasonable chance of occurring.

	Unlikely

(2)
	Not expected to happen, but definitely potential exists – unlikely to occur.

	Rare

(1)
	Can’t believe this event would happen – will only happen in exceptional circumstances.


3.3.2.4
Stepwise process – Step 3

The third step was to repeat the first two steps for each affected domain.

3.3.2.5
Stepwise process – Step 4

The fourth step was to plot the Impact / Consequences against the Recurrence likelihood, in a risk matrix; this gave an overall risk analysis of each affected domain.  Table 4 shows the Risk Matrix.
Table 4: Risk Matrix

	Recurrence likelihood
	Impact / Consequences

	
	Negligible

(1)
	Minor

(2)
	Moderate

(3)
	Major

(4)
	Extreme

(5)

	Almost Certain

(5)
	Medium

(5)
	High

(10)
	High

(15)
	V High

(20)
	V High

(25)

	Likely

(4)
	Medium

(4)
	Medium

(8)
	High

(12)
	High

(16)
	V High

(20)

	Possible

(3)
	Low

(3)
	Medium

(6)
	Medium

(9)
	High

(12)
	High

(15)

	Unlikely

(2)
	Low

(2)
	Medium

(4)
	Medium

(6)
	Medium

(8)
	High

(10)

	Rare

(1)
	Low

(1)
	Low

(2)
	Low

(3)
	Medium

(4)
	Medium

(5)


3.3.2.5
Risk Factor Scoring

It was noted that if each of the columns and rows in the Impact/Consequences and Recurrence likelihood definitions table were assigned a numerical value from 1 to 5 (with 1 denoting the lowest impact or risk), a risk score could be calculated from the factor of each figure.  The higher the Risk Factor, the more important the overall incident was to rectify.  These are the figures in brackets in tables 1 – 4.
3.3.2.6
Risk Analysis and RCA Summarisation.

The risk analysis was summarised at the foot of each Incident and Critical Event Report.  This resulted in an attention-getting, concise summary of the individual incident.  Root cause(s) were identified and a ‘Control Measure’ introduced, to mitigate the risk of each root cause from recurrence.  This ‘Control Measure’ was summarised in the written report within the Risk Analysis section of report.

3.3.3
Summary of updated AE CG process

The overall updated CG process within the AE system is summarized in Figure 2, with functional tasks.
Figure 2: Overview of the AE CG process with functional tasks
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3.3.4
Summary of updated AE CG process within existing higher-level medical CG process

The overall updated AE CG process within existing UK structure of medical Areas of Responsibility if summarized in Figure 3.

Figure 3: The AE CG process within UK structure of medical Areas of Responsibilities (AORs)
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4.0
DISCUSSION AND RECOMMENDATIONS

4.1
Higher-level CG processes
Differing CG processes remain in existence within UK Defence Medical Services, although the principals remain the same; there is no centrally provided process which is acceptable to the business model of all stake-holders.  Summarised incident information from other AORs can be easily transposed into the AE CR process.
4.2
Prioritization of effort
The changes have helped to prioritise workload of the Aeromedical Evacuation Control Centre and the CG process.  There is now a visual representation on every incident report; this has helped to concentrate work-efforts on incidents with particularly high Impact / Consequence or Recurrence likelihood scores.  Individual or systems errors can now easily be identified as root causes, and can be collated more easily on periodic summary trends reports.  Reports are no longer lost to management action follow up, due to the serialisation process; greater speed of the process could still be achieved.
4.2
Report writing training and policy documentation
Incident summary and descriptions remain problematic: frequently long prose is presented, which could be more concisely summarised; this would decrease report staffing time.  Training on the process is currently ad-hoc, and available only to those within AE Sqn, this could be formally introduced.  There is no formal documentation of the process within written AE policy or the AP 3394 – The RAF Manual of Aeromedical Evacuation; this should be updated to reflect current practice.
4.3
Benefits of thorough analysis
There are two approaches to the problem of human error: the person and the system approach
; both approaches should be considered when analysing incidents:  Analysis is required of the actions of individuals and the safeguarding system.  These actions alone are not sufficient to achieve a reduction in occurrence of error.  Individuals needed to recognise problematic patterns, by learning from the experiences of others’ (and be able to conduct remedial action before an error occurs); the safeguarding systems require constant review to improve safety.  In order to effectively reduce error, both of these areas needed to be addressed within the CG process.

4.4
Report processing

The benefit of learning from the experiences of others is yet to be fully realised; presently communication of completed reports and summary trends analysis occur on email distribution lists.  New aeromedical users are unable to easily benefit from recent experiences as emails are archived in a single location and inaccessible to global access.
The volume of incident reports which are now generated, places an increasing demand upon the manual CG process; given that the CG Flt are on active flying duty and frequently away from their desks, the increased workload, particularly for incident investigation and analysis has fallen to the AECC.  This demand of increased workload has exceeded available capacity; a system to reduce the burden of the paper-based system should be sought.  Arvanitis et al
 recognised the reduction in burden of introducing a web-based on-line Critical Event Reporting system to replace paper-based system.  They recognised the ability of such a system to deliver training needs analysis.  This is yet to be realised within UK AE Sqn induction packages or AE training systems.  An electronic AE CG system could realise further benefits from being linked to existing AE data and personnel.  
5.0
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