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Summary

“Social Media is about sociology and psychology more than technology.” 

– Brian Solis, Principal, the Altimeter Group

Before we hand out the smartphones, put away all of our command and control systems, opinion polling apparatus, and send home our area analysts, we first need to understand what the data from social media really represents. Is it a true representation of our sociology and psychology as Mr. Solis purports?  What is the information good for?  How can it be validated?  When and for what should we use it?

Social Media presents an interesting new data stream that may prove transformative in providing insights into the sentiment of populations, information during natural disasters, and a novel sensor for instability.  However, before this data is used for these purposes, the scientific community must first characterize the data, experimentally assess the validity of the data, and then assure that tools, models and analyses based on social media data are validated according to scientific standards.

This paper will offer a framework for characterizing the dimensions of social media and discuss three potential use cases for social media data.  Standards for validation, open research questions, and next steps for the research community are also discussed.
Introduction

The evolution of the Internet has changed the media environment. Organizations and Individuals now have a voice that was once only available to elites through traditional media.  As the Internet has evolved and moved from bulky desktop computers to sleek and sophisticated smartphones, the way the Internet is used for communication has also changed resulting in novel uses of technology for communication and information sharing. The shift from the traditional one to many communication paradigm of traditional media to the many to the many communication enabled by social media platforms has generated a new source of data that may provide new insights into population opinion, early indicators of instability, and needs during man made or natural disaster events. However, before this data is embraced as a way to examine the psychology of users and the relationships of people and populations it must be characterized and examined against other traditional data sources that are currently used to characterize the environment.
Characterizing Social Media
For our purposes we will define social media as the technologies, applications and methods that facilitate cyber interaction by enabling users to participate in, comment on, and create content as a means of communicating with people in their existing social network, other users, and the public. This definition captures the breadth of social media ranging from the minimalist 140 character tweets to the long-winded narratives on blogs as well as multimedia. In this paper we only consider publically available content of social media that users choose to share without restriction.

The amount of data that users upload to social media is vast. According to a Youtube.com press release (2012), every minute, users upload 60 hours of video. Sutter (2010) notes that as of 2010, Flickr was hosting 5 Billion photos. Twitter, a microblog website that allows users to update statuses, share articles, and have conversations with millions of other users, tallies a total of 230 million messages daily (A Market, 2011). Of course, Facebook, with nearly a billion users, reported that members spent nearly 10 Billion minutes a month on Facebook, not including time spent via mobile devices (See Figure 1 for depiction of global Facebook connectivity; As filed with, 2012). 
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Figure 1: Global Facebook Connectivity as demonstrated by Facebook in filing for Initial Public Offering. 
It is important to consider the utility of social media data in the context in which it is used. Three examples- population opinion, indications and warnings, and manmade and natural disasters will be used as exemplars for this discussion. Specific considerations in examining social media are required for its functionality in all of these contexts, though some overlap.

In order to characterize the data, we propose a three dimensional framework: Volume, Temporal Change, and Substance.  Each of these dimensions needs to be characterized independently, as a function of the others, and with consideration of the type of question being asked. Depending on the intended use of the data, characterizing a social media data baseline and being able to measure change against that baseline will be critical.  

Volume

Characterizing the volume of messages, tweets, posts, etc. is important when considering a baseline for social media activity. In addition, changes and fluctuations in volume over multiple time courses (e.g. daily, weekly, monthly and annual cycles), with geographical considerations, is also critical. As demonstrated in the so-called “Arab-Spring” uprisings, the volume of information traffic may vary significantly depending upon events. Generally, we would anticipate that volume will change gradually over time with the growth of users, introduction of new platforms, and increasing internet/cellular availability through either decreases in cost or increased penetration of infrastructure. In contrast to these gradual changes, spikes in volumes in a specific geographical location or time may be an indicator of an event of interest.  This type of change may signal an acute event or more moderate changes may be suggestive of a precursor event.  For example, following the earthquake in Japan in 2011, the volume of twitter increased 500 fold in the moments following the earthquake (Twitter releases visualizations, 2011). During the protests in Egypt that resulted in the overthrow of President Hosni Mubarak, the volume of social media showed a peak in activity during February 2011 at the height of the protests compared to preceding and following months (Howard, Duffy, Freelon, Mari, & Mazaid, 2011; see Figure 2).
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Figure 2: Number of Tweets #egypt, by area, during Egyptian Revolution. 

Temporal Change

Temporal changes in patterns of social media use must be understood to establish the baseline. The temporal patterns of use must be characterized on multiple timescales.  The patterns of life for social media use will be an important component of establishing the baseline. It may be useful to characterize temporal patterns of use of groups or communities or demographics. The patterns of use of college students are likely to vary significantly from middle age adults. These patterns may provide insights into both demographics of users, useful for comparison to opinion polling, but also potentially to characterize the breadth of population involvement/response to an incident or activity. 
Substance

The substance or content of social media can consist of text, pictures, audio and video. Social media data includes not just original postings, but comments, reposting, and can often refer to traditional media. The content of social media will require different analytic methods depending on the type of question an analyst is trying to answer. Research is currently underway in industry and academia to develop methods and techniques to make sense of the data, optimize automated search, and critically, develop automated support tools to assist the analyst in recognizing emerging trends in the data. Technical challenges include processing the massive amounts of data posted in real or near-real time; high precision, high recall information extraction, automated characterization of sentiment and automated detection of emerging themes or topics of interest.  

In addition, there are several unique challenges that exist for information extraction of social media compared to traditional media. Information extraction from traditional media has been studied extensively and state of the art technology can reach precision and recall levels in the 70-80% accuracy range.  However, traditional media is typically written or spoken using formal language and often with very structured content.  Newspaper articles, for example, typically contain key content regarding an event in the first paragraph. In contrast, social media content does not adhere to specific standards of practice, and abbreviations, slang, and idiosyncratic dialects are commonly used.  Along these lines, in platforms such as twitter, the limitation in number of characters per message has resulted in a rapidly evolving language. All of these characteristics of social media challenge the state of the art in information extraction technology.
Automated detection and characterization of sentiment also poses several technical challenges. At a fundamental level, there are no studies that have examined how reflective sentiment expressed in social media is compared to other modalities such as polling, interviews, focus groups, etc. Studies are needed to examine not just the content of social media, but also the different modalities – comments following articles or blogs versus tweets versus Facebook posts. How do sentiments differ? What does the context or modality of the post provide in understanding the value of the information. How does this reflect the psychology of the population? Even when these fundamental questions are answered, there will remain significant technical challenges.  

Sentiment coding by humans tends to have a relatively low inter-rater reliability (Genereux, Poibeau & Koppel, 2011).  One difficulty is the rating of the sentiment.  Sentiment can be broadly interpreted and coding bias often reflects the attitudes and perceptions of the coder. In addition, sentiment can be extremely nuanced and is less straightforward to code than events or actors, again decreasing the accuracy of automated coding and the confidence with which analysts view the data.

Another challenge with the data content is determining how to weight responses. For example is a blog that receives 50 comments more influential than one that only receives 10? Are the people who post responses more influential? Are they representative of a community?  How can deceptive behavior be detected in these posts? None of these questions have been empirically examined and will require creative experimentation to examine.

The previous sections have proposed a framework for thinking about how to measure and gain analytic insight from social media. The signatures in the data flows, as well as content, may be useful in providing insights to real time changes in human behavior.  These dimensions are also important for determining the baseline of activity. Changes to this baseline may provide indications of events, but without a baseline the data loses meaning and utility.

The next sections provide examples of how social media has been used and the potential for social media data to support operations and analysis. 

Disaster Response

Social media was first employed for humanitarian assistance and disaster relief on a large scale following the 2010 earthquake in Haiti. In the wake of subsequent disasters, like the earthquake and tsunami in Japan, social media has provided a way to rapidly provide information to first responders and aide workers. Social media has also facilitated communication with family members and friends when traditional communication lines were damaged. Some platforms like Ushahidi, also emerged which allowed crowdsourcing with geospatial information to rapidly facilitate the delivery of aid and resources to people in need (Schultz, 2011; see Figure 3 for example of Ushahidi platform).  
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Figure 3: Ushahidi showing ostensible need by region. 
These social media platforms, and a community to support their use during crises, have developed organically and predominantly in the form of free open source software. The use of this information for distributing resources suggests a need to validate the information. Currently, crowd sourcing is viewed as a type of validation. If enough individuals post the same information there is an assumption that the information is true and that the volume of consistent information provides validation of the data. The challenge remains to determine whether the volume of data reflects the genuine need.  For example, if there is a high volume of posting for water in location x, is that truly the place of greatest need?  How can aide workers assess the comparative priority of different locations or groups for resources?  

Population Opinion

Social media provides a potential new way to detect trends in population opinion. Such an approach may be more dynamic, less costly, and potentially as effective as the gold standard of survey research and opinion polling.  There are at least two approaches to using social media content for opinion polling: posing questions through the media and collecting specific responses or analyzing the massive amount of data that consists of individual’s opinions on a range of topics. Both approaches have a host of technical challenges.  The first, and perhaps most obvious, is the demographics of the user base of social media. A 2011 study by the Pew Research Center (Hampton, Goulet, Rainie, & Purcell, 2011) illustrates demographic differences across platforms, frequency of use, and changes in use over time. These findings also show that the expansion of availability of social media is rapid. Pew also indicates that though still dominated by younger users, the demographics of social media are broadening. It is difficult to validate who users really are and the demographic they represent based on either self-report or characterizing a user by their profile. This challenge will need to be addressed in future research. 

Organizations have attempted to use social media for explicit opinion polling. For example, news organizations have attempted to post survey questions aligned to user profiles that have been selected to fit a desired demographic (e.g. republican primary voters). This type of on-line poll can be validated against traditional opinion polling techniques. These types of studies will provide insight into the utility of social media for polling.

More technically and scientifically challenging is to characterize public opinion through analysis of the content of social media.  If the technical and scientific challenges are addressed, the constant stream of data that makes up social media could provide a more dynamic characterization of changes in opinion than current polling methods. The first challenge is in characterizing what data is most useful for this purpose.  What is the value of comments on blogs versus comments on news reports?  Where do people express the opinions that are most indicative subsequent behavior? How can influential nodes in a social network be detected for a specific topic? What are the temporal patterns of change around these nodes?  Rigorous empirical testing will shed light on these matters. 

Indications and Warnings

Early indicators of political instability, disease outbreak, and other destabilizing events are critical in preparing responses that can reduce potential for human suffering and international crisis.  Social media provides a potential data source to supplement traditional indications and warnings garnered from news and other sources.  As with opinion polling, there is a significant challenge in characterizing the value of various data streams, identification of users in a specific context that may be at the leading edge of change and influence.  What data is most important?  Is the substance, volume, or temporal change the most critical feature for indications and warnings?  What tools are available for harvesting this information?  Is it possible to automate the detection of signatures of emerging new themes in social media data that are indicators of events unfolding?  Are there thresholds for public action?  Is social media just a communication mode for organizing or do the platforms enable more participation?  All of these questions need to be addressed for social media to become a useful early indicator.

The Way Forward

As social media continues to be adopted as a mode of communication, it will be critical to answer the questions posed in this paper to validate the value of this data, it’s utility to answer military and national security questions, and to assure we consider it in the broader information context.  What current information sources does it replace?  Or does it simply add additional information and nuance to our understanding?

It is critical to characterize these new data sources and test their applicability before they are broadly adopted.  Investment from the private sector and government are expected to grow in this emerging area. The scientific questions posed in this paper remain unanswered. 
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