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Abstract

Recent events in North Africa and the Middle East have confirmed that social media (SM) provides very powerful tools for use by legitimate political groups promoting lawful dissent, as well as those espousing insurgency and insurrection.  In all cases, it was evident that the effects of the SM tools were beyond the capabilities of the then-reigning governments and militaries.  But how does a military organization become competent in understanding and exploiting SM?   Understanding the potential uses of SM is the starting point.  It has been reported 1[]
 that insurgents must go through four phases to carry off an attack: Organize (sympathy, influence and financing); Recruit (recruiting and training); Plan (planning, information gathering and reconnaissance); and Act (operational coordination and external communications).  The “Organize” phase has the most number of SM categories (social networking, video, blogs, livecasting) available for use.  Placing emphasis and resources on the types of SM used during this phase makes sense as this is the best place to intervene in a potential insurgency – before the bullets fly.  Moreover, social networking was shown as having the greatest potential for discovering insurgent organizations in the early phases.  

SM can be expected to represent a prolific intelligence source. Research from the Dark Web project 2[]
 estimates the number of sites used by extremists and terrorists at over 50,000 as of 2007.  So, which ones do we monitor?  The main problems will be coping with the mass of data and having in place the means to analyze and exploit it adequately.  It is unlikely that this can be effectively done manually.  Hence, it is imperative that automated data-mining and social network analysis tools be acquired, developed and optimized.  Further, despite its importance, SM monitoring will likely be given limited resources. This paper will examine the possible types of SM analysis showing the advantages and disadvantages.  It will discuss the commercial exploitation tools and services available concentrating on the top ones in a military context.  Finally, a first look at how such analysis can be combined with other information sources will be presented.
SM, and in particular, social networking is becoming part of the battlescape in which militaries are being asked to operate. To be effective, Commanders must have tools at their disposal that will allow them to understand and predict possible futures.  In particular, Intelligence Analysts must be savvy and competent in understanding the role of SM in conflict.

1.0
iNTRODUCTION

Networks have always played an important role in military terms.  The network of roads build by the Romans allowed their armies to travel and supply themselves over huge distances from Rome.  During the last century, networked communications provided the means for coordinated operations between military units, components and between allies.  It is safe to say that the connectivity and resilience of networks has played a significant role in the ability of militaries to be successful.  For the most part, these past wars have been fought principally between opposing armies, and while the occupation of land is still important, more so today it is the victory over the hearts and minds of the population that brings peace.  Not until the recent confluence of widespread Internet connectivity, the abundance of multipurpose mobile devices, and easy to use social media (SM) applications, has large-scale involvement from a civilian population been possible; from panoptic surveillance of military activities, which are instantaneously posted online, to an ability to quickly mobilize large crowds.  Both these types of involvement have been and continue to be major factors in the Arab Awakening.  In fact, adoption and growth of mobile SM has been particularly rapid in second world and emerging third world countries, as they do not have entrenched social communications legacies to overcome (e.g. wired devices, etc.).  As an example, it is much easier and less expensive to erect wireless network towers and repeaters than it is to lay thousands of miles of cable.  It is for precisely this reason that in many instances in emerging countries, conventional telecom services are rare but cellular usage is widespread.  On balance, it can be expected that insurgent groups will continue to use this technology. The following three examples are offered as cases in point:

· Al Qaeda – Osama bin Laden is well known for having employed mobile (satellite) telephone systems and SMS texting, until it became clear that NATO was exploiting these systems in their attempt to track him down. Notwithstanding this, it is understood that many Al Qaeda activities further abroad still employ wireless communications and (likely) social networking on at least a measured basis;

· Egypt – Famously, the recent popular uprising in Egypt which resulted in President Mubarak being deposed was largely organized and coordinated using TWITTER. The Egyptian government, in particular the police and interior security forces attempted to block TWITTER and other social networking technology, however they were not successful in doing so and it remained a major factor in that event 3[]
; and 

· Libya and Syria – Events surrounding the internal uprising in Syria are still unfolding as of early 2012; however the government has taken steps to ban the use of smart phones capable of producing photos and video for SM sites. Libya does not enjoy the same level of technology adoption or infrastructure that was the case in Egypt. However, we saw the use of mobile devices and social networking technology to publicize events occurring in that country and to generate sympathy for the rebel cause. This is especially noteworthy, as the government forces persistently tried to impose a media blackout in areas were the unrest is most prevalent.  

It is evident that such technology combined with SM sites will overall provide a significant disruptive advantage.  Research from the Dark Web project 2[]
 estimates the number of sites used by extremists and terrorists at over 50,000 as of 2007.  Moon 4[]
 reports that “Islamic extremists have used these websites for recruitment, fundraising, coordination, training, propaganda, and a whole host of different activities.” There exists specific potential for intelligence analysts to leverage those technologies in order to counter the advantage or at least to understand what is happening.  It is for this reason that militaries need to “get in the game” and start to examine and eventually exploit the new realities of fully connected world.
This fully connected world has made the flow of information fast.  No longer are just the military units able to quickly communicate, everyone from the local population to anyone else interested can easily acquire up-to-the-second information from virtually anywhere.  However the huge quantity of information is certainly a barrier to sense making, as is the ability to validate sources of information from members of the population.  This is clearly a problem that can be exploited by well organized intelligence services.  A key to successful operations is ensuring that our OODA loop 5[, 6]
 (for Observe, Orient, Decide, and Act) is faster than the adversary.  Improved situational awareness strengthens our ability to decide and act quickly.  As we continue to move closely towards fully digital societies, both the internet and mobile enabled access (~5 Billion cell phones worldwide) are playing an increasingly larger role.  Again, this is especially true in developing and unstable nation-states.  The principle tools used revolve around SM applications.  SM, and in particular, social networking is becoming part of the battlescape in which militaries are required to operate. To be effective, Commanders must have tools at their disposal that will allow them to understand and predict possible futures.  In particular, Intelligence Analysts must be savvy and competent in understanding the role of SM in conflict and how it can be exploited.
There is a growing interest by the military communities concerning SM.  The Canadian Department of Defence has hosted three symposiums on the military implications and impacts of SM in 2011/2012 (thus far) as a way of trying to understand the military implications of SM.  NATO sponsored a similar specialists meeting (Social Media: Risks and Opportunities in Military Applications) in 2012 and has three possible Research & Technology Organization Exploratory Teams that will look at aspects of SM.  In particular, SAS ET.BY aims to investigate:

· National efforts to monitor, analyse and predict behaviour using SM sources;

· How can SM sources best be exploited?

· Methodologies and algorithms for monitoring (search, filtering, cleaning, indicators), analysis and integration (evaluation of sources, types of analysis) leading to interpretation and possible behaviour prediction (deceptive behaviours, validation of results);  and, 

· Risks and caveats associated with the collection, processing and exploitation of such data.

In addition, Intelligence Advanced Research Projects Activity (IARPA) Open Source Indicators Program, NATOs Cyber Threat Assessment Cell, and FBI’s Open Source and SM alert, mapping, and analysis have all recently issued Requests for Information from industry concerning the analysis of Open Source Intelligence and in particular SM.

While traditional Open Source Intelligence (OSINT) sources (news reports, journals, etc.) are well known, the use of SM as an OSINT source is akin to the “Wild West” – a lack of understanding, methodologies and tools for understanding leading to action.  At the out start, we are even challenged in identifying the added value of this relatively new phenomenon as an information source for intelligence.  The Arab spring has shown the huge impact of democratic communications and speed of the send-receive cycle facilitated by SM.  However, thus far we have had trouble in determining the important questions that can be asked of SM sources.  A study from Carnegie Mellon University aptly describes the problem: “The Challenge for our intelligence services is to find, combine, and detect patterns and trends in the traces of important information lurking among the vast quantities of available data in order to recognize threats and to assess the capabilities and vulnerabilities of those who wish to cause harm to our nation or disrupt our society” 7[]
. 

This paper is organized as follows.  First the differences between SM and traditional OSINT sources are discussed.  Next, the effects of big data are highlighted with respect to SM, followed by a discussion on monitoring of activities.  Following that, analysis is considered and data mashups are touched upon.  The next section is devoted to monitoring tools.  This is wrapped up with a discussion concerning in-house versus openly available monitoring and analysis tools and a short conclusion.
2.0
What makes SM different from other OSINT sources?

Traditional OSINT 8[, 9]
 comes from sources that are for the most part orderly.  They contain content that has likely been edited, produced by professional authors, and use formal easily understood language.  In large part, these sources are revenue generating and hence are easy to find, download and search.  Access to and use of such sources is well defined under existing laws.   Relative to SM, there are a limited number of sources to scour; SM data can be found just about anywhere and everywhere on the Internet.  SM can be defined as “online communications delivered and interacted with, via text, audio and or video (e.g. Facebook, YouTube, weblogs and micro-blogs)” 10[]
.  As shown in Table 1, SM sources have quite a different set of characteristics.  These differences make it very difficult if not impossible to apply most standard data treatment tools to SM data.

Table 1:  A Comparison of Traditional OSINT Sources to SM Sources.
	Traditional OSINT Sources
	SM Sources

	Academic research, books, encyclopaedias,  business and government documents, grey literature, images, journals, periodicals, broadcast media, maps, newspapers, radio
	Blogs and micro-blogs, Internet forums, user-generated FAQs, Chat, podcasts, online games, tags, ratings, comments, social networking sites, online video, wikis, search engines, social bookmarking 

	Edited
	Not-edited

	Written by professional authors
	Written by anyone and everyone 

	Use of proper grammar, spelling and punctuation
	Anything goes 

	Minimal use of sarcasm, street language, profanity
	Anything goes

	Usually well catalogued and contains standardized metadata
	Could be found anywhere, with non-standard folksonomies and tags

	Easy access
	Must be sought out

	Some requiring subscription fees
	Generally free.  However some have limited access due to API restrictions

	Well-defined use of acronyms
	High use of text and chat acronyms – Netlingo 11[]


	Use of most common language dialect 
	Local dialects and special use of words that have different generalized meanings (i.e. “that is sick” meaning “that is really cool”, could also mean that “this is really hot”)

	Audio is clear, audible and generally of high quality
	Audio quality is highly variable

	Video and photos are generally of high quality
	Video and photo quality is highly variable


An appreciation of the differences was highlighted in Proceedings of the International Conference on Web Search and Web Data Mining 2008 12[]
:
The main challenge posed by content in social media sites is the fact that the distribution of quality has high variance: from very high-quality items to low-quality, sometimes abusive content. This makes the tasks of filtering and ranking in such systems more complex than in other domains. However, for information-retrieval tasks, social media systems present inherent advantages over traditional collections of documents: their rich structure offers more available data than in other domains. In addition to document content and link structure, social media exhibit a wide variety of user-to-document relation types, and user-to-user interactions.

3.0
The Effect of Big Data 

A significant characteristic of SM data that differs from traditional OSINT is the size of data sets. The quantity of data generated daily from SM sites (YouTube captures 3.5 Petabytes of video per day) requires that monitoring, capturing and analysing data collected from SM for behaviour prediction be looked at from a Big Data perspective 13[]
.  Big data requires the capacity for processing computation-intensive statistical calculations (i.e. use of a supercomputer or a cluster) as opposed to desktop computers, high-speed large bandwidth connections, and automated algorithms that are specifically designed to handle Terabytes of data and the statistical noise found in real-world data.  For instance, Ediger et al. 14[]
 worked with Twitter and Facebook graphs consisting of 537 million vertex, 8.9 billion edges.  Using a 128-processor Cray XMT, calculating betweenness centrality still took 55 minutes.  They state that “one analysis approach treats the interactions as graphs and applies tools from graph theory, social network analysis, and scale-free networks 15[]
.  However, this volume of data that must be processed to apply these techniques overwhelms current computational capabilities”. Ediger et al. used GraphCT 16[]
 an in-house developed open-source software to analyse the data and were unaware of other available tools for evaluating complex metrics on such large graphs.  

Deciding what, when and how to monitor will be a key approach to limiting the scope of data for processing.  However, with such processing requirements, we need to ask if this type of analysis could be done in theatre or if it requires a call-back capability.  Further, as will be discuss below, the large majority of the emphasis placed on SM monitoring and analytics is for the business world.  Here this interest lies in determining what is being said about “our brand” and where it has positive of negative sentiment.  There are very few COTS (commercial off-the-shelf) or open-source algorithms for the types of analysis conducted by the intelligence community.  Researchers from the Computing Community Consortium 7[]
 state, “commercial data mining tools can be characterized as well-designed tools encapsulating yesterday’s algorithms—they augment but do not substitute for the high levels of expertise required to make use of scalable machine learning.” 

In addition, it will be important to differentiate between the approaches of data-driven vs. goal-driven analysis.  Data driven analysis is akin to data mining – looking for trends and discovering new patterns from large data sets.  Goal driven analysis is based on trying to answer the Commander’s Critical Information Requirements.  Each approach will require some unique methods and algorithms.  Analysis tools will need to be designed based on analysts’ needs and the nature of the data available.

4.0
What activities are important to monitor?

What activities to monitor will depend upon the mandate and resources of the agency.  However, research sponsored by Defence Research and Development Canada (DRDC) 17[]
 and reported on by Forrester et al. 1[]
 shows that groups or organizations must follow a cycle consisting of four phases: Organize, Recruit, Plan, and Act. These represent activities that groups must undertake if they are to conduct those actions necessary to achieve their objectives. Moreover, these phases and activities are not unique, but are typical of those undertaken by any group involved in organizing and executing operations.  Applied to insurgent groups, during the Organize phase they are likely to be trying to gain sympathy for their cause and seeking financial support.  Intelligence efforts are typically aimed at identifying activities in each of these phases, and their associated key indicators, to develop a series of “signatures” that point to the group’s intentions. This in turn may point toward potential insurgent targets and what stage they are at in preparing to act.  Let’s use the case of insurgency to further explore monitoring.

Since insurgencies spring from dissatisfaction with a social structure or government policies, SM technologies will play a significant role in monitoring indications of change in the level of satisfaction with the current regime.  Each insurgency will have its own set of causes, aims and desired end-state.  While insurgency based on religious ideology may be the most difficult to resolve with Western aid, insurgencies that stem from unresolved real or perceived grievances or through a particular group’s desire to gain power seem more manageable – at least to a certain extent.  In these latter cases, monitoring of SM will provide information on where governments have failed to address or satisfy the basic needs of their populous.  More and more today, people will discuss, online, their lack of the basic essentials for a stable life, an irresponsible government, religious oppression, and economic troubles.

Insurgent capabilities have exponentially increased with the availability of sophisticated but inexpensive information technologies that enable the exploitation of mass media to convey their message, propaganda, threat and capabilities to a large audience.  Insurgents seek support internally and externally, and they often conceal fund raising campaigns behind facades of charitable or political organizations 18[]
. Hence, social networking provides a number of advantages to insurgent groups, including:

· The ability to communicate in near real-time and maximize participation; 

· The ability to reach broad audiences. Even if one only hopes to influence 1-in-a-1000 people reached, if one can promulgate a message to 3 million people, then there is the chance to influence 30,000 people for the cause; 

· The ability to react and coordinate activities dynamically across long distances and for many people; and

· The ability to hide in “the Internet crowd” in plain view. The use of electronic media rather than in-person actions provides some degree of anonymity for insurgent organizers and is much more difficult for authorities to “shut down”.

While the seemingly unstructured nature of insurgent groups would seem to defy data capture and analysis, the study 17[]
 results point to the following factors that can be exploited: 

· Perhaps the most significant finding was that the “Organize” phase has the most number of SM categories available for use.  Placing emphasis and resources on this phase makes sense as this is the best place to intervene in a potential insurgency.  

· Social networking has the greatest potential for discovering insurgent organizations in the early phases; hence Social Network Analysis could play a critical role in uncovering developing insurgencies.  SNA is not trivial and requires dedicated teams and comprehensive training.  Further, it is expected that continual or high frequency monitoring would be required to understand the networks, however further study is required in this area.

· In addition to social networks, monitoring of Blogs, Livecasting, Streams, and Business Networks (for funding), was recommended.

· Insurgents can cross international borders and may establish bases in a sympathetic country or in states with weak governments.  Hence, when assessing the technological capabilities of countries of interest, one must not only look at the country in which an insurgency is occurring but must also look to surrounding countries and assess their SM capabilities.

· It should also be noted that many insurgent groups are well aware of the ability of intelligence agencies to monitor electronic devices and networks. Therefore, these groups may try to mask their use of electronic communications via encryption (itself an indicator) or steganography, and also use additional non-electronic networking means on at least an alternative basis. However, certain insurgent activities must be less covert if they are to be effective. Recruiting and the extension of influence are two such examples. Others, such as planning and operational coordination tend to be covert by nature. 

From this brief insurgency case, one can easily see the complexity of deciding upon how monitoring should be conducted.  Such decision should follow from a comprehensive understanding of both the Commander’s and intelligence analyst’s requirements.  Further, there is a need for ensuring that the monitoring priorities are kept current.

5.0
What are the types of analysis possible?

At the basic level, we can simply consider three types of SM data available: 1) the content, 2) the relationship links, and 3) the metadata.  However, this where the simplicity ends.  There are thousands of types of content types: blogs posts, replies and rebuttals; forums; wikis; images; photos; videos; podcasts; comments of all types; ratings; Google maps add-ins; social networking sites; etc.  Links that identify relationships are plenty: links between people and content, people and people, people and groups/organizations/causes, content and content, etc. Finally, there are even more types of metadata connected to all these content types: time; places; reach; influence; followers; contacts; dwell time; click-through; and on and on.  From this content, relationships and metadata, literally endless of combinations and correlations can be made.  The complexity increases again, when this soft data is combined with hard data from other intelligence sources such as sensors.

The Chief Scientist of the US Air Force is looking for another set of sensors to augment the AF arsenal.  However, these sensors will not be mounted to airframes.  Dr Maybury is calling this “social radar”.  The Danger Room 19[]
 reports that “Social Radar won’t be a single sensor to discover your secret yearnings. It’ll be more of a virtual sensor, combining a vast array of technologies and disciplines, all employed to take a society’s pulse and assess its future health. It’s part of a broader Pentagon effort to master the societal and cultural elements of war.”  No easy task given the nature of SM content.

It is important to understand that SM personal profiles and posts most likely cannot be taken at face value.  Ellison et al. 20[]
 state that “online environments offer individuals an increased ability to control their self-presentation, and therefore greater opportunities to engage in misrepresentation.”  In another study Cornwell and Lundgen 21[]
 compared misrepresentation in romantic relationships in cyberspace vs. realspace and found that “cyberspace participants were more prone to misrepresent personal characteristics specifically because they regarded their relationships as less serious and felt less commitment toward them, rather than simply that the communication channel offered greater opportunities for deception.”  Hence, in the content portion of SM, we see what people want us to see.  While this is also true in the real world, the face-to-face nature allows for body language and facial expression to be read in conjunction with what is being said.
Along with the unstructured text of the content of SM, there are large amounts of quantitative data (links and metadata) that is automatically recorded: number of followers; number of hits; likes, connections; and thousands more.  It is easy to apply all sorts of statistical analysis to this data.  However, it must be emphasized that being lulled into the safe haven of quantitative data can quickly lead to a false sense of what is really happening.  Humans cannot be treated like inert physical objects.  There are literally billions of reasons people do the things they do.  Fundamentally, SM data is social data and hence requires a solid framework from which analysis can be conducted.  Once established, the appropriate and valid quantitative analysis can occur.

Similar to monitoring, the analysis conducted will depend on what is being asked and the nature of the data.  While there are countless possible methods and combinations that can be applied, let’s consider one example.  Reynolds et al. 10[]
, using blog and Twitter data, combined computational analysis and a social science framework in order to discover the thought-leaders (those who have a disproportionately large impact on some underlying social group).  They first established the focal concepts using the social science literature.  Once the key concepts (thought – information – leader) were made explicit they determined the appropriate metrics.  They found that Twitter and blog data both appear to follow a power law distribution, hence they used “posting frequency as one key metric in identifying an online leader”.  Next they observed that some frequent posts do not add to the value of the discussion and that these posts tend to generate very few responses – another metric.  Finally they used the “number of comments per post author” as a third metric.  Reynolds et al. concluded that “once the online data has been gathered it is then possible to calculate the three quantities previously discussed and sort them from highest to lowest value. Those entities that rank highly in all three measures are, by our definition, thought- or information-leaders” 10[]
 .
For anyone who participates in SM, it is evident that the quality of user-generated data can range from words of wisdom to complete and utter rubbish.  Agichtein et al. 12[]
, looked at finding high-quality content in SM application contained in the Yahoo Answers application. They concentrated on intrinsic content quality (the de-facto text classifier, visual quality, syntactic and semantic complexity, and grammaticality), contributor and user relationships (“good answerers write “good” answers, or vote for other “good” answerers, etc.), and content usage statistics.  Let’s take a closer look at this last metric: “Users of the content (who may or may not also be contributors) provide valuable information about the items they find interesting. In particular, usage statistics such as the number of clicks on the item and dwell time have been shown useful in the context of identifying high quality web search results, and are complementary to link-analysis based methods.”  Using these metrics they calculated a quality score that was used to feed a classifier algorithm.

From these examples, we confirm the earlier claim about combining social science research with the quantitative data.  We also see that there are infinite ways one can combine metrics.  In the case of the intelligence community, that is already dealing with multi-source intelligence and tends to be past the point of information overload, much of the monitoring and preliminary analysis will need to be conducted automatically.  Machine learning will factor large in the development of the algorithms for monitoring, filtering & capturing, analyzing, and possible behaviour prediction.  Machine learning first applies statistical analysis methods to data sets in order to generate a predictive model.  Using this model similar data can then be analysed.  Bryant et al. 7[]
 highlight  areas where machine learning can be applied to intelligence problems (a sample shown below in italics):

· Language translation: Translating documents from one human language to another. Modern translation systems create sophisticated statistical models of how the words, phrases, and syntactic structures of one language map to another. State-of-the-art systems are still not as good as expert human translators, but they are able to generate translations that capture the major points of a document, and therefore they can be used to filter a collection of documents down to those that should be translated by humans.  SM presents an even greater challenge to traditional translation as authors are not professional writers, posts are written in everyday language that includes slang and numerous short forms, and posts are written by different people in many languages and styles.

· Knowledge extraction: Creating a database of statistically validated facts from unstructured and questionable sources, such as SM. Learning algorithms construct and refine these databases by iteratively gathering facts with increasing certainty as more sources are combined. They rely on the property that many facts are stated in multiple locations and so they get statistically reinforced, while false information has a much lower rate of occurrence and is likely to be contradicted. 

· Document summarization: Extracting the sense of a document, or more interestingly a group of topically-related documents, and establishing the main points of consensus and divergence. This can greatly improve the productivity of analysts trying to screen large document collections and enable the tracking of overall trends on what topics are of most importance.  Efficient summarization can greatly reduce the volume of information that an analyst must evaluate. 

· Trend identification: Detecting, presenting, and validating or refuting patterns of information to determine evolving trends and their nature (e.g., unique, cyclic, etc.), as well as possible causal linkages among trends and supporting evidence.

· Active learning: Determining where information is lacking and which data would be most productive to acquire. This information can be used, for example, to determine where best to deploy further satellite surveillance, human assets, or signal intercepts. 

5.1
Data Mashups
The 2001 NATO Open Source Intelligence Gathering Handbook 9[]
 describes some possible types of single-source combinations:  
OSINT is an essential contextual and foundation element for classified intelligence operations. Overt human sources can help target and validate clandestine human intelligence (HUMINT) sources. Overt broadcast information can be used to better understand covertly collected signals intelligence (SIGINT). Commercial geospatial information, especially wide-area surveillance imagery, can be used to significantly enhance the value of the more narrowly focused covert imagery intelligence (IMINT) capabilities. OSINT can also make contributions to the emerging discipline of Measurements and Signatures Intelligence (MASINT), to Counterintelligence (CI), and to Operations Security (OPSEC). 
In essence, SM is part of OSINT (for a taxonomy see 22[]
) and could be treated as just another single source in the intelligence world.  However, at closer look, SM is really a very complex set of sources that includes hundreds of difference data formats, languages and millions of authors.  It requires an understanding of social science for accurate interpretation of data.  It is possible that SM data will allow for independent conclusions to be drawn however, it is much more likely that such data will be used in combination with other intelligence sources.

For example, Colbaugh et al. 23[]
 used a graph-based framework to model social dynamics to try to predict an early warning for Muslim mobilization.  In this real-world case study they investigated the Muslim reaction, in blog discussions, to certain incidents and mapped the diffusion of these potential triggers.  They concluded that, “early diffusion of mobilization-related activity (here blog discussions) across disparate social communities may be a useful early indicator of significant mobilization events.” Such an indicator is useful but becomes more so when combined with other sources; perhaps combining mobile-device activity in a concentrated area (SIGINT) with the SM data to predict possible physical assembly of people (protest).

So as a starting point, real-time monitoring of SM could be used to provide warning indicators (“in intelligence usage, items of information which reflect the intention or capability of a potential enemy to adopt or reject a course of action” 24[]
).   Indeed simple analysis based on real-time monitoring could allow one to seize opportunity – to dampen ‘bad’ things and ‘encourage’ good things.   As discussed above, one must be careful in determining what data to use from SM sources.  Indicators must not only be collectable but also should be “as discrete and objective as possible, even to the point of being answerable as yes/no questions.”  “The ideal indicators are those that discriminate between the various possibilities or ECOAs (enemy courses of action) one has identified.  Many potential indicators will simply be indications of enemy activity; even if they are collectible, discrete and objective, all they may really indicate is that the enemy is active.  If an indicator would be active regardless of which possibility or ECOA the enemy are pursuing, then it is not of great value.  We want indicators that would only be active if the enemy were following one particular course of action. ” 25[]
. 
6.0
What tools are available?

The business world has produced numerous guides and websites 
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[26-33]
 pertaining to SM monitoring and analytics.  These guides review both free tools such as Google analytics, Tweetreach, Youtube Insight, and paid services such as Radian6, Sysomos, Collective Intellect.  The free tools are very limited and most of the free tool providers have paid services that they would rather sell.  Free tools most often limit the number of keywords that can be used or have no analytic capability.  The overall number of service providers is large (227 providers based on 30[]
).  Table 2 shows the types of SM monitored and the number of service providers in each category.

Table 2: Types of SM Monitored vs. Number of Service Providers.
	Source data – what type of SM is being used
	Number of service providers

	Twitter (micro-blog)
	26

	Facebook
	3

	Blogs
	8

	News feeds
	2

	Internet forums
	2

	Video
	2

	A limited combination of the above
	19

	All of the above
	165


The typical service provider helps companies to track and access mentions of their brand or business within the SM online and generally includes some analytic capability.  Analysis includes search-specific mentions, sentiment, influence, authority, reach, trend analysis, and brand comparisons.  They claim to help companies answer: Who’s winning in social?   Companies are compared using follower bases across the leading social networks and activity streams show who, when and where an audience is engaging in real-time.  A typical dashboard is shown in Figure 1.  
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Figure 1: A screen shot from Radian 6 showing a typical analytic dashboard.
Another type of analysis measures a user’s influence across their social network.  Services like Klout 34[]
, PeerIndex 35[]
 and Kred Influence Measurement 36[]
 perform analysis on data from site such as Facebook and Twitter to produce a score that measures the size of a person’s network, created content and how others interact with the content. Kred for instance measures a user’s relative ability to inspire actions from others like retweeting, replies or new followers.

The services have also evolved into full end-to-end solutions that allow companies to launch campaigns, listen, engage and answer within the online conversations. The following questions, developed by Katie Van Domelen 33[]
 are used to help companies decide what data they would like to discover on SM:  

· First – What are the objectives? What questions are you trying to answer?
· Competitive analysis: How does your brand stack up to the competition?

· On-going monitoring: What are people saying about your brand and how can you use that information to either repair your reputation or identify opportunities?

· Research: How do people talk about your industry and who are the influencers? How can your brand participate in this space most effectively?

· Second – Are there any special types of information you’ll need? That could be things like:
· Filtering by region: How specific will you need to be? County, region, state or city?

· Languages: Will you need to analyze foreign languages and do you have anyone in house to translate or will you need the tool to handle that?

· Demographics: Do you want to be able to filter by the demographics of the author?

· Sentiment: How much are you willing to automate verse check by hand? In other words, how accurate does it need to be?”  

Certainly some of these questions would also need to be answered by intelligence agencies in determining how to use SM.  Without knowing the specific analytical requirements, it is hard to determine which potential monitoring/analytical services might be required by intelligence agencies.  However, Table 3 and 4 provide an initial look at some of the more popular paid and free services.  While these tables are not comprehensive and are intended to provide a representative list of the various services and analytics that are available.  There are some important factors when choosing a service that is not readily evident on the company website.  For instance some other important considerations are: the number of keyword allowed for a search, the refresh rate of the data, the number of search results retrieved, access to the “data fire hose” from sites such as Twitter and Facebook, and the size of the history in the services databases.

Table 3: Examples of Paid SM Monitoring Services.
	Company
	Services
	Data used
	Types of analysis

	Radian 6 

Canadian Base company 

http://www.radian6.com/
Costs:$600/month
	Radian6 is more than just a SM monitoring platform. It is a full service listening tool that provides the means to listen, measure, engage and discover in order to create greater connections with fans.

Multiple languages are supported including; English, French, Italian, German, simple Chinese, Korean and Japanese.
	>100million SM sites:

YouTube, Google Video, Metacafe, Revver, Veoh, Dailymotion, Bebo, Grouper, BrightCove and many more.

Twitter, Google Buzz, LinkedIn, Facebook fan pages, public discussion forums and opinion sites.

Mainstream media coverage from more than20,000 online sources.
	Numerous analysis widgets can be set up to analyze within a date range or for pre-set days, including Conversation Cloud (pulls the50 most common words associated with your mentions), Topic Analysis (breaks the mentions down by the words within them) and Trending Analysis (shows how mentions change over time).

Automatically determines whether a post is positive or negative; however users can override ranking.

	Collective Intellect

USA based company

http://www.collectiveintellect.com/
Cost: Pricing starts at $300/month and scales based on specific client needs, according to published reports
	Using a combination of self-serve client dashboards and human analysis, Collective Intellect offers a robust monitoring and measurement tool suited to mid-size to large companies with its Social CRM Insights platform. It applies spam management techniques and text analysis to clean data sets, delivering customers rich intelligence.  It provides sophisticated SM and text mining analysis and perceptions of your customers and industry. 
	All types of SM
	Semantic and text mining technology, allows you to monitor and analyze private and public data, including SM, to surface consumer intentions, preferences and considerations.  The suite of SM and text mining tools and services are built on proprietary, semantic search and latent semantic analytics technology, which quickly achieves precise content categorization for more robust and actionable insights.

	Twitter Analyzer 

Netherlands based company

http://www.twitalyzer.com 

There are free and paid plans up to $99/month
	Services include the following:

Automatic Daily Updates

Full Data Export

Email Support

Weekly Email Reports

Weekly Archives 

Multiple-Account Tracking

Daily Granularity 

Custom Date Range Reporting

Custom URL Shorteners

Competitive Account Tracking

Automatic Discovery 

Twitalyzer API Access

Daily Email Alerts

Daily Archives
	Twitter


	Geolocating

Google Analytics

30 metrics

Visualization tools

bit.ly 

ow.ly

j.mp

	Tweetbeep

USA based company

http://www.tweetbeep.com  

Offered as a free service however, $20/month you get 200 alerts, a 15 minute alert option, and no advertisements.
	Keep track of conversations that mention specific brands, products, companies, anything, with hourly updates! 

It can even keep track of who's tweeting specific websites or blogs, even if they use a shortened URL (like bit.ly or tinyurl.com). 
	Twitter
	Monitoring 

Comment:  This is an example of a typical brand monitoring site – probably not too useful for military applications unless used by the PR departments.

	uberVU

USA based company

http://www.ubervu.com/ 
Prices based on access, number of users and data streams & volume.
	uberVU is an end-to-end social enterprise dashboard featuring SM Monitoring, Analytics, Engagement, Reporting & Collaboration.

Easily pinpoint influencers, leads or customer service issues. Filter mentions by Sentiment, Language, Location or Followers in seconds.
	Real time mentions from Twitter, Facebook, blogs, news sites and other social services
	Heatmaps,

Sentiment,

Daily mentions,

Gender distribution,

Number of mentions, 

number of retweets, 

top countries, 

top languages 

Comment: Could be used to show geographical areas where certain topics are hot.

	Sysomos

Canadian Base company 

http://www.sysomos.com/
Entry-level price of $500/month.
	Sysomos provides real-time monitoring and measurement tool that provides constantly updated snapshots of SM conversations delivered using a variety of user-friendly graphics. Heartbeat organizes conversations, manages workflow, facilitates collaboration and provides ways to engage with key influencers.


	Sysomos provides access to a comprehensive database of social conversations, with real-time coverage and historical archive of more than 20 billion posts.
	Monitor SM conversations

Measure key metrics around buzz and sentiment

Engage with key influencers and opinion leaders

Conduct comparisons between competitors and topics.



	Sysomos (cont’d)

	Sysomos' products capture conversations in multiple languages with ability to translate.
	Its crawlers collect more than 8 million new posts every hour, from sources including blogs, forums, news sites, Twitter, YouTube, Facebook, Flickr, LinkedIn and numerous other social network services. 
	Capability to define SM monitoring queries properly with Boolean words like OR, AND or NOT

	Lithium

USA based company

http://www.lithium.com/
Cost:  Base plan of $249/month for five users and five searches.
	Monitors search-specific mentions and sentiment in SM outlets and outputs them into easy-to-read graphs and numbers resembling the stock market.
	Aggregate information from a variety of platforms including blog posts and comments, Twitter, Facebook, Flickr and many others
	All SM channels.   Searches range across millions of sources: Twitter, Facebook, YouTube and other video sharing sites, Flickr and other image sharing sites, blogs, forums, and your own community


Table 4: Examples of Free SM Monitoring Services
	Free sites
	Services
	Data used
	Types of analysis

	Tip Top 

http://feeltiptop.com/ 
	Provides up to the minute news, also provides a search box.


	Twitter, news sources, web pages
	Can limit search to particular cities across the world.

Comment: Could be used as a quick reference site for up-to-minute news and twitter chatter.

	Monitter 

http://www.monitter.com 
	Monitter is a real time twitter search tool that enables the monitoring of a set of keywords on twitter. It also allows narrowing of the search to a particular geographic location, allowing one to find out what’s going on in a particular part of the world.
	Twitter
	Monitor only 

Comment:  Provides decent real-time monitoring of twitter.

	Twitter search  

http://twitter.com/#!/search-home 
	Real time twitter feed with keyword search

Can use search operators such as:  movie -scary :) finds tweets... containing "movie", but not "scary", and with a positive attitude.
	Twitter
	Monitor only 

Comment: This is from the source Twitter itself.  Good capability to monitor tweets in real time with advance search operators.

	Twitter counter 

http://twittercounter.com/

	Twitter Counter tracks statistics of more than 10 million Twitter users


	Twitter
	Various stats on number of tweets, followers vs. time.

Comment: Could be used to verify previously identified suspects

	Boardreader 

http://boardreader.com/

	BoardReader was developed to address the shortcomings of current search engine technology to accurately find and display information contained on the Web's forums and message boards. Founded in May 2000 by engineers and students from the University of Michigan, Boardreader uses proprietary software that allows users to search multiple message boards simultaneously, allowing users to share information in a truly global sense.
	Videos 

Movies 

News 

Press Releases,

Instructions 

Articles,

Browse top internet Sites 
	None

Comment: Could be used in background searches

	Boardreader (cont’d)
	
	Domains

Topics

Projects
	

	Free sites
	Services
	Data used
	Types of analysis

	Technorati

 http://technorati.com/ 
	The leading blog search engine and directory, Technorati.com indexes more than a million blogs. The site has become the definitive source for the top stories, opinions, photos and videos emerging across news, entertainment, technology, lifestyle, sports, politics and business. Technorati.com tracks not only the authority and influence of blogs, but also the most comprehensive and current index of who and what is most popular in the Blogosphere 
	Blogs
	None

Comment: Search capability A good source for keeping track of the blogoshpere

	Google Alerts

http://www.google.com/alerts

	Google Alerts are email updates of the latest relevant Google results (web, news, etc.) based on your queries.  Content can be translated into any language from within the tool.


	All blog posts indexed by Google. 

All videos indexed by Google. 

All news stories indexed by Google
	None.  Comment:  can use up to 1000 keywords and has an unlimited number of search results retrieved.


7.0
Discussion

So how does one go about choosing between a free or paid monitoring service or developing an in-house capability?  If SM monitoring has never been conducted by your agency, it might be a wise idea to try some of the free tools and perhaps a paid service in order to start to understand the types of data and information that are available.  As expertise is developed in “what SM sources can provide” discussions with intelligence analysts can determine how these sources could be exploited.  

The immediate advantages of established services are that one can easily find a service that provides comprehensive monitoring coverage of SM.  Some services provide an extensive history of the sites and hence can be used for data and trend analysis.  The services are not very expensive and are simple to set up and use.  

For serious intelligence use, the disadvantages are significant.  First off, there is very little analysis capability and hence in-house tools would still need to be developed.  Algorithms and filters would also need to be developed to deal with specific translation, cultural issues, spam removal, duplicate removal i.e. lots of re-tweets that do not provide any new information (granted there are a few paid services do provide some cleaning of data).  During the research of services, it was found that a large number of services were no longer available or had been acquired by the giants (Google, Twitter etc). One could extrapolate that it is even more important to have an in-house capability to ensure continuity of service.  Finally, the sticky issue in all intelligence matters concerns privacy and security.  With a paid service, there would be no iron-clad guarantee that information about your searches would remain unknown by others.  Remaining anonymous is a huge issue for the intelligence community.  Companies do make statements like: “We take your privacy very seriously. We will not disclose any of your information to any third party except where required to by law.”  However, there have been many examples of private information leaking into the mainstream media, large scale credit card theft from major companies being a prime example.  By using a service to conduct monitoring there is no guarantee that your search keywords will be protected.

Developing an in-house capability implies consideration of some important issues that were mentioned in the sections above.  First, when dealing with the amounts of data involved in monitoring and analysing SM, for most, an increase in data storage and concentrated computing power would be required.  Second, depending on the SM sources of interest, one would likely need to acquire the rights and APIs required to access the “data fire hose”.  Regardless of how one goes about monitoring, the state of the art of natural language processing and machine learning are still very much in development.  As such, dedicated research and development is required to move the yardsticks in these areas.  This does however, provide an opportunity for international collaboration and sharing of services between friendly intelligence services. 

Finally, there are many issues that were not touched upon in this paper: how to data scrape; signal-to-noise ratios; the legality of data collection; how to protect identity; etc.  Perhaps the most significant is the determination of the reliability, credibility, and validation of SM sources.  This is a matter taken very seriously by intelligence analysts and will be dealt with in a future paper.  Sufficient to say that while this determination is tricky for all sources, the mere number of potential distinct source contributors makes this problem especially intriguing with socially-generated content.
8.0
Conclusion

This paper has presented some of the issues surrounding the monitoring and analysis of SM data using the tools and services available on the Internet.  There is clearly a sense of urgency expressed by intelligence agencies to understand and become competent in this still very emergent phenomenon.  Additionally, it is evident by the number of SM monitoring start ups, that the business world has realized the importance of SM and are “already in the game”.  SM data is different from traditional OSINT and requires both a social science framework as well as massive data manipulation (cleaning, translating of both language and special use of word and acronyms).  Further, the sheer quantities of available data require a shift in computing paradigm.  Indeed, with all these challenges, it is exciting times for research and development.

When one considers the amount of variables involved in determining the correct combination of services and tools for monitoring and analysis, it is better not to make recommendations.  However, some general statements reflecting an intelligence need can be made.  

· There are services available for comprehensive monitoring of SM.

· The types of available analysis tools are very limited for intelligence work and in-house development will need to occur.

· For security and privacy reasons, it is unlikely that a paid service could be used for sensitive monitoring – unless of course the purpose is to let the monitoring to be known.

· SM is a very promising source.  It is also a source that is constantly evolving.  There are many questions still left to ask and answer.  

· To determine the utility and develop the right tools and methods for monitoring and analysis, the intelligence and research & development community will need to work closely together.
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