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ABSTRACT
Internet-based social media have changed the way that people communicate and interact with others. As more and more people engage in internet-based social media to share information and develop social relationships, the disruptive impact of internet-based social media on national defence and security need to be closely examined. In order to detect, minimize, and/or prevent the disruptive impact of social media, rigorous data analysis is critical.

The emergence of internet-based social media challenges analytical techniques for data analysis. Compared to the data gathered through traditional means (e.g., experiments, surveys and interviews), social media data include much richer content (e.g., text messages, photos, videos, etc., generated by millions of users), and metadata (“data about data”). Given the richness and the high volume of social media data, appropriate analytical techniques are crucial for valid and accurate data assessments. The consequences of conducting data analyses with inappropriate analytical techniques are poor data assessments and incomplete information for senior military leaders. 

Currently, many analytical techniques such as content/semantic analysis and social network analysis have been adopted to evaluate some aspects of social media data. These techniques assist in detecting patterns in the content or the social relationships among social media users. These analytical techniques, however, are limited in exploring the important interactions among users, as well as the connections between content, the metadata, and users. As a result, a dynamic perspective on data analysis has emerged, which includes the adaptation of dynamic network analyses, dynamic graph algorithms, and visual analytics. This paper explains this dynamic perspective and its strategic importance for detecting, minimizing and preventing the disruptive impacts of internet-based social media on national defence and security.

1.0
importance
The rise of internet-based social media (e.g., Facebook, Google+, Twitter, YouTube, etc.) has changed the way that people communicate and interact with others. Unlike one-to-one or one-to-many communication, internet-based social media technologies allow many-to-many communication: people communicate and interact with a large number of others simultaneously, and the contents that they have created and presented on social media platforms are instantaneously accessed by others. In addition, little or no cost and no specialized skills are required to use these internet-based social media technologies. The military can also take advantage of internet-based social media for the following: 

· To improve the communication and interaction among military personnel while carrying on their missions;

· To enhance the communication and interaction between military personnel and their families and friends;

· To promote collaborations among military personnel and among military/civilian organizations; and

· To assist in understanding emerging issues among military personnel. 

On the other hand, internet-based social media tends to be decentralized and non-hierarchical, which may challenge the hierarchical structure of traditional institutions such as the hierarchies of rank and command in military organizations. In addition, it may be difficult to remove content presented on various social media platforms that can be easily accessed and disseminated by a significant number of others. This may result in information leakage. For example, the information flowed and exchanged within online social networks may include military personnel’s identities, descriptions about jobs/military organizations, as well as personnel opinions, habits, weaknesses, and dissatisfactions. All of this information could be easily extracted by enemies posing as friends and be attached to strategically important military personnel through their online social networks or other social media platforms (Wang, 2011). Furthermore, the use of internet-based social media technologies by military personnel may create cyber vulnerabilities (e.g., viruses and other cyber threats). Therefore, as more and more military personnel engage in internet-based social media to share information and develop social relationships, the potential threat posed by internet-based social media on national defence and security must be closely examined.  

Restricting the access of military personnel to internet-based social media will eliminate any potential disruptive impacts on national defence and security, and limiting access may mitigate these disruptive impacts. Nevertheless, any implementation of these two options for military personnel will also diminish opportunities to “harness the power of millions of minds.” Due to the advantages of internet-based social media and its popularity among younger people, militaries are more likely to authorize personnel access to internet-based social media in the military in the near future. Therefore, it is strategically important to identify, minimize, and prevent the disruptive impact of internet-based social media on national defence and security. 

Rigorous social media data analysis is critical for identifying and mitigating the impact of internet-based social media on national defence and security. The next section discusses the content and key features of social media data and the analytical challenges involved with it. 
2.0
social media Data
2.1
Content

Clever et al., (2008) argue that social media content consists of “different kinds of media contents created and published by amateurs who have just been at the consuming end in the past.” Social media content has been frequently described as User Created Content (UCC) and/or User Generated Content (UGC). Wikipedia, for example, defines UCC (i.e., social media content) as “information content created by people using highly accessible and scalable publishing technologies that are intended to facilitate communications, influence and interaction with peers and with public audiences, typically via the Internet and mobile communications networks.” Kaplan and Haenlein (2010) define social media content as UGC and believe that it is “a group of Internet-based applications that build on the ideological and technological foundations of Web 2.0, and that allow the creation and exchange of User Generated Content” (p. 61). 

While UCC and UGC have been used interchangeably in the literature, the Organisation for Economic Cooperation and Development (OECD) argues that UCC and UGC are not the same. According to the OECD, UCC needs to meet the following requirements (quoted directly from OECD 2007, p. 8): 

· Publication requirement: It has to be published on a publicly accessible website or on a page on a social networking site only accessible to a select group of people.

· Creative effort: This implies that a certain amount of creative effort was put into creating the work or adapting existing works to construct a new one; i.e. users must add their own value to the work. The creative effort behind UCC often also has a collaborative element to it, as is the case with websites which users can edit collaboratively.

· Creation outside of professional routines and practises: User-created content is generally created outside of professional routines and practices.

Therefore, according to the OECD’s proposal, UCC excludes the following: 

· Content exchanged in e-mails or instant messages; 

· Content that merely replicates already existing content (e.g., posting a copy of an existing newspaper article on a personal blog without any modifications or commenting); and 

· Content that has been created for commercial reasons. 

The above three contents may or may not be excluded in social media data analysis. For example, little meaningful analysis can be done for a copy of an existing newspaper article on a personal blog without any modifications or commentary added. However, if others followed the post and made a significant number of additional comments, this post would not be excluded from social media data analysis. 
2.2
One Type of Big Data

Social media data have been frequently described as Big Data. While the terms social media data and Big Data have been used interchangeably, social media data are only one type of Big Data. The concept of Big Data has been defined through three important attributes: volume, velocity, and variety (Figure 1). Volume describes the data size; velocity illustrates the frequency of data generation or the frequency of data delivery; variety explains the data sources (Russom, 2011). Apart from social media data, Big Data come from a large variety of sources such as “data from supply chain applications, text data from call center applications, semi-structured data from various business-to-business processes, and geospatial data in logistics” and “data coming off of any kind of device or sensor, say robotic manufacturing machines, thermometers sensing temperature, microphones listening for movement in a secure area, or video cameras scanning for a specific face in a crowd” (Russom, 2011, p. 7). 
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Figure 1: The Three Attributes of Big Data (Russom, 2011, p. 6).
2.3
Unique Features

As one type of Big Data, social media data are unique in comparison with other types of data. Figure 2 illustrates the unique features of social media data.  
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Figure 2: Unique Features of Social Media Data.
2.3.1
Volume 

Compared to data gathered through traditional means (e.g., experiments, surveys and interviews), the volume of social media data could be extremely large, as millions of users constantly create content by communicating and interacting with their peers and public audiences through internet-based social media. For example:
· Twitter had over 300 million users by 2011, generating over 300 million tweets and handling over 1.6 billion search queries per day;

· Facebook contains over 900 million objects that people interact with (pages, groups, events and community pages). The average user is connected to 80 community pages, groups and events. More than 2 billion posts are liked to and commented on each day and an average of more than 250 million photos are uploaded each day;
 and
· YouTube receives 48 hours of video every minute, which translates into eight years of content uploaded every day.”
 In addition, 100 million people interact socially on YouTube (e.g., through likes, shares, comments, etc.) every week.” 

2.3.2
Content

A great variety of content is created by social media users when they send text messages, use Facebook and Twitter, write blogs, share photos and videos with others. Some users even prefer to use various media concurrently. For example, “nearly 17 million people have connected their YouTube account to at least one social service (Facebook, Twitter, Orkut, Buzz, etc),”
 and “150 years of YouTube video are watched every day on Facebook…and every minute more than 500 tweets contain YouTube links.”
 Besides this multimedia content, metadata (which is usually referred as “the data about data”) are generated to describe, explain, locate, or otherwise make it easier to retrieve, use, or manage an information resource (NISO, 2004, p. 1).

2.3.3
Structure

Social media content is interconnected. Content is also attached to the users who created and utilized it, and is associated with online events and online groups/communities.
 All these connections/associations reflect the complex structures of social media data, and these structures explain “who generated which content under which condition for what reasons.” For example, the relations among tweets as well as the relations between tweets and the users who generated and/or followed these tweets are very important to data analysis for Twitter. A study on Twitter showed that 50% of the content consumed on Twitter between July 28, 2009 and March 8, 2010 was produced by only 20,000 accounts comprising less than 0.05% of the user population (Wu et al., 2011). 

2.3.4
User-Driven Content
In addition to the features discussed above, user-driven nature of content is another unique feature of social media data. Kaplan and Haenlein (2010) argue that social media is “a group of Internet-based applications that build on the ideological and technological foundations of Web 2.0 …” (p. 61). To further discuss the term, Web 2.0,
 Cormode and Krishnamurthy (2008) propose that “the essential difference between Web 1.0 and Web 2.0 is that content creators were few in Web 1.0 with the vast majority of users simply acting as consumers of content, while any participant can be a content creator in Web 2.0 and numerous technological aids have been created to maximize the potential for content creation” (p. 2). Conversely, Tim Berners-Lee, the originator of the World Wide Web, argues that Web 2.0 is “a piece of jargon”: “Nobody really knows what it means….If Web 2.0 for you is blogs and wikis, then that is people to people. But that was what the Web was supposed to be all along” (cited in Anderson, 2006). While the debate over Web 2.0 will likely continue, there is no doubt that internet-based social media tools provide people opportunities to create contents at the time and in the form of their choosing. This user-driven nature of social media content can be contrasted with the so-called researcher-driven nature of traditional research content. In traditional research, content is generated by selected participants at the time and under the conditions specified by researchers. 

Furthermore, user-generated social media content facilitates in-depth social influence and interaction among social media users as well as with their peers and with public audiences (Bruns & Bahnisch, 2009a, b). Because social communication and interaction are continually evolving, a social media user may generate new content under the influence of other users’ content, and the new content created by this user may impact other users in return. Therefore, social media content are interdependent and dynamic.

3.0
Social Media Data Analysis
3.1
Analytical Challenge

Because of their unique features, social media data pose a challenge to the analytic techniques used in traditional research. The amount of data gathered through traditional means (e.g., experiments, surveys and interviews) is usually small, and these data can be stored on floppy disks when data are in kilobytes, on hard disks when data are in megabytes, and in disk arrays when data are in terabytes. As Anderson (2008) states, data are now in the Petabyte Age and have to be stored in the cloud. Anderson also suggests that “as we moved along that progression, we went from the folder analogy to the file cabinet analogy to the library analogy to – well, at petabytes we ran out of organizational analogies.” Because the quantity of social media data is much greater than the quantity of data gathered in traditional research, standard software for traditional research (e.g., SAS) is no longer capable of handling social media data. 

In addition, the standard software for traditional research cannot analyse some forms of social media data (e.g., picture, sound, video, etc.) and the structures of these data (e.g., network properties). To address the challenges resulting from the large quantity, rich content, and complex structures of social media data, many new kinds of data analysis software have been created in the past decade (e.g., SAS Social Media Analytics). This software allows researchers to conduct content, semantic or network analyses for various forms of social media content (e.g., text, images, video, audio, speech, music, sketches, technical drawings and multimodal combinations) in a timely fashion.

3.2
Paradigm Shift

Some of the new kinds of software can address the analytic challenges because their features allow them to handle social media data (e.g., large volumes of data, multimedia content, and other complex structures particular social media data). Yet this new software is unable to deal with the user-driven nature of social media data, which is one of its key features. Social media data are generated by users at the time and on the conditions that they have chosen. Social media data are unlike the data gathered through traditional research, because these data are generated from selected participants at the time and under the conditions specified by researchers. It should be noted that in traditional research, such as experiments and surveys, researchers follow a theory-driven approach: they usually specify research questions and hypotheses based on theories first, and then design experiments or surveys that the selected participants have to complete. The goal of data analysis in traditional research is to test the hypotheses and validate theories.
 

Given the user-driven nature of social media data, researchers need to follow a data-driven approach in social media data analysis: researchers need to observe what has been created and posted by social media users. Instead of testing hypotheses or validating theories based on the data generated by selected participants under the conditions specified by researchers, the goal of social media data analysis is to detect trends or patterns from massive data, to analyze the causal relationships underpinning the trends or patterns, and to predict future trends or patterns based on the causal relationships.
 

The shift from a theory-driven approach to a data-driven approach has been seen as a research paradigm shift (Gray, 2009). Kell (n.d.) proposes that “existing research paradigms such as experimental and theoretical research and computer simulations of natural phenomena” are no longer suitable for analysis of massive data.
 Nonetheless, Wilbanks (2009) argues that:
“this is actually not a paradigm shift in the Kuhnian sense. Data is not sweeping away the old reality. Data is simply placing a set of burdens on the methodologies and social habits we use to deal with and communicate our empiricism and our theory, on the robustness and complexity of our simulations, and on the way we expose, transmit, and integrate our knowledge. What needs to change is our paradigm of ourselves as scientists – not the old paradigms of discovery” (p. 210).
Changing the “paradigm of ourselves as scientists” is very challenging. For example, some researchers use new software to identify trends/patterns from massive social media data. They claim that “petabytes allow us to say ‘correlation is enough’.…We can throw the numbers into the biggest computing clusters the world has ever seen and let statistical algorithms find patterns where science cannot” (Bollier, 2010, p. 4-5). Although statistical algorithms can assist in identifying patterns, it could provide non-meaningful trends/patterns.

Moreover, identifying trends or patterns is only a part of scientific research. It does not determine any causal relationship underpinning these trends or patterns (Seifert, 2004), which is the other part of scientific research—to discover the fundamental reasons why everything works the way it works. The second part of the scientific research has not been concerned with the fundamentals underlying social media data analysis. In a business context, scientifically rigorous findings—i.e., the accuracy and the objectiveness of trend/pattern analyses—may not be the primary interest, as long as trend or pattern analyses conduce to making profit (Bollier, 2010). 

3.3
A New Perspective

Given the user-driven nature of social media data, user-created content accumulates and evolves as a consequence of continuous social interaction among social media users. This dynamic feature of social media data requires researchers to go beyond analyses on static data, into such themes as posted messages, photos, videos, or tweets, and the network structures among social media users. It calls for further examinations of the evolution of social media content and the evolution of interactions among social media users, between users and content, as well as among users and content and online events/groups/communities. Accordingly, a dynamic perspective on social media data analysis has emerged that adopts dynamic network analyses, dynamic graph algorithms, and visual analytics. The next section reviews this dynamic perspective and discusses the strategic importance of applying this perspective to social media data analysis. 

4.0
a dynamic perspective
The dynamic perspective mainly comes from social network analysis. Although social network analysis can be traced back to the ancient Greeks (Scott, 2000), the most well-known early researcher on non-human social network analysis is Pierre Huber (who examined patterned interaction among ants in 1810; cited in Kadushin, 2005), and the most well-known early researcher on human social network analysis is Jacob Moreno. He devised a system for representing a social network as a combination of points (people) and lines (relationships) in the 1930s (Moreno, 1934). After Moreno’s work on social networks, two distinct classical perspectives
 of social network analysis arose from sociology and anthropology respectively. 

Under the influence of Georg Simmel (1902), the sociocentric network analysis perspective arose in sociology. This perspective suggests that network analysis should focus on the quantification of social relationships among people within a defined group, and explore a network’s structural properties, such as its size, the density of ties/connections within it, and the degree of centrality of a person in a network (see Wasserman & Faust, 1994). On the other hand, under the influence of Alfred Reginald Radcliffe-Brown (1940; 1952), the egocentric network analysis perspective arose in anthropology. Instead of focusing on the structural properties of social networks, this perspective proposes that network analysis examine the nature of one’s relationships with all the people that one knows.

In addition to these two classical network analysis perspectives, the dynamic network analysis perspective arose in psychology and mathematics. Building on Jacob Moreno’s work, psychologists and mathematicians, such as Cartwright and Harary (1956), applied graph theory
 to social network analysis. Because the static graph representation is limited with respect to exploring network evolution, the dynamic graph algorithm (which allows adding and/or deleting dynamic nodes and edges; see Soedarmadji & McEliece, 2006) and visual analytics (see Fedrico et al, 2011; Freeman, 2000; Moody, McFarland, & Bender-deMoll, 2005) have been adopted in social network analysis. This leads to the emergence of a new network analysis perspective, called dynamic network analysis (Carley, 2003). It adopts a computational approach
 that incorporates link analysis, multi-agent modelling, machine learning, graph theory, and statistical theories (e.g., probabilities and uncertainty, non-parametric statistics) into network analysis. Carley (2003) proposes that network analysis:
· Examine all network members, relationships among network members, knowledge/resources embedded within social networks, as well as the associated network events/tasks and organizations;

· Study complex meta-networks—multiple networks, multiple types of nodes, multiple relations. The ties in the meta-networks are probabilistic, and the probability can be estimated and predicted by using statistical inferential techniques, cognitive inferential techniques, as well as models of social and cognitive change processes; and

· Explore how complex/dynamic human systems evolve as the results of interactions among individuals who follow organizational structures, policy guidelines, cultural norms, etc.  

The dynamic perspective has been applied to the structural properties of the network relationships among people who engage in internet-based social media such as Facebook, Twitter, the blogosphere, etc. (e.g., Zhou, Ding, & Finin, 2011). It is also easy to see the usefulness of the dynamic perspective for military leaders: This type of research can assist in identifying groups and key actors (including emergent leaders in hidden and covert groups and popular movements), understanding the topology of online groups/communities, forecasting group behaviour and performance, as well as designing effective command and control systems, etc.

5.0
Conclusions
The use of internet-based social media in militaries will improve the communication and interaction among military personnel while carrying on their missions, enhance the communication and interaction between military personnel and their families and friends, promote collaborations among military personnel and among military/civilian organizations, and assist in understanding emerging issues among military personnel. As more and more military personnel engage in internet-based social media, it is strategically important for militaries to examine their potentially disruptive impact. In order to detect, minimize, and/or prevent their potentially disruptive impact, rigorous data analysis is critical. Given the unique features of internet-based social media data, new research methodologies need to be applied in data analyses. Accordingly, a dynamic perspective on data analysis has emerged that will assist militaries in identifying groups and key actors, understanding the topology of online groups/communities, forecasting group behaviour and performance, as well as designing effective command and control systems, etc.
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� 	Bruns and Bahnisch (2009a, b) suggest that “it is crucial that users feel part of an on-site community” (p. 7). It should be noted that their views on community and online community invoke debate on the concepts of community and online community. The concept of community has been defined in many different ways in sociology. For example, some define community as a group of people who share one or some common characteristics such as geography, shared interests, values, experiences, or traditions. Some argue that a community is not the same as a group and should refer to a group of people bonded with emotions or feeling of group attachment (e.g., Durkheim, 1964; Tönnies, 1887/1957). Online community refers to the community whose members interact primarily through the internet. These online communities ultimately “continue to follow the same principles which have been established by the long history of cultural and sociological research, which has examined community processes and dynamics in the past” (Bruns & Bahnisch, 2009b, p. 10-11), and are characterized “by the adherence of their members to a set of shared values, beliefs, norms and ideas” (p. 11). However, others argue (e.g., Wilbur, 1997) that online communities are pure interests-based and do not need to have emotional attachment to the communities. Matzat (2004; see also Matzat & De Vos, 2000) suggests that “if an online community has additional characteristics, such as feelings of group attachment, emotional bonds to other members, or common values and norms, it will be called a ‘social online community.’ Otherwise the term ‘online community’ is used interchangeable with the term ‘online group’” (Matzat, 2004, p. 67).


� 	Dale Dougherty is often credited with Tim O’Reilly (2005) for originally coining the term.


� 	This theory-driven approach is hypothetico-deductive in nature.


� 	This data-driven approach is inductive in nature.


� 	Cited from � HYPERLINK "http://research.microsoft.com/fourthparadigm/" ��http://research.microsoft.com/fourthparadigm/�.


� 	Sociocentric and egocentric network analyses have been considered as the “traditional” or “classical” social network analyses in the literature.


� 	In the graph theory, a set of propositions dictates how points and lines in a graph are connected (Wang, 2011).


� 	Other researchers (e.g., Albert & Barabasi, 2002; Barabasi, 2005) follow a statistical approach and view social networks as complex physical systems.
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