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Abstract

This paper reports a research based on analyzing criminal sentences on organized crime activities in Sicily pronounced from 2000 through 2006.

For this case study we split the analysis of the textual corpus into three main stages. 

In the first stage, we collected the criminal sentences from the various courthouses.  Since there is not yet a unified digital archive of criminal sentences in Sicily, all sentences had to be collected in their paper format.  The paper sentences have hence been scanned into PDF files, and then converted into TXT files by means of OCR technology.

In the second stage, the text files were parsed in order to extract the names of the actors involved in the facts and the relationships between them.  The actors have been univocally labelled with the following roles: judge, members of the court, prosecutor, defendants, lawyers. Names that weren’t labelled have been purged from the database.  Relationships between actors were also extracted.

In the third stage, we modelled in a social network like style the information obtained in the previous stage.  The social network has been analyzed using the JUNG Java library.  In particular, the network has been inspected, in order to detect central nodes and sub-communities.

1.0
INTRODUCTION

In this paper we study the juridical response to organized crime activities in Sicily, by analyzing a corpus of criminal sentences using techniques of information extraction and social network analysis.  In particular, the analyzed criminal sentences were pronounced in the four courthouses of Sicily from 2000 through 2006, and were declared irrevocable for at least one defendant.

Although the corpus of criminal sentences is limited in both time and space, the results of the analysis are significant for three main reasons:

· There is not yet in the literature a comparative analysis of criminal sentences pronounced at the four Sicilian courthouses or in the rest of Italy: the present one is hence at the best of our knowledge a seminal work;

· There is not yet a digital database collecting data on the institutional response to the phenomenon of organized crime activities in Sicily: the present work may hence be used as a starting experience toward the creation of such knowledge base;

· In the case of organized crime activities, the Sicilian jurisprudence de-facto orients the Italian jurisprudence and it is hence relevant to better investigate the internal working of this activity.

The main objective of the analysis is to obtain a description of the socio-economic environment characterizing the trial leading to the criminal sentence, as well of the differences in the conduct of the trial between the different courthouses.

Our research is composed of three main stages.  In the first stage, we collected the criminal sentences from the courthouses of Sicily.  Since there is not yet a digital archive of criminal sentences in Sicily, all sentences had to be collected in their paper format.  The paper sentences have been scanned into PDF files, and then converted into TXT files by means of OCR technology.  Furthermore, we have identified a codebook, which is basically a collection of well-thought variables to be devised from the text of each criminal sentence.

In the second stage, the text files were analyzed using information extraction technology, in order to extract from the text of the sentences the actors involved in the facts and the relationships between them.  In particular we extracted the judge, the members of the court, the prosecutor, the defendants, the lawyers, and the other people involved in the sentence facts.  Relationships between actors were also extracted.  The information extraction has been performed by implementing opportune finite state transducers (FST), which are automatons capable to recognize specific patterns in an input string.

In the third stage, we constructed a social network using the information obtained in so far.  The social network consists of a set of nodes and a set of edges.  A node is any actor extracted in the second stage of the research.  An edge is a relationship between actors.  The social network has been analyzed using the JUNG Java library
.  In particular, the network has been inspected in order to detect central nodes with high betweenness centrality.  A node has high betweenness centrality if there are many shortest paths in the network that intersect the node. These nodes should be relative to pivotal character of the trials.  Finally, the network has been inspected using a specialized clustering algorithm in order to detect community structures.

2.0
data collection

This research restricts in the analysis of criminal sentences to those sentences satisfying the following criteria:

· The sentences are relative only to mafia crimes: these are those encompassed by the Italian criminal procedure code, article 51, comma 3 bis;

· All sentences were declared final and irrevocable for at least one defendant;

· All sentences have been pronounced by Sicilian judicial authorities from January 1, 2000 to December 31, 2006.

Since in Italy there is not yet a unified digital database of criminal sentences, we needed to perform a complex and time-consuming data collection activity in order to gather the criminal sentences required for our analysis.  Specifically a preliminary interrogation to the Italian computerized archive RE.GE.
 has been performed.  This interrogation has been parameterized with the criteria above  and produced a list of about 1,200 criminal sentences satisfying our query.  Then a formal request to the applicable Sicilian courthouses has been made in order to gain physical access to the paper printed criminal sentences.  After the authorizations were granted, we went physically to the various Sicilian courthouses, and xeroxed the files.

Eventually we collected 1,147 sentences; we performed an extensive manual data quality verification process.  Due to misleading classification in the RE.GE. archive, only 726 criminal sentences really satisfied all our criteria.  For instance, about 90% of the non-pertinent criminal sentences were initially recorded in the RE.GE. as concerning illicit drug smuggling. These sentences were later assessed as concerning the less grave crime of art. 73 of the same DPR, but without this correction being made in the RE.GE.

The entire set of criminal sentences is made of about 55,000 pages, and the sentence length varies from a minimum of 2 pages to a maximum of 3,268 pages.  Every page has been scanned producing PDF files, and processed with OCR technology in order to produce TXT files suitable to automatic computerized analysis.

The entire process described was extremely time consuming, and it took more than two man-years work.  The result of the process represents the first example in Italy of a large digital archive of criminal sentences.

The collected sentences can be classified according to degree of judgment and proceedings format, as shown in the following tables, where the rows indicate the degrees of judgments in the Italian judicial system, while the columns indicate the proceedings format.

	Authority
	Standard
	Abbreviated
	Plea
	Total

	GIP/GUP
	23
	135
	118
	276

	Tribunale
	122
	9
	7
	138

	Corte d'Assise
	90
	10
	59
	161

	Corte d'Appello
	5
	1
	0
	6

	Corte d'Assise d'Appello
	71
	4
	70
	145

	Total
	311
	159
	254
	726


3.0
the codebook

While analyzing the collected criminal sentences, we specified a codebook, which is a tabular tool whose purpose is to organize the results of the analysis.  More precisely, the codebook consists of a table that contains one row for each criminal sentence.  The columns denote classificatory variables that describe the features of the criminal sentences that are important for the analysis [3].

The process leading to the specification of the codebook started with an initial apriori definition of the variables.  Then, each sentence has been read by human experts and analyzed in order to fill the codebook. While the criminal sentences were analyzed, the specification of the variables of the codebook has been gradually refined.  Many sentences had to be reanalyzed several times.  This manual approach is satisfactory to meet the designed goals, but it definitively limits additional analysis based on different variables. The lesson learned at this stage has been, hence, that an automatic process to harvest variables from free text is imperative in order to avoid long repetitive manual processes.

At the end of the analysis, the final codebook is made of 44 variables belonging to four dimensions: temporal, procedural, social, and environmental.

The temporal dimension includes variables describing the durations of each phase of the trial process, starting from the registration to the RE.GE., including the pronouncements of the verdicts at each degree of judgment, and terminating with the final declaration of irrevocability of the sentence.  Therefore, the total duration of the trial process can be ascertained.

The procedural dimension includes variables describing the legal events occurring during the temporal dimension.  These events include custody measures, proceedings formats, contested crimes, modifications and integration of contested crimes, recognition of extenuating circumstances, and the final verdict.

The social dimension includes variables describing the occupation or profession of the defendants, as well as their social and economic conditions.

The environmental dimension includes variables describing the geographic, political, institutional, and political aspects of the events discussed in the sentence.  They also identify the economic sector that is harmed by the contested crimes, and report the official quantification of the economic cost suffered because of the contested crimes.

4.0
informatION EXTRACTION

4.1
Background

Information extraction is generally the process of extracting structured data from unstructured ones. In this research it has been mostly the extraction of relational data from natural language documents [9].  Typically, given a document written in natural language, there are four kinds of information that can be extracted: entities, attributes, relations, and events.  

Entities can be individuals, things, dates, or measurements.  Attributes are features associated to entities.  For instance, an individual has attributes like birthdate, birthplace, profession, education, title, telephone number, email address.  Relations are associations between entities. Events are relations where time is of primary importance.

There are two main approaches to information extraction: deep and shallow.  Deep information extraction is based on natural language processing.  Information is extracted from the document by lexical analysis, semantic analysis, and the interpretation of the discourse [7].  Deep information extraction is quite effective, but too slow computationally.  Furthermore, the (manual) construction of the model necessary to carry out the interpretation of the discourse is complex and laborious.

Shallow information extraction does not aim at a human-like comprehension of the document, but aims only at the filling of the relational tables.  This is done using a pipeline consisting of a finite number of finite state transducers (FSTs).  A finite state transducer takes a sequential input and, if some conditions are verified, returns an output that depends on the input and on the internal state of the transducer [1].  Essentially, a finite state transducer performs a simple linguistic task.  The idea is that a finite number of simple linguistic tasks is sufficient in order to fill the relational tables.

4.1
Information Extraction for Criminal Sentences
We have implemented an automated analyzer that performs information extraction from our corpus of criminal sentences.  Given a criminal sentence, our analyzer extracts the following entities representing individuals: judges, members of the court, defendants, lawyers, prosecutors, and other people involved.  Our analyzer also extracts the crimes mentioned in the criminal sentence.  Furthermore, it extracts, for each defendant, the lawyers(s) that represent them, and whether the defendant is convicted or acquitted.  Finally, our analyzer extracts associations between entities representing individuals, by detecting when two distinct individuals co-occur in the same phrase of a criminal sentence.

The extraction is performed by means of a pipeline of finite state transducers, and exploits the fact that Italian criminal sentences are written following a standard structure.  We next describe this standard structure, and afterwards we describe the finite state transducers implemented.

4.2
Standard Structure of an Italian Criminal Sentence
An Italian criminal sentence always start with the denomination of the legal authority, and the wording “Repubblica Italiana”', followed by “In nome del popolo italiano”.  The names of the members of the court follow.  The first name mentioned is always that of the judge. The other names are the other members of the court.  Then another section starts, where the defendants are listed.  Each defendant has to be properly identified by his/her biographical data such as birthplace and birthday.  In the criminal sentence, the defendant name is always followed by the wording “nato a” (i.e., born in).  The name of each defendant is followed by the name(s) of the defending lawyer(s). The name of each lawyer is preceded by the title “avv.”.  The name of the prosecutor is preceded by the acronym “PM”.  The first name that is not preceded by “avv.” or “PM”, and is not followed by “nato a” indicates the end of the defendant list, and this name is an involved part in the events discussed by the sentence (for instance, it could be an injured party or a witness).  The verdict of the sentence is always preceded by the acronym “PQM” or “PTM”.  For first-degree sentences (GIP/GUP), each defendant is either convicted or acquitted.  In second-degree sentences, before the acronym PQM/PTM and after the defendant list, the first-degree verdict is described.  Then, after the acronym PQM/PTM, it is explained how the first-degree verdict is modified.

4.3
The Finite State Transducers
We now list and describe the finite state transducers implemented in order to perform information extraction on our corpus of criminal sentences.

People-FST. This transducers uses a dictionary of Italian first names and family names in order to recognize individuals.  If necessary, the user can extend the dictionary.  An individual is considered as a sequence of at least two names, or as a capital letter followed by a point, a space, and a name.

Defendants-FST. Each defendant is always accompanied by its birthplace and birthday. If an individual is followed by the wording “nato a”, then we assume that he/she is a defendant.

Lawyers-FST. Lawyers are individuals preceded by their title “avv.”.

Judge-FST. It at this point the first individual appearing in the text of the sentence is not a defendant, then it must be the judge.  If the first individual is a defendant, then the information about the judge is unavailable.

Court-FST. If the name of the judge has been extracted, then all individuals comprised between the judge and the first defendant must be members of the court.

Prosecutor-FST. The prosecutor is an individual preceded by the abbreviation “PM”.

Other-FST. At this point, all individuals that are not the judge, members of the court, assistants, defendants, or lawyers, are categorized as “other people involved”.

Defendants-lawyers-FST. This transducer associates each defendant to the list of lawyers that represent him/her.

Crimes-FST. This transducer recognizes the crimes disputed in the trial using regular expressions.

Verdict-FST. This transducer attempts to the deduce if a defendant has been condemned or absolved.  This is done by analyzing the text of the sentence following the acronym “PQM” or “PTM”, and looking for words such as “condonna” or “assolve” written before the name of the defendant.

Associations-FST. This transducer detects when two individuals co-occur in the same phrase of a criminal sentence.  When this happens, we say that there is an association between the two individuals.  These associations are then used in order to construct a graph, which will be then analyzed using techniques of social network analysis, as described in the next section.

5.0
Social network ANALYSIS
5.1
Background

A social network is a graph whose nodes are actors, and whose edges represent social relationships.  The actors can be individuals or organizations.  The social relationships are ties of various nature, such as friendship, kinship, or business connections.  The study of social networks is useful in order to explain various social phenomena, such as the role of husband and wife in a household, causes of diffusion of epidemic illnesses, organization and behavior of terrorist cells.

Social network analysis is modelled using the mathematical theory of graphs, in order to define and quantify various measures of social capital that show the benefit obtained and the role taken by the individuals in the social networks to which they belong [5].  These measures of social capital are, in general, centrality measures: they measure the importance of the individual and their capability to connect the network.  In general, the term “centrality” can be interpreted as influence, prestige, or control.  It is possible to highlight the centrality of an actor in a specific context simply using the various centrality measures.  A node in the network has a certain importance depending of which centrality measure is used.  The importance of the role of an actor in a social network can for instance be quantified by measuring the number of connections of the node (degree centrality), the proximity of the node to all the other nodes (closeness centrality), or the potentiality that the node has to intermediate the knowledge flow of the network (betweenness centrality).  The last definition of centrality is among the most expressive.  Nodes of a social network with high betweenness, commonly denoted as brokers, have great influence on the information flow travelling through the network.

Formally, the degree of a node n in a graph G is the number of edges incident in n.  The proximity of a node n in a graph G is the average distance between n and all nodes of G reachable from n. The betweenness centrality of a node n in a graph G is obtained by summing, for each pair of distinct nodes s, t, the ratio between the following quantities: (a) the number of minimal length paths between s and t that pass through n, and (b) the number of minimal length paths between s and t.

An important task performed by social network analysis is the discovery and analysis of community structure inside a social network [4].  This task is the division of the network into disjoint or possibly overlapping groups, such that the groups found have a high clustering coefficient.  The clustering coefficient of a group is given by the average of the local clustering coefficients of the actors in the group.  The local clustering coefficient of an actor is the fraction of the actor's neighbors that are also neighbors of each other.

Several practical applications of social network analysis are useful in order to explain different social phenomena, such as the diffusion of epidemic illnesses, the study of the behavior and roles of terroristic cells (a research supported by the government of the United States), and the study of the behavior of the employees of private companies in order to predict the performance of the company itself.

5.2 Social Network Analysis for Criminal Sentences
We have performed social network analysis to our corpus of criminal sentences.  More precisely, we have analyzed a network graph generated using the information extracted with our finite state transducers. The network graph generated consists of a set of nodes and a set of edges.  The nodes are the individuals extracted with the People-FST, Defendants-FST, Lawyers-FST, Judge-FST, Court-FST, Prosecutor-FST, and Other-FST finite state transducers.  The edges are the associations extracted with the Association-FST finite state transducer.  We recall that the Association-FST finite state transducer detects an association between two individuals when they co-occur within the same phrase of a criminal sentence.

The generated graph contains 3,370 nodes and 30,489 edges.  Each edge has a weight.  More precisely, an edge between two individuals has a weight equal to the number of times that the two individuals co-occur in the same phrase.  In the generated graph, the weight of edges varies from a minimum of 1 to a maximum of 613.
The generated graph is very large, and this makes the social network analysis challenging, and the graphical visualization of the graph even more challenging.  In order to ease the analysis, we have pruned the graph by removing those edges whose weight is smaller than 5.  Removing these edges eases the social network analysis, and is a reasonable choice.  In fact, if two individuals are not together in a phrase more than few times, we can assume that the co-occurrence is not significant for our analysis.  The pruned edges represent 86.57% of the total number of edges.  After pruning the edges and retaining only the nodes connected by the remaining edges, the graph consists of 1,390 nodes and 4,095 edges.

We used three different clustering algorithms to highlight groups of entities closely connected. 

At first we have analyzed the pruned graph using the JUNG Java library.  JUNG, which stands for Java Universal Network/Graph Framework, provides implementations of a number of algorithms from graph theory, data mining, and social network analysis, such as routines for clustering and computation of centrality measures.  One of the clustering algorithms implemented in JUNG is an iterative algorithm based on edge betweenness [6].  At each iteration, the algorithm computes the edge betweenness for all edges in the graph, and then removes the edge with the highest edge betweenness.  At the end of the process, the clusters detected are the connected components of the final graph.

We have applied this clustering algorithm to our pruned graph, using 50 iterations. In the initial graph we find out 204 clusters while after the last iteration of the algorithm there are 219 clusters.   The results of the clustering analysis are summarized in the following tables, where the first table contains the sizes and clustering coefficients of the largest five clusters in the initial graph, and the second table contains the sizes and clustering coefficients of the largest five clusters after removing 50 edges with highest betweenness centrality from the initial graph.
	Top 5 clusters of initial graph - 204 clusters

	Size
	Clustering coefficient

	186
	0.7184

	183
	0.6287

	34
	0.6063

	34
	0.8365

	32
	0.7814


	Top 5 clusters of final graph

(50 edges removed) - 219 clusters

	Size
	Clustering coefficient

	58
	0.6927

	56
	0.7101

	38
	0.8618

	36
	0.7629

	34
	0.6063


Note that the initial graph contains clusters that are larger than the ones in the final graphs.  Moreover, in general, as the edges are removed by the clustering algorithm, the clusters become more cohesive.  The cohesion of a cluster is measured by its clustering coefficient, defined as the average of the local clustering coefficient of each node of the cluster.  The local clustering coefficient of a node is defined as the fraction of the node's neighbors that are also neighbors of each other.

For the second clustering algorithm we used a powerful free and open-source tool developed by the Social Media Research Foundation. NodeXL was created by Marc Smith’s team while he was at Microsoft Research [10]. It is a template for Excel that allows to easily build a graph entering a network edge list.

We used Clauset-Newman-Moore algorithm [4]. It is widely used in the community of complex network researchers, and was originally designed to analyze the community structure of extremely large networks. It is a hierarchical algorithm based on the modularity measure. Modularity is a quality index for clustering [2]. Modularity represents the number of edges falling within groups minus the expected number in an equivalent network with edges placed at random [8]. At each step the algorithm calculates the modularity increase for every possible join in the network then select the join that maximizes the increase in modularity and merge both communities. We have to repeat these steps until there’s only one community. In this case we find out 212 clusters. Details of this clustering analysis is shown in the following table.

	Top 5 clusters - 212 clusters

	Size
	Clustering coefficient

	101
	0.6426

	61
	0.7177

	51
	0.8234

	45
	0.7250

	40
	0.5033


For the third experiment we use a MATLAB implementation of an agglomerative hierarchical cluster tree. We use the complete linkage function, also called furthest neighbour, to build the cluster tree. It uses the largest distance between objects. So we had to calculate the distance between every entities in our dataset. We use two different metrics. In our first approach we calculate the distance considering the phrase location inside the text of the criminal sentence and counting the number of paragraphs that occurs between two entities. If two entities co-occur in the same phrase their distance is set to 0, while if they occur in two different criminal sentences the distance is set to a maximum value of 400 (we empirically find out that the number of phrases in a sentence is always lower than this value). We built a symmetric  square matrix with 1390 rows. 

In the table below clustering results are shown. 

	Top 5 clusters - 30 clusters

	Size
	Clustering coefficient

	861
	0.6387

	38
	0.5603

	34
	0.6949

	29
	0.8525

	27
	0.8581


The algorithm identifies 30 clusters in our network. The number of clusters is very small in comparison with the number of clusters highlighted by other algorithms we used. So we decide to force the algorithm to find out 210 clusters to make results more readable and easy to compare with our previous results. 

	Top 5 clusters - 210 clusters

	Size
	Clustering coefficient

	184
	0.3206

	27
	0.8416

	26
	0.5968

	23
	0.8953

	23
	0.8830


We then used another approach to calculate distances between entities. We chose a similar method to the one used in text mining to represent a text in a very light form, called bag-of-word representation. In our model every entities is represented by a vector containing information on occurrences of the individuals.

We extract a subset of phrases from our dataset, considering only paragraph in which occurs one or more entity. In this way we built 1390 vectors of 15865 cells filled with 0 if the entity is not present in the related paragraph otherwise is filled with the number of occurrences of the entity.

Then we compute a pairwise euclidean distance between every couple of vector. In the tables below we report results for 30 and 210 clusters.

	Top 5 clusters - 30 clusters

	Size
	Clustering coefficient

	1335
	1.0000

	5
	1.0000

	4
	1.0000

	3
	1.0000

	3
	0.4929


	Top 5 clusters - 210 clusters

	Size
	Clustering coefficient

	889
	0.5841

	21
	0.6833

	17
	0.9811

	11
	0.7863

	10
	0.8382


Using this particular representation of entities and occurrences in phrases the agglomerative hierarchical tree is able to highlight a very large cluster of 1335 nodes with a maximum clustering coefficient. When we force the algorithm to find out more clusters we don’t obtain the same results but they are comparable to previous execution of the same algorithm. This show that the simpler representation we used speeds up the algorithm execution maintaining reliability in results. 

6.0
Conclusion

We have presented an analysis of criminal sentences on criminal trials on organized crime activity in Sicily pronounced from 2000 through 2006.  The analysis was composed of three main stages.  In the first stage we collected the criminal sentences in their paper format, and converted them in digital format by means of OCR technology.  In the second stage we performed information extraction, in order to extract from the text of the sentences the actors involved in the sentences, and the relationships between them.  In the third stage we used the information extracted in the second stage in order to build a social network.  The social network was then analyzed in order to detect community structure.

The main challenge of this research is the difficulty to perform information extraction on the corpus of available sentences.  The difficulty stem mainly from the presence in the corpus of many errors done by the OCR software.  Moreover, some of the sentences contain not only typed text, but also some handwriting, and the OCR is unable to satisfactorily process the handwriting.  Future progress of this research will therefore need to use more sophisticated OCR tools, specifically tailored to the kind of criminal sentences that need to be analyzed.
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