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Abstract

In this paper we present a policy based dynamic management solution for tactical networks. The solution offers the possibilities of supporting dynamic Service Level Agreements (SLAs) and network element provisioning triggered by changes in network resources or operational situations. The SLAs are not defined in terms of business contracts, since this does not fit into a military tactical context, but are used as means to define expected service levels. 

We have developed an extension to the IETF policy framework allowing for dynamic adaptation of network and service configuration triggered by network, service or mission defined events. As part of the system we have also developed monitoring probes based on both passive and active probing. The offered solution will potentially result in improved response time during congestion, improved service availability and reduced need for network management personnel. The latter being of particular importance in military tactical networks which may become partitioned and where centralized management cannot always be supported. 
1.0
Introduction

To provide a robust tactical military network and to support the wide variety of terrains and communication distances (command post internal communication to long haul HQ reach back) multiple transmission technologies are utilized in military operations (Figure 1). These transmission means have large variations in capabilities and multiple transitions between the technologies (e.g. transition from the primary LOS link to the secondary satellite link to the emergency backup of HF link) will result in changes in available bandwidths and end-to-end delays. 
There is an increasing need for communication with quality guarantees. This implies a scheme for monitoring, controlling and managing communication resources. The most commonly used solution is DiffServ [1], which offers class based packet prioritization. Data packets are classified belonging to a particular class of service. The routers have different per hop treatment of the various classes. Typically classes have different scheduling and buffer treatment. The underlying assumption is that ingress router handle traffic admission control either explicitly or implicitly through upper boundaries on the traffic load.  The combination of ingress control of load and standardized per hop behaviour enables predictable end–to-end service. The DiffServ mechanisms are suitable for controlling the QoS under stable networking conditions.  

Under stable conditions, smaller variations in traffic load or link capacity are handled through buffering and packet drops.  With elastic transport protocols, like TCP, the packet drops result in a lowering of the traffic load.  However, under drastic capacity reductions, packet loss is not an efficient strategy, Massive packet losses result in congestion melt down, staled connections and make certain applications like voice and video impossible to use. Instead, the traffic/call admission control and DiffServ QoS parameters must be reconfigured. 
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Figure 1: A tactical military network is made up of multiple transmission technologies with different characteristics 

Compounding the scenario is the inability for the network to signal the drastic changes in its capability. Military IP networks use IPsec to encrypt the traffic before transmitting it over an insecure WAN network. Use of IPsec prevents hop-by-hop signalling and control over resources in the black network. Also status information about the WAN cannot be made available to the secure domains unless through end-to-end measurements. This implies that QoS control must be based on measuring the service quality achieved between the red domains. The measurement results are then used by a policy based network management system to select a suitable operational policy. The network configuration is then automatically updated to reflect the new operational policy. 

2.0
Requirements

In a commercial setting, the networks are configured against a Service Level Agreement regulating the services offered by a network operator. The SLA will specify the offered service guarantees in a Service Level Specification (SLS). The SLS defines peak bandwidth, burst length, expected loss, delay, and jitter. In addition it must contain a scope, i.e. where the guarantees apply. The SLS also defines how traffic exceeding the specifications should be treated and how the parameters should be estimated and measured. The rest of the SLA contains the legal part of the contract detailing how breaches of the contract should be handled. Based on the SLA, both network user and provider can configure their routers and application’s servers. 

Such a framework is not possible in a tactical setting. There is no formal distinction into provider and consumer. In a coalition setting, one might chose to use an SLA to express the network services delivered to another partner or unit. However, due to the nature of military networks, the SLA can only expressed an expectation or a target of the delivered service quality. As motivated in the introduction, the expectation needs be dynamic depending on events in the deployment area.
Rapid response to changes in the network conditions is paramount to avoid degradation in the network service quality and loss of information. Relying on manual procedures for the detection of changes in the underlying network is impractical and potentially slow. The network may have to be reconfigured multiple times within a few minutes. In addition, it would require having technical expertise available at several locations in the deployment area, in case of network partitioning. Therefore automatic reconfiguration would be beneficial.  
The use of a dynamic policy based network management allows for automation of the management operation in response to changing operational environments. The automation of these tasks will reduce the risk of configuration errors and ensure a consistent network operation according to the originally imposed mission objectives.

The scope of these changes is wide, since purpose is to limit traffic into the network whenever the carrying capacity is reduced. Potentially, the changes need to be applied to interface configuration, call servers, or in some cases application servers and proxies. To illustrate the problem, in a network supporting video conferences it is wrong to shutdown the conference whenever one of the participants experiences reduced capacity compared to the rest of the participants. The best policy is probably to drop the video feed only to that sole participant and let the other participants continue without disruption. Reconfiguring the video conference server is feasible, but it might require changes to proprietary software, and would require that the conference server is provided with knowledge about the network topology and service status.

Due to the lack of signalling across security boarders, end-to-end measurements are the only method to detect changes in the quality of service. There is an additional requirement imposed by the tactical setting. In tactical networks, the backup links may have a very limited capacity and when there is a need to detect drastic changes, the ability to carry additional signalling traffic is limited. A strong requirement is therefore that the monitoring should impose a very limited overhead. In addition, the monitoring scheme itself should also be reconfigurable and adapt to the network conditions.  

3.0
State of the art

Dynamic quality of service provisioning is particularly important in military tactical networks which will have lower predictability in service availability. IETF has developed a framework [2] for policy based management, Figure 2. The framework consists of four main elements, a policy repository, a Policy Decision Point (PDP), a Policy Enforcement Point (PEP) and the Common Operation Policy Service (COPS) protocol which is used to communicate between the PDP and the PEP. The QoS policies are expressed using the Policy Quality of Service Information Model (QPIM) [3] which offers an object oriented model for describing polices.

Policies are made up of policy rules which again consist of conditions and action. Policies may exist at different levels (Figure 3) expressing everything from high level mission goals to network element specific commands. 
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Figure 2: IETF Policy framework
The ultimate goal is that high level mission policies can be presented in human readable text, which requires little or no understanding of the underlying systems and technologies. These high level policies are then combined with information about the network topology and QoS methodology to automatically generate system specific policies presented as formal policies using a policy information language/model like QPIM. These specifications are then translated into network device and service configurations. However, this is not the case at the moment and human knowledge of topology, QoS architecture, network capabilities and operational goals are required to define meaningful policies. A realistic scenario is therefore that the network administrator manually translates operational or mission policies defined at a very high level into a set of specification level policies. The specification level policies are then used to automatically generate network device specific configurations. 
Policy based network management has for some years been seen as a promising technology for managing QoS and security, but not many products have emerged. Available solutions like Cisco’s QoS Policy Manager (QPM) only offer static policy configurations. This functionality provides the network administrator with the means to efficiently configure the network devices, but lacks the flexibility to react to changes in network conditions or operational needs. Projects like NetQoS [4] has developed a solution using the Protégé open software to demonstrate the concept of automatic policy generation and implementation based on observed events. Also the INSC project experimented with the concept of dynamic QoS control using policies [5].

We have developed a solution which is based on the IETF framework, but we have extended the policy definition to support automatic control based on defined trigger mechanisms. This allows us to react on information about network events like reductions in available bandwidth and trigger changes to the initial policies and network and service configurations. 
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Figure 3: Policy representation at different levels
4.0
Architecture

Our focus has been on the dynamic nature of the policy based QoS management. The current state of the art is based on static policies. Instead of starting from scratch, we chose to reuse to the largest possible degree existing elements, but they have been extended with an additional context transition management module. We also added the concept of triggered events to signal potential changes.

The cornerstone of the architecture is the extended policy decision point. It receives events from the tunnel endpoints, network elements and/or applications. Based on an analysis of these events, it estimates the state of the various tunnels. If it detects a change, the policies associated with the change are enforced and sent to the PEP. The extended PDP must therefore be accompanied by an editor, where the network manager identifies likely states and the rules for recognizing a change. The rules are formulated and applied for the whole network. However, they will be enforced with a scope relevant to the change, e.g. for a tunnel, or a subset of the call servers, or other application servers. The rules will be of the nature 

if event x have been observed with frequency y over this time horizon z 
then execute policy 1 through 4. 

The editor must therefore be preceded by a system identifying useful polices. So far we assume that the network manager formulates the polices based on his/her knowledge of topology, mission, applications used and their priorities, servers and network capabilities. In future versions, the manager could be helped by an expert system that could help identifying the most effective policies.

The policies need to be consistent and repeatable. The network must be able to cycle through transitions and we rely on a sequential approach where policies are expressed as delta changes. To ensure consistent policies, the policies are expressed as changes from the current state. This implies that available capacity is expressed in steps. The steps are conceptual, i.e. normal, medium, low, and so on. There is no need to have quantitative measures, since the policies applied will reflect the expected capacity. Theoretically, the granularity of the steps can be fine. However, the number of steps must be reflected in the number of meaningful policies that can be formulated and understood. Too many policies may result in the network becoming unmanageable. There is only one set of policies defined for a transition from one step to another. Whether the change should be interpreted as increase or reduction in available capacity depends on the direction. For example, a possible policy for a change from normal to medium capacity could be to change the DiffServ Best Effort scheduling weight by 30. It would be interpreted as a reduction if the transition is from normal to medium and an increase if the transition is in the opposite way.

Conceptually, the rules for recognizing a reduction in capacity are easy to visualize. They could take the form of, 

if loss is larger than x, or if delay is larger than z or if ECN marking frequency is larger than z then reduce Expedited Forwarding rate by a kb/s and reduce Best Effort with b%. 

However, it is as important to recognize when the capacity has improved. We have chosen to incorporate this into the monitoring part of the system.
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Figure 4: Dynamic policy based QoS management architecture

In the general case, the network or servers do not generate events. We therefore added monitoring probes in the tunnel end point. A likely placement would be on the red side of IP crypto devices, logically the probes are independent entities and can be placed anywhere within the scope of the controlled path. The monitoring units observe and process measurement information. The system must be able to function even when the network has very limited capacity. Minimizing the signalling traffic back to the PDP function is therefore important, and standard solutions like IPfix (IP Flow Information Export) will be too demanding in terms of bandwidth. When the monitoring units detect potential significant changes in the tunnel state, a summary report is sent to the PDP. For simplicity and easier integration into the overall network management system, SNMP trap messages are used for communication towards the PDP. These traps only report potential indicators, since a true change in status depends on the network context and cannot be determined independently by the monitoring unit. The PDP can dynamically configure the monitoring probes, in order to tailor the trigger events and measurements to the expected conditions.
An additional issue is the co-dependency between passive monitoring and traffic/call admission control. It is likely that for some events, the control policies will shut down entire traffic classes over a tunnel, e.g. the AF4 class carrying the high bandwidth video is shut down when detecting a drop in the bandwidth. When a whole traffic class disappears, passive measurements alone cannot correctly estimate increased capacity for the removed class. Therefore we have added active measurements as a capability that can be controlled by the PDP. The network manager can formulate rules that start active measurements over a tunnel. Typically active measurements would be triggered by indications from passive measurements of higher priority flows that capacity might be available. The active measurement could be viewed as limited tests of whether a new traffic classes could be allowed/reopened.

The PDP analyzes the potential change indicators to detect whether there are significant changes in the status which again will trigger a change in policy. The policy itself determines the actual control actions executed by the PEP. 
5.0
prototype and demonstration scenarios
We have developed a prototype to demonstrate some of the functionality of an automatic policy based management solution (Figure 5). The current prototype is coded in C++ and Python. The idea was to demonstrate automatic reconfiguration of the QoS router mechanisms and application control based on changes to the end-to-end tunnel bandwidth. A central piece of work was the development of the extended policy decision point (EPDP). The EPDP may trigger changes to the existing configuration by issuing new policies and changing existing policy parameters. 

The demonstration also required the development of monitoring probes that was installed at all tunnel end-points. The monitoring control and analysis function is capable of performing passive and active measurements triggered by the EPDP. The currently supported monitoring probes measure reductions and increases in bandwidths and delay (assuming the availability of GPS). The solution can easily be extended to take advantage of other information sources like IPfix (NetFlow) and SNMP MIB statistics. 

To demonstrate the policy changes we developed two policy enforcement points (PEP). The first reconfigures the routers access control lists, traffic classes, queue lengths, weights and drop levels. The second PEP reconfigures the call admission control parameters in a VoIP server. 

The demonstrated scenario was a situation where the WAN infrastructure during normal operation would use a high capacity LOS network supporting up to 20 voice calls, video streaming for surveillance and any remaining bandwidth was available for file transfers (Figure 6). A group of users would set up a telephone conference to discussing a surveillance video that was transmitted from the video server at site 1 to users at site 2 and 3. When the LOS network connection was lost between site 1 and 2, a satellite connection was enabled, but this offered only a fraction of the bandwidth and could only support five simultaneous voice calls, but no video streaming traffic and the bandwidth available for file transfers would be drastically reduced. This required the router’s QoS and the call server configurations to be changed reflecting the drop in bandwidth. The result was that the video transfer between site 1 and 2 was closed, but video transfer between site 1 and 3 continued since this connection was not affected by the problem. Additional voice calls was also terminated with a message that there was no available capacity.

When the LOS network recovered, the monitoring probes detected the increase in available bandwidth and sent an event to the PDP. The policy system decided to restore the network elements and servers to the initial configuration. The video traffic was then restored between site 1 and 2, the total number of simultaneous calls was reset to 20 and the bandwidth available for file transfer increased.
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Figure 5: Prototype architecture (implemented elements are shown inside the green box) 

An example of high level policies used in the demonstrated scenario is: 

1. During normal operation allow video streaming and 20 voice calls

2. If backup link activated then do allow only 5 voice calls and no video traffic.

These are then manually translated into the following lower level QoS policies: 


If bandwidth > 128 kb/s then AF1 bw = 1000 kb/s and EF bw = 400 kb/s and #VoIPcalls = 20

If bandwidth < = 128 kb/s then AF1 bw = 0 kb/s and EF bw = 100 kb/s and #VoIPcalls = 5

An open issue is what constitutes a suitable number of network states and therefore also sets of policies. The prototype allows an unlimited number. However, we believe that the complexity of formulating policies will tend to limit the set of policies to no more than maybe three sets, corresponding to high capacity, medium capacity and low capacity. In an operational system, a large set of potential policies would be developed off line by staff prior to force deployment. 

The actual policies used in a mission should be selected among this potential set. The system itself handles the transitions among the selected polices during the mission itself.  The hard issue is to develop tools for supporting definitions of effective polices, since these depends on so many different factors. A policy need to contain, what to regulate (applications and therefore also implicit expected topology, usage pattern and topology), where it should be regulated (expected topology in the network), and the best combination of these. Such a system allows for efficient and automatic adaptation of the QoS policies in a rapid changing tactical environment.
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Figure 6: Demonstration scenario
6.0
Future work and open issues

Our architecture belongs to a broad class of systems aimed at manage changes in context, either through dynamic SLA or changes in environment, resource availability and so on. These problems are addressed in several research projects. Both 6th framework projects NETQoS and Ambient networks have addressed policy management of changing context. The architectures differ, but they all contain the same main elements, PDP and monitoring. Our added contribution is the tailoring of the policy framework and monitoring to the context of military tactical networks. We also emphasize rules for recognizing significant changes and mapping these to policies.

Policies are powerful abstractions, since they can be formulated to cover a broad spectrum of configurations and behaviours. Here lies also the weakness. There are a multitude of possible policies and triggers. The challenge is to formulate the ones that are the most efficient and relevant. Relevance and efficiency depends on the scenario, mission, topology and capabilities. We therefore believe that a tool for simplifying this element is needed. However, since so many factors affect the set of possible policies, it is a complex issue to tackle. A possible way forward could be to add “what if” capabilities; what would be the effect of this policy under these conditions.

An additional issue is to explore whether consistent policies can be offered without the restriction of sequential steps in tunnel’s condition estimate.  Likewise is there a need to extend the expressiveness of the trigger rules. Currently, they are simple and self contained. However, more complex rules containing combination of triggers and history information could be of value. This implies some sort of added semantics to the rule set and a method of storing of historic events and related information.
7.0
ConcluSions

We have developed a framework for dynamic policy based QoS management for military tactical networks. Existing policy based network management solutions support efficient configuration of network elements, but do not address the need to handle dynamic changes in the network. Our extensions particularly address the needs for military tactical networks to quickly adapt to changes in the network topology and service characteristics due to loss of communication means or rerouting over alternative technologies.

Our concept is an extension of the IETF policy framework and has been prototyped and demonstrated. We have shown that we are capable of detecting changes in the network service quality and respond to these through reconfiguration of network elements and application servers. The policy changes are triggered using signalled events about changes in available bandwidth and delay. The policies define actions to be taken and both the action and the granularity of the action are specified. 

The main advantage of our concept is that the reconfiguration process is automated, making it less prone to human errors and there is no need for constant human interference and management. This is particularly important in military networks where in case of network partitioning central management cannot be relied upon. Also the response time in case of network changes is improved ensuring only a minimal disruption to the critical traffic during transition phases. A decreased service level can easily be detected through packet loss and increased delay, however improvements in network capacity is equally important to detect and we have included this in our prototype which then supports transitions between multiple service levels in a sequential order. 
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