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Abstract

This paper presents the intermediate results of a joined FKIE, MUT and MCI project, which is focused on the mechanisms allowing the provisioning of required services at an acceptable level of quality over military intranets for secure voice and data, based on the IP protocol stack. The network architecture is mission-oriented. The resource management concept is presented in a context of the Red-Black heterogene-ous security environment. The NRM (Network Resource Manager) for the Red part of network as well as the distributed NM/A (Network Manager – Agent) concept for a Black IEEE 802.11-based mobile ad-hoc net-work are described. The paper also presents the proposed solutions for the NRM, distributed NM/A, path finding, codec negotiation and cross-layer engineering for an optimal utilization of available network re-sources with QoS support.  

1.0
INTRODUCTION

The paper presents intermediate results of FKIE, MUT and MCI project named REMINET (Resources Management in Military Networks) that is focused on mechanisms that allow the realization of necessary services at an acceptable level of their quality (QoS - Quality of Service) over military intranets for secure voice and data, based on the IP protocol stack (especially IPv6). The resources management (RM) plays the major role in the QoS provisioning and efficient utilization of network resources, including radio-resources in ad-hoc wireless networks. The RM leads to an increasing  efficiency of the mobile military networks deployed in complex NEC environments. 

The project objectives are: (1) development of effective RM mechanisms suitable for military mobile networks in a NEC environment, which allows support of QoS and optimal utilization of network resources, (2) implementation of RM procedures and their verification in simulations and a prototypic environment. 

Ensuring an adequate QoS level for different services in IP-based networks requires mechanisms for effective network resource management, especially in terms of limited bandwidth of some links used in heterogeneous military networks. It especially concerns the long distance HF and satellite links, but also VHF radios, typically used in COMBAT Net environment. In wider perspective, a military network can be considered as a mesh structure that includes Local Area Networks (wire and wireless) and Wide Area Networks.  

The main attention in REMINET is focused on the resources management in mobile ad-hoc wireless networks based on Wi-Fi IEEE 802.11 standards. Also, the operation-oriented network architecture is assumed. 

While designing the RM for military network, its adaptability to fast changing conditions in mobile environment should be taken into account. Intelligent resource management schemes should optimally utilise accessible bandwidth with rational level of power emitted by mobile nodes. Solution-oriented modelling and mathematical optimization methods are generic to solve some problems, taking into account the variety of ad-hoc network topology. text.

2.0
network architecture

Composition of different types of military subnetworks leads to the problem of end-to-end QoS provisioning. It is especially important for the networks with TCP/IP protocol stack. We have as-sumed that the tactical network will be equipped with the IP-compliant elements, and than the whole network can be treated as an “All IP” network. Fig. 1 shows assumed operation-oriented net-work architecture. 
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Fig. 1. Assumed mission oriented network architecture

The network is composed of Command Post’s LAN (CLAN), Wide Area Network (Black WAN) and 802.11 WLAN mobile ad-hoc network that is created by vehicles working out the mission. The scouts are connected to the WLAN using narrow or wide band VHF/HF radios, depending on the range from the WLAN. The WLAN nodes create the MANET that is connected to the CLAN by SAT lines or by the WAN infrastructure. Such network is composed of the mobile nodes, which play a role of the Ad-Hoc Network Routers (ANR) and the end users as well. The Access Router/Access Point (AR/AP) is an element connecting the ad-hoc network to the infrastructure. The WAN may include a number of routers connecting the IP-based networks. The edge routers (ER) play a special role in the WAN. They are typically responsible for collecting traffic from the access networks and classifying it based on the ingress interface. The border routers (BR) provide interfaces to the other WANs.

3.0
network RESOURCE management

In order to effectively manage the network for QoS provisioning, it is proposed to use a mesh of Network Resource Managers (NRM) located at the edges of Red-Black networks and also as part of the mobile Ad-Hoc networks. The network architecture including the NRMs is shown in Fig. 2. 
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Fig. 2. The location of NRM in the network elements

The NRM concept is presented in Fig. 3. All the modules of the NRM communicate across a central component, the Network Resource Core (NRC). The main task of the NRC is to ensure that every packet to be transmitted across the black connection is modified according to the policies and information supplied by the enabled modules before being encrypted by IPSec.
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Fig. 3. The NRM architecture

One important part of the NRM is the Bandwidth Information Protocol (BIP). This XML-based protocol is the interface on both sides of each NRM, to the applications inside the local red subnet and to the other NRMs across the IPSec-secured connections. A first step in developing this protocol is to collect all the types of information to be distributed across the participants.

The various applications are able to either request (pull), automatically receive (push) or subscribe to a hybrid mode, which pushes warnings after reaching a configurable threshold. The information is extracted from the bandwidth management module, the overlay control and all the other sources inside the NRM. For example, a VoIP-application would receive regular reports about the available bandwidth for a certain priority, adapt the codec accordingly and even inform the user of an imminent connection loss. In between the NRMs the BIP is used to distribute information about routing alternatives according to the overlay control module and exchange information about bandwidth, delay and jitter from the bandwidth management module.
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Fig. 4. Location of IPSec HC mechanism

The NRM, and especially the BIP module, are an important part of the proposed mission related network architecture. During a mission end users gain knowledge about connectivity conditions to other end users and are able to choose the best application to establish or continue the information exchange, taking into account the stability and available bandwidth of the overlay routing path while being separated from the technical details on which the recommendation is based. Furthermore, selected applications are able to take advantages from the real time measurement of the connection parameters to adapt to the current conditions like for example the change of vocoders  in VoIP applications or video streaming as already explained above.             
Another task of the NRM is the header compression (HC) of the IP packets encapsulated in the security tunnels. The IPSec HC is a crucial for narrowband links as shown in Fig. 4, allowing for a more efficient use of the small information-to-bandwidth-ratio.
4.0
DISTRIBUTED ResoUrce Management IN AD-HoC networks

It is assumed that resource management in tactical network will be based on the client-server architecture. Both agents (clients) and managers have to be located in the network nodes. 
A special role in the tactical communication network plays wireless ad-hoc networks that are connected to the WAN via the gateway, as depicted in Fig. 5. 
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Fig. 5. Mesh network

Typically, topology of such networks is dynamically changing. We also cannot assume that these networks are fully protected Red networks, although the users can belong to the same security level. Even if we assume that IPsec protocol is used and security associations exist between each node of the ad-hoc network, from two communicating nodes point of view, the intermediate nodes are part of Black network. 

Also RM process in such networks has to take into consideration a nature of wireless ad-hoc network. A centralized management approach could not be suitable here. A solution of this problem could be a decentralisation of the management information in each node, as depicted in Fig. 6. 
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Fig. 6. Decentralisation of management information

The managers have to share information about the network topology and accessible resources. Each manager has also to discover a network composed of other managers and build up the network resources repository. In order to decrease management traffic it is assumed that managers mostly should learn about resources by exchanging the messages with their neighbours. 
If resources do not allow handle some services, the manager allocated to the node can take a decision to perform the resource reallocation, informing all agents to change adequate parameters of the nodes. The adequate agents based on the command from the managers, change also routing tables allowing changing traffic routes.

The distributed resource manager architecture is shown in Fig. 7. It consists of Data Collection Module (DCM), Data Analysis Module (DAM), Decision Distribution Module (DDM), Resource Management Database (RMD) and Message Function Block (MFB). The DCM collects management information coming from Peer Resource Managers, Agent and other Databases (i.e. QoS policy, security policy, and others). The DDM distributes the management decisions (commands). All management information collected via DCM is stored in RMD and if required is analyzed using DAM. The DAM is also a decision maker, concerning the resource management.  The Message Function Block (MFB) is medium dependent module element for receiving and transition of the management commands and reports. The management information is exchanged between RM nodes using RM Data Exchange Protocol.
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Fig. 7. Resource manager architecture

A proposal for the resource agent architecture is shown in Fig. 8. It consists of following functional elements:

· MFB (Message Function Block).

· S&RFB (Send and Receive Function Block). Responsible for preparing management information messages based on RM Data Exchange Protocol (SNMP or COPS).

· CFB (Control Function Block). Control terminal responsible for management of Agent processes. 

· MIB-FB (MIB Function Block). Stores values of node’s variables witch can be manageable.

· MIB-RWFB (MIB Read Write Function Block). Module for cooperation with hardware and software resources. 

· ACFB (Agent Configuration Function Block). Module for configuration of Agent’s parameters.
· ROFB (Resource Operation FB). Module responsible for logs storing.
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Fig. 8. Resource agent architecture

The proposal presented in this section should be verified practically yet. It is planned to verify it using simulation method and next by implementing the management elements in practical WLAN based nodes.
5.0
Adaptive codec switching for real-time applicationS

An advanced correction methods developed for VoIP protocols are also a part of the RM concept. We proposed the mechanism that supports VoIP QoS in overloaded network. The reason of problems with an overloaded part of the tactical networks is a set of limited bandwidth links. Let us assume that the VoIP services are treated by the network elements as RT (real time) traffic. Taking in to account network limitations, the adaptive codec switching mechanism is proposed.   

We used the VoIP application named Pc_Phone dedicated for IPv6 networks with slow links. It was developed by the FKIE Institute in Wachtberg (Germany). Pc_Phone uses effective voice codecs like MELP 1.2, 2.4 kbps and CELP 4.8 kbps.  All of them can be used in tactical IP networks. Fig. 9 shows the testbed for testing of adaptive codec switching mechanism.
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Fig. 9. Testbed for adaptive codec switching mechanism

The Bandwidth Measurement Mechanism (BMM) was elaborated and implemented in the Pc_Phone application. It allows collecting data and calculating the network throughput characteristics. A main part of the BMM is bandwidth Prediction Algorithm (PA). The PA predicts the network behaviour (accessible bandwidth). In the case of the network bandwidth limitations, the PA forecasts lower VoIP QoS and then it enforces codec changes in order to reduce amount of data traffic. The effect is that quality of voice is worse but the connection is kept up. Similarly, when bandwidth increases, the PA detects it and better QoS codec in negotiated. 
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Fig. 10. Average available bandwidth fluctuation and observed MELP/CELP codec switching process

For codec switching process that is negotiated between two end points, a Simple Network Codec Control Protocol (SNCCP) was elaborated. The SNCCP organises exchange of request/response messages between the user’s stations and manages the codec changing. Criteria for codec switching depend on the available throughput between end stations and if the available bandwidth is:

· less then 5.8 kbps  -  MELP 1.2 kbps is used,

· between 5.9 kbps and 11.2 kbps - MELP 2.4kbps is used,

· and above 11.2 kbps - CELP 4.8.kbps is used. 

Fig. 10 shows the reaction of codec switching algorithm onto the average available bandwidth fluctuation. Firstly, the CELP 4.8 codec is used and then the throughput falls down. The PA initiates the process of codec switching. But the codec switching cannot be realised immediately, because it is dependent on the bandwidth variation rate. A hysteresis is needed here, which provides the delay in order to avoid a ping-pong effect. We can observe that in 43sec the codec switch to the MELP 2.4 last for about 5 sec. When the available bandwidth increased, in 65 sec codec was switched back to the CELP 4.8. The elaborated SNCCP protocol can also be used for video codecs switching.

5.0
PATH FINDING MECHANISM
Traditional wireless networks are based on the presence of an infrastructure providing wireless access for network connectivity to wireless terminals. However, a new concept is becoming more popular: peer-to-peer communications, where wireless nodes communicate with each other and create ad-hoc mesh networks independently of the presence of any wireless infrastructure [14]. Wireless ad-hoc networks are autonomous, self-configurating and adaptive networks. As radio coverage is usually limited, multihop routing is often needed; this is achieved by an ad-hoc routing protocol, which automatically discovers the neighbors and sets up routes. Such networks also support mobility, as the informations about routes and topology are constantly updated. Thus, they are excellent candidates for military tactical networks, where their ability to be operational rapidly and without any centralized entity is essential.

We focus here on the performance measurement of the Wireless Relay Control Protocol (WRCP) that was elaborated in MUT. The aim with WRCP protocol is to explore novel ad-hoc routing strategies and to constrain ad-hoc routing protocol design to pragmatic boundaries [15]. Low protocol complexity will help to easily implement WRCP in the IEEE 802.11 drivers for wireless cards. The proposed solution ensures a backward compatibility with the legacy IEEE 802.11 standard.

The WRCP protocol utilizes information about neighbors to provide multiple alternate paths to a destination without producing more additional control messages. In WRCP, the two-hop neighborhood table is used in conjunction with the one-hop neighborhood and the topology tables to build routes to any destination in the network. This allows repairing broken routes more quickly. Hence, the reactivity to broken links is high. During route selection three parameters are taken into account: battery capacity of an intermediate relay node, signal strength received from this node and signal strength received by an intermediate relay node from an end node. Because contention based access of the IEEE 802.11 is the weakness for time sensitive services, we propose a short backoff mechanism for an intermediate station.
Fig. 11
 presents the service latency as a function of stations’ number. It can be observed that for the end-to-end average delay, the topology scope will affect it. When the scope is enlarged, the delay will be increased. It can be also seen, that by decreasing minimal value of collision window in the intermediate station (CWmin) we can decrease the service latency. However, such aggressive behavior of the intermediate stations can seriously increase service latency other stations. The choice of the minimal collision window value should be carefully considered.

Fig. 12 compares the packet delivery ratio against the IEEE 80.11 standard. The WRCP protocol outperforms the standard 802.11. The great impact on the packet delivery ratio has the time required to obtain the information on reachability of the destination. 

Because of the stations’ mobility and topology changes, the essence of the WRCP protocol is an appropriate selecting of moments when the neighbor discovery phase should be initiated. Results in Fig. 13 show that effective route discovery ensure that only fewer route breakages will occur during packets’ transmission.

The achievable throughput decreases with approximately 
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1

when increasing the hop count N, which is a well-known result for wireless multihop networks [16]
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[17].

In Fig. 12 the performance of the proposed WRCP protocol is shown as the number of stations changes. It can be seen, as the number of stations increases, the performance degrades. 
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Fig. 11. Average E2E delay vs number of stations in the network
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Fig. 12. Packet Delivery Ratio vs frequency of neighbor discovery phase initiation
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Fig. 13. Packet Delivery Ratio vs stations’ mobility
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Fig. 14. Average throughput vs number of stations in the network

The overall results show that the WRCP protocol and its implementation can provide ad hoc network connectivity and routing, with good performance. The measurements show that nevertheless with mobility links can change greatly with time and additionally the delays is introduced in the routing changes, the WRCP protocol might improve the performance of the ad-hoc networks and can be well adapted to military applications.

6.0
NODE PARAMETERS MONITORING
In ad-hoc networks it is necessary to know all nodes in neighborhood and link characteristics between nodes in the range, to choose the best one. This issue is rather complex in the network with high node’s mobility that results in permanent topology changes. In such networks monitoring of radio parameters and node activity is essential for effective transmission, optimal route calculation and QoS support (generally for RM). To achieve optimum end-to-end transmission it is necessary to take into account following information:

· topology changes,

· link characteristics,

· node activity,

· node resources.

Monitoring of topology changes relays on discovering of new nodes in the neighborhood or lost connections (e.g. being a result of node damage or its movement to another location). Link characteristic monitoring is based on measuring of PHY layer parameters for a peer-to-peer connection, i.e. the received signal strength and the level of interferences.

Node activity concerns MAC layer and can be interpreted as a set of parameters observed in time domain, e.g. number of transmitted/received packets, number of lost packets, packet size, data rate. These statistics should be performed in each node of the network.

Node resources can also be defined as a level of energy that is important for users equipped with mobile terminals. Since we assumed the ad-hoc network with the WLAN 802.11stations, it is proposed to make use an advantage of CSMA/CA access protocol mechanisms. In standard WLAN 802.11 network all stations work in common channel. The access algorithm is as follows: if station has a packet to send, first it listens to recognize state of the channel: busy or idle. However, it could be useful to collect in this passive way additional information, e.g. who is sending or receiving packets, what is the level of received signals, interferences, and node activity.

The role of Resource Agent that is implemented in each node is to collect information mentioned above, that is further used for resource management and cross-layer optimization. Calculation of the best route should take into consideration resources of retransmitting nodes, especially their battery level, which is normally unknown for neighbors, but could be conveyed.

General idea of node parameters monitoring is shown in Fig. 15.
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Fig. 15. Concept of node parameters monitoring

7.0
CROSS-LAYER ENGINEERING
The provision of necessary QoS level in mobile WLAN network is associated with information about resources available in the WLAN domain. This information is shared by managers and used for adaptation of service profile through dynamic modification of layers and protocols by means of cross-layer engineering. Applying cross-layer signaling techniques allows making better use of network resources by optimizing across boundaries of traditional network layers. The implementation of cross-layer signaling database (CLSD) as a separate part of protocol stack architecture appears very attractive one. It enables to supply the information from lower layers of ISO/OSI protocol stack to the application and TCP/UDP/IP layers. The establishment of cross-layer database that have an access to all of the protocol stack layers ensures possibility of exchanging information without destruction of protocol stack architecture. The main effort is concentrated on design of interactions between layers and cross-layer signaling database. The cross-layer signaling database collects information from physical and data link layer and transfer them into application and transport/network layers. Information on available throughput is used for multimedia rate adaptation at application layer. The general concept of cross-layer QoS architecture that use a cross-layer signalling to modify the multimedia stream across the upper layers of mobile WLAN protocol stack is presented in Fig. 16 [12]. The result of initial experiments presented in details in [13] shows the better utilization of WLAN channel available bandwidth.

The proposed concept of QoS provisioning with cross-layer signaling has been implemented in simulation environment using the OPNETv.11.5 simulation package. Two types of services, i.e. RT (Real Time) and NRT (Non-Real Time), have been examined. It has been assumed that the proposed solution should protect the QoS parameters of RT service (video) against the degradation. The end-to-end measures used for evaluation of QoS parameters are as follow:

· end-to-end delay,

· jitter.

The WLAN media access delay was also investigated in order to show how the modification influences the behavior of MAC layer.
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Fig. 16. General concept of QoS provisioning with cross-layer signaling

Three types of experiments have been performed: video and data transmission with standard video coding mechanism, video and data transmission with video rate adaptation algorithm implemented and only video with video rate adaptation algorithm implemented. All of the experiments have been performed for different data rates in MAC layer. The comparisons of obtained results are presented in the next figures. The video packet end-to-end delay registered in the configuration with MAC data rate equal to 9 Mb/s is shown in Fig. 17. We can observe that the delay for new video rate adaptation mechanism does not exceed the 70 ms while for the standard coding mechanism is about 90 ms. The typical acceptable value of video end-to-end delay is about 150 – 300 ms. The characteristic of delay is more linear in the case of modified video application and its sudden increase occurs in the moment of FTP transfer only. 
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Fig. 17. Comparison of video delays for standard and modified video application
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Fig. 18. Comparison of video jitters for standard and modified video application

In the case of standard video application such peaks of delay occurs much more frequently, thus the modification of video rate leads to the delay decreasing. The comparison of jitter that is shown in Error! Reference source not found. confirms that implemented video rate adaptation mechanism enables improvement of quality of video transfer. 

Analysis of the results presented in Fig. 19 shows that modification of video rate at the application layer lead to the better utilization of WLAN resources. It is because the data rate of video stream is well fitted to the bandwidth available in the radio channel. 

The simulation experiment shows that the new video rate adaptation mechanism has to be used in order to ensure the adequate level of video transmission quality. From the simulation we can also learn that video rate adaptation mechanism in connection with the proposed signalling mechanism ensure the effective use of the WLAN channel available bandwidth in the wire and wireless part of the network.
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Fig. 19. Comparison of throughput for standard and modified video application
8.0
radio resources management and optimizing problem

From the physical layer point of view also the radio resource management can significantly influence on the IP-based network.  Also radio resources allocation (RRA) becomes one of the main questions of military wireless-networks systems designing and management. The mobility of military users, specific conditions of electromagnetic waves propagation, heterogeneous phenomena of multimedia traffic and disadvantages grid create significantly difficult environment for developing of effective radio resources management procedures, especially bandwidth utility, channel assignment, power control as well as data traffic control.

Analysis of military radio systems shows that transmitted power, transmission rates, correlation characteristics of codes, number of users and their activities are the most important factors limiting system capacity. We can minimize the limitation of system capacity by suitable selection of the parameter values. Therefore utilizing of system radio resources shows RRM as an optimizing process. The optimization should be realized both during system planning and resources management, when system is during operation. For this reason, we use some system data, which include system characteristics; especially system disposed resources as well as traffic parameters. Definition of the cost function is a fundamental problem of an optimizing process. Analytic description of the cost function depends on direction analysis problem. In our concept we consider optimizing methods to resource management for two fundamental directions. On the one hand, we want to maximize communication traffic in the network. On the other hand we concentrate on maximal access of given user to the radio channel. Application area of optimization methods is showed in Fig. 20. 

The number of satisfied users within the available radio channel is the base for definition of cost function. In our analysis we take into consideration a global blocking probability (at the application level) as a cost function for maximize communication traffic. In this case a set of optimization physical parameters is as follows: transmitted power, set of frequency carriers, bandwidth of spectrum emission, radio channel access delay and channel transmission code. The changeability range of these parameters limits the QoS provision for an individual communication service. Foregoing set of parameters presents analytical domain of optimization problem. Adoption the Wi-Fi IEEE 802.11 standard is additional limitation domain range of physical parameters. Selection of effective optimization method is one of the important issues. In our research we take into consideration following decision criteria on their application range: promptness of obtaining solution, minimization of error with respect to optimal solution, calculation complexity, calculation expenditures, complexity of practical realization, solution stability and minimization of input data. In the simulation researches we analyzed algorithms efficiency. An example of these algorithms is the genetic algorithm, simulated annealing algorithm, Tabu search algorithm, and Complex algorithm. Based on the preliminary results we can say that the suboptimal algorithm is effective for application in optimal resources management.
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Fig. 20. Application area of optimization method

The game theory is basic optimization method that we analyzed for maximal access of individual user to radio channel. It determinates a structure of the effective access protocol for individual user.

9.0
Conclusions

The tactical networks resource management problems and possible solutions have been discussed in the paper. The main attention has been focused on the mobile ad-hoc networks and the resources visible from the security gateway. All solutions presented here are not fully verified practically and will be tested in details during the REMINET project. The problems discussed here point out that the RM solutions can support NATO Network Enabled Capabilities.
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