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Abstract

Airborne Communication Nodes operated on manned or unmanned airborne platforms constitutes a high potential solution with several advantages including some release of the satellite bandwidth which are currently used for local relays, service on demand, a lower cost and a very high level of performances (data rate, quality of service, real-time). The Airborne Communication Node (ACN) demonstrator has been designed and developed by EADS for the French MoD in order to enhance telecommunication and network capabilities in a concept of Network Centric Operations. This tactical communication system is based on an airborne node, which covers a 100km diameter area for up to 10 ground mobile gateways and providing up to 40 Mbps capacity on the IP standard, which provides interoperability and communications to heterogeneous networks on the ground. A lot of challenges had to be met for the demonstrator; the first one was to design a high-speed networking and protected waveform and to implement it on a SDR platform. A smart QoS management had to be integrated to protect the priority flows from the others and a new iso-power antenna had to be designed to provide a 100 km diameter coverage area where every user has got the same connectivity and capacity level. Field trials were performed last year in the south west of France and showed the maturity and the high level of performance of such system, exceeding the specifications, especially on the jamming robustness, tested by the French technology centre CELAr.

1.0
INTRODUCTION

Some studies were made in the US in the late 90s that show needs for airborne communication support. The same conclusion emerged from an 2002 ETO study sponsored by the French MoD, the DGA (Délégation Générale pour l’Armement) and sets the basis for an airborne communication node demonstrator (ACN): there are identified needs to have communication services on the theatre of operations with the same high level of performance as an infrastructure network and based on the IP (Internet Protocol) Standard to release some satellite bandwidth. And of course, as a military system, the deployment, set-up and the configuration must be quick and easy while maintaining “military-grade” specifications and the mobility of the actors. As on the other hand actual wireless communication systems exhibit long deployment delays for a limited mobility and slow data rates. Moreover new Network Centric Operations ideas could clearly benefit from the secured and high data rate specifications of such an airborne communication system, acting as an airborne backbone.

This paper is organized as follow. The first paragraph presents the ACN concept and the demonstrator, the key facts and its features along with the awaited performances of the future ACN. The next paragraph details the specially designed waveform and its particular SDR (Software Design Radio) implementation, the QoS (Quality of Service) management and then the antenna technology. The next paragraph shows the detailed concepts of operations where the ACN could bring a high added value and the last one presents the full-scale tests that have been performed in the south west of France. 

2.0 THE AIRBORNE COMMUNICATION NODE DEMONSTRATOR

The Airborne Communication Node (ACN) demonstrator has been designed and developed by EADS for the French MoD as a proof of concept with in mind to enhance telecommunications and network capabilities on the theatre of operations.

In a first approach, the Airborne Communication Node can be seen as a satellite-like system, but without some of the drawbacks of the satellite communication solution. It consists of an airborne high data rate communication payload – the node –, which serves mobile ground gateways (vehicles, ships, static) over a large coverage area as pictured on the figure 1.

Figure 1: Operational view of the Airborne Communication Node

The ACN has very ambitious operational characteristics: as a multi user communication system the radio capacity is very high compared to non satellite based current system with up to 40 Mbps per connected gateway. This data rate is achieved while keeping a top of the art robustness in an Electronic Warfare environment thanks to a WCDMA (Wideband Code Division Multiple Access) waveform. But most importantly the whole system is based on the IP (Internet Protocol) standard to allow a complete interoperability with existing networks and other IP based communication systems. The radio capacity is managed with dynamic radio and network resource allocation between the users to allow a global smart Quality of Service (QoS) management. The QoS is also made easier with a low latency comparable with xDSL connections.

The whole system is moreover very quick and easy to deploy as there is no specific infrastructure constraints and as all the gateways are highly mobile across the coverage area. Through the mobility of the airborne platform, the coverage area can (as well) follow the ground operations. Despite in the sky, the node flies at a very high altitude (stratosphere) to ensure a limited vulnerability.

The ACN demonstrator exhibits most of these performances with the main features gathered in the Table 1 in front of possible specifications of the future ACN as an airborne backbone.

For the full scale demonstrations, the chosen airborne platform is an EADS Socata TBM 700, a commercial turbo propeller test airplane and the ground gateways are utility vehicles with an antenna mounted on a positioning device, the whole system is under a radome on the top of the vehicle.

	 
	Full Scale Demonstrator
	Target ACN (awaited)

	Ground mobile gateways

(up to 60 km/h)
	10 
(up to 130km/h)
	~50

	Global Network Capacity (IP standard)
	2x20Mbps
	2x100Mbps

	Max. Data Rate per User
	10 Mbps up
	20 Mbps up

	Ground Coverage Area
	100 km diameter
	200 km diameter

	Airborne Platform
	Commercial airplane (EADS Socata TBM-700)
	Open: 
Stratospheric Balloon, airship, stratospheric airplane, UAV …

	Platform Altitude
	10 km (33000 ft)
	20 km (66000 ft)


Table 1: the ACN and its demonstrator specifications

3.0. The ACN waveform

The waveform is one of the innovative concepts of the ACN. It has been designed to provide a high flexibility with a strong implication in the upper layers: the management of the QoS is then facilitated without relaxing the robustness against interferences and jamming. Moreover the physical layer should handle up to 50 users with a high capacity that is why the WCDMA waveform type has been chosen in conjunction with Turbo Codes. WCDMA has a natural protection against jamming and combine a low probability of detection (LPD) and a low probability of interception (LPI). Moreover the code spreading allows dynamic resources management in real time, which is necessary to offer a smart network management. 

One other great feature of this kind of waveform is that the frequency plan is simple as for the 3G cell phones system: all users share the same frequency resource, but they are differentiated through their unique code and scrambling. As for 3G it is also possible to create a cell architecture of many ACNs.

4.0 The SDR implementation

In order to sustain all the advantages of the waveform, there are many drawbacks; it requires a quite high algorithm complexity. Some functions such as the first acquisition of the WCDMA signal or both phase and time (to match the codes) tracking are very decisive on the global performance of the communication system, especially on the total capacity. It is even more the case in an Electronic Warfare environment where these algorithms must deal with jamming signals. 

That point is one of the reasons why a SDR approach has been used to design and implement such complex algorithms and thus the waveform. The demonstrator is based on a SDR COTS (Components Off the Shelves) modular hardware platform. The hardware resources are networked together using a ring architecture with multiple links that, put all together are offering multi gigabits per second throughput. That hardware architecture offers a high degree of versatility and performance. The platform is then flexible to offer also a large opportunity for the future ACN system. 

Nonetheless, while SDR based, the demonstrator is not SCA (Software Component Architecture) compliant. That architecture, developed in the US JTRS programme framework, was already mature at the beginning of the project almost five years ago, but it was not the case of the tools; that is why, taking into account the real complexity and challenges of the waveform, such architecture has not been retained. And most importantly, most of the hardware platform’s computational resources were already used by the waveform itself, thus letting less room for the computational overhead of the SCA.

Figure 2: development process of the demonstrator: use of MBD and SoC approaches

The SDR approach for the design and development phases is based on two techniques: the Model Based Design (MBD) and the System on a Chip (SoC) approach. 

· MBD is more a methodology to master the development of a project at a “system” level. All the waveform design has been done and tested with Matlab/Simulink. This tool allows to set up a complete waveform implementation and then to simulate it to get an access to the main global performances at a very early stage of the development. That is why a modelling of the ACN demonstrator has been developed at the beginning of the project to validate the choices and parameters for the waveform. The design has then been completely led by following this model based approach. The major problems are isolated from the beginning and the global performances of the system are mastered: so you can choose and test the right solutions even before the coding phase.

· The SoC approach is a technique to accelerate the development process. This allows a more hardware oriented modelling of the functions to simulate and test them and validates them with more real world considerations. Once validated the main advantage is then to generate automatically target code from the model under Simulink, then bypassing the classic hand coding stages plus their validation.

Both the MBD and SoC approaches set a perfect control on the system from the beginning. The Figure 2 shows the overall process. Our SDR approach combining a modular hardware platform and a SoC design has been very efficient to design, develop and implement the ACN demonstrator. This led to a successful implementation of the WCDMA waveform and also a great gain in development time. 

5.0. High speed network on the theatre of operations

The use of the standard IP protocol ensures the maximum interoperability providing end to end connections. The global ACN is then completely seamless for all users. On a network architecture point of view, the ACN can be seen as an airborne backbone as the node is not a simple communication relay but a true node with routing capabilities and smart QoS management. Each gateway can be connected to a LAN to extend the connection to local networks and/or to existing wired or wireless network architecture.

Figure 3: ACN equivalent network

Indeed one other innovative concept of the ACN system is the management of the quality of service. That is eased thanks to the dynamic radio resource allocation in real time. The optimised QoS mechanism protects the priority flows and ensures a minimum data rate safeguard to each gateway. The algorithm manages of course a real time estimate of users needs with an optimal use of the global radio capacity according to the traffic volume of each gateway and the type of traffic.

Then standard network applications such as streaming video, voice over IP, video conference, emails and data can be used through the ACN communication system as if it was a wired infrastructure thanks to the very high data rate and the QoS management and so the seamless and transparent aspect for the end user.

6.0. Innovative airborne antenna

One of the challenges of the demonstrator is the coverage area. Indeed the communication capacity has to be the same for any gateway inside the 100km (≈ 62 mi) diameter area. This poses two main problems: 

· The aperture of the antenna has to be very wide, even for the airborne node flying at 33000ft 

· The link budget and so the transmitted power, change in function of the radius. 

That last problem is not compatible with a best WCDMA multi-user service, as an equal power coming from every user is necessary to reach and to work near the maximum theoretical capacity. In 3G and in CDMA cell phone systems, this problem is solved with the use of efficient power control algorithms. The demonstrator is working in Ku band where radio frequency power is expensive. That is why a wide aperture (170°) iso-power antenna has been specially developed. The iso-power antenna concept is described on figure 4.

That antenna guarantees then a constant power density in any point of the coverage area, and so guarantees near the maximum capacity offered by the WCDMA waveform. Moreover the near/far problem is simplified all the more as the system operates in Ku band. The RF power is also used most efficiently. 

Figure 4: Iso-power antenna vs. omni antenna

The chosen solution uses a Cassegrain like architecture: a conformed main reflector is fed by the source through a sub reflector. The resulting antenna is very compact (40cm diameter) and quite light. Of course the design of such an antenna is very difficult and the resulting power graph is not perfect. An additional power control loop allows then an even more accurate and steady link budget. It is all the more useful for mobile gateways with a positioning algorithm limited off roads and to cope with the pitch and roll of the airplane.

7.0. CONCEPTS OF OPERATIONS

Considering the networking capabilities of the ACN system plus the ease of deployment, it can be used in many operational contexts both for civilian and military applications as an IP backbone.

Thanks to the native IP connectivity, the system can connect many heterogeneous networks to provide a true cooperative engagement for joint operations between nations. Ground gateways can be mobile, static, on ships …etc. as pictured on figure 1. Moreover the system provides low latency and very high data rate very suitable for such uses.

As the node is airborne and flies at very high altitude, the communication system can also serve for lacunary missions even if a gateway is in a deep valley. The ACN covers a wide enough area and then allows an interconnection between isolated operational units and a command and control centre for example with line of sight (LoS) links only.

As its deployment is quick, the ACN can be used for “beaching” missions and/or a crisis management: in case of non-existent, destroyed or overloaded communication infrastructure the system restores quickly the communications on a wide coverage area and with a high communication capacity. It can help for example for peace restoration, homeland security or to cover a natural disaster relief.

Figure 5: typical inter-armies “beaching” mission

An extension of the range of such communication system can be envisaged in the future with the adjunction of a LOLA (Liaison Laser Aeroportée – Airborne Laser Link) modem inside the airborne platform; that consists of a very high speed 40 Mbps IP based laser link between an airborne platform and a satellite. The LOLA project was also a demonstrator sponsored by the DGA.

8.0. Field trials

Full-scale tests have been performed in 2007 in the south west of France, near Tarbes. The airborne platform was a an EADS Socata TBM 700 airplane. This carrier is able to fly at up to 10000m high, thus enabling the full 100km diameter range of the demonstrator. The figure 6 shows the airplane equipped with the antenna and its radome.
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Figure 6: ACN node equipped aircraft

Four ground gateways have been built, although the demonstrator is capable of handling up to ten gateways. The ACN gateway is integrated into utility vehicles and the parabolic antenna is installed on a positioning device on their roof. 2 of them are fixed whereas the other 2 are mobile.

To cover a constant 100 km diameter area, the trajectory of the airborne platform must be restricted to a small area, that is why a 5km radius trajectory have been selected for the trials, as shown on figure 7.

Mains results:

· True 100km diameter coverage area: up to 10 Mbps per gateway everywhere inside this zone.

· Full 40 Mbps capacity tested in flight with 2 moving gateways.

· The terminal mobility has been tested up to 130 km/h (public road limitation) at full 10 Mbps duplex with real-time streaming video.

· All standard IP services has been tested: voice over IP, streaming video, videoconferencing, emails, chat, data transfers … with the smart QoS management enabled to protect the most important flows.

· Jamming resistance: the waveform succeeded in the jamming tests performed by an up-to-date jamming station from the French technology centre, the DGA / CELAr. Despite the higher power, no impact on the bit error rate has been remarked, even at full capacity and/or with a moving terminal.

9.0. Conclusion

The Airborne Communication Node demonstrator demonstrated full 40 Mbps capacity, the smart QoS management and high mobility of the terminals but also interoperability with standard IP civilian communication systems. It shows today the performances of tomorrow’s communication systems and especially its use as an airborne backbone, thanks to its data rate, fully integrated with existing and future IP tactical networks.

The ACN demonstrator shows a real proof of feasibility with a high data rate and ultimate TRANSSEC waveform and is allowing us to imagine more new operational uses in a context of Network Centric Operations.
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Figure 7: Trajectory of the airborne node for a trial mission with the position of the 4 gateways
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Figure 8: Operational view of an ACN backbone in a NCO concept 

[image: image4.emf] 





� EMBED Visio.Drawing.11  ���








MBD











Available power �on the coverage area





Iso Power 


Antenna





Omni 


Antenna





Antenna 


Power graph





Distance’s�losses





       SoC











RTO-MP-IST-083
P4 - 1
P4 - 10
RTO-MP-IST-083
RTO-MP-IST-083
P4 - 9

_1221510578.vsd

