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Abstract

Our experience from several years of research in information fusion process design and development for crisis and emergency applications has provided some insight into the difficulties of developing both a research framework and systems engineering approach to properly address the requirements of these special problems.  Various crisis and emergency-management problems factors require architecting the fusion processes in a synergistic way with dynamic resource management functions, and also impute new and atypical requirements onto the design of the fusion processes themselves.   This talk will provide some views on how to address these new challenges and provide some examples of our results in addressing the problem of post-earthquake emergency management in a large urban area.
Brief Overview of Information Fusion

Information fusion techniques combine data from multiple sensors, and related information from associated databases, to achieve improved accuracies and more specific inferences than could be achieved by the use of a single sensor alone. The concept of multisensor data fusion is hardly new. Humans and animals have evolved the capability to use multiple senses to improve their ability to survive.  Applications for multisensor data fusion are widespread. Military applications include: automated target recognition (e.g., for smart weapons), guidance for autonomous vehicles, remote sensing, battlefield surveillance, and automated threat recognition systems, such as identification-friend-foe- neutral (IFFN) systems.  The most fundamental characterization of data fusion involves a hierarchical transformation between observed energy or parameters (provided by multiple sources as input) and a decision or inference (produced by fusion estimation and/or inference processes) regarding the location, characteristics, and identity of an entity, and an interpretation of the observed entity in the context of a surrounding environment and relationships to other entities.  The definition of what constitutes an entity depends upon the specific application under consideration (e.g., an enemy aircraft for a tactical air-defense application, or the location and characteristics of a tumor in a medical diagnosis application).  Despite the benefits of improved system operation and application effectiveness by using multiple sensors and fusion processes, actual implementation of effective data fusion systems is far from simple.  In many or most cases, the fusion process is a value-adding process that is often added to or integrated into some overarching system concept; it is often said that “we don’t build fusion systems, we add fusion processes into systems”.  This implies that there may be existing, legacy functions and components, existing developmental standards, design standards, etc that the fusion process must adapt to. 

One of the descriptive, functional models of the information fusion process is the “JDL” process model that is intended to be very general and useful across multiple application areas; this process is shown in Figure 1 [1]. 

Figure 1 The JDL Functional Model of the Information Fusion Process

While the boundaries of the data fusion process are fuzzy and case-by-case dependent, generally speaking the input boundary is usually at the post-detection, extracted parameter level of signal or observational processing. The output of the data fusion process is (ideally) a minimally ambiguous identification and characterization (viz., location and attributes) of individual entities, as well as a higher level interpretation of those entities in the context of the application environment.  A good way to think about the process is as an estimation process that needs to address the stochastic aspects of the various error-generating factors of any observational process or of other amplifying data.  As shown, the process conceptually involves several “Levels” of processing; these Levels were conceptualized simply to distinguish different types of complexity that may exist in any problem, and (an important point) that any complete fusion process will involve an integrated set of functioning solution techniques.  The basic Levels involve:
· Level 0 Processing (Sub-object Refinement).  This process involves those methods to estimate the existence and features of structures of interest that may be discernible before the declaration of a named entity can be realized (e.g., segmentation in imagery)
· Level 1 Processing (Object Refinement). This process combines locational, parametric, and identity information to achieve refined representations of individual objects or entities

· Level 2 Processing (Situation Refinement). Level 2 processing develops a description of current relationships among objects and events in the context of their environment

· Level 3 Processing (Threat Refinement). Level 3 processing projects the current situation into the future to draw inferences about enemy threats, friendly and enemy vulnerabilities, and opportunities for operations.

· Level 4 Processing (Process Refinement). Level 4 processing may be considered a meta-process, i.e., a process concerned about other processes; it can be thought of as the “control law” of the overall fusion process, concerned with invoking any feasible capability needed to improve the process (one example is to control the sensing or observational process in ways that improve the fused estimate that is the output of the process).

Fusion-Knowledge Management-Resource Management
An issue that affects the way that fusion processes and overall systems are architected is whether the fusion process is the primary or only informational process in the system, i.e., whether the fusion process is the only mechanism by which the system gains awareness of an estimate of the world state of interest.  If it is the only such process, one could envision a major extension of the Level 4 functionality, as an overall Resource Managing function.  If it is not, then other factors besides a world state estimate will influence how the overall resources are to be managed; for example certain contextual factors may influence the way resources are or can be directed, apart from what the fusion output is providing.  We consider this the more general framework for system architecture, so that Level 4 is focused on those means for fusion-specific process improvements, and a separate Resource Manager function is controlling other resource elements; clearly this is an architectural issue.  There is also another perspective one could take about the Level 4 process, as a Knowledge Management process.  Historically, fusion processes have been developed from a deductively-based approach, exploiting a priori knowledge but until only recently these designs have not attempted to incorporate an inductive or learning process.  If such capabilities are desired and enabled, then the question of dynamic knowledge management arises, as newly-learned patterns are considered for incorporation into the system knowledge base.

Crisis Response Management Phases and Functions
Crisis Management is a very special case of application of Information Fusion processes and capabilities.  It is not difficult to envision that such environments are probably rich in sensing systems, and that in addition to various electronic-type sensors, humans will also be providing considerable observational input through messages, telephone calls, cell-phone cameras perhaps, and various other means.  In fact, one complexity in designing a fusion process will be the approach to incorporating the large number of sensing systems and the disparity in such systems.  For example, most electronic sensors will have been calibrated and their error characteristics, which are needed to design the fusion process (since input quality clearly will affect what can be done in combining the data) will be reasonably well-known.  Human observation on the other hand (today called “soft” sensing) involves understanding human perception and cognition capabilities as well as dealing with the linguistic framing of the observations that involves all the complexities of linguistic ambiguity.  

In considering C3I functions for the Crisis Management (CM) application, it is of course important to be clear on the functional boundaries involved and the corresponding boundaries of capability that are desired.  The first assertion for this paper is that the focus is on Post-Crisis Management, involving response and relief to some crisis event, and specifically not involving mitigation or prediction.  This question has to do with the Phases of CM, and various models of such phases have been put forth; even bounding the focus to the post-crisis phases may not be specific enough to delineate functional boundaries, since in some cases these post-crisis phases may extend for years (e.g. tsunami and Katrina-hurricane-level events).  Our discussion focus here is on the post-crisis phases that may extend say to tens of days, dealing with Disorientation, Response and Relief (but not for example with Recovery and Reconstruction).

As mentioned above, it is important to understand the system environment into which a fusion process is being inserted; the two major types are an existing system or a new system yet to be designed.  If the system exists, then there are clearly constraints about what can be done, what can be modified, etc., but a benefit is that the system can be analyzed to define the requirements for the fusion process.  In many cases, we have applied the formal methods of Cognitive Systems Engineering and specifically Cognitive Work and Task Analysis to properly define informational needs of decision-makers, and to provide traceability of fusion capabilities to specific system-level, operational requirements.  If the system is to be constructed, then the constraints come from the overall project level and involve issues such as cost and risk balancing, as well as assessments of technological feasibility. In both cases, an important issue is how any defined level of interoperability will be addressed, whether internal to the system or at the inter-system level.  Interoperability issues can impute requirements to develop an integrated approach to ontology development, or to engineer the nature and degree of standards-compliance that the system will adhere to.

These phases and functional boundaries for any CM problem are important to understand.  It is also important to understand that it is very unlikely that any single CM system design will be able to deal with the broad range of crisis-types.  At the meta-level then, any given CM system will likely be part of a CM-system federation or some other type of meta-environment.  This raises the interoperability requirement to a yet-higher level.

As one motivation to our own research at CMIF, we have focused on a few critical issues that should be central to any CM fusion and system design; one of these is casualty recovery.  This focus requires dealing not only with the fusion aspect of understanding the state and distribution of casualties but also the resource-management requirement to dispatch resources to collect and deliver the casualties to various aid stations and hospitals.  Another focus has been on what the emergency-management community often calls “secondary threats”, meaning those cascading effects of one crisis event triggering another.  If it is possible to understand the interdependencies of various infrastructure elements a priori, then a strategy for secondary threat anticipation can be developed, which of course can be exceedingly helpful in the overall CM problem.

Algorithmic Implications of the CM Environment
Given the breadth of functionality just discussed, it can be expected that a correspondingly complex set of algorithmic techniques will be required to address the goals of automation support to these various functions.  Depending on the extent of a priori knowledge that exists, it is important to note that new functional models may be needed to support predictions of various important states that need to be known in the overall problem-space.  One example we have dealt with is in regard to modeling hospital patient throughput.  It is clear that future capacity estimation of any hospital is a requirement to support automated resource management such as ambulance management.  There is no sense to dispatch and route an ambulance with casualties to a hospital that, at the (future) arrival time of the ambulance cannot service those patients in a proper way.  Also, there is can be a need to have algorithms that function at varying levels of specificity to support the typical hierarchical C2 structure that the system is servicing; high-level decision makers need aggregated information whereas lower-level decision makers need specificity.  So the typical system will require a broad range of knowledge (that also has to be dynamically managed), a fusion process that can estimate the states not only of the current-world, but also have the ability to forecast the states of resources, as well as forecast the cascading effects if any of any given crisis event.  This extensive range of capability will involve construction of a broad range of algorithms that will likely have disparate features and capability, from automated reasoning under uncertainty to mathematical programming methods for solving optimization problems, to geographical tools and yet other adjunct functions and algorithms.

Summary
The architectural and algorithmic challenges involved in the design and development of automated support for post-CM can be summarized in one word: complexity.  The typical way we deal with complexity is with a divide-and-conquer approach.  Such analyses however need to be carried out with a consistent view to overall mission/system effectiveness; such investments are sometimes a “hard sell” because they do not explicitly yield any functioning system component; however, they yield very important results crucial to good system design: informational requirements and a concept of employment.  Too often technology is thrown at a problem absent an understanding of a viable way to use it.  Designing automated support for a post-CM system should, at least ideally, invest in these up-front efforts to understand and specify requirements, and to understand, even if the complexity is partitioned, that that complexity challenge raises its head again when integrated functionality has to be addressed.  This very brief summary type paper has attempted to give a flavor for the many issues involved in developing not only an architectural approach to designing post-CM systems but also some of the specific internal functionality that will be required, as well as the range of algorithmic challenges that will have to be addressed.
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