[image: image1.emf]incident  area

mobile

base station

emergency responders

(mobile nodes)

incident command

centre (base node) 

incident  area

mobile

base station

emergency responders

(mobile nodes)

incident command

centre (base node) 

[image: image13.wmf]


Relay Placement for Ad-Hoc Networks in Crisis and Emergency Scenarios
Relay Placement for Ad-Hoc Networks in Crisis and Emergency Scenarios

Relay Placement for Ad-hoc Networks in Crisis 
and Emergency Scenarios 
Thorsten Aurisch, Jens Tölle
Research Establishment for Applied Sciences FGAN

Research Institute for Communication, Information Processing, and Ergonomics FKIE

Communication Systems Department KOM
Neuenahrer Straße 20

53343 Wachtberg

{t.aurisch,toelle}@fgan.de

Abstract
In order to communicate in crisis and emergency situations the incident command centre and the emergency responders need to form a network. When the range of single-hop wireless communication is limited by distance or difficult radio propagation conditions, relays can be used to extend the communication range. Therefore, this paper investigates the feasibility of an automated deployment of a multi-hop network consisting of the emergency responders and the relay nodes. Especially, this paper targets the need for a rapid deployment of relays when little or nothing is known in advance about a given environment and its propagation characteristics. Applications for this approach include emergency responders entering a large building during an emergency, search and rescue robots manoeuvring a disaster site, and military special force releasing hostages. Within the paper a relay deployment assistant is proposed that employs real-time link measurements. Furthermore first evaluation results of the assistant are presented.
1.0
Introduction
There is an increasing demand for a sufficient communication infrastructure in emergency scenarios. The common voice communication for command and control purposes will be complemented by transmissions of blueforce tracking information from the emergency responders to the Incident Command Centre (ICC). Additionally, sensors carried by emergency responders collect environmental data, which have to be transmitted to allow sensor data fusion and to improve the situational awareness. Furthermore responders fetch area maps or information about dangerous goods from databases. Last not least, reliable communication links enable the on-going supervision of the situation and the monitoring of planned procedures. In order to communicate in such a scenario the ICC and the emergency responders need to form a network. Remaining communication infrastructure might be interrupted due to wire disruption, wireless connections like mobile phone services or infrastructure based professional mobile radio services might suffer from affected base stations. Beside this, the remaining communication infrastructure may suffer from massive overload situations. Repair of these communication means will take considerable time. Thus, both civilian and military emergency responder need means of communication which can be automatically established and will reliably operate in these emergency situations. 
A typical network deployed in emergency scenarios consists of emergency responders within the incident area and an incident command centre safely located outside of the incident area. There are at least two different approaches for the installation of a temporary tactical communication network. One approach is the set-up of one or more mobile base stations for mobile phone systems like GSM/UMTS or Professional Mobile Radio (PMR). These base stations offer voice and data connections for units equipped with mobile phones or mobile computers with adequate equipment. The other approach is to use a multi-hop network to connect the emergency responders with each other and with their incident command centre. Figure 1 illustrates the two different approaches.
One major technical difference is the fact that the mobile base station approach offers single-hop communication from the base station to the emergency responders, while the ad-hoc network approach is characterized by multi-hop paths. A disadvantage of the first approach is the fact that no communication is possible before a mobile base station is brought to the crisis area. A base station is typically larger and heavier than handsets or mobile computers. To cover larger crisis areas, the transmission power has to be sufficient and therefore an adequate power supply is needed. The second approach allows communication as soon as the emergency responders arrive at the crisis area (and stay within transmission range of their communication devices). Typically, a larger number of communication devices improve the ability to communicate with each other and with the incident command centre. Due to the advantages given above, this paper focuses on the ad-hoc network approach. The next section discusses typical ad-hoc network concepts and describes some of the challenges.
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Figure 1: Mobile base station approach (left) and ad-hoc network approach (right)


2.0
Challenges of Ad-hoc Networking in Crisis and Emergency Scenarios
Due to the needs and properties of crisis scenarios many people suggest to make use of mobile ad-hoc networks (MANET). This kind of networks granting multi-hop communication even in cases of highly dynamic network topology without the need for complex and time-consuming configuration of network devices, installing cables, or setup of antennas and base stations. The flexibility and the dynamic network structure support of mobile ad-hoc networks are achieved by complex routing protocols. Since there is no central unit for the management of the routes in the network, every node has to determine the paths to the communication partner by himself. Furthermore, each node has autonomously to detect and react on network topology changes. Conventional routing protocols known from wired networks can not be used because they receive the routing information from the central non-mobile network elements. In general, ad-hoc routing can be pro-active such as the Optimized Link State Routing Protocol (OLSR) [7] or re-active. The Ad-hoc On-demand Distance Vector (AODV) [8] protocol is an example for a re-active MANET routing protocol. Also hybrid variants such as BATMAN [9] exist.
The usage of ad-hoc networks brings up several challenges. Emergency responders are typically equipped with small portable devices. These devices have limited battery power and especially a limited communication range. 
Particularly in large-scale crisis areas and in the early stages of crisis operations – where initially a limited number of first responders is active – the low number of communication devices and the high distance between these devices could possibly cause an unreliable or even a malfunctioning communication network. This is particular unfavourable because the communication demands are very high in the first stages of a crisis operation in order to gain an overview of the current situation and to plan further actions. Whenever a emergency responder leaves the transmission ranges of all neighbour communication partners, the responder will be cut off the communication network. The communication range of radios used in tactical ad-hoc scenarios is typically significantly smaller than transmission ranges of base stations for single-hop network technologies like mobile phones. Such an interruption of a communication link can happen whenever an outpost advances too fast or a fast withdrawal is needed in dangerous situations. Especially in the second case, warning messages might get lost due to the partitioning of the network. Figure 2 illustrates this challenge.
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Figure 2: Interruption of communication links leads to separation of units


An additional challenge of ad-hoc networks is an inappropriate environment. Important examples of inappropriate environments are all kinds of buildings, especially with many thick walls, e.g. made of concrete. Mobile nodes communicating with radios based on the IEEE-802.11 family or similar technologies have an unpredictable limited transmission ranges in such indoor environments because of radio signal attenuation, reflections, and interference. This behaviour is illustrated in figure 3. The colour of the link between two nodes indicates the receiver signal strength. The signal strength decreases with increasing distance between sender and receiver. In indoor environments, small movements (walking around a corner, crossing doors) can significantly change the strength of the received signal, causing a loss of connectivity and therefore a partitioning of the ad-hoc network.
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Figure 3: Interruption of communication links in indoor environments


The next section gives a potential solution for these challenges and discusses different concepts to apply this solution. 

3.0
Relay Placement

One idea to improve network reliability, stability, and to enhance available network bandwidth in ad-hoc networks is the usage of relay nodes. Relays are small and cheap network nodes which can be deployed by emergency responders to enable or improve network connectivity. These relay nodes help to reduce the probability of network partitioning, increase available bandwidth and the number of possible routes between devices. Figure 4 illustrates the fact that one additional relay node is sufficient to maintain the connectivity between the ad-hoc network nodes from figure 3. The idea of using relays (i.e., breadcrumbs) to extend communication range of ad-hoc networks has also been proposed in general in [1] [2] and for emergency responder communication in particular in [3].
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Figure 4: Maintaining connectivity by means of relay nodes


3.1
Related work 

During the last years, a lot of work was done in this area of research. The applicability of relay approaches is evaluated in different areas: 

· Some kinds of sensor networks use relay nodes to improve the connectivity between sensor nodes. The presence of relay nodes enables the sensor nodes to use lower transmission power and thus a more efficient battery handling, increasing the lifetime of the sensor network [6].
· Autonomous multi-robots use radio links for both control and transmission of sensor data. A loss of the radio link will cause an interruption of the control channel and loss of sensor data. To avoid these situations, robots can move to certain positions and serve as communication relays [5].
· In indoor environments, emergency responders like firemen build up a reliable multi-hop communication by means of pre-installed relay nodes with a fixed position. In addition, these nodes can be used as beacon, giving additional information about the current position of the emergency responders. This information can be used for indoor tracking [3] [4].
3.2
Discussion of relay placement approaches
Some of the results from research work done in the past years have some drawbacks when applied to crisis and emergency scenarios. We identified the following three major aspects:
· Pre-placed relay nodes

Investigation in the scope of civil rescue operation consider a reliable multi-hop communication by means of pre-installed relay nodes with a fixed position. Such concepts are not suitable for the usage in military crisis and emergency scenarios because these concepts have only a limited range of application.
· Relay placement for sensor networks

A lot of work focuses on networks with known distribution of nodes (e.g. sensor nodes). Whenever the number of communicating nodes and their position is known, mathematical and simulative approaches can be used to find optimal or near-optimal solutions for the number and position of relay nodes. The optimization criterion could e.g. be maximized (battery) lifetime, limited radio emissions, limited hardware costs, or time- and cost-efficient installation. Unfortunately, some of the approaches work with strongly simplified assumptions, like fixed and identical radio transmission ranges of all nodes. In addition, most of these approaches work especially well in scenarios with a static distribution of communicating nodes. Movement of nodes complicates the situation. The algorithms often have inappropriate runtime behaviour and often do not consider real-world phenomena like complex behaviour of receiver signal strength. 
· Relay placement for autonomous robot networks

Other work focuses on the connection of mobile robots among themselves and to command posts. This situation is different, because (semi-)autonomous robots have the capability to stop and return to a more suitable position when the radio link breaks. This robot approach is partially suitable for human beings as well, but in typical crisis scenarios, it is not a good solution to trouble the emergency responders with additional tasks like returning to previous positions whenever a communication link is lost. 
In summary, what is needed is a heuristic, fast, feasible approach for the relay placement, which does not need long preparation times, preceding simulations, or interference with the typical operational procedures of the emergency responders. 
The concept RelayP presented in the following sections decides about the placement of relay nodes without pre-calculations and a full overview of the communicating nodes. Basic ideas are to supervise the connectivity and current radio parameters from communication devices of the responders. These values are evaluated, and an application indicates whenever it is time to leave a relay node timely before the communication channel breaks.

4.0 THE CONCEPT “RELAYP”
A rapidly deployable ad-hoc network is used in emergency situations to facilitate reliable communication between the emergency responders and the incident command centre. Emergency responders drop relay nodes within the incident area as needed to facilitate their communication with the command centre. The assistant RelayP automatically informs the emergency responder about the need to deploy a relay node. The next section summarizes the assumption made for the development of the relay deployment assistant RelayP.
4.1 Assumptions
· The used relay nodes have a simple structure and low production costs. They are available in a sufficient number.
· The relay nodes utilizing IEEE-802.11 b/g radios. Higher transmission power as defined in the IEEE standard to increase the communication range of a node is not used.
· The emergency responders know their own velocity.
· Nothing is known a priori about the environment within the incident area. Sensors and mechanisms build up a map within an unknown environment are not available for the emergency responders.
4.2 Basic Idea
A relay deployment assistant RelayP is developed whereby the decision to drop a new relay node depends on the quality of the links from the emergency responder to the relay nodes already deployed. This deployment strategy allows the assistant to operate across a variety of scenarios. In order to determine the link quality the metric Received Signal Strength (RSS) is used. An assistant RelayP decides independent from the other assistants to drop a relay node when the highest average RSS of all links is below some signal strength threshold Sth. The concept includes two different methods for the RSS calculation:
· The emergency responder determines the RSS by radiotap header analysis of the last N beacons. Beacons are periodically sent by the emergency responder’s device to announce an IEEE-802.11-based wireless network. By using this kind of RSS measurement the assistant RelayP cause no additional data traffic in the communication system.
· If the beacon submission is switched off channel probing signals are used to calculate the RSS. Threfore, the radio of each emergency responder periodically broadcasts small channel probe messages PROBE_MSG every Δ seconds. Upon successful receipt of a channel probe message, a deployed relay node or the ICC replies with the acknowledgement PROBE_ACK. The emergency responder determines the RSS by radiotap header analysis of the received acknowledgement on each link. For each missing probe acknowledgement on a given link, a low level default value S0 is used.   S0 is less than the receiver sensitivity of the radio. Emergency responder radios keep a running average of the last N RSS values recorded for each link and consider that to be a measurement of the quality of this link.

In addition, each deployment assistant RelayP transmits all determined RSS to the incident command centre. The ICC collects the information about the links quality of all emergency responders and generates a picture of the current communication system status. 
5.0 The RelayP Ad-hoc network demonstrator

In this section the first practical investigation results of the assistant RelayP are presented. For the investigation the RelayP ad-hoc network demonstrator was built up. The demonstrator consists of 1.2 GHz to 2.0 GHz processor laptops running Linux 2.6.26. They are connected via IEEE 802.11b by means of the Ubiquiti SuperRange Cardbus. The tool iperf is installed on all laptops of the RelayP ad-hoc network demonstrator. In order to measure the data transmission rate, round trip time, or packet loss rate a constant UDP data stream with a data transfer rate of 1 Mbit/s and a packet size of 1000 bytes is generated by the iperf tool.
5.1 Measurements

Because of the large variety of building structures a large number of different and very complex investigation scenarios exist. For the practical examination the three scenarios shown in figure 4 have been selected. They represent typical communication situations in buildings and can be easily used for measurements. The building of the Research Institute for Communication, Information Processing, and Ergonomics was used to carry out the investigations. It is important to note, that the obtained results can not be transferred to other buildings.
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Figure 4: Investigation scenarios (left: floor, middle: corner, right: room)


The first objective of the investigation was to determine the received signal strength threshold Sth for the relay node deployment. For this purpose the packet loss rate at various RSS (figure 5, left) is measured within the investigation scenario floor. The results show a packet loss rate less than 5% at a RSS greater than -90 dbm. Therefore, this value is suitable for dropping relay nodes. The datasheet of the wireless network card contains -96 dbm as radio reception threshold. However, when defining a threshold dropping relay nodes the movement of the emergency responders between the relay nodes have to be considered. A second investigation is done to determine the variation of the RSS caused by the emergency responder attenuation. To quantify the variation of the RSS, the signal strength is measured between two nodes within fixed distance during the working hours of our institute (figure 5, right). The analysis of the RSS distribution between 09:00 and 16:00 clock results in a standard deviation of 1.5 dbm. Taking this into account Sth= -87 dbm should be chosen as threshold for the relay placement.
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Figure 5: Determining the signal strength threshold Sth for the relay node deployment


Furthermore, it was measured at which distance a relay node for bridging a floor is necessary. The results displayed in figure 6 shows that after 35 m a relay node is needed. Performing such measurements for the remaining two investigation scenarios the required number of relay nodes to establish a communication system in a building can be approximately estimated.
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Figure 6: Determining the number of relay nodes within a building


5.2 Improvements

Each assistant RelayP decides independent from the other assistants to drop a relay node when the highest average RSS of all links is below some signal strength threshold Sth. This approach has some drawbacks:
· When multiple emergency responders move in the small distance the deployment of a relay node can be initiated simultaneously. Such a redundant relay placement is undesirable because of the unnecessarily high resource consumption. To avoid unnecessary relay placements the RSS measurements of emergency responders in small distance can be taken into account by the placement decision.
· Small-scale fluctuations of signal strength that does not require a relay placement can be detected if the RSS measurements of emergency responders in small distance are taken into account.
· When one or more emergency responders move into an area where they have no connection, the communication system splits up into several sub-networks. To avoid such a situation in advance a network partition prediction mechanism by using the velocity information of the responders is useful. 
6.0 Conclusion and further WOrk 

This paper presented a challenge and a potential solution – the RelayP approach – for communication networks used in crisis and emergency scenarios. 

Existing approaches were presented and their applicability in the crisis and emergency scenario context was evaluated. From a pragmatic point of view there is no need for (almost) optimal solutions – requiring complex calculations based on simplistic assumptions – whenever sufficiently good heuristics exist. Due to drawbacks of existing approaches, an approach tailored to the needs of emergency responders was introduced. 
Therefore, relay placement requirements for crisis and emergency scenarios were identified and the RelayP concept was introduced. One of the design goals of RelayP was to require minimal assistance from the response units. An experimental implementation of the RelayP concept was made and test in indoor environments followed to evaluate the applicability. This evaluation of the implementation showed that it is a promising concept to work with heuristics. Some improvements of relay placement were introduced. A detailed assessment of these improvements is done in further investigations.
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