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Abstract

Networks of thousands of sensors now exist in most cities in the world. These networks continuously gather data that can be incredibly useful when a response team is evaluating the situational parameters during an emergency and formulating a strategy. But extracting the valuable information from the overwhelming abundance of data collected by the network is an extremely challenging task. This paper surveys the research objectives, methodologies and progress of the research project “Fusion and Inference in Surveillance Networks”, which is sponsored by MITACS (Mathematics of Information Technology and Complex Systems), a Canadian Research Network. The non-academic partners involved in this project are Defence Research and Development Canada, CAE, and Lockheed Martin. We highlight our vision of the architecture of a city-wide surveillance network that can aid decision-making in a crisis. We discuss the progress we have made in its development and the challenges that lie before us.
1.0
IntroducTion
With the widespread deployment of networked sensors and cameras throughout cities, there is an incredible opportunity for improving our safety and security by harnessing the information available in these surveillance networks. In the context of crisis and emergency management, these networks represent an invaluable source of information about the state of the operational environment. To fully exploit the networks, it is critical that we develop ways to manage the vast quantities of data, to fuse the distributed sensor measurements, and to generate meaningful and concise descriptions of the environmental state. 
Presently, the mathematics and algorithms to utilize fully surveillance networks of such scales do not exist. Surveillance networks incorporate, amongst many other sensors, the cameras mounted on traffic lights and overpasses, the mobile cameras attached to emergency vehicles and police cars, and the security cameras monitoring public areas. Chemical and biological sensors will soon be deployed to monitor popular public areas for dangerous contaminants. In the near future, unmanned aerial vehicles (UAVs) will fly over our cities and provide aerial camera footage as well as other sensor information such as laser range data. The surveillance networks can thus comprise several thousand sensors and cameras throughout a city, and the control of them is a very challenging engineering task. Developing the core protocols, algorithms and mathematical techniques necessary for the successful deployment and management of such networks is a key step towards enhancing public safety in security-sensitive areas. 

This paper surveys the research objectives, methodologies and progress of the research project “Fusion and Inference in Surveillance Networks”, which is sponsored by MITACS (Mathematics of Information Technology and Complex Systems), a Canadian Research Network. The non-academic partners involved in this project are Defence Research and Development Canada, CAE, and Lockheed Martin. The MITACS research project focuses on the design of strategies for managing the sensors and cameras in a surveillance network. A core component of this design is the development of distributed information extraction and fusion techniques. This necessitates mathematical advances in the areas of distributed sequential Monte Carlo methods, non-parametric anomaly detection, strategic planning and inverse stochastic control algorithms for inferring goals, intentions and policies from data. Our eventual goal is to use this suite of techniques to interface with a city simulator, a virtual environment that captures the traffic and major activities in a city. The simulator will fuse real-time information extracted from the surveillance network into its operational database. Such a simulator can be of great benefit to first responders to emergencies, because it allows strategies such as evacuation, street closure, or police deployment to be evaluated (faster-than-real-time) prior to execution.
2.0
Research Objectives

Our goal is to design a multi-tier multi-modal surveillance network and develop the mathematical models and decentralized learning algorithms that permit the tracking of objects and people and the detection of anomalous events. The research addresses five interrelated tasks. 

2.1
Sensor and Camera Management and Control
A primary task in surveillance networks is allocation of resources. The decision of which sensors or cameras to activate is essential when devices have energy constraints. If the sensors are adjustable or mobile, for example cameras with pan-tilt and zoom capability and laser range finders mounted on UAVs, then there is an additional challenge of deciding where to focus attention and how to coordinate measurement. Our approach is to integrate sensor management and distributed tracking algorithms so that the sensor resources can be managed in a distributed and collaborative manner. These integrated algorithms also incorporate strategies to address additional uncertainties due to registration errors and sensor drifting.
2.2
Decentralized Particle Filters for Tracking Multiple Objects
In order to provide relevant information to a city simulator, we must determine how many objects are present in a scene and what is the nature of their motion. One of the major concerns in distributed sensor network tracking is the maintenance of the appropriate tradeoff between tracking performance and network lifetime. When the dynamics of the target being tracked are highly non-linear, or the observation model is non-linear and non-Gaussian, then the performance of traditional tracking algorithms such as the (extended/unscented) Kalman filter or the Gaussian sum filter can be unsatisfactory. In such scenarios, particle filters generally perform much better [1,6,11]. A particle ﬁlter maintains a set of “particles” that are simply candidate state values of the system (for example, the position and velocity of the object). The ﬁlter evaluates how well individual particles correspond to the dynamic model and set of observations, and assigns weights accordingly. The set of weighted particles provides a pointwise approximation to the ﬁltering distribution, which represents the posterior probability of the state. This approximation allows one to form estimates of the state values and hence track the state.

Tracking algorithms using particle ﬁlters in sensor networks frequently adopt a centralized approach, wherein the particle ﬁlter resides at a computation centre and measurements are collected at this centre. This approach has several disadvantages. Centralization introduces a single point of failure and can lead to high, unevenly distributed energy consumption because of the heavy communication cost involved in transmitting the data to the fusion centre. 

In the past we have developed particle filtering strategies for tracking objects based on a single image sequence [1], but the problem is considerably more complex when dealing with multiple sensors and requires the development of new mathematical techniques. Devices must cooperate to identify individual objects and track their movement. Fusing together the information provided by multiple sensors is a challenging task. Transfer of the raw data to a central inference site is unattractive due to the high energy and bandwidth costs of wasteful communication. Decentralized particle filters distribute the computation or communication so that a single fusion centre is not required. We are exploring decentralized particle filtering techniques that only exchange a concise probabilistic representation of the local information state (how many objects there are and where they are located). Multiple particle ﬁlters run concurrently at different sensor nodes and compressed data or approximate ﬁltering distributions are shared between them. These distributed algorithms, while mitigating some of the inherent problems of centralization, can be computationally expensive, because multiple nodes are required to perform computation throughout the entire tracking procedure. 
(iii) Fusion and Anomaly Detection: Although learning and data processing activities are distributed throughout the network, efficient implementations of surveillance networks require the existence of one or more fusion centres. The key aspect of our design is that the fusion centres only receive pertinent information, consisting of concise probabilistic representations of local states. The fusion centres must reconcile the information arriving from different sensor nodes in order to acquire an image of the global state of the monitored environment. Since the volume of data collected by a surveillance network is enormous, network nodes must determine what information is worth transmitting to a fusion centre. This involves learning a notion of normality, a state of the environment that does not necessitate the provision of additional information. The fusion centre, and later the city simulator, must be alerted to anomalous objects, unanticipated motion flows, and suspect behaviour. 

(iv) Gossip and Consensus Algorithms for Decentralized Inference: Gossip and consensus algorithms are robust decentralized computational methods for networked systems.  These methods are very attractive for systems such as sensor/surveillance networks with energy and bandwidth limitations and rapidly changing topologies, because they do not require any overhead for forming or maintaining communication routes. The algorithms can be used for decentralized control and flocking of mobile sensor devices since they are resilient to time-varying topologies and communication errors. Also, because the consensus value is being computed in parallel by all nodes in the system, there is no single point of failure.  Consequently, a malicious user cannot compromise the system simply by jamming the connection between the network and a fusion centre. 

Consensus algorithms function as follows: network nodes iteratively perform local updates based on their own measured data and information they have received from their immediate neighbors; they then exchange local messages about their new values.  Taking the number of iterations to the limit, all nodes in the network converge to the same value or function. We are exploring the use of gossip algorithms for decentralized compression and computation of sufficient statistics to reduce the amount of information relayed to fusion centres. The main disadvantage of existing consensus algorithms is that they are slow to converge. There has been recent research on methods to accelerate the consensus computation, but the most successful algorithms have relied on exploiting knowledge of the geographic location of nodes, through the use of geographic routing protocols. Unfortunately, such routing protocols involve a significant overhead and they are not particularly robust to topology changes, which results in a significant reduction in the fundamental benefits of distributed consensus algorithms.

Much of the research on distributed consensus algorithms has focused on simply computing an average or a very simple linear function of the data. In the surveillance networks, we need the algorithms to compute much more general functions, so that they can be employed in the decentralized inference, fusion, and tracking methods. In parallel, we need to make the algorithms much faster, so that we can reduce the number of messages required to reach agreement, thereby saving energy and time.
(v) Multi-tier multi-modal surveillance networks: Scalable surveillance networks will consist of multiple tiers, with each tier consisting of surveillance nodes with different sensing and processor capability. Some nodes are mobile, including unmanned aerial vehicles (UAVs). We have specified a hierarchical surveillance network architecture where low-power nodes report to local cluster-head nodes that perform the majority of the decentralized processing. The system does not activate more energy-intensive sensor resources until potential anomalies have been detected by low-power sensors.
3.0
METHODOLOGY AND Research PROGRESS

Many core mathematical techniques and algorithms required for the effective operation of multi-tier surveillance networks are not available. With respect to the tasks above, we have adopted the following research methodology.

3.1
Sensor and Camera Management and Control
We have formulated the sensor management problem as a strategic planning exercise. This formulation enables us to capitalize on our recent advances in expressing Markov decision processes as inference problems involving infinite dimensional mixtures [2,3,16]. There are many powerful techniques for solving such inference problems, and we can now apply these techniques to solve the sensor management problem. 

A very important issue in camera management is deciding where to look in a scene in order to infer a good model of the location of targets. In general, a camera cannot observe the entire scene, so it must move its focus, and it is important to plan the associated motions, in conjunction with solving the computer vision problems of object detection, tracking and recognition. We have addressed this problem in [4], developing a sequential decision-making algorithm for gaze planning. In [5], we developed a novel approach to address the more general, foundational problem of active learning in the presence of discrete observations.

In [22], we describe a new algorithm for dynamic sensing that is based on active exploration techniques and nonparametric statistics. This technique is applicable in our surveillance/camera networks when we have mobile sensors and want to optimally explore the terrain. Figure 1 indicates the operation of this algorithm, where the goal is for a robot to travel between two points (from “Begin” to “End”) and simultaneously learn about its own pose and the locations of landmarks in the environment. To do this, the robot plans a policy that determines both the three way-points where it will adjust its direction of motion as well as the associated angles of adjustment. The policy is derived in the setting of finite-horizon, partially-observed sequential decision processes; we employ an active learning strategy to efficiently explore the possible policies.
[image: image5.wmf]
Figure 1: From [22]. A robot must plan a path from “Begin” to “End” that allows it to learn about its pose (orientation) and the locations of five landmarks. The robot has prior beliefs about these, but it can only see the landmarks within its field of view (left). The robot develops a policy that determine its initial direction of the travel, the three waypoints where it will make navigational changes, and the nature of these changes. After executing the policy (right), the robot has much greater certainty about the landmark locations and its pose.
3.2
Decentralized Particle Filters for Tracking Multiple Objects
Our principal concept for implementation of the decentralized particle filter involves the exchange of parametric approximations of the filtering distributions. This involves sequential Bayesian updates over factor graphs based on techniques we developed in [6,7,8]. The approach has the potential to introduce an overwhelming computational burden and raises the question of filter stability (do the approximations introduce unbounded errors?). To address the latter concern, we have studied the stability for filters that satisfy certain regularity properties, and have derived a theoretical upper bound on the error incurred through approximation [9]. To address the computational complexity, we are developing upon the ideas of importance sampling in marginal spaces and N-body simulation presented in [10]. Fast N-body techniques, such as the Fast Multipole Method and metric tree recursions, are key factors in the development of efficient integration techniques for distributed data [11]. 
We believe that a partially distributed particle filter can be an attractive compromise for many tracking tasks. In the leader node particle filter, as proposed in [23] and refined and analyzed in [24], a single node in the network (the leader node) is responsible for tracking an object, but that node changes over time as the position of the target changes. The leader node executes a particle filter based on the measurements it collects from a set of neighbouring sensor nodes. A sensor management routine determines when the leader node should change (generally when the target is in the process of leaving the region covered by the satellite sensors associated with a leader) ; when this hand-off occurs, the leader node must transmit a representation of the particle filter to the new leader. Figure 2 depicts the operation of the leader node particle filter.

[image: image2.png]O Inactive sensors

M Target

® Corresponding
active leader node

e Satellite sensor




Figure 1: From [9]. Leader Node Particle Filter: the leader node and the active satellite sensors follow the target. This has a dual benefit: (i) measurements are made by sensors close to the target so they are more accurate; and (ii) data collection involves only local communication minimizing energy expenditure and latency. 

The leader node particle filter has the beneﬁt of sharing the computational burden amongst the nodes in the network. Perhaps more importantly, the leader node can poll nearby sensor nodes that are in close proximity to the object and hence are likely to generate more accurate measurements. The ability to collect measurements through local, one–hop communication can be critical in cases where the data volume is high or latency must be minimized. 
In attempting to alleviate the communication cost of transmitting all particle values when the leader node is exchanged (which can involve thousands of bits), the ﬁltering distribution is often more coarsely approximated, either by transmitting only a subset of the particles or by training a parametric model. One of the concerns is that this approximation exercise can induce errors in the ﬁltering process that lead to instability and eventual loss of the object’s path. Although simulation (and to some extent, experimental) results indicate that such instability effects are rarely observed, prior to our research, the available theoretical bounds on estimation error for leader node particle ﬁltering grew exponentially over time [24]. Previous analyses used maximum log–error to model the approximation error propagation in a leader node particle ﬁlter associated with an arbitrary dynamic system. Because log–error does not take into account the structure of the dynamic system, the resulting bounds diverge. In [9], we provided time-uniform bounds on the maximum error accrued by the leader-node particle filter as a result of the approximation. We analyzed two mechanisms for the filter exchange during hand-off: a bootstrap approximation achieved by subsampling the particles and a parametric approximation involving the training of a mixture model. In both cases, we showed that, under relatively mild conditions concerning the motion of the target and the measurements, the leader-node filter is stable (errors do not accumulate over time).

Tracking Multiple Targets: While the leader node particle filter is an attractive choice for tracking a single target, the task of tracking multiple objects is more challenging because there are the additional problems of identifying the number of targets and performing data association. With multiple targets, representing the full posterior distribution over target states is not practical. The problem becomes even more complicated when the number of targets varies, in which case the dimensionality of the state space itself becomes a discrete random variable. The probability hypothesis density (PHD) filter, which propagates only the first-order statistical moment (the PHD) of the full target posterior, has been shown to be a computationally efficient solution to multitarget tracking problems with a varying number of targets. The integral of PHD in any region of the state space gives the expected number of targets in that region. With manoeuvring targets, detecting and tracking the changes in the target motion model also become important. The target dynamic model uncertainty can be resolved by assuming multiple models for possible motion modes and then combining the mode-dependent estimates in a manner similar to the one used in the interacting multiple model (IMM) estimator. In [12], we proposed a multiple-model implementation of the PHD filter, which approximates the PHD by a set of weighted random samples propagated over time using sequential Monte Carlo (SMC) methods. The resulting filter can handle nonlinear, non-Gaussian dynamics with uncertain model parameters in multisensory multitarget tracking scenarios. In [13], we addressed the issue of multiple spawning targets and presented an algorithm for measurement-to-track association.
Model Uncertainty: In most solutions to target tracking, it is generally assumed that the state transition and measurement models are known a priori. However, there are situations where the model parameters or the model structure itself are not known a priori or are known only partially. In these scenarios, standard estimation algorithms like the Kalman filter and the extended Kalman Filter (EKF), which assume perfect knowledge of the model parameters, are not accurate. In [28], we addressed the nonlinear state estimation problem with possibly non-Gaussian process noise in the presence of a certain class of measurement model uncertainty. We showed that the problem can be considered as a special case of maximum-likelihood estimation with incomplete data and proposed an EM-type algorithm that casts the problem in a joint state estimation and model parameter identification framework. The proposed procedure, called EM-PF (expectation-maximization particle filter) algorithm, is used to solve a highly nonlinear bearing-only tracking problem, where the model structure is assumed unknown a priori. We demonstrated that the algorithm is capable of modeling the observations and accurately tracking the state vector. 

We presented an alternative approach for addressing measurement model uncertainty in [29], which describes a procedure for “bootstrapping” a particle filter, that is, learning the observation model while we do the tracking. This is important in situations where the precise nature of the sensor devices is unknown, or where there is the potential for calibration errors to develop over time. In contrast to the procedure described in [28], the bootstrapping algorithm requires periodic access to calibration measurements from sensors that are most costly to activate. The advantage is that the methodology is more general, can handle more extreme cases of uncertainty or calibration error, and is less computationally demanding. 
3.3
Fusion and Anomaly Detection

We have developed an on-line anomaly detection algorithm, which is based on a recursive kernel-based density estimation strategy for identifying and tracking minimum volume sets [14,15]. These are dense regions in the environmental state-space that contain the majority of information states identified by the network. The technique achieves good accuracy while minimizing computational and storage requirements, and it can be implemented in a distributed fashion. The methodology is particularly appropriate for application to non-stationary data sources, when the underlying probability distribution generating the data is slowly evolving over time, and it becomes necessary to track “normality” rather than estimate it from a block of data. We have applied the approach to determine its effectiveness in detecting traffic jams in sequences of camera images of highways and detecting unusual patterns in network traffic volumes. If we encounter a state that lies outside the identified minimum volume set, our preliminary inclination is that it is an anomalous event, and we can focus more powerful cameras and sensors on the area of interest, using the strategies outlined above.

3.4
Gossip and Consensus Algorithms for Decentralized Inference
To date, much of the research on gossip and consensus has focused on computation of linear functions (e.g., the average of values at each node).  Computing the average is equivalent to minimizing a least squares objective function involving the data at each node.  We have begun exploring methods for solving more convex optimization problems using gossip-like algorithms [17]. We are extending this framework to cover more general convex optimization problems for path planning and decentralized inference, making connections to belief propagation and inference algorithms in probabilistic graphical models. In parallel, in an effort to make these algorithms much more practical, we have addressed the issues of quantized communication and identified methods for significantly accelerating the rate of convergence.

When the measured data is high dimensional or voluminous, or there are severe bandwidth or energy constraints, it becomes necessary to quantize the exchanged data values to reduce the communication overhead (this is the case in the surveillance networks). We have developed an algorithm for quantized consensus based on probabilistic quantization [25]. Our algorithm has the attractive features of guaranteed convergence to a consensus point (one of the quantization values). Due to its probabilistic nature, the algorithm does not always converge to the same value, but the expectation of the values is equal to the original average. We have characterized the convergence rate and the variance of the error after consensus is achieved. 
Our research into accelerating distributed consensus algorithms has proceeded on two fronts. For distributed averaging algorithms, we have investigated approaches to accelerate the rate of convergence to consensus through using short node memory to bypass redundant states [18]. We achieve this by incorporating a linear predictive step in the algorithm; our approach uses only local information but results in a significant performance improvement. In [21], we provide theoretical performance guarantees for this approach, focusing on the setting where each node uses two memory taps. We derive the optimal value of the parameters for the accelerated averaging algorithm and describe a fully-decentralized implementation. The performance improvement achieved by this procedure is dramatic, with convergence being achieved at rates that are orders of magnitude faster than the non-accelerated algorithm.

Gossip algorithms are advantageous in that they require less stringent synchronization, because only two nodes communicate at any given time. In wireless sensor and surveillance networks, gossip algorithms typically operate in a broadcast medium, but in most existing implementations, nodes simply ignore the communication exchanges that they overhear. In [19],[20], we introduced greedy gossip with eavesdropping (GGE), a novel randomized gossip algorithm for distributed consensus. During the operation of GGE, when a node decides to gossip, instead of choosing one of its neighbors at random (the standard approach when no geographic location information is available), it makes a greedy selection, choosing the node which has the value most different from its own. In order to make this selection, each node must keep track of its neighbors’ values (eavesdrop), which is possible because of the broadcast nature of the medium. The greedy choice of neighbours leads to much more rapid convergence; for reasonably accurate models of medium-scale wireless sensor network topologies, the greedy algorithm performs comparably to other algorithms that require geographic routing. The performance of the algorithm can be improved by allowing the gossiping node to select an exchange partner that is located more than one communication hop away (this algorithmic extension is called multi-hop GGE). Figure 3 depicts the performance of the GGE algorithm in comparison to the original randomized gossip technique [26] and geographic gossip [27]. For a network of 200 nodes, with a random geometric graph topology, the single-hop GGE algorithm achieves similar performance to  geographic gossip. The multi-hop versions significantly outperform geographic gossip.
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Figure 1: From [30]. Performance of Greedy Gossip with Eavesdropping in comparison to Randomized Gossip [26] and Geographic Gossip [27]. Single-hop GGE achieves similar performance to Geographic Gossip; multi-hop GGE achieves much faster convergence at the expense of reduced robustness.

4.0
Conclusions and FuturE CHallenges
Although we have made substantial progress towards the development of the algorithms and protocols necessary to exploit the full potential of the surveillance networks that surround us, significant challenges remain. Not least of these will be the integration of the algorithms in a unified network and inference architecture. 
We are commencing the design of the integrated, scalable surveillance network and inference architecture. This architecture consists of multiple tiers, with each tier consisting of surveillance nodes with different sensing and processor capabilities. The architecture is hierarchical, with many low-power nodes reporting locally to cluster-head nodes that perform the majority of the decentralized processing. A primary system goal is to ensure that more energy-intensive sensors (e.g. pan-tilt-zoom cameras) are not activated until potential anomalies have been detected by low-power sensors.
A primary goal in our future work is the development of protocols and inference techniques that address the unique challenges posed by mobile sensor nodes. Fixed-wing mini-UAVs offer great promise as local surveillance devices, because they are extremely portable and can be hand-launched. There are, however, serious restrictions on the size, weight, and power of their payloads. In addition, the computational capabilities of the UAVs are limited, so calculation of flight-paths must be performed in a very efficient manner. UAVs and other mobile sensor devices will frequently leave wireless range, so they will be unable to share information with the rest of the network until a significant delay has occurred. Their mobility, however, changes the connectivity of the network, and can be used to advantage in transferring data over large geographic distances without consuming wireless bandwidth and valuable energy resources at relay nodes. These properties necessitate the development of delay-tolerant and opportunistic communication protocols. Delay-tolerance must not be ignored in the inference algorithms, either; we must ensure that our tracking methodologies can efficiently address out-of-sequence measurements. This involves incorporating algorithmic elements that rapidly determine whether delayed information has any real potential to enhance knowledge about the current state of the environment. 
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