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Abstract

The objective of the WOLF project, funded by European Defense Agency (EDA) is to define a concept of a tactical wireless communication system for the dismounted soldier, suitable for EU forces engaged in the operations conducted in an urban environment, also known as Military Operations in Urban Terrain (MOUT). This difficult environment highlights new operational needs but also brings specific challenges to the communication system; this paper presents a general overview and the main technical insights related to the WOLF R&D project.

1
PROJECT FRAMEWORK
Among the technologies contributing to protection of forces engaged in military missions, particular attention is given to tactical communication, information processing and situational awareness capabilities. The project WOLF described in the present article, funded under the 2nd call for proposals of Joint Investment Program on Force Protection (JIP-FP), addresses this priority. The project is run by a consortium of 13 partners from 8 countries, that brings together major key European players in the domain of soldier radios, networking and software define radio technology.

The WOLF project, to be completed by the end of 2010, is expected to deliver the concept definition with a proposal of a harmonised scheme for a new radio transmission system suitable for tactical operations in an urban environment. As such, the aim is also to develop a consensual vision that could drive further work on a future European standard. 

Due to the increased population, urban areas are expected to be the future battlefield and combat in urban areas cannot be avoided. The operations in an urban environment represent a highly lethal low-intensity battle, requiring substantial technical support and, in particular, intensive use of ISTAR capabilities.

In order to meet those challenges, the tactical communication systems must be able to assure operational interoperability allowing to coordinate the geographical presence of the parties involved and to share a jointly maintained, accessible and reliable situation awareness picture based on human field observations or sensor data. Joint tactical operations in an urban environment need a wireless tactical communication system guaranteeing continuity of communications in highly mobile conditions, providing robust transmission despite some harsh propagation constraints and enabling real time transmission of tactical information.

For the soldier communication system, urban operations bring specific challenges, among these: 

· Most of the communication are short-range and out-of line of sight. In order to maintain the link with the chain of command, relaying with several hops is required; in return, increased delay may occur.    

· Intentional (adversary) and non-intentional (co-site, civil services) jamming brings a high level of interference on the communication system
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Figure 1 : ideal communication network for MOUT
· In dense urban operations, surrounding buildings can cut crucial communication lines; moreover indoors operations bring severe propagation effects that dramatically affect radio links and access to GNSS reference signals (for time synchronization and positioning).

·  In a non-friendly environment, GNSS (such as GPS, Galileo) that can be used for both positioning and radio network synchronisation is likely to be jammed by adversary forces.

· Autonomy of the dismounted soldier communication system has to fit his mission duration, at least 24 hours.

· Modern operations require a variety of services in addition to voice: live video feed, data for situation awareness, C2 and identification. Some of these services require high-bandwidth when spectrum and radiated power are limited.

More generally, a reliable, secure and robust communication solution should be provided to the lowest echelons in order to increase soldier survivability and mission success (see Figure 1).

As a consequence, the Wolf concept approach aims at anticipating future communication requirements, by analysing the end user requirements, identifying and tailoring the actual technologies that can be used for the specification of the future system.

Consistently with the objectives of the project WOLF, the advanced radio communication system that will aid the deployment and survivability of forces in an urban environment should primarily improve robust communication and situation awareness. 

Figure 2 depicts the organization of the project. First, operational needs were defined through end-user interviews and partner expertise in military communication. From this, system requirements and system decomposition were proposed. 
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Figure 2 : WOLF project organization

These requirements raise a number of technical concerns that are studied and analysed in the project, in the following technical areas: 

· Radio access: how to define the access layer - physical and medium access - that both enables robust communication (propagation, jamming, interception) in urban terrain and support the requested services? 

·  Networking: which topology and routing mechanisms can adapt to urban communication for end-to-end connectivity? 

· Situation awareness: which positioning and identification techniques are suited? How to build and share the common operational picture with efficiency?
The paper is organized in the following way : section 2 reviews the scenario used to derive the operational requirements that drive the system design; section 3 presents the high level system architecture; then a technical focus is made on networking (section 3.1), radio access (section 3.2), physical layers (section 3.3) and situation awareness techniques (section 3.4). Finally, the conclusions are presented in section 4.

2
Operational requirements 
The WOLF system is primarily aimed for dismounted soldiers in urban terrain. The first action for the project was to clarify the operational requirements. This was done by developing a scenario with three tactical vignettes and also by interviewing end-users from all participating countries. The operational requirements has been developed using the NATO Architecture Framework (NAF) methodology. 

2.1
WOLF scenario

The WOLF scenario is about an armed fraction causing tensions in a middle sized city. Regarding to the expression “three block war” the situation can be described as the second block. The armed fraction has strength of about 100 regular partisans, armed, trained and organized as a company-sized paramilitary unit. However, it claims support from another 50 sympathizers, of whom 20 hardliners can act on call or independently with little or no method – typical terrorist mode of action. An International Force is commissioned to disarm the armed fraction and provide humanitarian aid to the inhabitants. The size of the International Force is an Infantry battalion of three companies and support units including a reconnaissance platoon, a logistics company a UAV company and a medical company, all in all 1000 troops. The second block intensity operation is chosen because this situation supposes to require most from the communication system in terms of amount of traffic load and data rates. 
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Figure 3 : vignette1 "attack and clear a building". Two platoons (Red and Blue) investigate the three buildings, while a third platoon (Green) secures the surrounding area and the metro entries (yellow).
From the scenario three tactical vignettes has been developed to visualize the operational requirements. The first vignette attack and clear a building, Figure 3. The second vignette is used for patrol and convoy protection and the third vignette secure the harbour. The first vignette has influenced the operational requirements most. This vignette shows an operation having a lot of troops in a limited area, red, green and blue teams in the figure representing different platoons within the company. The vignette illustrates the need for a single network on company level. 

2.2
Capability requirements

The capability requirements were derived using the NATO Architecture Framework (NAF) methodology with inputs from the above vignettes and end-user interviews. End users from all participating countries have been interviewed.

The WOLF project aims at improving wireless and robust communication on a dismounted soldier level. The operational capability requirements have been focused on this level. Operational nodes were defined and their activities were visualized in an information exchange pattern. The operational nodes are: company commander, platoon commander, squad commander, team member, land platforms including UGV and unattended sensors, UAV and finally attack helicopters in a limited scope.

The information exchange in the three vignettes were analyzed and resulted in a capabilities list. The list has been prioritized based on the urban environment conditions and feedbacks from end-user interviews resulting in a final capabilities requirements list. Examples of the WOLF capability requirements are:
· Voice has highest priority but data transmission is catching up

· Transmission of video, images and plans requires a high data rate waveform

· Indoor positioning involve GNSS independency and dissemination of positioning data from inertial sub systems

· Robustness to jamming is required
3
system architecture 
This section briefly introduces the architecture of the WOLF system (the set of interconnected nodes) and

subsystem (an individual node). The architectural decomposition consists of a set of modules that each

represents a part of the required functionality. For the WOLF system and its subsystems, the following terminology is used:
· The WOLF system is the set of interconnected nodes forming a communication network. The WOLF system provides communication and situation awareness services to its users.

· A WOLF node consists of communication and situation awareness modules. Together the WOLF nodes can form a WOLF system; also, a node provides service access points to the users of the system. 

· A WOLF module is an integral part of a WOLF node. Several modules together can form a particular instantiation of a WOLF node. Particular attention is paid for the networking and situation awareness modules; detailed design of these modules has been performed in dedicated studies and is presented in the following sections.
· A WOLF application makes use of the services offered by the WOLF node in order to provide an end-user with wireless communication and situation awareness functionalities.
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Figure 4 : WOLF communication node

From end user interviews and system architecture studies, technical requirements for the WOLF system have been defined. Among those requirements, the following ones strongly drive the system design: 

· Lower echelons forces (section and bellow), that are likely to operate in non-light of sight (NLOS) conditions, should be able to reach higher echelons. Mobile ad-hoc network (MANET) are an attractive solution, but innovative routing solutions are required in order to (i) adapt to fast changing radio propagation conditions and (ii) keep the latency as small as possible (minimum number of relaying hops).         

· Several communication modes are required: high data rate (HDR), anti-jamming (AJ), Low Probability of Interception/Detection (LPI/LPD); and these modes should be interoperable on the set of a minimum number of services, such as voice and situation awareness. A common medium access control (MAC) layer, along with a cluster-based topology is proposed.
· Forces identification should be included in the waveform. The common MAC layer integrates Radio-Based Combat Identification (RBCI) as an additional physical layer, in order to enable seamless identification response from the dismounted soldier communication node.
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Figure 5 : OSI layers of the WOLF system

The proposed WOLF networking layer can be seen in term of OSI layer as a combination of: a service layer, a network layer that performs ad-hoc network transport and routing tasks, a MAC layer that manages access to the shared time-frequency resource, and several physical layers that adapt to the user need: high data rate, low probability of interception and detection, anti-jamming and radio-based identification.
3.1
Networking principles
In urban area, radio connectivity cannot rely only on direct links; rather, the communication system should provide multi-hop capabilities. A MANET (Mobile Ad-hoc Network) approach is therefore adopted. Dealing with nodes mobility, fast changing link quality, requirement for low NET overhead (for discovery, addressing, and updates), networking architecture and innovative mechanisms (including cross-layering) are proposed. To be able to save bandwidths first of all the following basic mechanisms are proposed.

· An adaptation layer is introduced in order to handle IP header compression and fragmentation. Internally, a WOLF network uses short MAC addresses instead of full IPv6 addresses. 

· Routing calculations is performed on NET level, while the packet forwarding is carried out on MAC level. 

· Through cross-layer exchange, we let only the MAC layer rather than both the MAC and NET layer (e.g., by OLSR type HELLO messages) handle and generate the local network discovery.

· Minimizing the number of packet transmissions required to support the different services is of course desirable. The focus in WOLF is on mechanisms doing that for broadcast/multicast traffic since in a WOLF network much traffic is of that type.

A TRL (Technology Readiness Level) analysis of routing protocols, based on the requirements identified in WOLF, showed that three protocols provide the best requirement coverage: OLSR, AODV and DYMO [1]
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[3]. OLSR is selected as the main routing protocol for WOLF because of the good performance of its enhancement proposals mainly based on the Multi-Point Relay (MPR) mechanism (Figure 6). Each router selects a set of its neighbour routers (which cover all of its symmetrically connected 2-hop neighbour routers) as MPRs. MPRs are then used to achieve both flooding reduction and topology reduction. The mechanism behind this MPR concept also allowed the proposal of specific solution addressing QoS, energy optimization, data broadcasting. Moreover the proactive mechanism brought by OLSR provides a good global way to continuously handle topology changes and facilitate the introduction of new mechanisms. Both of these characteristics are crucial for soldier communication system survivability especially in the hard urban environment we are considering in WOLF project. The routing protocol defined for WOLF systems is based on OLSRv2 which is an update of OLSR, published in [4]. Compared to [1], OLSRv2 retains the same basic mechanisms and algorithms, while using a more flexible and efficient signalling framework, and includes some simplification of the messages being exchanged. The WOLF NET layer is in charge of calculating the routing tables by taking into account QoS and link state information while the data forwarding and neighbourhood discovery mechanisms are handled at the MAC layer. This give rise to several differences between WOLF-OLSRv2 and OLSRv2. As the neighbourhood discovery is performed at the MAC layer, WOLF-OLSRv2 does not require the use of HELLO messages. WOLF-OLSRv2 requires additional information compared to OLSRv2 in order to calculate appropriate routes: the QoS requirements of different flows and to the support of different PHY modes. To enable the calculation of routes based on QoS information, Topology Control (TC) messages in WOLF-OLSRv2 must be modified to include QoS. The QoS information are based on metrics such as link quality based metrics and traffic based metrics for instance and are mainly provided via cross layer message exchanges with the MAC layer.
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Figure 6 : Analysis of OLSR protocole and proposed enhancements.
     A large amount of the services in a WOLF network may generate multicast traffic, i.e. sensor data, positioning information, situational awareness, voice and data dissemination. A dynamic multicast group management must be supported in WOLF. Many multicast groups will be preconfigured, like a voice user group for a Squad Leader and his team members. But during a mission, a Commander may need to add or remove team members. The consequence is that the WOLF multicast group management should allow any authorized user to add or remove itself or other users from a multicast group. The simple solution is that all nodes in a WOLF network store information of all multicast groups together with all multicast members. A node can add or remove itself or another node from a multicast group by broadcasting a JOIN or LEAVE message to the WOLF network. We assess two WOLF multicast techniques that integrates well with OLSRv2. The first is a simple form of multicast: scooped flooding based on multipoint relays (MPRs). The second technique is to maintain multicast trees for the multicast groups. 

Many traffic types with different priorities and QoS requirements need to be supported in WOLF and a feasible but flexible QoS framework is required. The proposed QoS framework in WOLF includes a QoS model, a QoS resource reservation signalling, a QoS routing and a QoS MAC. The QoS model specifies the architecture in which different services are provided in WOLF systems. It describes the type of traffic handled in WOLF systems along with the different mechanisms used for QoS provisioning. The QoS resource reservation signalling is used to set up, maintain and release routes for different connections. The QoS routing calculates appropriate routes for different traffic based on their QoS requirements and routing metrics. Finally, the QoS MAC solves the problem of medium contention and provides resource reservation for real time traffic.  

In particular, the QoS model defines two approaches to manage services in the network: Hard QoS and Soft QoS. Hard QoS refers to connection oriented (CO) traffics such as voice and video which have strict throughput and delay constraints. QoS provisioning for traffic handled with Hard QoS is performed per flow and requires resource reservation mechanism and call admission control mechanism to ensure end-to-end QoS.  Soft QoS, on the other hand, refers to connection less (CL) traffics which have more flexible QoS constraints. In this approach, QoS provisioning is performed per traffic class locally by a queuing system in each node. Traffic flows with similar QoS constraints and priorities are grouped into classes where each class is given the part of the available resources at a node that is defined in the QoS model. However, there is no guarantee for satisfying the QoS constraints along a route for traffics handled with Soft QoS. For example, network control traffic is assumed to be handled by the soft QoS approach but is given the highest priority among the soft QoS classes. 

Clearly, the WOLF network has to be able to communicate with the outside world and it has been designed in order to facilitate multilateral interoperability and be able to communicate with other exterior networks and systems. Interconnection with external networks is managed by Mobile IPv6. Together with a mechanism called “Automatic configuration of IPv6 addresses for MANET with Multiple Gateways” (AMG) [5] is a solution proposed so that multiple gateways can be used for the communication with external networks. Communication between different networks and systems can be accomplished by supporting standard routing protocols like OSPF [6] and BGP [7].

3.2
Radio access

Considering the need for sometimes contradictory operational requirements such as LPI/LPD properties and high data-rate need, it is clear that communication waveform should exhibit flexibility as well as agility properties. A mission oriented PHY planning is seen as a possibility since the PHY layer can have predesigned parameters for the expected environment. For example, if interference is not seen as a concern, the minimum data rate could be higher than in environments where robustness is a concern. Similarly, if long ranges, with a low data rate, are not needed, the minimum data rate could be higher, etc. It follows that the medium access control (MAC) layer must support this flexibility too.
3.2.1
Medium Access Control

The medium access control (MAC) layer design has to address several challenges. It must provide a low overhead and support a variety of requirements. There is different type of data: voice, short (formatted) messages, large files and video. Voice is a high priority real time service with small payload content whereas real time video surveillance, e.g. in check points, needs much higher capacity. Some data (like high quality pictures) are huge files but also the size of usual formatted messages has been increased due to use of formats like XML. Some users may be more important than others (leaders), which causes demands for priority setting and transmission as well. In addition, some data, like fire commands etc., are more important than other data. Data is also generated at different rate at different phases of operations, i.e., system load is time varying.

A tremendous number of different versions of contention-based MAC schemes have been proposed for mobile ad hoc network [11]
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[12]. Basic contention-based procedure which can be combined with collision avoidance provided by CSMA and CSMA/CA are useful as a component in the WOLF MAC solution. In order to responds all above-mentioned needs a hybrid MAC frame is proposed. The frame consists of slots and each node may have a few or more slots. The frame is divided into control, TDMA and CSMA parts as shown in Figure 7. The durations of TDMA and CSMA parts vary depending on environment (load, data type, etc). The TDMA part quarantines real time traffic and provides allocated slots in high demand seasons whereas CDMA part is more flexible for non real time packets. 
The WOLF system supports different modes (high data rate, low data rate, anti jamming) at the same time. At the MAC level this means that different slots may be allocated to different modes. Furthermore, since the ranges at different mode may vary, mode based routing tables are needed. Range variability occurs also inside a mode since data rate varies.
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Figure 7: Proposed MAC frame structure.

The MAC network is clusterized under normal operations. There are centralized piconets with dynamic coordinators and interactions between piconets are managed by coordinators (in routing sense). Since neighbouring piconets disturb each other they do distributed slot allocation to establish links between the piconets. In addition to intercluster messaging inside the WOLF system there are also messaging to and from outside world. Indeed, in the future networked environment, these other networks (or systems) may be used as connection enablers between WOLF clusters if those are physically separated from each other. 

Furthermore, the MAC layer has to respond to the needs of RBCI. This is handled by reserving certain time periods from the frame for RBCI if it is activated. Since RBCI requirements are quite demanding (a few tens of per cent of time) this application should be activated only when needed.

Frequency hopping TDMA networks need rather precise network level time synchronization. Although GPS (or GNSS in general) is the main expected tool for time delivery it may fail, especially in indoor and underground. Furthermore, all units may not be equipped with time delivery capable GPS devices but instead with cheaper GPS units without such a capability.  Therefore, a GPS based network time synchronization algorithm that is operable if GPS timing nodes fail or are lost and if GPS timing nodes are not available is defined. The proposed scheme estimates time difference to GPS (UTC) time, tells if the network is GPS timed or not and does some integrity checks. Network wide timing provides coarse synchronization for the PHY layer, i.e., it keeps FH (frequency hopping) hop phases in different nodes aligned within the PHY layer search window.

3.2.2
Physical layers

The signal in space (SIS) must be adaptable. It must be adaptable to mission environments such as available frequencies, instantaneous bandwidth as well as needed HDR, LPI/LDP and AJ properties. In addition, it must be adaptable to environment and needed range. In demanding environments high data rates may not be quarantined and flexibility is needed to support messaging at some level. Data rate and range are controlled by choice of modulation, coding (incl. repetition), direct sequence part and transmission power.

Military operations in urban environments clearly put different demands on wireless communication systems than traditional terrain does; urban environment is difficult from the wave propagation point of view due to multipath propagation and high attenuation. Appropriate communication solution has to take into account the available spectrum and the associated propagation conditions. Available frequency bands are analysed, considering European and International regulations [8]
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[10]. From this, analytical models or Ray-tracing methods have been investigated, in order to provide reliable propagation models, that can be used for waveform simulation, or later for a future propagation prediction tool. In the future, mission planning should take advantage of geographical knowledge of the operation, in order to predict how the communication links will behave in such environment, and how the network architecture should be optimized to provide reliable communication links. To achieve more precise knowledge about propagation modelling in assumed frequency ranges, radio channel sounding campaigns were conducted. Sounding was performed using OFDM and CPM signals, in both indoor and outdoor environments. Received signals were used both for calculation of radio signal attenuation and channel impulse response. On this basis a selection of the best fitting propagation models, for specific propagation conditions, was made. Together with 3D digital model of the urban terrain, including also information on urban objects’ construction, these data can provide better accuracy for communication range prediction.      

Lower V/UHF band exhibits good propagation properties, but the spectrum is scarce. Therefore, one has to reach higher frequencies in order to find opportunities for high-bandwidth communication, at the cost of an increased propagation loss (decreased range). Two frequency bands are therefore proposed, to address both range and bandwidth needs: 225-400 MHz for long-range, low data rate (LDR) communications, and 1.3-1.7 GHz for short-range/HDR needs as well as for LDR. Figure 8 depicts the operational coverage of these two physical layers.
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Figure 8 : Physical layers and operational usage
LDR PHY in V/UHF (225-400 MHz) is perfect for long range applications between different platoons or with the WOLF command centre. Main disadvantage is the saturation of the spectrum, but the advantage is propagation characteristics. LPI/LPD mode as well as anti-jamming mode are supported at this band with low to medium data rates (25 kHZ up to 250 kHz) instantaneous bandwidth (BW). Low binary rate (25 kHz BW with FH, 5MHz with direct spreading DS) and medium binary rate (100 and 250 KHz BW with FH, 5 MHz with DS) are proposed. However, spectrum spreading in 5 MHz may require to reach the higher band (L band).   

HDR PHY in L band (1.3-1.7 GHz) will be used in applications which require less range but more bandwidth (e.g. video feed, image transmission). The disadvantage is the reduced range but the advantage is the increase in available bandwidth, and the possibility to exploit antenna diversity (SIMO/MIMO). The extended band goes from 2,1 GHz to 2,3 GHz. High bitrate services with anti-jamming (using FH) operational mode will be supported. FH will operate in 1.25MHz or 5 MHz instantaneous bandwidth. Because of spectrum limitation, HDR PHY could also operate in military UHF band with fixed frequency only capability.
The “synchronization in the PHY level must be more robust than data transmission” paradigm causes problems in flexible systems since synchronization design according to lowest data rate would yield excessive overhead at high data rates. Therefore, the selected design viewpoint is a mode, i.e., there are different synchronization structures for each mode. Since the modes are parameter designed, so are the synchronization structures.

Candidates for physical layers are multi-carrier modulation techniques (OFDM/A, FFH-OFDM, MC-SS), Single Carrier (CPM or SC-FDMA). 
3.2.2.1
Short range communication (high data rate)
For short range HDR links, OFDM and CPM are good candidates, for different reasons. Multi-carrier modulation enables a simple equalization process (each sub-channel can be considered of constant gain at the receiver), but exhibits a significant PAPR (Peak to Average Power Reduction); ways to reduce this effect are considered [13]
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[14]. To cope with Doppler shift, expected in battlefield scenario, number of carriers is less than 1024, and subcarrier modulation is limited to differential PSK schemes. These limitations are particularly important in frequency hopping mode, when carrier frequency changes from one OFDM symbol to another and estimation of propagation conditions for such short data is inefficient. SC-FDMA scheme is also considered as a candidate to relax requirements for linearity of radio power amplifier and limit PARP problem. 

Single carrier modulations, such as continuous phase modulation (CPM), allow a better power amplifier usage, at the cost of an increased equalizer complexity. Reduction of this complexity is being evaluated. 

Because of multi hop data retransmission, every node need to have a possibility to retransmit data associated to different link types, providing assumed QoS with acceptable delay. This requirement limits the length of proposed error correcting codes (low density parity check and Turbo codes) and interleaver to one packet of data however for low data rates it causes shortening of code length and decreasing codes performances.
3.2.2.2
Long range communication (medium and low data rate)
For longer communication ranges and worse propagation conditions lower data rates are available. For OFDM transmission both number of subcarriers and their modulation schemes can be adopted. Low data rates can be realized using DQPSK modulation. Change of carrier frequency to lower frequency range is also possible.      

For LPI-LPD mode, the most promising mode of transmission is MC-CDMA. Comparing to DS-SS  scheme it shows two main advantages: there is no need to implement computationally intense RAKE receiver and it enables reuse of OFDM modulator and demodulator, with additional spreading and dispreading procedures. Bandwidth of the LPI-LPD signal should be the same as for high data rate to match the same frequency mask and enable reuse of the RF front end. 

Additionally, an emergency mode is proposed. It will enable transmission of limited amount of data in most robust mode (MSK CPM), providing maximum achievable range of communications.
For each communication mode, the various physical layers (coding and modulation) behaviour will be evaluated through simulations, considering a typical urban scenario (see section 2). In addition to bit error-rate evaluation, it is important to take into account all the technical choices that will impact the future radio (i) design (silicium footprint), (ii) power consumption (e.g. class and usage of the power amplifier), and (iii) efficiency (frequency management); therefore receiver complexity as well as frequency occupation (adjacent channel) will be taken into account in the comparison, leading to a performance evaluation report and a recommendation on the best candidate, to be issued at the end of the project.

3.3
Situation awareness techniques

Joint operations in a urban environment involve the cooperation of forces in order to proceed with several types of actions, which most of the time requires coordination regarding to the geographical presence of parties involved.

Key to efficient and safe cooperation is to share a jointly maintained, accessible and reliable situation awareness picture. The operational approach to build it is for each party involved to provide its local situational data, have fusion of them and dissemination of the consolidated result to the parties involved in the area. The information involved can be either the outcome of human field observations or sensor data.

More precisely, soldiers squads (equipped with PDA, cameras …) should be able to provide to sensors and localization information. Tactical sensors equipments, for example micro-UAV, could detect snipers, tracks and bombs, or neutralize enemies’ communications.

Goals to cover in situation and awareness area are several. A first goal consists in adopting some innovative techniques and standards covering the range of ingredients to integrate in order to provide efficient situation awareness, namely sensor data fusion, positioning, and radio identification. A second goal consists in the specification of the architecture of the situation awareness service itself, involving the definition of a data model enabling interoperability, and the selection of some patterns targeting interaction with the user.

Figure 9 represents the Shared Situation Awareness approach deployed in WOLF and the need of a consistent communication framework, in order to be able to communicate all C2 relevant information.
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Figure 9 : Situation awareness for WOLF
To accomplish an enhanced situation awareness service for the urban operation in a difficult electromagnetic environment, positioning on an individual level is a necessary feature. In particular indoor positioning is an important component in order to increase safety, to achieve efficient command and control of operations and to avoid fratricide fire. WOLF proposes a position service solution that is common for both indoor and outdoor use as part of the situation awareness fulfilling all the operational needs. WOLF provides navigational capabilities by combining sensors (GPS, inertial sensor and RF-ranging) required to achieve desired 3D positioning accuracy and robustness. It has been demonstrated that cooperative navigation, using UWB-ranging between two soldiers equipped with GPS and inertial sensors, efficiently reduces positioning errors.
The generation of the Shared Real Time Situation Awareness Picture in the tactical environment has been solved. The fusion of primary importance consists in the correlation of the tactical Common Relevant Operational Picture (“Top Down”) with the real time sensor information generated by the sensors at the soldier. (“Bottom Up”). 

Another important WOLF project goal is to adopt some innovative techniques and standards covering sensor data fusion in order to provide efficient situation awareness. WOLF system provides robust sensor fusion with a distributed service oriented approach in most relevant scenarios. Several candidates for sensors at the soldier have been selected including remote “virtual sensors” which the soldier can access such as navigation, imaging, LASER remote sensors, etc. The result has been a proposal of an optimized Situation Awareness System for the dismounted soldier. Moreover, it has been proved that the application of Intelligent Agent Technology is one interesting approach in order to support the soldier and reduce network load.

Interoperability is also a very important issue for WOLF project. On the operational level, interoperability is the ability of a technical system, agency, or person to share information via voice and data signals to another system, agency, or person on demand, in real time, when needed, and as authorized. Regarding interoperability, one of the main WOLF achievements has been to achieve vertical and horizontal interoperability to ensure situational awareness knowledge spread. Vertical interoperability it is assured by means of MIP solution which involves the use of JC3IEDM as data model [15]
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[17]. Adopting this solution implies that WOLF system will communicate with most of the currently available command and control systems. Horizontal interoperability is guaranteed by using NFFI standard. Furthermore, a complete and reliable data mapping between NFFI and JC3IEDM has been proposed through the improvement, mapping and compression of selected standards. This data model has been developed flexible enough for future services and adapted to WOLF characteristics.

Finally, Radio-Based Combat Identification of friend or foe within MAC/PHY layers, in both HDR and LDR modes, in the most compatible way has been integrated. 

Using broadcast interrogations from land or airborne platforms RBCI can correlate their location with that of interrogators to identify themselves as “friendlies” in a target zone to increase survivability.

4
conclusion

Dismounted soldier communication and situation awareness in MOUT impose specific requirements and constraints that in turn require specific technical solutions. Current WOLF project, which main technical insights have been presented in the current paper, adopted a pragmatic approach, in order to identify (i) what the future system should be, and (ii) what are the best-promising techniques that can support current and future army needs. The project consortium, composed of major European communication industries, governmental and academic research centers, successfully takes advantage of its expertise and diversity, in order to address the numerous technical challenges brought by the operational requirements. Among those challenges: end to end connectivity in harsh propagation environment, positioning while GNSS signal is unreachable, limited bandwidth resource with an increasing number of required services, use of several modulations while maintaining  interoperability.       

Areas of research cover the system architecture, the definition of the communication layers (from physical layer to ad-hoc networking mechanisms), positioning techniques and data model for the situation awareness. At mid-life of the project, the current investigations are about the performance evaluation of the proposed solutions; in order to characterize what technical bricks should be put together when building the future system.
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