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Abstract
HUMINT reports, as well as all other kinds of texts, can be pre-analyzed automatically in order to identify those items containing information about a specific problem of interest. Automated pre-analyzing tools often use deficient techniques of keyword spotting. However, automatic text analysis supported by linguistic principles offers techniques leading to more precise results. In this paper we present such a system tailored to the pre-analysis of HUMINT reports for automatic threat recognition. The paper discusses the components of our system and how they meet the requirements of the military domain. As a conclusion we show how indicators and their triggers can be defined in the system to tackle the problem of scattered information pieces and information overflow. 

1.0
Introduction
The success of military operations of all kinds (battlefield, anti-terrorism, peacekeeping, disaster relief) relies on information [1]. Commanders must be aware of the current situation, they have to understand it, and they have to grasp a sense of how the situation might develop. In the past, critical pieces of information often were not available and today they are often hidden in the haystack of gathered sensor data, SIGINT data, HUMINT reports, and open sources. The huge amount of these data can no longer be processed solely by human reconnaissance specialists. It has to be pre-processed by automatic means in order to reduce the number of items the human experts check. This means that, given a specific problem, systems have to check for information pieces that may be relevant to tackle that problem. Then, the human experts can analyse the promising information pieces to find the pearls sought after. With respect to texts, which may be reports written by members of one’s own forces or web pages of possible opponents, the automatic pre-processing often is limited to keyword spotting. However, the field of computational linguistics offers tools that, when combined, allow a more potent and more precise automatic text analysis.

In this paper, we will present such an approach. We will discuss how to analyze texts and how to represent them formally by applying the techniques of “Information Extraction” (IE), and ontology-based “Semantic Role Labeling”.

Then we will show how ontology-based precise searches can be performed on the text representations to allow automated threat recognition. As a conclusion, we will discuss what was needed for those precise searches and how this approach might enhance searching in huge amounts of texts in general.
2.0
Information extraction

Automatic text analysis starts with a sequence of processes that constitute the so-called processing pipe of information extraction (IE) [2]. IE is the process of extracting limited kinds of semantic content from texts. The University of Sheffield provides a freely available open-source tool called GATE (A General Architecture for Text Engineering / http://gate.ac.uk/) [3, 4]. GATE offers a toolbox to build standard IE processing pipelines. These pipelines can easily be adjusted according to one’s needs. In our case those adjustments were carried out with military application in mind. Most of the texts to be analyzed are HUMINT reports and open sources that deal with operations or the region in which those operations are executed. In the following paragraphs, we will point out what we have done to adjust standard tools and algorithms to that field of application.

In general, an IE processing pipeline consists of at least the following processing modules: tokenizer, gazetteer, sentence splitter, part-of-speech tagger, recognizer for named entities, and a parser. A module for semantic role labelling can be attached at the end of that pipeline.

The tokenizer determines individual tokens of the text, i.e., single words, numbers, abbreviations, and punctuation marks. The gazetteer then compares the tokens to elements of several lists which contain names of various types. There usually are at least a list of person and organization names and a list of names for relevant geographic entities, e.g., countries, provinces, towns, villages, rivers and the like. Obviously, these lists have to be adjusted to the kind of texts to be analyzed. Tokens matching an element in one of the lists will be annotated with the respective type, e.g., “Oslo” might be listed in the list of city names. As a result, the word token “Oslo”, appearing in a text, will be tagged as “majorType = location, minorType = city” (cf. figure 1).
[image: image1.emf]
Figure 1:  Word token “Oslo” is annotated “majorType = location, minorType = city”. 
After dealing with single token and gazetteers entries, the IE process finds pieces in the text consisting of one or more tokens which belong together according to linguistic theory. First, sentences are determined by the sentence splitter. Next, word tokens are annotated by their syntactic category (e.g., for “the patrol stops”, “the” has to be tagged as determiner, “patrol” as noun and “stops” as verb). This is the task of the part-of-speech tagger (POS tagger). On the basis of the annotations provided by the gazetteer and by the POS tagger, the recognizer for named entities and the parser identify the larger pieces – constituents and the subordinate clauses – within the sentences. The recognizer for named entities combines elements annotated by the gazetteer. For example, in the sequence “Dr. Mohammed el-Baradei”, he gazetteer will provide the annotations title for “Dr.”, male forename for “Mohammed” and surname for “el-Baradei” so that the recognizer can annotate the whole sequence with the tags person and noun phrase according to its rules. The parser operates on the tags provided by the POS tagger and by the recognizer for named entities. For example, in “The patrol moves towards the airport”, “the” was previously labeled determiner and “patrol” as well as “airport” labeled noun. The parser recognizes a sequence of a determiner and a noun as noun phrase. So “the patrol” and “the airport” are annotated noun phrase. In addition, “towards” is labeled preposition. A preposition followed by a noun phrase constitutes a prepositional phrase (cf. figure 2 for more examples).

[image: image2]
Figure 2: A text separated in verb groups (VG – purple), noun 
phrases (NP – red) and prepositional phrases (PP – green).
3.0
Chunker vs. parser

Parsers normally calculate complete parse trees which represent the syntactic structure of sentences. Parse trees contain the syntactic information we need for semantic role labeling. However, the complete and sometimes rather complex tree is normally not needed. It often is sufficient to know the verb group and the other constituents of a sentence as well as their sequence. Thus, a deep syntactic analysis is not necessary. Partial parsing does the job as well. The kind of partial parsing we applied is called “chunking.” It is the process of identifying and classifying the (non-overlapping) constituents within sentences by statistical or rule-based heuristics. Our system includes a chunker that operates with rules.

The major advantages of chunking are its robustness with respect to unseen words and possible ambiguities, its ability to provide at least partial results even if a full analysis is not feasible, and its speed. Deep syntactic analysis, on the other hand, requires that for each sentence the entire syntactic structure has to be calculated. It produces much more information than chunking (more than we need for our purpose) but it might fail because of unknown words and ambiguity. Additionally, deep syntactic analysis is on the one hand highly time-consuming and on the other hand computationally very resource-intensive.

Nevertheless, within the context of the work on Hecking’s ZENON system, an approach is being developed and implemented that uses a deep parser to calculate syntactic structures of report sentences and use these structures to assign semantic annotations. See [16] for details on the deep approach and [11] for a more detailed discussion on the pros and cons of both approaches.
4.0
semantic role labeling

The processing chain of the IE provides for each of the text’s sentences annotations that determine a) the verb group and b) the constituents. In addition, the constituents are syntactically annotated as noun phrases, prepositional phrases and some other things like conjunctions. The process of semantic role labeling (SRL) runs on the basis of that annotations. The task of SRL is to assign semantic roles to the constituents. Semantic roles have been discussed in linguistic theory under different perspectives, e.g., by J.S. Gruber (1965), Fillmore (1986) and Jackendoff (1972). Depending on the perspective and on the author in question, semantic roles are also called “thematic roles” or “theta roles”. In principle, a semantic role indicates the relation of the constituent in the sentence with respect to the denoted action or situation. For example, in the sentence “The patrol moves towards the airport”, the role direction might be assigned to the constituent “the airport”. The explicit name of a role depends on the set of semantic roles that has been chosen. We decided to choose the system postulated by Sowa (2000, p. 508ff.). 
Semantic role labeling starts by identifying the verb group within each sentence and the main verb within the verb group. For example, in the verb group “had been sold” the main verb is “sell”. This information has already been calculated by the IE process. SRL then uses the lexical information of the main verb to identify the set of roles that are compatible with or even required by it. For example, a verb that denotes an action that involves a movement, such as “move,” “advance” or “withdraw,” is compatible with the spatial semantic roles origin, path and destination or direction (e.g., “the company[agent] advanced from Wilderness Church[origin] towards Chancellorsville[destination] via the Orange Turnpike[path]”). In contrast, a verb that denotes an action that does not involve movement is only compatible with the spatial role location (e.g., “the army[agent] stayed at Stafford Heights[location]”). The roles that are compatible with the verb or even demanded by it form the verb’s frame. 

After calculating the frame, SRL uses syntactic information (particularly word order information), lexical information (e.g., from prepositions) and information about semantic constraints to fill each frame by assigning constituents from the respective sentence to that frame. For example, the role agent which is „an active animate entity that voluntarily initiates an action“ (Sowa 2000, p. 508) is assigned to the subject of a sentence in active voice (syntactic information) if it denotes an animated entity (semantic information). The role path is denoted to a prepositional phrase starting with preposition “via” (lexical information). Figure 3 provides another example of the result of the SRL process.

[image: image3]
Figure 3: Example for the result of the SRL process.
Our version of SRL relies on a specific verb ontology. This ontology categorizes verbs in classes and represents the knowledge about their frames, e.g., the knowledge of which roles are demanded, allowed and forbidden by each verb (cf. figure 4). 
[image: image4.emf]
Figure 4: Detail of the verb ontology showing the frame for “advance”.
In addition to providing the verbs’ frames, the verb ontology also represents knowledge on semantic constraints, e.g., the ontology contains statements about which kind of object might fill out a specific role. For example, for the verb “to speak” it is represented that the noun phrase that fills out the agent role of speaking has to be a person. In order to get results from this kind of knowledge (semantic constraints), another ontology is needed. This second ontology has to be an object ontology that stores knowledge about the objects of the domain the texts are about. 
5.0
Precise Searching in order to Recognize Threats
The result of the IE and SRL processes is a formal representation of all sentences contained in a text. For each verb there is a frame of semantic roles to whose slots the constituents of the sentence are attached. This leaves the question as to how such a formal representation might help automatic threat recognition. In order to answer this, let us assume, for example, that a person X is known to be a member of organization Y that carries out terrorist attacks. Under keyword spotting as executed by search engines, a search happens that adds all those texts to the list of interesting documents in which X and Y (or only one of them depending on the search) appear together. All those texts then must be checked by the human expert. As we all know, in such a search false hits are common. For example, there might be a report saying that X “know member of Y” visited his mother’s birthday celebration. Such a report, although added to the list in question, most likely does not indicate a growing threat. However, a report that tells us that X bought some items necessary for IED construction is of interest. 

If the reports in question are represented formally after being processed in the pipe discussed, a search can be undertaken that no longer relies on simple keywords. Instead, indicators can be constructed that match precisely those hints for threats that the human experts are looking for. In our example, instead of searching for X and Y (or X or Y, as the case may be), we can construct an indicator which says to check for a text which contains an expression in which X is agent of a procure action and in which the theme of that action is an item needed for IED construction. Figure 5 shows a snapshot of an editor with which those kinds of indicators can be put together. 

[image: image5]
Figure 5: Editor for indicators and their triggers.
The snapshot of figure 5 shows the construction of an indicator for IED construction. One possible trigger for that indicator is the procurement of an item used in IED construction. In order to define the trigger, the procure entry of the verb ontology is copied into the trigger (central panel of the editor). As a consequence, the frame of that verb, procure in our case, is copied into the right window which allows editing the restrictions to what the role should be assigned to. In our case, we set the restriction for theme to a constituent that has “fertilizer” as its head (the linguist term for the central word of a phrase, e.g., the noun of a noun phrase as “fertilizer” in “50 kg fertilizer”), cf. figure 6. 
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Figure 6: The indicator editor; defined trigger “procuring of fertilizer”.
Of course, agent (or beneficiary, the role denoting the one who ends up with the procured object) can also be restricted, e.g., to X, the name of our suspect person.

In the process of indicator definition, the verb ontology is used again. By consulting the entry of the verb that denotes the action or situation we want to look for, we get the verb’s frame and the restrictions for filling its roles. These restrictions then can be tightened in order to get an indicator that precisely expresses what we are looking for. However, the ontologies, the verb ontology as well as the object ontology, help also during the matching process. During the search, we check which sentences (of which texts) match our predefined indicators. These are the texts that should be reviewed by the user, the information analyst. Matching means that the main verb of the sentence in question is identical to or is a hyponym of a verb in one of the indicator’s triggers. It also means that the constituents in the sentence comply with the restrictions, again either by identity or by hyponymy. The relation of hyponymy is the ISA relation. E.g., “to buy” and “to steal” are hyponyms of “to procure”, and “car” is a hyponym of “vehicle”, as one can say “a car is a (= ISA) vehicle”. With respect to our example, the sentence “During the afternoon, X bought 100 kg fertilizer at Marzak Adami Farming Supplies” would match the defined trigger as “to buy” is a procure action and “X” as well as “fertilizer” are mentioned in the expected roles, agent and theme, respectively.  

6.0
Conclusion

Obviously, the definition of indicators and their triggers does not depend on the application of automatic threat recognition. Thus, the techniques described can be applied to other problems and questions. It is quite easy to adjust the system if the basic components have been developed for one topic to look for in texts. So, it can be expected that this kind of technique becomes a standard for precise text searches, and thus forms a “disruptive” technology.

The key factor for this kind of precise text searching is the combination of the already mature techniques for information extraction and the emerging techniques of semantic role labeling with ontologies. In particular, the verb ontology is the resource that enhances the quality of the total system.
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The tightened restrictions are stored in the triggers and thus also in the indicators.
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