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abstract

Our work stems from the need to stretch the information that can be recovered from a highly pixelized image. Several sub pixel bias sources add up and degrade the overall accuracy in digital imaging, the biggest one being a systematic bias in the camera model itself. Our solution is a fully software image correction technique from a sub pixel calibrated camera. In the process, we uncovered several systematic biases in:

1. The camera model and calibration procedure

2. Sub pixel edge and corner extraction

3. 3D telemetry from a stereo camera pair or moving camera

Commercially available lenses show a typical 10% manufacturing tolerance on focal length f. Consequently, any Intelligent System (IS) using digital imagery requires the camera to be calibrated. We therefore needed a field usable calibration procedure, unaffected by changing ambient lighting conditions.

Furthermore, our finding has led us to extending our camera model for high accuracy zooming lens use. We are currently in testing and the zooming lens will be the subject of a forthcoming publication. 

1.0
Foreword

This is the account of a 10-year research & development program. This first international publication of our work gives an overview of the problem we solved, and explains from real test samples the impact of our major finding: “A systematic bias in the camera model/calibration procedure”. As pending patents get released, specific topics from the present article will get more detailed coverage and added articles will be released. 

2.0 
Definitions

Camera calibration seeks to create a mathematical model of how the image ‘prints’ through the lens on the camera surface. The procedure first uses a picture from a calibration target with accurately known tolerance, and extracts target elements from the image. Finally, a mathematical model relates the image information with the real 3D target information. Once calibrated, the camera can then be used to map real world objects using a scale factor, the focal distance ƒ. When working from off the shelf cameras and lenses, we need to calibrate the camera to compensate the tolerance on the lens focal distance in the order of 10%.
2.1
Lens Distortion
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Figure 1: Lens Distortion [2].

Lens distortion introduces the biggest error found in digital imaging. 

The fish eye effect is called geometric distortion and curves straight lines. The coloured shading at the edges is called chromatic distortion and is caused by the splitting of light in the lens. (Figure 1) These deviations from ‘pinhole’ behaviour increase with the lens angle of view. Both distortions have to be modeled and compensated to obtain sub pixel accuracy, compensation achievable only through software. When geometric distortion compresses the image on itself, we call it barrel distortion; when the image expands, we call it pincushion distortion (Figure 2)
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Figure 2: Barrel and Pincushion Lens Geometric Distortion.
2.2
Dithering

Dithering is the intermediate pixel color encountered when an edge goes through a given pixel and both neighbouring colors mix. The pixel color is a weighed average of adjacent color values, on either side of the edge, with respect to each color’s respective surface inside the pixel. (Figure 3)
In low definition images, edge dithering (shading at object edges) interferes with lens distortion, geometric and chromatic. From a black and white target image, coloured shading is chromatic distortion. In such images, dithering appears in grey shades as does geometric distortion. We therefore need to isolate geometric lens distortion from edge dithering.
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Figure 3: Edge Dithering.
2.3
Camera Model

Modelling a camera requires a mathematical model and a calibration procedure to measure the parameters that define the behaviour of a specific camera/lens combination. 
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Figure 4: Camera Model.
The camera model has three components (Figure 4)
1- External Model: Relationship between Camera Coordinates at Focal Point O, and World Coordinates

2- Internal Model: Camera Plane Coordinate System, where ZC is the lens axis

3- Lens Model: Lens Geometric and Chromatic Distortion formula

Focal point O is the location in space where all images collapse to a single point; in front of the focal point O is the Camera image plane. Lens axis ZC crosses the image plane at right angle defining the image centre location (CX CY).
2.3.1
Camera External Model (6 Degrees of Freedom)

From our work, this is the only part of the Camera Model that shows accurate throughout the literature. Defining two coordinate sets, 

1- World (XW YW ZW) with origin set at (0,0,0)

2- Camera (XC YC ZC) at focal point O

The camera coordinate set starts with the lens axis ZC and the focal point O as the origin, XC is selected lining up with the camera image plane’s horizontal axis. Geometrically, the YC vertical axis should complete the set using the right hand rule. Therefore, the external model writes as matrix [R3x3׀ T3x1].
The external camera model expresses the rotations (κ φ Ω) and translations (TX TY TZ) needed to ling up the Camera set with the World set of coordinates, and bring focal point O at the World origin (0,0,0).

2.3.2
Camera Internal Model (5 Degrees of Freedom)

If the image plane were perfectly square with the lens axis ZC, the scale factor between world measurements XW YW and camera XC YC is ƒ in both directions. To account for the loss of squareness between the lens axis ZC and the image plane, the research community introduces the tilted axis assumption: (Figure 5) various formulations exist, essentially
· vertical axis is tilted by skew parameter s 

· vertical scale is shortened to b  
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Figure 5: Internal Camera Model.
With the image center (CX CY), the point where the lens axis ZC intersects the image plane, a b and s are the 5 internal camera parameters.

This is where we start changing widespread knowledge. In our working hypothesis, the camera plane pixel array should be considered as a calibration grid. During the calibration procedure, for a square camera pixel, we should retrieve a = b = ƒ, with s = 0.

In our model, the image center (CX CY) is still the intersection between the lens axes ZC and the camera plane. Our accuracy criteria becomes the error on ƒ, ε = |(a-b)| or |s|.

2.3.3
Lens Model

Many lens geometric distortion models were published. Some authors claim 1/20 pixel accuracy in removing geometric lens distortion. Overall, their basic criterion is more or less the same: Lines that are straight in real life should appear straight in the image once geometric distortion is removed. Very few authors consider chromatic distortion in their lens model. When we measured from our lab setup chromatic distortion at ± 1/2 pixel, we looked into changing the lens model, and eventually found out several more bias sources.

Table 1: Shawn Becker’s Lens Geometric Distortion Model.

Authors in [2] introduce a radial correction for chromatic distortion. Their results show a model origin offset on chromatic correction between Red, Green and Blue signals. It is in contradiction with lens behaviour since chromatic distortion should be zero at the image centre: A radial chromatic model should start at (0,0) with respect to the image centre. Our investigation concluded that a calibration error on the image centre (CX CY), caused by a model bias, is to blame for their model discrepancy.

Most lens distortion models were able to straighten curved lines. Modeling errors appeared when recovering 3D positions from a calibrated stereo pair. Straight lines’ looking straight is an insufficient criterion to guarantee accurate geometric distortion correction. Wrong perspective will cause a measurement error across the image. 
Our modification of the camera model enabled us to increase calibration accuracy and reduce the lens geometric distortion model complexity. We kept only parameters k1 and k2, and Shawn Becker’s two equations reduce to only one: 
r' = r + k1 r3 + k2 r5, find r knowing r' from a fully radial displacement model. 
Even from a LUT, it reduces computation by 4:1, uses significantly less memory, making our model much better suited for real time computation. Even with this simplified model, from a 640x480 Bayer Pattern 1/3 CCD color camera with a ƒ= 4mm micro lens (angle of view ≈ 90˚), we retrieved the focal distance ƒ to an accuracy of 10-10 mm. This result is 1 000 000 times more accurate than with any competing camera model tested.
Once the true image center is known, chromatic distortion can be modelled from a single image centre as we will show later on from an example.
3.0
Calibration

Calibration models the 3D to 2D image creation process. From two calibrated cameras, the 2D to 3D stereo pair inverse operation is used to validate model accuracy. 
3.1
Experimental Setup

Our setup is intended to be field usable, even with low resolution SWIR imagers. On two 90˚ planes of black anodized aluminium, we engraved two circle grids, changing the surface emissive properties in the SWIR spectrum, and providing black and white information for color calibration. (Figure 6) 

Some published approaches use the center portion in the image to avoid distortion and isolate some camera parameters. Unfortunately, it also creates a parameter estimation bias. In our approach, any ellipse center taken anywhere in the image should fit the model. Therefore, our model is accurate across the entire image, even for a wide angle lens.

Once the ellipse centers are measured from the image, we have a data set that relates 3D real world target positions with their 2D location in the image. Using a camera model to correlate them, we use a Levenberg-Marquardt search algorithm to compute the model parameters. Our accuracy improvements allowed us to use a least square sum of error criteria without bias. The error is defined as the image predicted target position from the model and 3D data set, minus the corresponding real image measurement in 2D.
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Figure 6: Calibration Target.
Calibration target uses 1” diameter circles at 2” center to center spacing. Using circles ensures that no corner should be detected even with a highly pixelized image. (Figure 8)
Each circle gives a local estimate of the camera behaviour, without bias or any preferred edge orientation. We are more concerned with accurate ellipse center location accuracy than S/N ratio on edge detection. Significant work was needed to test various techniques for ellipse modelling and avoid a center bias estimation. Since the image is highly pixelized, we restricted the edge detector footprint to a 3x3 pixel area
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Figure 7: Micro Lens Test Camera.
Since we intend to use our technique on low resolution cameras, we chose a 640x480 Bayer Pattern Point Grey Research Firefly color camera, with its supplied ƒ = 4mm micro lens for testing.(Figure 7)

Sub pixel ellipse edge extraction has been a major headache. We eventually concluded that moment techniques are unable to deal with glare and reflection, therefore unusable for field calibration. We found 1/4 to 1/2 pixel center bias in several cases. Those errors being so small, extensive mathematical analysis was required to remove them from the shape recovery process; they are invisible to the human eye.
Edge gradient sensing techniques, on the other hand, exhibited a sub pixel location bias when the edge orientation did not line up with the horizontal or vertical image plane axis. In the end, we used our own sub pixel correction on the ‘Non Maxima Suppression’ sub pixel extension by Devernay [1]. In a two step process, step 1 recovered an initial estimate for the edge points, adding compensation for edge orientation bias. On that initial set, a first estimate of the ellipse geometry is computed. In step 2, the initial ellipse fit is used to estimate local curvature and correct the edge location.

Figure 8: Target Extraction.

3.2
Calibration Result

Using the same experimental data, we compare the parameter estimation for two camera models.

Table 2: Compared Parameter Estimation for Two Camera Models.

[image: image8]
The leftmost camera parameter set is obtained from the most accurate model published, tested on our own experimental data. The rightmost set was computed from our own model, where we modified the lens model and internal camera model. 

The first 6 lines are the external camera parameters, 3 angles and 3 positions needed to compute [R3x3 ׀ T3x1]. The next 5 lines are the internal camera parameters; we modified our parameter representation to fit the generally used model from figure 5. Our degrees of freedom use a different mathematical formulation. Then, the remaining two lines show the major lens geometric distortion parameters k1 and k2. These two are present in most models and account for most of fish eye geometric distortion.

From a, b and s, as we wrote in 2.3.2, we consider a = b = ƒ with s = 0 as expressing camera pixel squareness, and the error on focal distance ƒ. If a pixel is square, height should be equal to width and both should be perfectly at right angle.

Switching to our model, the error on ƒ reduces from 10-3 mm to 10-10 mm. Initially, focal distance ƒ was wrong by 0.03 %. Although it seems small, the model bias shifted the image centre (CX CY) by close to two pixels mostly in the Y direction. At the same time, all external parameters have shifted. All the angles are changed, and object distance TZ is wrong by 0.3%: An error on range measurement amplified 10 times with respect to the error on ƒ. It’s a systematic range measurement error: A 3 mm error at 1 m distance would scale to 30 m at 10 km distance. Error percentages on TX and TY are even worse, indicating that the model seeks to preserve distances along lens axis ZC. From a calibrated stereo pair, 3D recovery shows an error equivalent to 2 pixels at the image scale, the same order of magnitude of 0.3% as for range TZ (see 4.1).
Considering distortion parameters k1 and k2, (the minus means barrel distortion) we notice that both are under estimated. There is some residual curvature as we go away from the image centre. It may be smaller than a pixel, but curvature would build up if we tried to stitch images to create a map from multiple pictures.

4.0
Model/calibration bias impact
The major model bias impact shows on 3D telemetry from a stereo pair. The same conclusion holds true for a 3D extraction from a moving camera since basically the mathematical triangulation process is the same.

4.1
Recovering 3D from a Stereo Pair

As mentioned previously, neglecting our correction on the camera model creates a 3D triangulation systematic error. Figure 9 shows a stereo pair typically used for measuring objects in 3D, using 2 simultaneous camera images.
O and O’ are the optical centers for the two cameras, and both lens axis project at right angle on the image planes at the image centers, respectively (CX CY ƒ ) and (CX’ CY’ ƒ ’). (Not shown for clarity, (CX CY) is the origin of the image plane, and ƒ the distance between O and the image plane, refer to Figure 4)
Both cameras are seeing a common point M on the object. M projects in both camera images as m and m’.

To find out where M is in space, we stretch two lines starting from O and O’ through their respective camera image points m and m’. M is computed where both lines intersect.
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Figure 9: Triangulation.
3D accuracy depends on the accurate knowledge of

1. Optical centers O and O’

2. Focal distances ƒ and ƒ ’

3. Image centers (CX CY) and (CX’ CY’) 
4. Lens axis orientation ZC
5. Accuracy on image points m and m’

6. Intersection for OM and O’M

The first four requirements for 3D telemetric accuracy are found trough camera calibration, the fifth from sub pixel image feature extraction. The last is the triangulation 3D recovery itself.
The first four error dependencies from the previous page are subject to the camera model bias we discovered.

A very small error on focal distance ƒ will generate a huge bias on image center (CX CY) and focal points O and O’. Since O and O’ are out of position, the triangulation to find M gives a systematic 3D error
. From our calibration example, the 2 pixel error on the optical centers dominate any measurement error on image points m and m’ since we were able to retrieve them to 1/4 pixel accuracy.

Feature point extraction (m and m’) is subject to the edge orientation bias, and corner detection bias we had to deal with in calibration. 

And finally, triangulation, we resorted to a classical SVD approach for its stability and speed. Nothing ever guarantees that two lines will intersect in space. We therefore seek M as the point in space where both lines are closest.
Over the course of our investigation, we measured several bias sources affecting accuracy, with the camera model bias being the major contributor. 

· Camera/lens model


(2 pixel error on image centre (CX CY))

· Sub pixel edge orientation bias

(1/4 pixel edge shift )

· Sub pixel corner detection bias

(1/4 pixel corner offset)

· Unaccounted chromatic distortion 
(1/2 pixel edge shift with respect to color)

· Under compensated geometric distortion (1/2 pixel residual curvature easily undetected)

· JPEG image filtering at sub pixel level
(variable with JPEG quality parameter )

Each of those could be the subject of a separate analysis report. Aside the camera model’s bias most will result in feature point extraction errors. Our main goal here is to attract the reader’s attention to their existence and the cumulated benefit of removing them. Achieving ƒ accurate to 10-10 mm even from a low resolution Bayer pattern camera using a wide angle micro lens shows a major improvement, and explains why an accurate zooming lens model was impossible until now.
4.2 
Model Bias: Overall and the Zooming Lens

Every lens parameter is ‘polluted’ by the camera model bias.

In 3D triangulation, either from stereo or from a moving camera, the impact is obvious.

Our example also shows that lens distortion parameters are under evaluated. (The minus sign on k1 means barrel distortion) When stitching multiple images to create a map, it results as curvature buildup from image to image.

Range and aim measurements are also biased and related to the error percentage on focal distance ƒ since a camera gives a scaled measure.

It also prevents the accurate modelling of the zooming lens camera. In a zooming lens, focal point O moves along the lens axis ZC. From calibration, O is found by knowing image center (CX, CY), ƒ away at right angle with the image plane. Our example shows a systematic bias in those parameters. It gets even worse when considering run out in the lens mechanism since it moves the lens axis ZC.
Without our modification to the camera model, it becomes impossible to model a zooming lens.

Modeling of the zooming lens camera requires plotting the displacement of focal point O in space. An ideal zooming lens would have O moving in a straight line on lens axis ZC. As soon as mechanical assembly errors occur, the linear displacement relationship for point O breaks up. The only way to evaluate the mechanical quality of the zooming lens therefore depends on the accurate knowledge of image center (CX, CY) and ƒ.

Mechanical quality behaviour is also the zooming lens trade off: zooming in to gain added accuracy when needed, at the cost of losing accuracy for assembly tolerances in the lens mechanism.

We are currently testing the zooming lens model/calibration procedure. We use a PTZ (Pan-Tilt-Zoom) setup to measure the focal point O displacement in space.
4.3
Geometric Distortion Removal Example



Before Correction
After Correction


Figure 10: Distortion Correction Sample.
Using our previously calibrated test camera, notice that chromatic distortion is not visible in the ‘Before Correction’ image. From our algorithms, it can nonetheless be measured at ±1/2 pixel. 
4.4
Chromatic Distortion

Once the true image center (CX, CY) is known, chromatic distortion can be modelled. In most images, chromatic distortion is hardly visible, unless the subject is in full black and white. 
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Figure 11: Chromatic Distortion From a ƒ = 4mm Cosmicar C Mount Lens. Colour 
Camera Bayer Pattern, resolution 1024x768, distortion amplified 50 times.
The visible spectrum spread pushes the Red target centres outwards, and the Blue target centres inwards with respect to Green. The graphic shows a mostly radial behaviour. The imaginary lines joining Red Green and Blue centers for any given target location tend to ling up and aim towards the image center indicated by +. 

The next two graphics (Figures 12 and 13) show that both Blue and Red chromatic distortions are zero at the image center, starting at ordinate origin (0,0) as expected. As the lens theoretical behaviour predicts, chromatic distortion should be zero at the image centre.

Both chromatic Blue and Red distortions have their peak values at different radial distance from the center. 

From over ±1/2 pixel, chromatic distortion can be brought down to less than ± 1/8 pixel.
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Figure 12: Red Distortion, Radial Correction dP vs Distance from Image Centre (pixels).
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Figure 13: Blue Distortion, Radial Correction dP vs Distance from Image Centre (pixels).
In radial coordinates taken from the image center (CX, CY), unaccounted chromatic distortion creates a ± 1/2 pixel error on edge location with changing object color, or changing light source spectrum. It stresses the need to be extra care full in extracting RGB from a Bayer pattern color image since edge sensing is biased with color.  
4.5
Bayer Pattern Recovery
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Figure 14: Bayer Pattern.
Bayer Pattern color cameras give a single color signal for each given pixel. Missing color information is interpolated using neighbouring pixel information. 

The most accurate Bayer pattern interpolation schemes use edge sensing to recover missing RGB information. We can not interpolate across an edge since we have to avoid discontinuities.
In a two step process, we first compute the missing G pixel values on B and R pixels

Ex.: 
On red pixel R13, the missing G13 value is computed as 

(G12+G14)/2   if the edge is horizontal 
(R13 > ( R3 +R23)/2)

( G8 +G18)/2    if the edge is vertical
(R13 > (R11+R15)/2)

(G12+G8+G14+G18)/4


otherwise

In step two, we compute missing B and R values using known G for edge sensing.

Since the lens introduces chromatic distortion, Bayer pattern recovery requires adapting to compensate for ‘color shifting’ edge location as we scan from B to G to R pixels.
4.6
Optical System Design Trade Offs
For surveillance and optical tracking systems, we demonstrated the need to eliminate the camera calibration bias, which qualified us for the Light Armoured Vehicle LAV upgrade bidding process by DND Canada. Other key assets for the technology were

1. Software approach creates an open integration architecture

2. Ability to use wide angle lenses, reduce lens size, without loss of accuracy allows miniaturization and eventually the use of a zooming lens camera
3. Added computation speed and added lossless image compression

All concur to give added silent mode battery operated autonomy.
We stress that software is in fact the only strategy to increase the accuracy beyond the capabilities of the camera hardware. As an enabler, the technology allows
· The use of wide angle lenses to increase the camera angle of view without loss of accuracy. A 1/3 CCD f = 4mm combination gives a 90 degrees angle of view.

· To compensate SWIR (900 – 1700 nm) cameras’ low resolution by adding chromatic distortion modelling and sub pixel edge measurement across the spectrum.

· Miniaturization: We achieved calibration using a micro lens and focal distance evaluation is accurate to 10-10mm, roughly the size of a hydrogen molecule.
· Sensor fusion between SWIR-Color-synthetic images: Achieving sub pixel calibration accuracy even from low resolution cameras makes fusion a simple cut and paste operation.

Constraint: The image may not lag by more than 250 msec making our geometric distortion removal 4:1 simplification a must have. Testing vision amplification for soldier vision concludes that synthetic imaging lagging by more than 1/4 sec on reality can make a human observer nauseous.
Since the solution is software implemented, it becomes cross platform independent.
On low resolution images, sub pixel edge extraction and plotting helps the human brain in interpreting the image. SWIR can fuse with higher resolution color images.

In augmented reality, the computer generated image has ideal perspective and known focal length. Since a computer generated image is perfectly pinhole, created from set value for ƒ, it stands from reason to correct the camera image and fit it to the same scale.

This is our core proposal for the Soldier System Technology Road Map (SSTRM) by DND Canada, for which we became a featured technology in September 2010. Targeted use includes ENVG, Fused Sight, Drone, Multi Function Binocular … 

In earth observation and surveillance from satellite, any lens system will exhibit distortion at some level. The earth’s atmosphere also adds distortion which can only be compensated for when the lens distortion is accurately known. When stitching images, under compensated geometric distortion will build up curvature, and lens axis orientation bias will create a shape alteration: loss of squareness, loss of verticality …

Sub pixel edge extraction is by far the most efficient means of image compression. Correcting the image for lens distortion and through a modification of JPEG, we also demonstrated an added 30% lossless image compression in June 2009.
Our approach is the only possible solution for zooming lens telemetry, wide angle lens application, and system miniaturization.

It provides the best trade off for accuracy, speed, cost, bulk, weight, maintenance and upgradeability.

5.0
Conclusion
No automated system is more accurate than its instrument. The use of digital cameras as measuring tools in Intelligent Systems (IS) requires the camera to be calibrated.

Added accuracy is achievable only through software since commercial lenses have a 10% tolerance on focal distance ƒ, and software is the only way to compensate lens distortion at sub pixel level.
In order to achieve our goal, we had to track down several bias sources smaller than a pixel, therefore invisible in the image for a human observer.

The major bias source proved to be the camera model itself. Its major impact shows on 3D triangulation since the image center is out of position. In our example, the 2 pixel image center bias dominates every other error in the triangulation process since image features can be extracted to 1/4 pixel accuracy. We corrected systematic errors found in every camera calibration model and technique published.
Sub pixel bias sources are:

· Camera/lens model


(2 pixel error on mage centre)

· Sub pixel edge orientation bias

(1/4 pixel edge shift )

· Sub pixel corner detection bias

(1/4 pixel corner offset)

· Unaccounted chromatic distortion 
(1/2 pixel edge shift with respect to color)

· Under compensated geometric distortion (1/2 pixel residual curvature easily undetected)

· JPEG image filtering at sub pixel level
(variable with JPEG quality parameter )
Using our technique as a software lens correction algorithm, we demonstrated to National Defence Canada*


8:1 higher measurement accuracy (image or 3D telemetry)


4:1 faster computation time removing lens distortion

30% added lossless video compression

Stable sub pixel edge detection from open source reconfigurable software











*(June 2nd 2009)

Even from a low 640x480 resolution micro lens camera, we achieved 10-10 mm focal length ƒ identification, a typical resolution for SWIR imaging.

Our software correction approach is the only possible solution for zooming lens telemetry, wide angle lens application, and system miniaturization. We also demonstrated that our software model/calibration is the only technique improving camera performance beyond hardware limitations. It provides the best trade off for accuracy, speed, cost, bulk, weight, maintenance and upgradeability.

We provided a general account of the overall research work accomplished by our team over the last years. Added publications are to be expected on specific topics mentioned in the current article.
Among such, a zooming lens model extension of our work is currently being tested and will be the subject of a forthcoming release. 
6.0
References
[1] Frédéric Devernay
A Non-Maxima Suppression Method for Edge Detection with Sub-Pixel Accuracy

INRIA: INSTITUT NATIONAL DE RECHERCHE EN INFORMATIQUE ET EN AUTOMATIQUE

Report N° 2724, November 1995, 20 pages

[2] Y. M. Harry Ng, C. P. Kwong

Correcting the Chromatic Aberration in Barrel Distortion of Endoscopic Images

Department of Automation and Computer Aided Engineering, Chinese University of Hong Kong

6 pages

[3] Shawn Becker, sbeck@media.mit.edu
Semiautomatic Camera Lens Calibration from Partially Known Structure 
MIT: Massachusetts Institute of Technology 

http://alumni.media.mit.edu/~sbeck/results/Distortion/distortion.html ©1994, 1995

[4] Konstantinos G. Derpanis, kosta@cs.yorku.ca
The Harris Corner Detector

October 2004, 2 pages

[5] L.H. Hartley, P. Sturm

Triangulation

Proc. of the ARPA Image Understanding Workshop 1994, Monterey, CA 1994, 

pp. 957-966









Shawn Becker’s Lens Geometric Distortion Model (MIT & NASA, OpenCV…) [3]


x' = x + x (k1 r2 + k2 r4 + k3 r6) + p1*( r2 + 2 x2) + 2 p2 xy �y' = y + y (k1 r2 + k2 r4 + k3 r6) + p2*( r2 + 2 y2) + 2 p1 xy , r2=x2+y2


(x', y' )  represents the new location of point (x, y), computed with respect to image center (CX CY). � HYPERLINK "http://alumni.media.mit.edu/~sbeck/results/Distortion/distortion.html" ��http://alumni.media.mit.edu/~sbeck/results/Distortion/distortion.html�


Calibration retrieves numerical values for parameters k1 k2 k3 p1 p2.


Image analysis gives (x' y').


The undistorted (x y) position is found solving the two equations using a 2D search algorithm.





























� No accuracy can be gained by using the epipolar constraint [5]. Since O and O’ are wrong, the epipoles e and e’ are useless. Our testing shows that 3D results can even lose accuracy when using this added equation to constrain the solution.
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