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AbstracT
The modern battlefield consists of dynamic, multi-platform, multi-scale, and sometimes multinational systems. 

High fidelity, easy to use, interoperable simulations are an essential tool, needed to achieve, among others, the following missions: (1) Planning – from National Security down to the tactical level. (2) Debriefing, research and analysis. (3) Military personnel training.

To meet those missions, the simulations have to seamlessly communicate with other, sometimes different simulations, work with real (non-simulated) systems, and be used in either automatic “batch mode” operation, or be operated by a human user in a “human in a loop” mode. Although tremendous progress, both in standardization and implementation of such simulations and tools for interoperability has been made in the recent two decades, it is still far behind current state-of-the-art commercial software, and even operational command and control systems.

In this study, we will examine the question how well do the modern simulations meet the expectations mentioned, and will try to answer whether the contemporary simulations are ready for the battlefield environment of year 2015.

We will first define a reference “perfect” interoperable simulation.

Next, we will present several case studies, taken from actual large scale multinational exercises, and analyze the performance of the available simulation systems. We will treat difficulties arising from factors like different communication bandwidth, different computing power, different latencies, data fusion problems and others. 

Finally, we will review a set of key challenges which the military simulation industry is facing in front of the modern connected battlefield We will conclude with some directions which we believe can lead to a better readiness towards the future trends.
1
Introduction
Today’s battlefield is characterized by ever-growing numbers of different participating parties, different technologies, and different C2 organizations, each having different goals and methods of achieving them. In simulating this ever changing battlefield, whether as part of the development process of specific elements, or as part of the training environment of the combined force, simulations face challenges which are roughly correlated to those faced by the actual warfighting elements, but on different scales, and under different conditions. Our goal in the present paper is to ask what are those challenges, and are present day models and simulations adequate to support tomorrow’s needs.
Make no mistakes, the challenges introduced by the heterogeneous nature of the battlefield have been identified by simulation designers long ago, and have prompted progress in the technology and structure of simulations, as well as the creation of standards (DIS, HLA) designed to support connectivity between simulations, because it was identified that it is not possible to provide a single tool that will treat all aspects of the modern battlefield. A lot of the papers that will be presented in this conference deal with further improvements of those devices, and the introduction of novel techniques and processes to support simulation of more complex areas of the battlefield. While the authors acknowledge this speedy and fruitfull evolution, we ask ourselves are there fundamental issues not covered by today's trends – and our answer is a resounding Yes.
The authors of this article come from the area of BMD, which stands at the forefront of today's military development efforts. We have been involved in M&S efforts related to the development of BMD Systems, analysis of Theatre-wise and Region-wise operations, and large scale computer aided military exercises, involving actual BMD hardware together with simulations. In all of these activities, it has been our experience that the simulated environment, and the simulations ability to support the ongoing activity, become the limiting factor to the success of the work/exercise/drill. In view of the vast improvement in the past decades in simulation technology we ask ourselves – why is this so?  

To answer this question we will begin by stating the major challenges we see facing modelling and simulations in today's battlefield. In stating these challenges, we will draw on our actual experience, and provide some concrete examples (to the extent possible in an unclassified paper). We will then define the "perfect" simulation environment, the one which may answer all our current and future needs, and finally try to reach some workable conclusions as to how to get from today's (dismal) state to our glorified version of the future (or at least to something which vaguely resembles it).
2 The chalanges of the simulated battlefieLd
In this section we discuss the challenges arising in simulating today’s and future’s battlefield. 

2.1 Interoperability / Communication

Interoperability has been one of the major concerns during recent decades, both in the defence community as well as in all other areas of computer intensive technology. From the prevalence of LINK 16 communication protocol, through the notion of “Network Centric Warfare”, and to the more contemporary trends such as “Software as a Service” and “Cloud Computing” [1], it is clear that the industry is moving toward seamlessly connected, heterogeneous, self configuring systems.

This movement hasn’t skipped the area of military simulations. DIS, STANAG, and the more recent HLA [3] and its derivatives like the BOM [2] standards, set the ground to the possibility of simulating such connected heterogeneous environments. These standards however, still suffer from several drawbacks. These include deliberate “under specifications” in order to leave room for future and unpredictable changes [1],[3]. In addition to the limitations inherent in the standards, full compliance of actual systems is very rare. The standards themselves are "hazy", and often in our experience getting two DIS-compliant simulations to work together became an arduous and time-consuming task.
We find the following as the major communication / interoperability challenges that are still to be addressed by the corresponding standards and implementations:

· Self Describing operation and simulated capabilities as part of the standard.
· Minimum Bandwidth Requirements – this is an especially important issue, as in the simulated environment the network traffic highly exceeds its operational capacities, due to the denser required connectivity, and the additional simulation management / control messages (see Fig 1.) 
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2.2 Ambient phenomena

In real-life battlefield, there is a wide range of ambient phenomena such as weather conditions, civilian participants, secondary explosions and debris, all of which affect the battle. Such phenomena, even when having negative impact on the performance of systems / forces are there “for free”. 
These phenomena, sometimes referred in simulation context as the “synthetic environment” play a crucial role in providing realistic experience to the training forces. However, only recently there were standardization efforts addressing the generation and propagation of such events.
Substantive computation power and communication bandwidth must be allocated in order to achieve desirable realistic environment, without introducing artefacts, or worse, crashing the simulation infrastructures. In several large scale exercises the authors were involved in, the capacity of the involved simulations to deal with extensive amounts of such "noises" caused the attack scenarios to be artificially reduced relative to the real Intelligence estimates, and thus harmed the level of training which could be supported. The weakest link in the simulation chain was, as expected, the one to set the limit on the level of support provided.

Let us state this point very clearly – in our view it is not acceptable for simulations to limit the level of training afforded to warfighting troops as they train in order to achieve proficiency in their operational roles. The complexity and amounts of ambient entities will only increase in the foreseeable future, and the simulation world has to find a way not to lag behind the actual weapon systems in being able to address it. 
2.3 Capability Envelope 
Each simulation participant (“federate” in HLA terms) has its inherent capability envelope. In a real battle – the outcomes of unit’s / system’s action (e.g. kill assessment), may be distorted on its way to other units due to communication limitations, but it is assumed that the actual results will finally propagate. As an example, a destroyed hostile aircraft may be erroneously reported, yielding “ghost tracks” in some of the systems, but as time progresses, it will cease to appear on the screens. Thus in a real life campaign, the assumption that the blue picture asymptotically converges to the white picture, can be a true one. 
This is not the case in a simulated environment, where the white picture itself is synthetically generated, based on the declared capabilities of the participants. If an erroneous assumption is made, a not sufficiently defined protocol is used, or incompatible implementations cooperate, the “ghost track” may be indistinguishable from a “real” one. In examples we were witness to, "ghost" weapons materialized in unforeseen locations (sometimes very far from their actual locations) and were propagated through the simulated network to cause unplanned events in simulated scenarios. These could be identified in retrospect, but not by the participants in the scenario as it was being run.
This situation imposes much stricter requirements regarding the guaranties a participating should make about its own capabilities, as well as the richness of the capability description protocol and the QOS provided by the underlying implementation.
2.4 Simulated – Operation Systems Interoperability

The modern armed forces, especially peacekeeping units, face long lasting, low intensity campaigns. In such settings, there are two concurrent forces: the need to keep relatively high alert levels, and in the same time having a good troop proficiency training schedule. This dictates the possibility to safely conduct simulated training, while part of the system remains operational. 
Despite the evident need, and the complex implications, the authors did not find any high level of standardization addressing the issue of operational – simulated environments. The need is acknowledged as part of the requirements in some of the systems whose development we were a part of, but the actual implementation of such a requirement eludes most weapon system developers. In order to train with their operational equipment, users must lose part of their combat readiness. In periods of military tension, this is not allowed by Higher Echelons, and the level of proficiency is harmed through lack of training.
This tendency is especially evident in our chosen field of expertise – Ballistic Missile Defence – where a weapon system operator is expected to sit and stare at blank screens until such time as he/she dies of boredom, or an attack comes, but in this era of the sparse battlefield, this dire reality is fast becoming the daily routine of more and more military units. We do not see sufficient effort to support the need for training on real equipment in the field on the side of weapon system/simulation producers.

At the very least such attempt should consider the following factors: Safety, Speed of recovery, and reality of the simulated environment (again, the ambient entities). One should also attempt to provide military units the ability to train under the assumption that other units, not currently deployed, are there.
2.5 Graceful Degradation and Performance Predictability
A feature which distinguishes most simulations (at least those we are familiar with) from actual weapon systems is their performance under load. Load on a simulation is not the same as the accumulative load on each of the participating or simulated systems, because of the need to simulate the ambient environment, and because of the added layer of inter-communications between simulations and between simulations and real systems. As a result, the load on simulations tends to be more extensive than on any given element in the battlefield. 
To make things worse, simulations either crash under load, or exhibit unpredictable behaviour. Whereas a weapon system or element, say a Radar, will behave in a predictable manner under load – it will exhibit controlled degradation of capabilities, stop performing some of its tasks, achieve lesser accuracy than required, etc. but it will not crash completely, and most of its actions will be predictable to other members of the warfighting net (for example – its BMC). A simulation, on the other hand, will either collapse completely, and drag the entire net with it, or exhibit unforeseen behaviour. In our experience, simulations stopped communicating with the net, and several seconds later drowned it in outdated data (sometimes sent not according to the order by which it was received). Such behaviour, obviously, degrades, if not negates completely, the usefulness of a computer aided exercise.
2.6 Interpretation of Objects and Phenomena
The simulation inter-connection protocols impose certain rules and restrictions on the way that items which are related across the net are treated by the simulations involved. However, they do not regulate the interpretation given to these entities once they have reached their designated recipients, nor do they provide any guidelines as to the interpretation of other entities in the scenario. This leads to two types of problems, which we will try to explain using simple examples.
The first problem occurs when a certain entity passing through the net is considered by one simulation to have attributes which are not considered by another. For example, when a missile is passed on the net, another simulation may consider its plume as a potential hazard to an electro optical sensor deployed on an aircraft which is at that moment trying to lock on to a target. The sending simulation is not aware of this, and is happy to send infrequent updates of the missile trajectory, relying on the DIS-regulated dead reckoning, while the receiving simulation would like to have an accurate trajectory. The result may be a failure of the aircraft engagement process which could have been avoided (and now add to this the fact that the plume itself is not sent on the net, but assumed by the receiving simulation, with all the wrong attributes…).
The second problem occurs when, for example, different simulations agree on certain attributes of the underlying situations – say, they agree on the date and time of day in which the battle is occurring, but they have different physical descriptions of the effects inherent in this agreed upon environment – say, a different atmospheric profile, which in one simulation has severe cloud coverage over a given area and in the other one does not have it. The first simulation might be used by an attacking force, which chooses to move its forces to this area, knowing that they are protected from detection from above, while the defending force, using the other simulation, will easily detect and destroy them. 
Interpretation issues such as those described above lead to incompatible results, and are also very difficult to understand and analyze in retrospect.
2.7 Debriefing and Analysis

Debriefing capabilities play an important role both simulated and real combat. However, the simulated environment is expected to provide much more detailed and rich data, and corresponding reports, in order to serve the training and analysis needs of the operators. Nonetheless, detailed logging place a heavy burden on the simulation framework, and ironically, it is the first feature to be turned off in order to save computational resources. 
In addition, nowadays standards address very briefly the mandatory logs and reports each simulation should provide. This leads to a large variance in the analysis capabilities of each participating system, and moreover, the generation and analysis of a combined report from different systems in order to get a global, unified picture of the simulation taking place, becomes a difficult and expensive process. The analysis of large scale multinational exercises, more often then not, is as resource demanding, as the planning and execution of the exercise itself. 
2.8 What shall we do with the Legacy Systems?
 Finally, we must come to grips with a problem which is common to the simulation world and the "real world". That is the problem of the legacy systems. In both worlds, older systems are supposed to work alongside the new ones. Often, the activities taking place are according to the standards set by the newer systems, while the older ones undergo very little if any adapting processes. In the real battlefield, it is possible to assign roles among the participants that minimise the need for legacy systems to perform outside their realm of capabilities. In the simulations world, sadly, this is most often not the case. The older, "legacy" simulation often wind up being the "weakest link" in any combined exercise or analysis, and their capabilities are the ones that determine the quality of the entire simulated environment.
3 The “perfect” simulated environment

In this section we briefly describe the requirements from the simulation framework, needed to answer the challenges introduced above.

3.1 Usability

Although the design of every system these days takes, to various degrees, into account, ease of use, operator’s learning curve and other HMI considerations, it seems that when designing simulation systems, those concerns take lower priority. The simulated environments usually require special technical personnel, complex setup procedures, and non negligible technical support during the simulation runtime, in order to achieve even the most basic goal. We believe this is a very gloom state of affairs. It is ironic that a top notch officer, a pilot, who has gone through meticulous screening process and years of training, is given control over a multi-million dollar aircraft and the authority to make decisions in super-complex situations; but in order to train in a flight simulator, he/she may need a multitude of operators, technicians and support personnel. This only gets worse when the simulation consists of multiple trainees. 
The imperative we would like to promote is as follows: simulations should be operated by the operational forces. They should be built to support planning, setup, execution and analysis by the same people that operate the actual systems.

3.2 Self Descriptiveness
As stated in 2.3 regarding the capability envelope, in order to participate in a heterogeneous large scale simulation, the systems should agree on a common and rich language describing their operational and simulative capabilities. This should be achieved though detailed and concrete protocols defining not only the scope and formalism of the communicated data, but also the mandatory content, which each participant has to supply to the simulation framework. The level of detail of the connection should be a function of the interpretive requirements set by each participating element. The inter-connecting language should make it easy and natural to request and receive different levels of detail on the connecting net.
3.3 Graceful Degradation and Capacity / Performance predictability
One of the major difficulties the authors have encountered in large scale simulations is the sharp decline in performance of the simulation framework and the participating systems in the face of load. This is partially cased by the data overload mentioned in 2.1, and partially because the simulation framework is built more like a research facility, rather then like an operational system. 
The perfect simulation should have the notion of guaranteed capacities and, more important, predictable and graceful degradation of performance. The protocol governing the connection between simulations should include clear requirements from simulations as to how to handle load. It is important for all involved to know what may be expected from each participant under varying conditions.
3.4 Coexistence with Operational Environment
It is highly desirable for operational systems and simulations to be able to co-exist with each other. Systems should be able to safely live in simulated and operational eco-systems, without risking their operators or nearby neighbours, nor compromising the need for troop training.
3.5 Minimum requirements to participate in a simulation
We would like to stress the need for a well defined, possibly multi-level, minimum “barrier to entry” for simulation participants. There should be a standardized scale, describing the expectations from each system in a simulation, and qualifying the compliance thereof. This may require that some of the "legacy" simulations be thrown out of the pool of candidates - that is a tough decision, but it has to be made.

3.6 Standard Description of Ambient Entities/Environment

In the "perfect simulation world", a standard interpretation of all ambient entities will be imposed on all participants in the same exercise/analysis. This interpretation and the level of depth associated with it might change with the level of exercise or the level of analysis that is desired, but in any case it will be agreed in advance and regulated accordingly.

3.7 Standard Analysis Capabilities

All simulation tools should have at least a standard set of analysis tools and capabilities. They may add additional layers of capabilities to this set, and may be able to support more or less detailed analysis under load conditions, but the standard set should be guaranteed at all times. The standard set of analysis tools will be regulated both by its content (what data is provided) as well as by its method of presentation, to ease multi simulation analysis processes.
3.8 Let the Simulation Fit the Need
In the perfect world, the level of detail of different simulations will be as required by the analysis they perform. This is true for multi-user, large scale exercises, but it is also true for analytic activities. The process of creating different tools at different levels of complexity which communicate one with the other is already gaining momentum in the M&S community. At WALES, for example, we use very detailed radar models, which supply inputs to a less detailed radar search pattern optimization tool, which then issues a search pattern which is fed to a high level coverage assessment tool. Such practices should become the standard method, since they provide a traceable analysis route from the more general results to their detailed origins, without the need to drown from the start in unnecessary details.
4 What can be done

In this section, we will make some operational recommendations, which we believe can help pave the way to a closer situation to our "perfect world" than the current situation. As any reader who has gone through the previous sections can easily see, our solutions involve a lot of standardization and setting of requirements. These processes require an amount of courage and resolve on the part of international entities, but they are the only way to move forward from the current state of affairs.
4.1 Standardization

Up to now, standardization efforts avoided the need to influence the way in which simulations handle their own entities. Now the time has come when this can no longer be avoided. Standards should be set that will regulate such issues as:
· The way the environment is handled (e.g. weather effects).

· The interpretation and level of detail of objects reported by simulations (e.g. missile plumes).

· The interpretation given to different entities in the simulated environment.
· The way simulations communicate their requirements one to the other (during preparations for exercises/in exercises).

· Bandwidth requirements to support a specified exercise scenario.
4.2 Strict Capabilities Requirements
A strict set of rules should be provided for allowing simulations to participate in any given exercise. This set of rules should include such issues as performance degradation under load. A simulation that does not meet a minimal set of requirements will be banned from participation in multi-simulation exercises. If this means precluding some of the "legacy" tools – so be it!

4.3 Ease Of Use

Simulations should enable non-technical people (warfighters) to set up and run exercises up to and including large scale connected exercises. This may be done by including in the developed standards a set of default settings and capabilities. Setting up exercises with these defaults should be as easy as "plug and play". Changing them may require technical personnel.
4.4 Analysis Capabilities

A set of standard tools for analysis and methods of presentation should be developed and imposed upon simulations wishing to participate in large scale exercises. A future step in this direction would require standardization also of the reporting formats used, so that reports may be sent directly through the simulated network to a central site and analyzed automatically using a standard interpreter of data. This type of operation may be achieved through the use of standard database applications, and is not beyond the capabilities inherent in most modern day simulations.
4.5 Connection to Real World Systems

We recommend to set up a committee made up of operational personnel, safety experts and simulation designers to discuss the implications of conducting simulations in an operational environment. Such a committee should be formed by a large and representational body such as NATO, because the approach it will adopt should then filter down through application in many arenas and become a standard that will be mandatory for both weapon system and simulation producers.
5 Conclussion

In this paper, we set ourselves the task to answer a simple question – can today's simulations and simulation development practices answer the needs of tomorrow's battlefield? We are aware of the tremendous progress that took place in modelling and simulations during the past decade or so, and of the fact that complex exercises conducted today could not be supported a few years ago. However, when we look to our recent experience as simulation developers, users, and analysts, we find ourselves compelled to answer this underlying question in the Negative. We believe there are many areas in which today's simulations fail to support the requirements of the future battlefield.

We followed that answer with a listing of the problems we see in today's simulation world, combined with some practical examples based on our own experience. We then described what we see as a "perfect world”, which will answer all the needs we have found lacking (it will, of course, immediately become imperfect since more needs will crop up, but one can only deal with what one can identify). Finally, we provided a set of concrete recommendations, dealing mostly with the need for standardization of various aspects of the M&S practice which up to now were left at the discretion of developers and users.
It is easy to disregard these recommendations, saying that the requirements posed cannot be met, mainly due to "political" constraints. Look at the effort it took to standardize inter-simulation communication, people might tell us, and in that area the standardisers were marching into uncharted territory, where nobody has previously done anything of significance. You are asking us to make decisions that will force people to change the way they perform operations which are inherent in their tools, which are intimate to the way they think about M&S – this will not work!
Well, we say it will work! We claim that the only real obstacle in standardization is for some body of people to make the decision and follow it through. When there is a need, it will manifest itself. Standardizations need not be done in one blow; it can be done in small steps, but reach a long way. It is only a question of who will be the body of people that will take the effort upon itself, and when. We put the question before this conference – is NATO that body? Is now that time?
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