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ABSTRACT

Designing and managing distributed simulation systems is a complex process requiring extensive experience, in-depth knowledge, and unique skills to construct a federation which meets a myriad of operational, functional and technical requirements. 

Unfortunately, the practical knowledge gained in the architecture, design, development and systems integration of federations is seldom reused and rarely shared in an effective manner. In a collaborative effort the NATO Research & Technology Organization (RTO) is sponsoring a NATO Modelling and Simulation Group (MSG-052) to establish a knowledge network comprised of a combination of a Community of Practice (CoP), Organisations and Knowledge Repositories all geared towards the development and sharing of information and knowledge on federation architecture and design among North Atlantic Treaty Organization / Partnership for Peace (NATO / PfP) countries. 

A critical component of federation architecture and design are the federation agreements (FAs). This paper is the result of one year of activities of the MSG-052 Working Group regarding FAs. The group organized three workshops between February 2007 and March 2008 in which it addressed FAs as one of its main topics. In addition to the workshops, the international group of experts used a Collaborative Working Environment (CWE) on a webserver hosted by the Chair nation of MSG-052 (Sweden).

This paper presents the consensus view on federation agreements developed out of practical experiences collected from expert federation developers during our workshops. The paper updates and extends our earlier SISO paper (07F-SIW-058) and it proposes a clearly structured and more formalised approach to FAs. We will present in particular how the new method to define FAs is aligned with SISO’s future Distributed Simulation Engineering and Evaluation Process (DSEEP).
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1
NATO MSG 052 Overview

Designing and managing distributed simulation systems is a complex process requiring extensive experience, in-depth knowledge, and unique skills to construct a federation which meets a myriad of operational, functional and technical requirements. Unfortunately, the practical knowledge gained in the architecture, design, development and systems integration of federations is seldom reused and rarely shared in an effective manner. In a collaborative effort, the NATO Modelling and Simulation Group (MSG-052) [1] has established a knowledge network comprised of a combination of a Community of Practice (CoP), Organizations and Knowledge Repositories designed to promote the development and sharing of information and knowledge on federation architecture and design among NATO / PfP countries. 

The MSG-052 management and steering group has organized a number of expert workshops on specific issues related to federation development. These issues include federation agreements, federation management, logging & analysis and other topics. The group operates by identifying national experts on each of the selected topics and inviting them to participate in a collaborative working environment (CWE) [1], [6] to discuss a specific issue. The discussions are held in preparation for workshop hosted by one of the nations. Three workshops have been held in 2007-2008.
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Figure 1 - MSG-052 Collaborative Working Environment (CWE)

The results of each workshop and the discussions on the CWE are collected by a moderator who posts a ‘consensus’ page on the CWE at regular intervals. 

This paper is the result of the activities of the MSG-052 Working Group regarding FAs. The authors will present the views of the expert group regarding the shortcomings of the current approach to establishing, documenting and formalizing FAs. The paper will then present the proposals that were discussed during the workshops for a more structured and information oriented methodology to capture and maintain this important aspect of the federation design. The authors hope that our observations and ideas will contribute to the current SISO effort to update the FEDEP IEEE 1516.3 [3] standard and the first version of the DSEEP standard (Distributed Simulation Engineering and Execution Process). Figure 2 gives a graphic view of the current DSEEP [8].

2
DSEEP Draft Overview

The Federation Development and Execution Process FEDEP), IEEE 1516.3, was developed by SISO and is a standardized (and NATO recommended) process for developing interoperable HLA based federations. The Distributed Simulation Engineering and Execution Process (DSEEP) is a new effort within the SISO and IEEE to update and upgrade FEDEP.  The DSEEP process is intended to be independent from the underlying M&S technology (e.g. HLA, TENA, DIS). It provides a high-level framework for simulation environment construction and execution into which lower-level systems engineering practices native to each individual application area can be easily integrated. In addition, the DSEEP is not intended to be prescriptive, in that it does not specify a “one size fits all” process for all users of distributed simulation. Rather, the DSEEP defines a generic, common-sense systems engineering methodology that can and should be tailored to meet the needs of individual applications

In the new DSEEP approach the proposed term for the “federation agreement” is “simulation environment agreement”. In the remainder of this document, we will use the generic term “agreement” to talk about “federation agreement” or “simulation environment agreement”.
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3
Agreements

Agreements span a wide range of programmatic and technical issues that must be addressed in order to successfully design and execute a distributed simulation system. In addition, they should support reuse of the distributed simulation or assets within that simulation. Agreements include both programmatic issues such as schedules, budgets, facilities, constraints as well as technical aspects such as common algorithms (e.g. coordinate transforms or dead reckoning) as well as high level operational issues pertaining to management of the simulation (e.g. start-exercise paperwork and procedures). This extremely wide scope and the lack of common definitions make it difficult to capture and compare the many approaches used by distributed simulation developers and the choices they made. To further complicate the problem, different agreements involve different participants or stakeholders in the distributed simulation. For example, some agreements involve the sponsor, others involve the member developers and other external parties that may be contracted to perform services or tasks on behalf of the distributed simulation developers. These agreements may cross organizational or even national borders and they may have legal, rather than technical consequences. 

So, what is our definition of an agreement? It is basically an understanding between two or more participants in a distributed simulation, which is required to compose a functional and valid distributed simulation for a specific purpose. 

The FEDEP document [3] provides the following list of potential Agreements: 

· Established security procedures. 

· Time management agreements. 

· Data management and distribution agreements. 

· Defined synchronization points. 

· Defined distributed simulation initialization procedures. 

· Distributed simulation save/restore strategy. 

· Agreements on supporting databases and algorithms. 

· Agreements on authoritative data sources. 

· Agreements on publication and subscription responsibilities. 

4
A structured approach to Agreements

4.1
Rationale

During the MSG-052 workshops held since February 2007, a subgroup was tasked to research Agreements, and particularly their impact on Distributed simulation Architecture and Design. The consensus of this group was that Agreements were much more than a document produced in FEDEP step 4 (Develop Distributed simulation) to be used in FEDEP step 5 (Plan, Integrate and Test Distributed simulation). The group felt strongly that an Information Centric approach should be applied for all data and information products that are developed and used across the entire Distributed simulation Development and Execution lifecycle. In other words, all of the data and information products would be laid out and the relationships between those products, the FEDEP steps, and the participants (producers/consumers a.k.a. stakeholders) in the process would be described. The group also felt that the complexity and lack of structure in the current practice of defining Agreements hindered their consistent use across distributed simulations, and in particular had a negative impact on reuse of both distributed simulations and assets within those distributed simulations. To that end the group proposed the following approach:

· An Information centric approach

· Defined Information products

· Defined Stakeholders for Information Products

The following section describes the proposed approach in more detail.

4.2
Information centric approach

Rather than addressing only Agreements, the working group chose to take a broader view of all information products across the entire FEDEP lifecycle and to consider those products from the broader objectives of the MSG-052’s goal of establishing a Knowledge Network for Distributed simulation Architecture and Design. The term “Agreements” will likely be subsumed into a broader “Information Products” overlay to the FEDEP. The current FEDEP document provides a starting point for identifying the products associated with Distributed simulation Design and Execution. Given the strong European participation in MSG-052, it is not surprising that several working group proposals regarding a more information centric view borrow ideas from the European EUCLID RTP11.13 research project [4], [5]. Another useful resource is the Federation Execution Planner’s Workbook (FEPW)[11] which was a tool developed by the Defense Modeling and Simulation Office (DMSO) to support information gathering in support of the FEDEP. The FEPW was not widely used by Distributed simulation Developers. Anecdotal evidence pointed to a level of complexity that most distributed simulation developers felt was too onerous. The FEPW however, will provide insight into a variety of information products. The consensus among the MSG-052 working group was that the FEPW contained a great deal of useful information, but may not have organized it well. Along with the FEDEP and FEPW, major distributed simulations will be surveyed to identify any information products they have found useful to support design, development, execution and reuse of their particular distributed simulation. The informal survey will capture how closely the distributed simulation adhered to the FEDEP and which of the FEDEP products proved most useful to the distributed simulation. Once the products have been identified, they will be classified using four categories as shown in table 1. The first three categories are based on the views proposed in the NATO Architecture Framework (NAF) [12]. We propose a fourth (Physical) category to take into consideration the implementation level.  

Table 1 Information product Categories

	Operational Perspective
	Includes Requirements, Problem Statement Objectives, CONOPS, Operational Scenario, Conceptual model, Measures of merit
Maps to FEDEP steps 1, 2 and 7

	System Perspective
	Maps the logical activities in the scenario to the members, System composition, identify Information exchange data mode (architecture) Maps to FEDEP steps 2 and 3

	Technical Perspective
	Maps scenario elements to federates; specifies the interface of each member, and indicates the technical components (e.g. RTI, tools ) 
Maps to FEDEP steps 3, 4, 6 & 7

	Physical Perspective
	Description / Design of the physical aspects of a distributed simulation (e.g. Networks, Computers, tools, etc.)  
Maps to FEDEP steps 4 and 5


Typically, the different perspectives are of interest to different stakeholders or roles. The Network Engineer is not (really) interested in high level requirements and the Sponsor is not concerned with the physical perspective. 

4.3
Information products

Figure 3 identifies some example products involved during the various steps of the FEDEP or DSEEP. They are classified following the four categories described above.
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Figure 3 - Information Product examples

The full range of information products needed to represent agreements among participants in a distributed simulation is beyond the scope of this paper. We anticipate documenting a wide range of products currently described in the FEDEP as well as information products in common use among distributed simulations. 

4.4
Stakeholders

In addition to the information products, the team will identify the stakeholders (producers and consumers of the information contained in each product). By associating the information products with individuals responsible for producing and consuming the contents of the product, the group felt that some of the complexity of the large range of products could be reduced. With stakeholders representing roles, a user could assume a “role” and would be given default access to the products related to that role. For example, when a Network Engineer (role) logs in, they will have default visibility into all those products that a network engineer would need to interact with (producer or consumer). Figure 4 below provides a classification of stakeholders and how they could be mapped on Agreement or information product classes. 

The MSG-052 group will map information products to stakeholders (producers and consumers) of the product. Identifying roles and relationships in the process will allow some of the complexity of agreements to be reduced. Each “stakeholder” role would have a default view into only those products that it either produces or consumes and would not have to be concerned with non-relevant products. Carefully selecting roles and their relationships to products as well as relationships between products will be critical to the information model for the DSEEP. 
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Figure 4 - Agreements Users (Roles)

4.5
Defined Structure for Agreements

Unclear or incomplete Agreements can obviously cause serious problems during development and operation of the federation. The first step is to clarify what an Agreement should contain, what the common structure should be. Every Agreement should as a minimum state: 

· What is agreed (content)

· When it is applicable (moment in time)

· Who is affected by it (involved parties, federates)

· Where it applies (circumstances, conditions)

· Why this agreement was made (rationale)

A standardized Agreement description format will help understanding and comparing Agreements across federations. It also helps developers to find examples of previously used Agreements. In addition to the standardized description, the classification of Agreements into the above mentioned categories to make it easier to understand who should be involved or care about a particular Agreement.
The reader may have noticed that the proposed structure for Agreements described above is similar to the ‘5W’ format that is in use by SISO and NATO working groups on the Coalition Battle Management Language (CBML). [7][8].

5
A formalized approach

This chapter proposes a first draft of a metamodel (OMG definition [9]) for the four first steps of the DSEEP. This paper doesn’t propose any metamodel for the step 5, 6 and 7, for the following reasons.

· It is out of the scope of the NMSG-052 activities.

· Considering the subject of “agreement”, most activities are done before the step 5.

The metamodel defines a set of concepts to model a distributed simulation. This metamodel could allow an information centric approach and propose a more formalized view of how the agreements could be expressed by the different actors of the DSEEP.

This work could be introduced in the DSEEP future activities if the DSEEP Product Development Group considers this approach useful and interesting.

5.1
Rationale

The formalization of the information products used during the engineering activities of the DSEEP has several objectives:

· Improved reuse of information during the DSEEP process (and also across projects) between each phase of the simulation engineering process,

· Improved sharing of information between distributed team members with the support of tools which could be conformed to an “implemented version” of the metamodel proposed in this paper,

· Improved support for traceability of decisions through the entire development process,

· Potential use of the information to automatically generate documentation and computer code to reduce the technical interoperability effort and the global coherence,

· The application of ontologies to facilitate semantic interoperability.

A “Simulation Environment” could represent a single  (composed) simulation or a group of distributed simulations. The specifics of the composed simulation system depend on the architecture chosen at the end of the engineering phase.
5.2
Introduction and convention

We propose an incremental approach to developing this “information product” centric methodology. Initially, we will use a pseudo Unified Modeling Language (UML) [13] formalization to identify the main concepts that will be specified more precisely in further incremental phases.

The main issue addressed by this work is to formalize the information products and flow for the DSEEP. We elected not to propose any specific tools: specific tools should be independent of the systems engineering process.

The following sections describe specific activities mapped to the steps in the DSEEP. In the following pseudo-UML diagrams, the conventions below have been adopted :

· Shaded elements represent concrete information products,
· White elements represent UML abstractions of those information products,
· Pink elements correspond to the concepts defined in the step 1 of the DSEEP,

· Green elements correspond to the concepts defined in the step 2 of the DSEEP,

· Yellow elements correspond to the concepts defined in the step 3 of the DSEEP,

· Purple elements correspond to the concepts defined in the step 4 of the DSEEP.

5.2.1
DSEEP Step 1: “Define Simulation Environment Objectives”

The user, the sponsor, and the development team define and agree on a set of objectives and document what must be accomplished to achieve those objectives.  Figure 5 is a pseudo-UML representation of the products relevant to step 1.
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Figure 5 – DSEEP Step 1:  Define Simulation Environment 

Definitions for elements in DSEEP Step 1

· DSElement: This abstract concept allows the creation of all elements to be managed during the DSEEP activities.

· Problem statement: This concept is the expression of the problem statement in the real world.

· Objective (DSEEP definition): the desired goals and results of the activity to be conducted in the distributed simulation environment expressed in terms relevant to the organization(s) involved.

· Requirement (DSEEP definition): a statement that identifies a distributed simulation environment characteristic, constraint, process, or product that is unambiguous and testable and that is necessary for a distributed simulation environment to be acceptable for its intended use.

· Specification: this is the "document" which is composed by all specification of the distributed simulation. This is the main deliverable of the step 1.
· Traces: this link represents a dependency between two elements. This concept ensures the traceability all along the process.

5.2.2
DSEEP Step 2: “Perform Conceptual Analysis”

Based on the characteristics of the problem space, an appropriate representation of the real world domain is developed. Figure 6 represents the products developed during the conceptual analysis phase.

[image: image6.jpg]DSEiement

e "

Descrption

source -sourceiink

Linked to capabiiy >
ontoiogy





Figure 6 – DSEEP Step 2:  Perform Conceptual Analysis

Definitions for elements in DSEEP Step 2

· Operational scenario: (close to the DSEEP definition “a”
. [11] ) description of an exercise. It is part of the session database that configures the units and platforms and places them in specific locations with specific missions all along the timeline.

· Operational scenarios element: abstract type  of element of the operational scenario

· Domain: package of entity (an entity could belong to more than one domain).

· Instance: element of the operational scenario which should be simulated in the synthetic environment. It is created and controlled by a simulation application.  Examples of types of simulated entities include tank, submarine, carrier, fighter aircraft, missiles, bridges, or other elements of the synthetic environment. See also conceptual entity.

· Activity: this concept could be an action (that may utilize resources and may be focused against an objective) or an event. 

· Instance state: This concept allows to describe the different states of a entity during a phase of the scenario

· Phase: this is a period of time. A set of time ordered activities.

· Flow: any exchange between entities (e.g. message, physical exchanges, electromagnetic)

· Conceptual model (DSEEP): An abstraction of the real world that serves as a frame of reference for distributed simulation development by documenting simulation-neutral views of important entities and their key actions and interactions. The conceptual model describes what the simulation environment will represent, the assumptions limiting those representations, and other capabilities needed to satisfy the user’s requirements. Conceptual models are bridges between the real world, requirements, and design.

· Conceptual interplay: this is an abstraction of the potential relation between conceptual entities. Many of the BOM (Base Object Model [10]) concepts could be applied here.

· Conceptual entity: This is a type of instance. It is defined by an entity’s capabilities and the conceptual interplays which could be managed. 

· Capability: The potential ability to do work, perform a function or mission, achieve an objective, or provide a service.

· Capability ontology: to manage a accredited vocabulary corresponding to the metadata “capability” in the specific context.

· Cooperation: conceptual interplay sent in cooperation with other conceptual entities (for instance a network message). This kind of interplay has to know his destination (e.g. used to model an operational network).

· Blind interplay: conceptual interplay sent without knowing targets (for instance detonation interplays). This kind of interplay doesn’t need to know to which it has been sent. Used to model physical phenomena like detections, detonations, … 

· Aggregate: this conceptual interplay expresses a link of composition between two conceptual entities (e.g.an aircraft and one of its component radar). The link between the two elements is permanent in the context the simulation.

· Affiliation: this conceptual interplay is a link of aggregation between two conceptual entities (e.g. an aircraft and a missile). In the context of the simulation, the two elements could have different relationship during the scenario.

5.2.3
DSEEP Step 3: “Design Simulation Environment”

Existing members suitable for reuse are identified, design activities for member modifications and/or new members are performed, required functionalities are allocated to the members, and a plan is developed for the development and implementation of the simulation environment.  Figure 7 represents the elements produced during Step 3.
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Figure 7 – DSEEP Step 3:  Design Simulation Environment

Definitions for elements in DSEEP Step 3

· Simulation Environment design: a set of member applications along with a common information exchange data model and set of agreements that are used as a whole to achieve some specific objective.

· Simulation Environment design element: any logical element that can be involved in a simulation.

· Member (DSEEP): an application that is serving some defined role within a simulation environment. This can include live, virtual, or constructive simulation assets, or can be supporting utility programs such as data loggers or visualization tools.

· DS logical Bus: concept which represents the logical exchange channel for interplays. It can be seen as a technical middleware. Each bus provides a coherent set of services.

· Simulation Environment component: this is subset of a member which implements a set of conceptual entities. It can take various forms like an application, a federation, a federate, a function, a library, …

· Time type: This concept describes the time policy of the member. 

· Technology type: This concept describes the underlying technology for the member. It could represent a type of HLA federation (1516, 1.3), DIS simulation, TENA, Ptolemy II, etc.

5.2.4
DSEEP Step 4: “Develop Simulation Environment”

The information exchange data model is developed, simulation environment agreements are established, and new members and/or modifications to existing members are implemented.
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Figure 8 – DSEEP Step 4:  Develop Simulation Environment

Definitions for elements in DSEEP Step 4

· Technical Simulation Environment Design: this deliverable gathers the technical design of each member. It gathers the Information Exchange data model, each member object model, each object Model Mapping and technical constraints of the members. 

· Information Exchange Data Model: this is the common exchange data model between the members.

· Member Object Model: this is the data model that the member can potentially exchange with others.

· OM Mapping: The Object Model mapping allows mapping between a concept defined in the “Member object model” and a concept defined in the “Information Exchange Data model”.

· Interaction class to Interaction class Map: This concept allows the mapping between interactions

· Object Class to Object : this concept allows the mapping between object classes and instances

· Interaction Class: this concept is the technical concept of interaction between object classes. It depends of the technology type of the member.

· Object class: this concept is the technical concept of an object in the simulation. It depends of the technology type of the member.

· Parameter: this concept specifies the Interaction Class.

· Object attribute: this concept specifies the ObjectClass.
· GRIM element: this concept gives more information for the implementation of the interactionClass, objectClass, parameter and ObjectAttribute.
· Type: this concept specifies the type of a object attribute or a parameter in function of the technology type of the member  (e.g. C, C++, C#, fortran, dedicated framework,…).
· Technology Domain: it is a set of type for a specific technology type.
6
Way ahead

Obviously, timing is excellent for proposing a more formalised approach for all engineering tasks of simulation development. The current FEDEP process is under revision (DSEEP). Several MSG-052 members have joined the SISO DSEEP PDG activity and briefed on our initial ideas. This paper is our third formal contribution [1], [2]. 

A standardized Agreements description format and the formalization of the information products used during the engineering phases of the DSEEP will help the reusability and the interoperability across and between tools.

The MSG-052 workshops and CWE [6] discussions on this topic will continue during 2008 and 2009. The group intends to offer its results and recommendations to the SISO DSEEP PDG during that timeframe. Recommendations could include the initiation of new study groups to address any identified information products gaps.

We anticipate SISO involvement to help define information products in terms of the 5 W.
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� 	DSEEP definition : “scenario: a. Description of an exercise. It is part of the session database that configures the units and platforms and places them in specific locations with specific missions.”
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