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AbstracT

The concept for the Joint Fire Support project is that the application of shared land, air and sea resources, including sensors, communications, targeting, decision aids, command and control, weapons, and battle damage assessment, will provide improved force protection/projection.  An optimized, effective process will reduce the engagement time-line, optimize weapon effects and reduce fratricide.  All services will be able to call for fire and will deliver coordinated fire in joint and coalition operations. The Joint Fire Support system architecture is based upon technology that could be available for service by 2015.

Modeling and Simulation can make substantial contributions to the development of new concepts and to the testing and validation of new techniques and methods. The objective of Joint Fire Support Project is to recommend a concept of operations based on R&D and supported by Modeling and Simulation systems. It will stimulate the development of requirements / specifications / structure / doctrine / training, and foster in-house R&D expertise to support an effective joint application of a fire support capability. It will also provide operators with tools to evaluate future concepts within a system of systems architecture. 

A Joint Fire Support Experimentation Testbed is built to evaluate the diverse architectural topologies. It is tested and improved through an incremental series of experiments, where different simulation tools are used to stimulate the various Command & Control systems. This paper will focus on the simulation environment developed as part of this project that integrates operational tools with Synthetic Environments to enable various experimentations and validation of the concept of operations using varied architectures.

1.0 INTRODUCTION

On a battlefield, commanders need accurate, adequate, timely precise, recognizable and available-on-demand information to make effects-based decisions founded on the plans and the current operational picture. Very often the existing plan requires on-the-fly modification due to information that emerges through sensor detection and intelligence inputs as situations evolve in the operational environment. Thus, emerging information causes plans to be altered, decisions to be re-visited, assets to be re-tasked and new venues to be considered. If we add to this problematic situation a joint component, the introduced complexity can seriously encumber the presented information. 

Furthermore, fourth-generation warfare (4GW) identified as an evolved form of insurgency, and recognized as the post-cold-war dominant form of warfare, is unfolding new strategies such as the Army of Tomorrow (AoT) vision that is being developed by Defence Land Strategic Concept (DLSC) in Kingston in conjunction with the defined Horizon 2 initiatives. To achieve the vision of the AoT, there is a need to move from a Command Centric to a Collaborative Centric decision-making environment. The impact that this change will have on existing Command, Control and Communications Infrastructures, military ethos and training must be taken into consideration [7]. 

The Canadian Forces (CF) faces increasingly challenging operating environments at home and abroad. The evolving threat, including asymmetric warfare, urban warfare and the three-block war, calls for more collaboration across the environmental commands and services. This can only be realized by sharing information and assets as part of an interoperable joint and coalition force. The requirement to develop a joint solution to this challenge is reinforced by the 2005 International Policy Statement on Defense and the CDS Vision Statement [10].  

To achieve this optimised, more effective way of sharing resources across all environmental services (air, land, and navy) the need for similar researches and studies are becoming critical and more urgent. 

1.1
Background

The concept behind Joint Fire Support (JFS) is the application of shared resources (land, air and sea) that include sensors, communications, targeting, decision aids, command and control, weapons, and battle damage assessment (BDA), to provide force protection/projection.  An optimized effective process will reduce the engagement response chain time-line, optimize target effect and reduce fratricide, by integrating de-confliction of airspace, weapons over flight, and no fire zones, etc.  All services will be able to call for fire and deliver-coordinated fire in joint and coalition operations [9]. 

The scope of JFS Technology Demonstration Project (TDP
) will:

· Recommend a JFS concept of operations (CONOPS) and a System of Systems (SoS)
 architecture based on M&S and wargame results.  

· 
Assess JFS gaps in capability and the potential improvements resulting from changes in the people, process and material aspects of the CONOPS as part of a joint land strike doctrine. 

· 
Stimulate the JFS development of requirements / specifications / structure / doctrine / training and foster in-house R&D expertise to support an effective joint application of a fire support capability. 

· 
Provide operators with tools to evaluate future concepts within an SoS JFS architecture. 

From M&S perspective, the main effort was conducted on:

· Developing a simulation environment that integrates operational tools with Synthetic Environments (SE) to enable experimentation with and validation of the CONOPS using the defined architectures; and

· 
Modelling the “as is” capability of the three services for the existing fire support [9].

JFS Testbed adopted a build‑upon approach. This strategy benefited from the expertise gained in Maritime Air Littoral Operations (MALO) TDP, from Joint Semi Automated Forces (JSAF) and High Level Architecture (HLA) perspective [5], took advantage of MUlti Sensor Integration Common Operating Picture (COP) (MUSIC) TDP from both the data fusion and Service Oriented Architecture (SOA) standpoint [14], and leveraged the Canadian Advanced Synthetic Environment (CASE) War In a Box (WIB) federation [8].

1.2
Scope

The objective of the SE component of the JFS project is to build a Testbed comprised of an M&S environment, in which scenarios and mission plans can be developed and executed within a simulation environment.  The distributed simulation thus built, will serve as a means of feeding the various Command and Control (C2) systems. The different C2 systems will contribute to the generation of a joint COP to provide a means of testing future joint fire support concepts and tools. 

The present paper will focus on the M&S in the JFS Testbed, and will outline the M&S Architecture required for fulfilling the project’s needs. It will also present the various lessons learned from recent experiments. 

2.0 testbed simulation environment

The JFS Testbed SE consists of a number of components, interconnected via different protocols. Fundamentally, the environment is a HLA federation made up of simulations that communicate using a CASE Federation Object Model (FOM). As for the non-HLA components that are using the Distributed Interactive Simulation (DIS) protocol, the connection to the rest of the federation is guaranteed via the DIS-HLA gateway federate.

The transfer of the SE-generated C2 messages is done via gateway federates. JSAF feeds both Global C2 System-Maritime (GCCS-M) and Theatre Battle Management Core System (TBMCS), where Joint Conflict and Tactical Simulation (JCATS) feeds Land Combat Support System (LCSS). 

The three C2 systems communicate with MUSIC for generating the COP. MUSIC transfers this COP to Joint Automated Deep Operations Coordination System (JADOCS) for decision makers. More details are offered in section 2.1.5.

The overall architecture of the JFS Testbed environment is shown in Figure 1.
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Figure 1: JFS Testbed Architecture

2.1
Testbed components

The components of the JFS Testbed are shown in Figure 2. 
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Figure 2: JFS Testbed Components

JSAF, JCATS, C4I Gateway, HLA-DIS Gateway and several supporting simulations make up this HLA federation. The C4I Gateway translates the federation message traffic into Over The Horizon (OTH) gold messages stream that can be easily digested by Navy and Air C2 systems (GCCS-M and TBMCS). The Virtual Command and Control Interface (VCCI) pushes the JCATS communication messages into the Objects Database (ODB); these messages are later pulled by LCSS (the land C2 system). MUSIC Test Bed (MTB) integrates the received communication messages from the three C2 systems and transfers the Situational Awareness (SA) information to JADOCS [6]. 

2.1.1 Architecture

HLA is the adopted interoperability architecture for the M&S component of the Testbed. HLA promotes interoperability and reusability among discrepant simulations. Its purpose is to allow diverse simulators, called federates, to interact with each other. HLA represents a common architectural framework within which these compliant simulation components can be interconnected to build federations of cooperating simulations. 

2.1.1.1
Run Time Infrastructure

The Run Time Infrastructure (RTI) provides a set of services that allow HLA compliant federates to interact with one another in the execution of a federation. All federation communications go through the RTI. However, the RTI is not the HLA, but rather the software component that allow for this single medium of communication between federates within the federation.  The RTI is a separate process from the federates, but one that all federates can and must access in order to interact with the rest of the federation. 

Since JFS was leveraging from WIB federation, MAK RTI was used for the first experiment; however after re-examining the federation’s needs, the JSAF provided RTI “RTIs” was adopted for the rest of the experiments. 

2.1.2 JSAF

JSAF is a simulation framework that generates entity level platforms such as airplanes, tanks, ships, munitions, buildings, and sensors, which, based on respective doctrines, interact at the individual level in a robust synthetic natural environment. Entities can be task organized into larger units and controlled individually or as units. JSAF entities possess a certain level of Artificial Intelligence (AI) capability to reduce the number of required controllers. JSAF is an experimentation tool as well as a training tool. 

JSAF evolved from the Defense Advanced Research Projects Agency (DARPA) Synthetic Theater Of War (STOW) program. This project adopted the JSAF 2007 version. The main difference between this version and its predecessors, is the fact that the architecture no longer uses the Persistent Objects (PO) database but is based on Components & Connectors (C2) [2],[12].

As previously mentioned, JSAF is used to generate the air components and to provide an air picture feeding the TBMCS server, and a Navy picture feeding the GCCS-M server. The gateway application with mode ‘gccs’ served as a C4I tool to provide a means to send OTH-Gold messages to the two C2 systems.

2.1.3 JCATS

JCATS is an interactive, computerized simulation system designed to exercise a specific training audience in several operational modes. JCATS provides a capability to examine combat operation methods by using high-resolution graphics, distributed processing, and real time play to examine the effects of weapons and tactics. Commanders and their planners can refine their decision making process while developing and testing realistic operations plans. JCATS is composed of a server with a DIS bridge and client workstations mainly used to explore relationships of combat and tactical process using a stand alone, event sequenced, and stochastic computer simulation [3].

JCATS operates as an analytical tool and training simulation supporting evaluation of tactics, as well as investigating advanced weapons applications technology. It functions in a high resolution environment ranging from special operations teams to a Brigade level. It provides urban and rural combat terrain and scenarios that allow commanders and their staffs to manage resources in accordance with current doctrine and which properly recognize time/space relationships during simulated combat [3].

Within JFS, JCATS was used to generate the army components and to provide the land picture into the LCSS server.  The stimulation of the JFS ODB and thus LCSS was done via VCCI. 

Two databases were created from this JCATS ORBAT a VCCI database (VDB) and an LCSS ODB.  This database creation process worked fine and both databases performed well during the experiment.

2.1.4 Gateway application

The second type of JSAF external interface that is of interest is the HLA/RTI interface by which JSAF entity state and other information can be reported to other federates.

Even though the application “gateway” is only an external interface and is not of any need outside of JSAF, it offers an extremely useful capability. Multiple instances of “gateway” can be run and based upon the selected mode these instances fulfill diverse and broad needs. Three instances were used as part of the Testbed to achieve the following:

· mode ‘dis’: “gateway” serves as an HLA-DIS gateway between the JSAF federation and JCATS simulation

· mode ‘gccs’: “gateway” serves as a C4I tool and provides a means to send OTH-Gold messages to GCCS from JSAF entities. This was feeding the GCCS‑M C2 system

· mode ‘gccs’: “gateway” serves as a C4I tool for sending OTH-Gold message that were feeding the TBMCS C2 system

2.1.5 MTB

Ongoing research at Defence R&D Canada (DRDC) [14] has resulted in an SOA sensor integration test-bed, known as MUSIC or MTB. The MUSIC toolset serves as an integrator of the various C2 systems (GCCS-M, TBMCS, and LCSS) on the one hand, and the common operating coordination system (JADOCS) on the other. This framework provided the following services to components that are plugged into MUSIC: Discovery, Directory and Lookup, Filtering, Status Monitoring, Logging, Alert and Notification, and Workflow composition and management. In summary, MUSIC provides a set of services for adapting information from a variety of sensors and systems. The collected information is stored using a Data Service and is made available to other JFS Testbed’s services. 

MTB is implementing a multi-source ad-hoc distributed C4I system that demonstrates improved track management and fusion operations and improved generation and distribution of a COP [4].

2.1.5.1 SOA

As an integrator, MTB adopted SOA. Originally, SOA was introduced for organizing distributed IT resources into an integrated solution that maximizes business agility. This is done by creating loosely coupled business processes that integrate information across various systems. To a certain extent, such capabilities existed through interfaces; however, when service providers differ in their operating system or communication protocols, these interfaces can end-up inoperable.

Service orientation uses standard protocols and conventional interfaces—usually Web services—to facilitate access to business logic and information among diverse services. Specifically, SOA allows the underlying service capabilities and interfaces to be composed into processes. Each process is itself a service, one that now offers up a new, aggregated capability. Because each new process is exposed through a standardized interface, the underlying implementation of the individual service providers is free to change without impacting how the service is consumed. Moreover, the solution is not to rip and replace systems or applications, nor to completely renovate them, but rather to find a way to leverage existing capabilities.

Adopting a solution architecture based upon service orientation will help us plan ahead for change, rather than responding reactively. Such architecture will make integrating new C2 systems, when needed, an achievable task.

2.1.5.2 Standards and protocols

Being an integrator component, MTB relies on various standards and protocols (XML, SOAP, OTH-Gold, JMS, SMTP, and jini). From a data processing perspective, MTB is organized into zones. A zone is a collection of information that is stored in a database.  A zone resides on a physical computer and contains information such as reports, tracks, etc.  Information received from external systems (such as GCCS, TBMCS, and LCSS) is adapted into the MTB using adapter services and the normalized data is stored in their respective zones.  Each zone shares information with other zones through the use of exporters.  The MTB supports the ability to filter sensitive or unwanted information being sent from one zone to another.  This could facilitate data sharing between various governments, agencies, systems, and personnel.

2.1.5.3 JFS Zones

The copying of information relies on the speed and reliability of the Joint Fires network, the amount of traffic that the MTB must manage and the processing power of the computers that the MTB is installed on. To contribute to the efficiency of this information transfer, two zones are used for Joint Fires:

- JOINTCOP Zone

The JOINTCOP zone (collecting zone) contains the information adapted from GCCS, TBMCS, and LCSS.  The information is stored into a mySQL database. 

- JADOCS Zone

The JADOCS zone (sharing zone) hosts the import/export policies for sending track information from the JOINTCOP zone to the JADOCS SMTP Server.  Currently the import/export policies are ignored for exporting from the JOINTCOP zone to the JADOCS zone.

2.1.5.4 Data collection

The created tracks are stored in the Data Service according to the input reports. 

· GCCS: Tracks that are created by reports input to GCCS are stored in the Data Service as GCCS tracks.  This allows MUSIC to identify the tracks’ source permitting other clients, such as Google Earth, to have the ability to display only tracks from GCCS.

· TBMCS: A TBMCS processor receives periodically broadcasted OTH-GOLD messages on port 2020 and converts them to reports for the Gold Correlator to process.  The Gold Correlator associates the reports to a track and stores the track/report in the Data Service. For the similar reasons mentioned for GCCS messages, tracks that were created by reports to TBMCS are stored in the Data Service as TBMCS tracks.  

· LCSS: An LCSS processor receives periodically broadcasted OTH-GOLD messages on port 2030 and converts them to reports for the Gold Correlator to process.  The Gold Correlator associates the reports to a track and stores the track/report in the Data Service. Tracks that were created by reports to LCSS are stored in the Data Service as LCSS tracks.  

2.1.5.5 Data sharing

The JADOCS Exporter receives track events from the MTB over Java Messaging Service (JMS). The messages are batched, and sent every few seconds (the period may be varied) to the JADOCS Communications Server on port 25 via SMTP.

3.0 experiments activities

A spiral experimentation approach has been adopted for building the Testbed and has proven to be useful for focusing on specific tasks and gradually progressing toward the final requirements. 

3.1
Integrated Joint Fires Coordination Experiment 1

The Integrated Joint Fires Coordination Experiment (IJFiC) 1 [3] was conducted at the Canadian Forces Experimentation Centre (CFEC) in support of JFS TDP, with cooperation from the Canadian Forces Maritime Warfare Center (CFMWC), Directorate of Land Synthetic Environments (DLSE), PM Joint Chief of Staff (JCS Air), Director General of Land Equipment Program Management (DGLEPM), DRDC, CASE Project and Calian Ltd [13].

The objective of the experiment was to validate the Testbed infrastructure in preparation for follow-on collaborative experimentation to explore evolving tools and techniques for JFS. The focus of this effort was to ensure that track information generated by the three separate environmental command and control systems (GCCS-M, LCSS, TBMCS) can effectively populate a COP which was displayed using JADOCS and MUSIC.  From an M&S perspective, the objectives were to:

· Test the ability of the Testbed to generate and track multiple entities in a simulated environment;

· Identify any SE generated latency; and

· Gain experience with integrating SEs to create service recognized pictures that can be used to populate a COP in the JFS Testbed.  

IJFiC 1 was a constructive simulation that involved approximately 20 personnel focused on the technical requirements to integrate the JFS Testbed in order to test and validate the system.  Track information was passed from both the JCATS for Land and JSAF for Maritime and Air entities through the in-service C2 systems to populate the Joint COP in JADOCS.  The operating of the Testbed was based on facilitating adequate track feeds to the system; therefore limited subject matter expert (SMEs) support was needed during IJFiC 1 

3.2
IJFiC 2

IJFiC 2 was conducted using the same infrastructure and participants, and built on the success and lessons learned from the IJFiC 1. A technical scenario was added in IFJiC 2 in order to incorporate all the requirements in terms of the entities and the interactions.  This technical scenario had to be repeatable so the system could be purged of track information and re-run.

Several improvements were made to the CGFs, including:

· JSAF capability to filter track information to TBMCS and GCCS-M as appropriate;

· LCSS capability to push reports with more than 25 entities through its OTH Gold Message Descriptor (OTHGMD) gateway; 

· JCATS capability to push to GCCS both air and maritime tracks, with the vision to potentially use one CGF only for follow-up experiments; and

· JCATS to be representative of the blue force Situational Awareness System (SAS) feed, which might be used as an automated Blue Force tracking capability.  

3.3
IJFiC 3

At the time this paper was prepared and because of organizational delays, IJFiC 3 had not been conducted. However, the experimentation’s CONOPS is in place. The aim of IJFIC 3 is to build on the lessons learned from IJFiC 1 and 2 in order to validate that the Testbed infrastructure is adaptable for future collaborative experimentation. It will resume the process of Testbed development initiated in previous IJFiCs. It is a limited objective experiment that will involve approximately 20 personnel focused on technical development of the JFS Testbed and developing initial Tactics, Techniques, and Procedures (TTPs) to conduct basic fire missions using the Testbed infrastructure. The experiment will focus on trouble shooting and tracking information flow and the ability to populate a JCOP [3].

4.0 lessons learned

This section summarizes the lessons learned during the building of JFS Testbed.  The key lessons learned areas include: 

· 
JSAF and associated applications, 

· 
JCATS, 

· 
MTB, and

· 
C2 Systems.

4.1
JSAF and Associated applications 

JSAF is a very large, rich, complex and in constant evolution
 piece of software mainly maintained by JFCOM.  There are no dedicated resources for a JSAF “help desk” of sorts, available to the users’ community. Thus, to get answers to some of our questions, the queries were forwarded to developers that are spread over various companies (MITRE, BMH, Lockheed Martin, etc), which is time consuming and unguaranteed. That said, many people graciously took time from their day jobs to respond. 

The amount of functionality available in JSAF is huge. Nonetheless, a lot of the functionality that appears to be present is difficult to access in practice. It is very common to come across features that are not documented and by the same token documented functionalities that no longer exist. Also, because of the many modifications JSAF went (and is going) through, some tasks were never successfully completed. However, they are not removed from the JSAF software distribution. In some cases, the removal attempts were partial; thus, leaving unused entries in data files. 

Nonetheless, JSAF has an impressive database of platforms and entities and does a good job of simulating the platforms’ behaviour and modeling the various sensors. It also does a reasonable job of simulating various combat activities many types of individual weapons and the related behavioural aspects.  However there are limitations, here are two examples of problems that plagued the experiments. 

When JSAF generated OTH-Gold messages it would not report the altitude of air platforms; although it did report the depth of subsurface platforms. The other problem was discovered when the reporting period for OTH-Gold messages was reduced to less than one minute. The GUI allowed, via a configuration file, to set this reporting interval down to the second; however the JSAF component generating the OTH-GOLD messages kept on sending updates at one minute interval. 

4.2
JCATS

Originally, it was planned that JCATS would be used to stimulate TBMCS with the air picture. But when tried, it became apparent that the JCATS GCCS Bridge was missing a component to make this functional.  Attempts were made to get a trial version of the Joint Exercise Control Station (JECS) component from JFCOM.  At the time this paper was prepared, this issue had not been resolved yet.  JSAF took over the stimulation of TBMCS with satisfactory results.

Also, the LCSS component of the JFS Testbed was using the OTHGMD to communicate with MUSIC. It was discovered through the experimentations that this feature had significant limitations.  It seemed to be correctly handling up to 25 units per message, but no more.  This was a major limitation of this component and it was eventually improved through the LCSS Project Office in time for IJFiC 2. 

4.3
MTB

The following outlines the observations made by the MTB team during the experiment.

The MTB-GCCS interface was functioning perfectly “out-of-the-box”, which makes Track Management System (TMS) a robust method for interfacing with GCCS. However, the MTB-LCSS interface was not as successful as the MTB-GCCS because LCSS was sending OTH-GOLD messages without header information.  During the experiment, modifications were made to the MTB to ensure that the Message Processor would parse messages from LCSS. The other obstacle was the limited size of LCSS OTH-Gold message; it was discovered that the LCSS OTHGMD application was restricted from sending messages with more than 100 lines. The MDB was truncating the lat/long seconds’ entries, which was easily fixed during the experiment [11].

4.4
C2 Systems

GCCS-M was well integrated with MUSIC; there were some minor problems coordinating track changes between the applications. As for TBMCS, it was occasionally noticed that TBMCS failed to send the reports to MUSIC. It was also dropping the seconds from lat/long. Furthermore, the OTH-Gold messages that contained delete events were not processed by MUSIC. 

LCSS was the most troublesome C2 system as messages were getting dropped and lost at various stages, resulting in inadequate unit updates coupled with very long latencies, which caused the user to loose confidence in land track information.

It was recommended at the completion of IJFiC 2 that all C2 systems should follow the GCCS-M to MUSIC method for integration. In particular they should implement web services, which allow easy integration between distributed systems and also provide the following:

   a) Guaranteed delivery of data exchange;

   b) Encryption, validation and verification of data between systems;

   c) Quality of Service.

All of the above can be addressed using WS-Management protocols [15] and COTS messaging providers, such as ActiveMQ [1].

5.0 conclusions

The JFS project is currently in progress and as such the final conclusions are not available yet. The conclusions drawn here are mainly transitional and lessons learned. 

From an M&S perspective, the main lesson is the agility of the Testbed. Because of the openness of the adopted architecture, the availability of the source code of some components, and the diversity of the utilized federates, the built system could be broadly tailored and adapted in a very flexible manner. 

JSAF is well suited for this type of experimentation providing that we stay within “out-of-the-box” capabilities. As soon as modifications are needed, the suitability drops drastically and access to JSAF developers is required. However, it can, to a certain extend, be integrated with other existing tools and C4ISR systems. Continued use of JSAF will require a significant commitment to develop and maintain a skilled and experienced staff similar to what was done within MALO TDP.

Because of the ongoing LCSS issues, it is recommended that there be tests on other systems to report the land picture from JSAF or JCATS. The JCATS ground truth could be transferred to JSAF via the HLA-DIS gateway. These JCATS’ owned platforms can thus be configured to report OTH-Gold messages. A C4I gateway, dedicated to these platforms, could then transfer these messages to a GCCS system, which will in turn transmit this information to MTB. However, the JSAF gateway application needs to be scrutinized to see whether such functionality is foreseeable or not. 

In conclusion, the spiral experimentation approach adopted for building the Testbed has proven helpful for focusing on tasks and steadily progressing toward the JFS requirements. Ultimately, the JFS Testbed will address JFS capability gaps and demonstrate potential improvements for a future joint land force strike capability. An emerging capability, discovered through the experimentation, is the potential to use M&S to support the Operational Planning Process or the Military Decision Making Process (MDMP) in real-time. As the quality and fidelity of the SEs improve, the experiments are showing that it is possible to support operators in their planning activities with well-integrated M&S that can help them review plans, including precision targeting and battle-damage assessment, before implementation and fielding of real systems.
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� TDP is a category of projects promoted by DRDC and Canadian Industry in the context of potential near future capabilities for the CF.


� A definition of the most appropriate selection of people, the processes and tasks, and the technology required to execute the CONOPS


� Even though there is a Configuration Management Board, the configuration management is not adequate yet, even though regularly addressing new requirements
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