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Abstract 

Distributed Hardware-in-the-Loop (HWIL) testing has, for many years, been an integral part of Missile Defense System (MDS) modelling and simulation efforts at the U.S. Army Research, Development & Engineering Command’s (RDECOM) Aviation and Missile Research, Engineering, and Development Center (AMRDEC).  AMRDEC’s history includes the design, development, characterization, implementation, integration and testing of several unique architectures for the real time/dynamic stimulation (i.e. injecting synthetic truth threats/environments and event control) of electro-optical/radar frequency sensors and command/control battle managers.  This paper will provide a strategic vision and overview information on the MDS stimulation architecture and the high fidelity sensor injection drivers for the evolving geographically-distributed missile defense systems, Elements, and components to include US and NATO assets.  In addition, the paper will outline MDS HWIL architecture activities planned throughout 2015 for various MDS M&S venues.  The key pieces of the architecture include Event Controllers and Interfaces.  The Event Controllers provide health/status, synchronization, handshaking protocols and HWIL Interfaces provide truth (threat/environments) injection, object identifications, and data filtering.

1.0
Introduction
Modern defense systems are becoming complex, geographically distributed, evolving conglomerations of sensing, detecting, tracking, fire control, engagement and assessment components.  Multiple components may perform the same or similar functions providing valuable data that must be fused and distributed for other components to successfully execute other required functions.  Component developers must insure that individual components of the defense system are designed and implemented so that communications and interoperability within the integrated system are successful.  Strategic planners of the United States Armed Forces must have confidence that all of the defensive components at their disposal will interact with all other components of a system as anticipated.  Furthermore, the effects of and successful alternatives to the absence of specific assets must be known so contingency plans may be developed.  Operators of these components require exposure to and training with representative scenarios and environments to assure successful operation during critical applications of the system.  Figure 1 shows how geographically distributed participating components in an integrated test may be configured.
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Figure 1: Notional Geographic Distribution for an Integrated System Test.
The Strategic Defense Center (SDC) at the U.S. Army Aviation and Missile Research, Development and Engineering Center (AMRDEC) at Redstone Arsenal, AL emphasizes integrated, system-level testing with tactical representations of individual system components located at distributed sites while centralizing operational control, input stimuli and system level reporting of the test at one location.  One such controlling component managed by the SDC working jointly with Army Space and Missile Defense Command (SMDC) is the Distributed Single Stimulation Framework (DSSF).  DSSF provides the operational architecture to allow the interactions, both test and tactical, between the participating components and the Test Control Segment.  The control functions and the participating components are synchronized in time using GPS time sources.  DSSF is an evolving test architecture that employs a spiral development process to allow immediate testing of a limited set of participating elements while maintaining a growth path to include more components for future tests.

The backbone of an integrated system test is the test control and truth stimulus architecture and implementation.  Rigorous control is desired to ensure common and consistent stimuli are provided to all components of the system to prevent injecting biases into the system response.  If a discrete truth stimulus is presented inconsistently to different components of the system, additional degrees of freedom are introduced into the analysis of the system response.  Perceived system anomalies may actually be merely the result of common truth sources being represented, and therefore processed, differently between system components.  This is precisely why the SDC is developing the Distributed Single Stimulation Framework (DSSF).  The DSSF is the logical implementation mechanism for a common truth data development process.  When an organization or agency coordinates the development and delivery of truth data representations of each stimulus for a system-level test, the common realization of each stimulus can only be accomplished through the DSSF.  If each component within the system is allowed to implement the truth data independently, processing artifacts can influence the consistency of the inputs to each consumer.
2.0
COMMon TrUTH DATA DeVELOPMENT
Integrated system tests are valuable for determining the effectiveness of any system as a whole.  Testing a fielded system in an operational environment provides the most realistic measure of performance.  However, testing a fielded system in this way may not be economically practical or even operationally desirable.  The cost involved with stimulating a very complex fielded defense system with real events can be enormous.  Though some defense systems are designed to survive and perform successfully in extreme environments, whether natural or induced, the actual implementation of these environments for a  “real-world” test may be either impossible, such as providing a certain climate at a certain time, or undesirable, such as releasing weapons of mass destruction.  To accommodate these and other practical test constraints of fielded components or systems, controlled integrated ground tests of combinations of hardware and software are very useful.  Synthetic environments must be created and implemented for these ground tests with as much realism as possible.  Figure 2 graphically depicts an example of a complex test scenario.

 Typical Scenario
• 30- 45 Minutes in Duration 

• 10- 40 Ballistic Missiles

• 5-15 Blue Aircraft

• 3-10 Aerodynamic Missiles

• 3-15 Red Aircraft
• Rain Cells 

• Terrain (for radar masking and clutter)
Figure 2: Example Complex Test Scenario.
One successful approach to creating synthetic environments is for the system sponsoring organization to coordinate and consolidate the creation of synthetic data products to be implemented.  This decreases cost for the organization by reducing or eliminating duplication of product categories (even when data products are thought to be duplicates, the actual content of the products may not be) and also increases the commonality of the synthetic data that will be used to stimulate the various components of the system.  An organization may have a repository of models and simulation utilities for application to synthetic data generation.  From this repository, those models and utilities that apply to the operational environment of the system to be tested would be used to create synthetic representations.  Drawing from a repository allows commonality of data when multiple components are exposed to the same environment (co-located components or those acting coincidently upon a common threat) and consistency of data when components are exposed to variable conditions of a similar environment (components exposed to different levels rainfall rates or acting upon a common threat at a different time and location). 

The success of common truth data development depends on carrying the commonality through to the final point of application.  If common data is provided to many components of a system for application and is modified (as may be necessary for final application) differently by some or all components, then the commonality is compromised.  Depending on the final application, consistency may also be compromised.  A way to realize the benefits of producing common data is to provide a common software service as the final point of application of the data.  This common service may still be required to modify the data products that were delivered to allow the consuming component to accept the data, but a common service is more likely to retain commonality and consistency when implemented with adequate system considerations. 

3.0
Distributed Single stimulation Framework Architecture
The DSSF is a complex architecture that allows multi-directional message traffic to and from a central control entity and a varying number of participating system components as well as directly between the participating components.  Figure 3 graphically depicts such a architecture.  The central hub of the architecture is the Truth Execution Control segment, or TEC.  The TEC performs test management functions such as configuration management, initialization, system start message, health and status monitoring, situational awareness, system stop message and data recording.  The TEC also controls distribution of event simulated truth data.  The TEC distributes and receives data to and from a Truth Interface Unit (TIU) over a wide area network (WAN).  The TIU is collocated with the component representation, whether a hardware or digital simulation representation, and physically connected by a dedicated link or limited use local area network (LAN).  Some high level data are sent directly from the TEC to the TIU for distribution to the consuming component.  Other low level data are generated at the TIU in response to messages from the TEC.  This method limits the amount of data that must be transmitted through the WAN and places the high message throughput burden on the more capable LAN.  Hardware and software configuration management and validation and verification processes assure each TIU produces accurate and, when it should, identical, synthetic truth data at each node.  Therefore, the DSSF is the ideal final component of a common truth data development process.
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Figure 3: Distributed Single Stimulation Framework Architecture.
In addition, the DSSF supports communication from each component node back to the TEC.  Real-time health and status from each node informs test operators of the condition of each node during execution of a simulation event.  Depending on reported conditions, a test conductor may decide to terminate a simulation event for system concerns or simply for schedule management.  Additional data is available for post-event analysis to verify nominal component conditions or identify potential sources for system performance anomalies caused by component status.

Finally, the DSSF allows direct communication between each participating component node.  In a complex system, events that occur at one node, which may be an action by the component represented at that node, may influence or impact the action of one or more other components.  An example may be such as node J is a weapon system that eliminates a threat object.  The TIU at node J broadcasts a message to the other nodes that a specific threat entity has been eliminated so that other nodes that are acting upon that entity eliminate processing of that entity.  The same message would also be broadcast to the TEC, but the latency of getting the message to the TEC over the WAN, processing the message at the TEC and then sending it out to other nodes over the WAN is eliminated.

The tasks of the TIU are broken down into several functional capabilities.  From the perspective of incoming data from the TEC or other TIUs, the first function of the TIU is to receive the incoming message traffic.  Message timing, format and content are examined and evaluated.  As mentioned previously, some messages initiate additional processes within the TIU to generate more complex data.  The TIU does implement a data and utility repository as discussed earlier.  Databases and utilities that are provided by or approved by the test sponsor are resident within the TIU and are applied when activated by the appropriate message.  This is the point at which many aspects of the synthetic truth environment that have been previously produced are accessed.  Some of these data products may need to be combined with the dynamic truth information that has just been received from the TEC before injecting into the system component for response.  Finally, each participating component representation may have a unique interface to the DSSF.  The TIU contains a bi-directional specific personality interface for sending data to and receiving data from the component representation.

4.0 
Distributed Single stimulation Framework functional phases

The DSSF performs different functions in 3 discrete phases of a test event.  These are the pre-mission, mission and post-mission phases of an event.  The functions and temporal relation of each phase to the simulation event are discussed below.

The pre-mission phase of a test event may occur days, weeks or even months prior to a test event.  The earliest function of the DSSF is to define specific test cases to be executed during the test event.  Data products are parsed and “real world” aspects of the simulated event such as the times, dates and locations represented in the simulation are defined.  Threat object entity descriptions are loaded and indexed.  Finally, necessary data is transmitted over the WAN from the TEC to the TIUs for inclusion in the TIU repository.  The pre-mission component of the DSSF includes the Test Case Builder, Test Case Verification, and Test Case Upload software subcomponents. Test Case Builder provides the user the capability to define a scenario by selecting and combining threat state data, aircraft, weather, and map cell data that is stored in the DSSF database into a file (test case) so that objects are flown according to predefined timing and position. Test Case Verification provides the user the capability to confirm the test case built using the Test Case Builder tool meets event requirements through tabular reporting and graphical plots. Test Case Upload provides the user the capability to transmit verified test cases to event participants prior to the event.
The mission phase begins when the test manager or controller decides to activate the DSSF.  One of the communications available within the DSSF is voice communications from the centralized control facility to each of the geographically distributed TIU nodes and between the TIU nodes.  The test manager may begin by verifying active voice communications and test readiness at each node before initializing data communications.  When data communications commence, the TEC begins health and status reporting cycles then exchanges initialization parameters with the components.  Upon direction from the test manager, the TEC issues a start data command to all participating components and the mission begins.  Each local TIU begins sending threat state data to the collocated component representation.  Each component representation sends simulated state data about itself to the local TIU for distribution across the WAN.  This self reported state information may be well planned, or it may be a dynamic response to truth stimuli presented to the component.  During the simulated mission, the TEC continues to display health and status information and message track data at the centralized control facility as well as collecting test integrity metrics.  Message traffic monitoring is accomplished by means of parser routines that parse messages in real-time for tabular and graphical plot display. Network connectivity is monitored and displayed in a network configuration graphical display. For performance reasons, the Mission component implementation will be achieved by means of User Datagram Protocol (UDP) to multicast messages.  Finally, the TEC issues a stop message to conclude the test case.  This ends the mission phase of the DSSF.  The DSSF may execute many mission phases before entering the post-mission phase.

The post-mission phase begins when the test manager determines the mission phase objectives are complete or if the DSSF or participating components have neared their maximum capabilities for that mission phase.  During the post-mission phase, data is sent from each TIU to the TEC for centralized storage.  The data is processed and stored per defined data management plans.  Data status and content reports are generated.  An extended test event may transition between mission phase and post-mission phase several times without re-entering the pre-mission phase.  The Post-Mission component includes 1) Data Collection utilities that store message traffic data received via File Transfer Protocol (FTP) from participants as flat files in a File Server, 2) Data Reduction that is performed by a number of parser routines specific to message format that parse message traffic data received from participants into the DSSF database, and 3) Data Analysis that is provided via a number of data analysis software tools (e.g. Quick Look Report, Track Correlation Report, Ad Hoc Query, Playback). The Pre-Mission and Post-Mission software subcomponents are implemented as web services.
5.0 
Distributed Single stimulation Framework physical description

The DSSF is a combination of software and hardware.  The hardware is Commercial Off-The-Shelf (COTS) equipment composed of clustered blade architecture.  The components are available from multiple vendor sources and are non-proprietary, which reduces cost and increases availability of the initial deployment of the system as well as maintenance.  The primary hardware implementation is a rack mounted system intended for application in a laboratory environment.  The system consists of communication (both data and voice components), data processing, data storage, system administration, and display components.  Figure 4 depicts a physical implementation of an DSSF at a participating component site. The software for the test control segment is government owned, non-proprietary code and follows strict software development and configuration control methods with verification and validation requirements.

The DSSF hardware can also be implemented in a compact, transportable form factor, but with limited capability. The Portable TEC provides the same Pre-Mission and Mission capabilities of a standard TEC configuration but does not support full Post-Mission capabilities. This is due to storage requirements for full Post-Mission capability. After each run, data is collected from all participating Elements and parsed into storage array equipped with multiple terabytes of storage. This is physically not possible with a portable hardware configuration. However, the Portable TEC configuration does support full Pre-Mission capability as with a standard TEC configuration. This includes parsing threat data into the Pre-Mission database, test case development, test case verification, and test case download into files that are distributed to Element TIUs. The only limitation to the Portable TEC Pre-Mission capability is the amount of storage available on the Portable TEC hardware configuration. Typically, a Portable TEC is equipped with approximately 2 terabytes of storage. This storage capacity is sufficient to support current requirements for fidelity and test case complexity. 

[image: image3.emf]`

`

Test &  Control (T&C)

Pre/ Post Mission

Mission

Local Test & Control (LT&C)

Consistent Truth Driver (CTD)

Database Server

Web Server

File Server

Gb Ethernet Switch

LAN

WAN

`

Console

Display

(many)

GPS

Switch (many)

Router (many)

Video (many)

MDACNet Router

KIV 7

Secure 

Voice

(many)

`

Storage Area 

Network

COMSEC

Communications

Rack

Blade Server

Cluster Chassis

System Administration

Headset

Headset

Headset

`

`

`

`

Test &  Control (T&C) Test &  Control (T&C)

Pre/ Post Mission Pre/ Post Mission

Mission

Local Test & Control (LT&C) Local Test & Control (LT&C)

Consistent Truth Driver (CTD) Consistent Truth Driver (CTD)

Database Server

Web Server

File Server

Gb Ethernet Switch

LAN

WAN

`

Console

Display

(many)

GPS

Switch (many)

Router (many)

Video (many)

MDACNet Router

KIV 7

Secure 

Voice

(many)

`

Console

Display

(many)

GPS

Switch (many)

Router (many)

Video (many)

MDACNet Router

KIV 7

Secure 

Voice

(many)

`

Storage Area 

Network

COMSEC

Communications

Rack

Blade Server

Cluster Chassis

System Administration

Headset

Headset

Headset


Figure 4: Distributed Single Stimulation Framework LAN Representation.
6.0
Conclusion

The Distributed Single Stimulation Framework provides a unified test control and truth stimulation network that will link together geographically distributed system components and a centralized test control facility to perform integrated system level performance testing.  Configuration control of synthetic truth data development and application ensures each participant is stimulated similarly as not to inject system response artifacts caused by independent and inconsistent truth sources.  The DSSF relies on wide area networks to pass limited data to control, monitor and synchronize the operation of distributed but common or consistent complex truth stimulation functions and system component response within local area networks.  The DSSF performs multiple functions depending on specific phases of a test event with pre-mission, mission and post-mission capabilities.  The functions are carried out on commercial off-the-shelf hardware using government-owned software developed using software development and configuration management principles and guidelines and must pass verification and validation tests.
[1] Williams, Vatz, Barnett, and Buford, "Geographical-Distributed Stimulation Architecture System of System Hardware-in-the-Loop Sensor and Weapon Facilities", Technologies for Synthetic Environments: Hardware-in-the-loop Testing XIII, SPIE 2008.
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