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Abstract

Effective response during large disasters (e.g., earthquakes, hurricanes, terrorist attacks) requires a close coordination of a wide range of resources across multiple infrastructures (e.g., power grid, water system, telecommunication network, transportation system, etc.). Due to the diversity of private/public entities that need to work together, classical C2 (Command-and-Control) strategies cannot be applied and have to be replaced by C2’ (Coordination-and-Control) strategies. Private infrastructures are very reluctant (due to competitive reasons) to share internal data of their systems. Public institutions are also reluctant (due to security reasons) to share classified information. The CIIS (Complex Interdependent Integrated Systems) research group at the University of British Columbia has developed a conceptual integrating framework (I2Sim) to assist multiple infrastructures to coordinate their planning, response, and recovery actions during large disaster situations. The I2Sim framework allows multiple infrastructures to be represented as a system of systems and explicitly solve for their external interactions (interdependencies). The internal details of each system do not need to be shown to the other systems. Each system is responsible for its own internal affairs while the external exchanges among systems are coordinated. This multi-system representation provides a dynamic simulation environment for planning of resources allocation, discovering system vulnerabilities, discovering gaps in policies and procedures, training system responders and managers, and providing decision support during real-time emergencies.
1.0
INTRODUCTION
The system of critical infrastructures (CIs) (power grid, water network, health system, etc.) constitutes the backbone of modern societies. In normal times, even though interdependencies exist among infrastructures, most business operations are centred on each individual infrastructure. When problems occur within the infrastructure, the internal plans and processes to deal with these problems are relatively well defined, though perhaps not optimal. These internal processes use their own systems of information flow and their own protocols which, by-and-large, are not shared with other infrastructures. During large disasters (e.g., earthquakes, hurricanes, terrorist attacks, etc.) the situation is very different from normal life in that multiple infrastructures are affected simultaneously, and unless they coordinate each other’s actions, the overall response process may suffer serious stalls. For example, a damaged bridge has to be repaired before a spare transformer can be delivered to a power substation; if the power available at a substation that supplies a hospital and a water station has been reduced because of damage to the substation (Fig. 1) and all power is sent to the hospital and none to the water station, the hospital will not be able to operate due to lack of water. In recent disaster events, inadequate coordination among infrastructures and among hierarchical decision levels has been a major cause of failures in the response of the system and it has been responsible for unnecessary losses in human lives, property, and economic activity.
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	Figure 1: Decisions under scarcity


The need for cooperation and coordination among critical infrastructures is well recognized by the Canadian government which has recently issued the policy blueprint “Working Towards a National Strategy and Action Plan for Critical Infrastructure” [5]. There are a number of reasons for the inability of large sectors to cooperate with each other. Among them: a) Commercial and competitive pressures to limit the internal view of their system; b) Security concerns that exposing too much of the internal enterprise processes will make the enterprise susceptible to malicious attacks; c) Even if privacy and security were not a concern, it might still not be possible to exchange meaningful information among sectors simply because of incompatibilities among their physical communication devices, misunderstandings in their terminology (semantics), and, perhaps most importantly, lack of knowledge of which information is important to be shared, with whom, and at which time point in the development of the events.
The I2Sim simulation environment developed during the JIIRP [1] project at the University of British Columbia [2], provides a multi-system representation of all infrastructures involved in the disaster response at multiple hierarchical levels (local, municipal, provincial, etc.) of the global system response. The flow of resources between component infrastructures is explicitly represented without revealing their internal details. In this combined environment, each member infrastructure uses its own internal models to determine its possible operating states, while I2Sim combines these operating states into a system-of-systems solution. Damage to the infrastructures during the disaster and greater demand for resources creates a situation where decisions need to be made as to the optimum time and allocation of the available resources. The simulator supports look-ahead and rewind functions to predict the evolution of the system dynamics in order to assess in real time the effect of suggested decisions before they are actually applied to the real system. In addition to its real-time decision support capabilities, the mathematical formulation of I2Sim permits the analysis and discovery of vulnerable points in the system as well as gaps in policies and procedures. The simulation environment is also particularly useful for the training of system responders and managers under realistic dynamically evolving scenarios.

This paper describes the components and functionality of the I2Sim environment. The UBC Vancouver campus, with a population of 50,000 people and independently operated infrastructures, has been modelled using I2Sim’s methodology. Examples of this modelling are included in this paper.
2.0
I2Sim ontology
Due to their different intrinsic nature and to their separate evolution, different infrastructures, for example, the power grid or hospitals may use very different descriptions to model their operation. A fundamental first step in the design of I2Sim was to define an ontological representation that would allow the large diversity of entities that make up the system of infrastructures to be characterized using the same concepts [3]. Another crucial reason to develop this ontology was the large geospatial and temporal extension of the physical systems that need to be represented during large disasters. For example, in order to know how water can be delivered from the water pumping station to the hospital after damage has occurred in the pumping station, it is not necessary to model all the pieces of pipes that connect the station to the hospital, it is sufficient to know how much water can be carried from the pumping station to the hospital and how much spillage there will be.
I2Sim’s Ontology defines a world space where the following entities exist (Fig. 2):

a) Cells (Production Units): A hospital cell requires inputs: electricity, water, doctors, medicines, etc. and produces outputs: patients healed.

b) Channels (Transportation Units): The electricity to the hospital is carried by wires, the water is carried by pipes, and doctors are carried by the transit system.

c) Tokens (Exchange Units): Quantities that are the inputs and the outputs of the cells, e.g., water is a token, a doctor is a token, a phone call is a token.

d) Controls (Distributor & Aggregator Units): Interface the physical layer with the decisions making layer, e.g., if electricity supply is limited, how much should go to the hospital and how much to the water pumping station (distributor). The total electricity that supplies the hospital is the sum (aggregator) of the electricity that comes from the external source (substation) and that that comes from the reserve diesel generator. Distributors provide the links (dotted lines in the diagram) between the physical distribution of output resources and the human layer of decision makers.
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	Figure 2: Cells, channels, distributors, and aggregators


Cell Model

Cells represent functional units, for example a hospital. Functional units are modelled in terms of a production model that relates the inputs needed for the unit to produce its outputs. A generic cell model is shown in Fig. 3. In general the relationship between outputs and inputs of the cell will correspond to a multidimensional nonlinear function.
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	Figure 3: Cell and channel models


A key aspect of I2Sim modelling is that the internal details needed to relate the inputs and outputs of cells and channels are determined by the owner of the infrastructure, not by the simulator (Fig. 4). In the case for example of the power grid, the relationship between the input sources of energy (e.g., the high voltage generation and transmission system) and the feeder lines to the loads is determined by very sophisticated software run by the power system control centre, which takes into account a number of technical and operational constraints. From the point of view of I2Sim, all that is needed is for the power utility to provide a table (“Human Readable Table”, HRT) relating availability of output power for a number of possible operating states of the power system.
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	Figure 4: Mapping from internal to I2Sim representations


The infrastructure owner’s description can be very sophisticated, like in the case of the power grid, or perhaps very coarse, like in the case of a hospital. Regardless of this internal degree of detail, Operational Modes are defined for the cell in terms of HRT tables (Fig. 5) relating inputs and outputs for that state. The Operational Modes take into account the degree of damage that the cell unit may have suffered as a result of the disaster event. HRTs relate multiple inputs to multiple outputs forming multidimensional hyper-surfaces. The simple case of Fig. 5 corresponds to a cell with two inputs and one output. Realistic cells, as for example, a hospital cell may have representations with say ten inputs and three outputs. I2Sim derives linearized “Thévenin Equivalent” (TE) representations out of these multidimensional surfaces to represent the state of the cells at the current operating point along the time line of evolving events.
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	Figure 5: Left: simple HRT table with two inputs x1, x2, and one output y1. Right: multidimensional representation


Channel Model

Channels represent the means by which tokens (e.g., medicines) are transported from a source cell (e.g., medical warehouse) to a consumption cell (e.g., the hospital). As shown in Fig. 3, channels are characterized by a loss coefficient and by a time delay. The loss coefficient accounts for leakage, e.g., in the water pipes, while the time delay accounts for the transportation time, e.g., of the truck delivering the medicines. In a similar way to the cell descriptions, channels are represented by HRT description tables but with the added parameter of a time delay.

Scalability
The system in Fig. 2 corresponds to a local layer of a possibly more complex and extended disaster scenario. For example, the power to the substation is provided by the “external source”. From the point of view of the power utility, this is only one of many substations in its grid. The allocation of power to the various substations during the emergency is a decision that needs to be made at the next higher level in the system, for example at the municipal or provincial level. The same is true for the water supply system, etc. For decisions, for example, at the provincial level, entire cities can now be represented as combined “larger” boxes which are now defined again in terms of total inputs required to produce total outputs. The model, therefore, escalates very well at the multiple hierarchical levels of a large disaster situation.

System Model
Cells and channels are discrete abstractions of the physical world. These abstractions and their input output descriptions allow I2Sim to set up a mathematical description of the interrelationships among interdependent systems. At each operating point along the time line of the developing event, this linearized description, corresponds to a system of discrete time equations [3] and can be represented with a system “transportation” matrix (Fig. 6) relating the input quantities that “arrive” at the cells with the “source” quantities that are produced at the output of other cells.

Considering, for example, row w5 in Fig. 6, we see that the water that arrives in cell 5 (input to cell 5), xw5, is “composed” of water that comes from the output at cells yw13, yw14, and yw15 (through coefficients x), but also “of” electric power that comes from the output of cell yp10 (through coefficient y). If there were no interdependences among systems all the water would come from water sources (coefficients x) but since water needs to be pumped up, and pumps require electricity, coefficient y appears in the row of the matrix. This mathematical formulation also allows us to perform sensitivity analysis to determine the strongest interdependencies and the most vulnerable points. I2Sim’s core solution is based on network partitioning techniques [6] implemented on a PC-cluster environment [7]. Systems of thousands of variables are solved in seconds of computer time allowing for instant feedback on the evolution of the system dynamics.
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	Figure 6: System transportation matrix showing interdependencies among infrastructures


3.0
DECISION SUPPORT ENVIRONMENT
Effective response to large disasters requires a close coordination and cooperation among the community of large disaster responders (Fig.7). This community includes the first responders (fire, police, ambulances), the victims of the disaster, the local volunteers, the municipal, regional, provincial, and federal emergency operation centres (EOCs), the infrastructure operators (power operators, water operators, etc.), and the managers and policy makers at higher levels of the infrastructure systems and governments [4].

Four aspects strongly characterize the response to large disasters: a) The need for coordination among critical infrastructure operators, disaster managers, and disaster responders; b) The need for access to relevant and prioritized information; c) The need for standardized semantic and physical protocols to exchange information; and d) The need for a physical layer that can reliably and efficiently sustain the information flow across the multiple hierarchies, nodes, and networks of the disaster response community.

Figure 7 shows the case of an Emergency Operations Centre coordinating the management of an emergency in real time. The participating infrastructures (power grid, water grid, and roads) have a human representative (agent) which is in direct contact with the infrastructure’s control centre. In the system of systems model, each infrastructure is represented by its Thévenin Equivalent for the corresponding Operating Mode of the infrastructure at that time instant. The infrastructure representatives monitor the developing global situation through visual facilities at the EOC and their own system situation through their interface with their system control centre. Decisions affecting the global system are coordinated among the agents at the EOC and help for these decisions is provided by two modules of I2sim: the intelligent database module (I2DB) for past experiences in dealing with similar situations and by the simulation module I2Sim to “predict” the consequences of suggested actions.
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	Figure 7: Decisions coordination across multiple infrastructures
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	Figure 8: Look ahead and rewind capability


The I2Sim simulation module uses the information that needs to be seen externally from the outside of the units or “cells” and correlates this information to establish the interdependencies among infrastructures. The simulator has the capability of “looking ahead” to predict the dynamic development of the disaster events from the present point in time. Suggested decisions can be played out in the simulator before they are actually applied to the real system (Fig. 8). The predicted effects of these decisions considering the interactions among all infrastructures represented can be very valuable to avoid unforeseen consequences and disastrously wrong decisions.

Suggested “best” decisions at the EOC are now sent back to the infrastructures Control Centres (Fig. 7). Each individual infrastructure must now determine within its own system whether the suggested actions can actually be carried out. If yes, the action is carried; if not, then the EOC is asked to suggest a more feasible action.
3.1
Information Flow
Figure 9 presents the data flow paths in the I2Sim framework. Primal information may be gathered by a multitude of data sources. Inaccurate information, unintelligible information, information that arrives too late, or information overtone can be as damaging during a large disaster response as the lack of information. Information gathered by sensors or by humans reporting from a portal site needs to be properly collected, filtered, and prioritized before it becomes useful to the disaster responders. In addition what is useful to one responder may not be useful and may constitute clutter to another responder. The prioritization of information that is relevant and perhaps urgent is not simple and this prioritization changes dynamically as the disaster evolves. Urgency has many levels and what can be urgent at the site (like rescuing a person in immediate peril) may not be very relevant at the global level of disaster response optimization.
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	Figure 9: Information flow model


Assessing relevance at global levels requires a functioning model of how the infrastructures forming a system of systems are interrelated during the emergency. I2Sim can determine the global consequences of factors originating at individual infrastructures. In large and complex scenarios, because of the multiple interdependencies among system units, it is not obvious, even to skilled responders what the global consequences can be of events occurring at localized points in the system. To be effective, such a model has to be dynamic for the full duration of the emergency. A robust, comprehensive, and dynamic model of the system of systems is essential to efficiently channel the information exchange.
3.2
Intelligent Databases

An intelligent database (Fig. 9), working together with I2Sim to identify infrastructures interdependencies, can provide the intelligence needed to discern the most relevant information from the wide pool of available raw information.
During peace time (before the disaster occurs), I2Sim can be used to generate a database of reference cases that can lead to better initial estimation of damage and impact associated to generic types of disasters while providing at the same time indicators of which critical assets are dominant for each one of the generic cases. Some ways to build this library include: a) Automatically, by letting I2Sim run 24/7 with pre-prepared or dynamically changing scripts, b) Using I2Sim as part of desktop exercises, and c) Using I2Sim in training exercises. Due to the large sets of variables involved, a large number of cases need to be considered to identify the most critical conditions. Methodologies are being developed to extract the most significant characteristic cases (eigencases) to form base reference systems on which to map the large range of variations occurring in actual disaster situations.

Disaster events develop very fast and there is no time while the disaster is happening for the disaster responders to conduct data mining. “Intelligent data should seek the user rather than the user seek the data”. Intelligence needs to be embedded in the data for this to happen. An effective data flow for the disaster response community must provide data that is most relevant for the actions under the jurisdiction of the particular user. Inaccurate information, unintelligible information, information that arrives too late, or information overload can be as damaging during a large disaster response as the lack of information.

4.0
UBC CAMPUS TEST CASE study
The main campus of the University of British Columbia (UBC) located in Vancouver was used as a demonstration site for the I2Sim simulation framework. The main UBC campus constitutes a municipality independent of the City of Vancouver. It covers an area of almost 2,000 acres and, during the academic session, it has a population of approximately 60,000 occupants during daytime and 10,000 full-time residents. The geographical location, infrastructure complexity, and diversity of its population made it an ideal test case to develop and validate the I2Sim methodology.
Based on the risk matrix of the British Columbia Provincial Emergency Program (PEP) [8], a ranking of critical events for the UBC campus was developed. Due to the susceptibility of the area to earthquakes, this disaster scenario was selected for the test case.
4.1
Mapping Physical and Ontological Environments
The UBC campus was disassembled into a finite number of physical and human layers (critical infrastructures - CIs), that contain both the building infrastructure and the lifeline systems. These layers and associated infrastructures were classified according to I2Sim’s ontology into cells, channels, tokens, and control points. Examples of UBC cells are: hospital, water pumping station, electrical substations, telecommunications substations, administrative services, fire hall, ambulance service, RCMP police station, classrooms, research labs, student residences, etc. 
Once the cells and channels were identified, their input/output transfer functions were determined in the form of human readable tables (HRTs) from the owners of each of the infrastructures. For example, the HRT for the hospital was constructed through technical specifications for water reserve, and electricity reserve, and from operational experience by the hospital administrators regarding the needs for resources to be able to maintain a number of long-term, mid-term, and emergency beds. 
The HRT tables are constructed for a set of expected operational states. A main factor influencing these operational states was the expected degree of damage to building and internal life lines (electrical wires, water pipes, etc.) suffered during the disaster (e.g., an earthquake in this case study). 
4.2
Damage Assessment
Due to the scale of the study area, risk assessment was considered the most appropriate method for determining the probable seismic damage. Seismic Risk Assessment (SRA) makes a probabilistic evaluation of the expected effects of earthquakes on people and structures. The process includes a probabilistic description of the earthquake characteristics, such as ground motion amplitudes and fault displacement, an estimate of damage to structures (buildings and lifelines), the conversion of seismic hazards into seismic risks, and the formal or informal analysis of earthquake mitigation decisions [9], [10].
	
	

	Figure 10: Building and water systems. Left: separate damage assessment; Right: Considering interdependencies


The evaluation of damage to Critical Infrastructure at UBC Campus using SRA involved the development of databases, the assessment of the expected level of damage to lifeline systems (buildings - structural and non-structural components -, water, roads, gas and electricity systems), and the estimation of monetary, human and functionality losses. In general, damage functionality conditions were defined, loss of service and interdependencies were also evaluated.

For buildings, direct losses were the result of earthquake damage and include the loss estimation of human (casualties), monetary and functionality conditions. The number of casualties is determined based on the level of structural damage suffered by a building and the number of occupants at the time of the earthquake event. Three times of day were selected for the casualty estimation: 2am, 2pm and 5pm.

Lifeline systems, such as Water, Gas, Electricity and Road systems were also assessed. The methodology used for lifeline systems is a traditional SRA methodology. Permanent ground displacements were taken into consideration for the damage estimation of underground pipelines, and slope failure was also considered for the functionality conditions of roads.

The consequences observed in this study included the total number of casualties, the direct and indirect economic losses and the loss of function. The consequences determine the level of risk associated with a particular seismic event. This risk level should be evaluated by policy makers and government officials to determine if the level is acceptable.
4.3
Scenario Development

In the traditional approach, the “Hazard Event” (in this case an earthquake) is applied to determine how the functionality of each separate infrastructure system is affected but not how the loss of functionality in one system affects the other. Two examples are presented next showing how the interdependencies between building and water system and between building and road systems affect each other. The combined effects in these systems affect other systems and the cascading effects are clearly observed. 
	
	

	

	Figure 11: Top Left: Buildings with casualty levels 2, 3 and 4 and road damage assessment; Top Right: Structural damage of buildings and road damage assessment; Bottom: Interdependency of casualties and road damage assessment.


Event: earthquake; Location: UBC Point Grey Campus; Time: 2 pm; Earthquake Intensity: IX. The damage assessment for buildings and water system is shown in Fig. 10. 

As shown in Fig. 10 Left, after the earthquake, the majority of the buildings are non functional (orange colour: moderate to heavy damage) but many of the water pipes remain functional (green colour). Figure 10 Right shows the interdependency of both systems, the trunk line providing water to the water station has an accumulated loss of 8 %, but the water station is non-functional due to the extended damage to its structural and non structural components. 
Figure 11 Top Left shows buildings with casualties, severity level 2, 3 and 4. Injured people are either trapped or in such condition that they will need aid to reach emergency human layers (97 persons).
Figure 11 Top Right shows the structural damage of buildings. Buildings with orange colours have sustained structural damage between 30 to 60 %; hence partial localized collapses might be observed, cracked windows and building debris might be blocking the surrounding sidewalks and roads. Red colour buildings have sustained structural damage of 60 to 100 %, these buildings might be in a “life safety” to “total collapse” condition. The road conditions are interdependent with the damage sustained by the buildings, the functionality of non structural components, building contents, and the number of injured people. Figure 11 Bottom shows the effect of the interdependency between the buildings with casualties across campus and the road blocks needed to place emergency units to assist injured people.
5.0
conclusions

This paper has summarized some of the most characteristic aspects of the I2Sim infrastructures Coordination and Control (C2’) environment developed by the Complex Interdependent Integrated Systems (CIIS) research group at the University of British Columbia. The environment defines an ontological representation where multiple diverse infrastructures are represented using the same set of concepts. Cells, channels, distributors, and aggregators (CCDA) provide virtual concepts on which to map the physical environment, the production functions of the infrastructures, and the interfaces with the human decision making layers. The interface between individual infrastructures and the simulation environment respects the privacy of the internal details of the infrastructures both at the physical level and at the level of decision making. The simulation environment operates in real time integrating information and coordinating the response of the multiple physical and human layers involved in the disaster response. Prototypes of the I2Sim environment have been built and are currently operational. The main campus of the University of British Columbia has been used as a realistic case to test the modelling concepts and the operational environment. The project continues to evolve in a number of directions. Among these: a) Development of an integrated network of disaster responders using network enabled technologies, b) Incorporation of psychological, anthropological, and cultural factors in the characterization of the human layers at the levels of victims and responders, c) Advancement of artificial intelligence techniques and intelligent distributed databases to provide “focussed” help to the disaster responders and decision makers without information overloading.
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