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Abstract 

Led by MacDonald Dettwiler (MDA) and DRDC Valcartier, a partnership project, called CanCoastWatch (CCW), has brought together a team of researchers from industry, government, and academia for creating an advanced simulation testbed that addresses higher-level fusion concepts for the purpose of evaluating the effectiveness of Network Enabled Operations focused on Coastal Wide Area Surveillance applications. The testbed allows experimenting with higher-level distributed hierarchical information fusion, dynamic resource management and configuration management given multiple constraints on the resources and their communications networks. The test bed allows the evaluation of a range of control strategies from independent platform search, through various levels of platform collaboration, up to a centralized control of search platforms.

1.0 Introduction

Understanding and assessing Control concepts including Higher-Level fusion is essential for future Command and Control (C2) solutions. Moreover, many have advocated for net-enabled operations assuming their merits and outcomes. But, what are the merits of net-enabled operations? How to assess these merits? What are the impacts of different control and configurations on the overall performance? What are the best strategies for information sharing and fusion in these distributed systems? What are the shortfalls of information sharing strategies? These are in our opinion fundamental questions that should be addressed by the C2 S&T communities. In this paper, we describe a simulation framework that tries to address some of these fundamental questions.   

CCW test bed focuses on providing an infrastructure for higher-level fusion (Level-2 fusion) and resource management. For example, the situation being simulated could include cooperative or non-cooperative targets search such as search and rescue or counter smuggling operations. The simulation consists of a networked set of surveillance assets including aircraft (UAV and manned), ships, and satellites collaborating to detect the patterns associated with a smuggling operation, and dynamically directing the surveillance resources.

The test-bed supports a general multi-agent architecture. John Boyd's OODA loop concept (i.e. Observe, Orient, Decide, Act) was found to be particularly useful. Due to the general nature of the OODA agents, very diverse elements can be modeled by it, including ships and airplanes, squadrons, individual sensors, and also individuals decision cycles if required. This great flexibility is further enhanced by a hierarchical plug-and play architecture that enables adding other components and algorithms to CCW. 

The agents communicate by sending messages to each other via simulated communication networks. They can also form command and control hierarchies, or other relationships including alliances, organisational memberships, country affiliations, etc. The nodes may collect and process information about the situation using their local sensors, and then pass this knowledge on to other nodes that fuse it with their own local situation knowledge. The knowledge transfer can be constraint by jurisdiction, legislation, conventions, or physics.  The operation of the agents is usually mission-driven. For example, a group of agents collaborates to improve the situation awareness with respect to a suspected smuggling operation. 

The CCW testbed provides a general multi-agent framework for simulation and experimentation with high-level fusion and resource management strategies. This paper is organized as follows. In section 2, we present the CCW multi-agent architecture. In section 3, we discuss the reasoning structure about situational evidence. Sistributed information fusion and resource management are discussed respectively in section 4 and 5. Section 6 presents illustrative examples. This paper is concluded in section 7.  

2.0 Multi-Agent Architecture

The test bed provides a general multi-agent architecture based on John Boyd's OODA loop (i.e. Observe, Orient, Decide, Act) [3-4]. Due to the general nature of the OODA agents, very diverse elements can be modeled by it. They include ships, airplanes and fixed radar stations, but also collections of assets such as squadrons, or individual sensors if required. This great flexibility is further enhanced by a multi-layer plug-and play architecture that lets researchers easily add their own algorithms to CCW. 

The test bed provides general services that are useful for testing surveillance applications. The high-level architecture is depicted in Figure 1. The user-defined OODA agents, called nodes in CCW, are at the center of the system. They are supported by an editor, a test bed proper, and a viewer. The editor makes it easy to configure the simulation. For example, it allows for the specification of the node behaviour, and the setting up of the scenario and the environmental conditions. The editor also allows specification of the relationships between nodes, such as one node being the superior of another node. The output of the editor is an XML file that contains all the information needed to run the simulation. This configuration file is passed to the test bed, which then runs the simulation. The test bed also provides convenient services to the nodes. For example, the test bed maintains the simulation time, and other global run-time information and metrics, which can be accessed by the nodes via a convenient API.  The output of the test bed is a log file, again in XML format, that can be passed on to a Viewer. The viewer allows visualisation of the movements of the nodes as a function of time. It also shows the nodes against a GIS background and environmental factors such as developing fog banks.
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Figure 1
 High-Level Test bed Architecture
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Externally, nodes are characterized by their ability to communicate with other nodes by sending messages via a simulated communication network. For realism, the communication links can be given the characteristics of known standards such as Link-11 or Radio. In CCW, the nodes usually exchange messages that contain orders, requests, or information. The situation is illustrated on a high-level in Figure 2 Also, the nodes have other internal components besides communication equipment. A node can sense its surroundings via its built-in sensor(s), and it can move using its built-in platform. It also has situation knowledge, which is all that the node knows about the world. A particularly important part of the node’s situation knowledge is the measurement-derived situation evidence, which will be discussed later in more detail.

Figure 2 OODA Nodes Overview

An agent’s behaviour is determined by its OODA components: Observe, Orient, Decide, and Act. A more detailed view of the OODA agent’s interior is shown in Figure 3.Broadly speaking:

· The Observing function of a node corresponds to a Level-1 data fusion capability 

· The Orienting function corresponds to Level-2 and Level-3 information fusion 

· The Deciding function performs the Resource Management task 

The Acting function implements the decisions made by the Deciding function of the node. 

 To simplify the overall system, all nodes adhere to a standard architecture. CanCoastWatch uses two architectural approaches that support future research into large area surveillance algorithms, and facilitate addition and modification of the test bed:

· Component-based standard node architecture allows researchers to design replacement components at whatever architectural level of interest to them and then use the new algorithms they wish to explore. This is achieved via a standard interface defined for each component in the architecture. 

· Plug-and-play mechanism that provides standard component addition or replacement. This is achieved via Java JAR files and XML to construct the nested components during system initialization. Pretty much everything can be replaced via plug-and-play. This includes OODA components such as the Deciding box, or sub-components, such as the Planner. But it also includes the Environmental model, or components of the communication model.

The flexibility of this architecture will allow researchers to easily update or replace components and hence investigate many different approaches to data/information fusion and resource management with no software development beyond the content of the component they wish to re-design. 
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Figure 3 Internal OODA Structure of an Agent (node)

3.0 Goals And Situation Evidence

The power of distributed surveillance operations lies in the communication between nodes. For example, passing tasking orders or goals via a communication link influences the behaviour of the receiving nodes. Tasking orders are detailed instructions on how a node should move, that do not require the receiving node to make decisions. On the other hand, a goal is a high-level description of a task that requires further decision-making by the receiving node. In CCW, a goal is a data structure that has the following three elements:

1. Proposition

2. Area

3. Time interval

For example, a goal may state that the proposition isSmuggling is to be asserted in the area of northern Vancouver Island during the next 12 hours.  The nodes usually form a strict command and control (C2) hierarchy. Only commanding nodes can order subservient nodes. However, the CCW architecture does not enforce this. Arbitrary relationships could be defined. This allows experimentation with other forms of organisation, for example peer-to-peer networks. Examples for relationships that are not C2 would be training relationships between nodes, where groups of nodes form an effective unit because they have trained together for a long time. The decision-making could choose to take these types of node relationships into account.

Since OODA nodes are very general, a node can also represent a group of nodes in a hierarchy. For example, a squadron leader may be represented as a node that inherits the capabilities of an entire squadron. Such a node may decompose a given goal into sub-goals, which it can then send to subservient nodes for execution. For example, the commanding node may decide that the original goals best decomposed into several sub-goals, each with a smaller search area.  Similarly, the commander node may decide that the original goal’s proposition should be decomposed into several sub-propositions, each being handled by a separate sub-goal, which is given to a specialized sub-node that is best suited to deal with it. The situation is depicted in Figure 4 

Figure 4 Goals and Situation Evidence

As is shown in Figure 4 the parent node passes goals to its child nodes, and the child nodes pass situation evidence up to the parent. This situation could be viewed as follows: the goal is a question that a node is asked, and the situation evidence is the answer that the node gives. In the current surveillance context, the questions are always of the type: “find pertinent information about something”. The answer is the information found. 

The situation evidence captures what a node has learned by sensing its environment.  In CCW, the situation evidence is represented as a collection of pieces of evidence, each having four elements:

1. Time stamp

2. Proposition 

3. Proposition qualifiers

4. Situation evidence objects

For example, at time t1 the proposition isRendezvousing is asserted. There is a single proposition qualifier that records the certainty with which this proposition is true. For example, this could be represented as a Dempster-Shafer value. Suppose in our example there are two ships that are rendezvousing, then there are two situation evidence objects listed in the evidence structure, namely the track-IDs for the two ships.  

No distinction in principle is made between a Level-1 track and a Level-2 proposition. They are all treated as propositions for which there exists direct evidence at certain points in time. All evidence is treated as partially uncertain. For our current version of CCW, there are only two types of uncertainty: Gaussian covariance, and Dempster-Shafer (D-S) masses. The former is used for properties such as “position”, “velocity”, “shape”, etc. The latter is used for logical propositions such as “isSmugglingOperation”. In the future, this will be generalized further.

For example, a piece of evidence can have a proposition called velocity with two qualifiers. One qualifier reports the value of the velocity and the other its covariance. In this example, there is only one situation evidence object, namely the trackID of the ship whose velocity is reported. 

The situation evidence data structure stores in very raw form what is known from measurements about the situation. This was done intentionally to ensure that more sophisticated situation evidence concepts can relatively easily be accommodated in the future without being constrained by limiting assumptions at the bottom layer. For example, the situation evidence structure could be made to represent the probability distribution function (PDF) of a proposition as a function of space and time.  Since all the known raw information is stored already, the PDF or similar measures could be implemented in a rather straightforward manner. 

Even in its current form, the situation evidence provides key information for decision-making. For example, if the goal was to find a fishing boat in distress, then all that is required is to query the situation evidence object for the piece of evidence that has asserted the proposition isFishingBoatInDistress with the highest D-S value. If the value is high enough, the search is declared complete. The ship location can be found by asking for the position value stored for the position proposition for the ship’s track-ID. 

4.0 Distributed Information Fusion

In a CCW OODA node, there are two modules responsible for distributed information fusion (DIF): The Observing and the Orienting modules. The Observing function performs the traditional Level-1 data fusion tasks. For example, it performs track-level fusion for situation evidence objects that come from different nodes. For instance, in Figure 4, the track-IDs used in the situation evidence (SE) objects sent by the child nodes Node 1.1 and 1.2 to the parent node need to be reconciled with each other and with the track-IDs used in the parent node itself. This task is made even more challenging by the often very sparse nature of the observations, and by the need to avoid data loops.  

The Orienting function, on the other hand, performs the Level-2 and Level-3 information fusion tasks. As can be seen in Figure 3, the Orienting box takes one or more goals and a single SituationEvidence object as input. The latter contains situation propositions that were previously trackID-fused by the Observing box. The Orienting box then tries to “prove” each goal proposition. 

Currently, the Orienting box is implemented as an expert system. A data fusion knowledge base, which is part of the node’s Situation Knowledge, contains rules that allow a ReasoningEngine to “prove” a goal proposition given a set of primitive propositions. The primitive propositions are logical statements such as “isClose” or “isSlow”. Some of these logical propositions may exist already in the input Situation Evidence. Others need to be created. The creation requires a Classifier that, for example, compares the estimated travel directions of two targets to assert the primitive proposition “moveInParallel”. The ReasoningEngine can then, for example, infer the proposition “isRendezvousing” from the primitive propositions “isSlow”, “isClose” and “moveInParallel”. Additional information may allow the drawing of further conclusions, for example, that a smuggling operation is under way. The asserted propositions are stored in a single SituationEvidence object, which is the output of the Orienting box. As an example, a partial proposition tree is shown in Figure 5.

Figure 5 Partial Proposition Tree

All propositions, all facts, and even all rules, are subject to uncertainty. The Classifier and the ReasoningEngine are both expected to take uncertainty into account. The uncertainty can be formalized in a large variety of ways. In the current version of CCW, Evidence Theory and Fuzzy Logic are used. 

The OODA agents emulate distributed information fusion as they interact collaboratively. A mission is broken down into goals for nodes at different organizational levels to execute. These nodes share their understanding of the evolving situation through the SE (Situation Evidence), which they feed back up through the control hierarchy. 

5.0 Dynamic Resource Management

The details of the current implementation of the Deciding module of the OODA node are shown in Figure 6. As can be seen, the OODA Deciding function is broken into five specialized decision-making modules, and a manager function. 

The DecisionManager takes goals and situation evidence as input and provides decisions as its output. A decision is a tasking order for a resource, or a goal that is given to, or removed from, a subservient node, or a request to reconfigure the C2 hierarchy. The DecisionManager coordinates the decision making process that is decomposed into five sub-functions that are briefly introduced in the following. It thereby provides a simple, standard interface to the NodeManager.

The Dynamic Goal Generator (DGG) takes node goals and situation evidence provided by the Orienting function of the node as input. As output it may generate additional goals or remove old goals. The DGG interprets the SituationEvidence object and decides if the evidence warrants a new goal. For example, if a goal is to find a sinking fishing boat, and the SituationEvidence asserts that “isSinkingFishingBoat” is very likely true in a certain small region, then the DGG may decide to issue a high-priority goal to check out just this small region in more detail. Alternatively, if the truth value of “isSinkingFishingBoat” is sufficiently high, it may decide that the goal has been achieved, and can therefore be removed.

A goal comes into the Planner module, which either splits it up into several new goals to be sent to subservient nodes, or it elaborates the goal by generating a capability plan. A capability plan breaks a goal into several subtasks. It also prescribes the order in which the tasks are to be executed. However, it does not specify the exact resource that is required to execute the task or the exact time at which it is to be done. Rather, the capability plan describes the required capabilities of the resource in a high-level manner, and may impose high-level timing constraints such as precedence.

The Dynamic Configuration Advisor (DCA) takes a capability plan as input and outputs a mode plan. A mode plan is similar to a capability plan, except that for each task the capability table is replaced by a list of concrete resources that the DCA recommends that the scheduler try. 

The Scheduler takes all the mode plans as input and turns them into scheduled plans. A scheduled plan is similar to a mode plan, except that each task has exactly one resource assigned to execute it. A scheduled plan also has absolute times assigned to all tasks. The scheduler resolves any conflicts between all the active plans. It also optimises its output according to a figure of merit, which is a weighted sum of criteria such as completion time and completion cost. The Scheduler enlists the services of a separate path planner to compute the trajectories that the resources are tasked to follow. The path planning is a service that is provided by the test bed. This allows the scheduler to concentrate just on scheduling, and decouples it from having to know about specific resource capabilities, land contours, and trajectory optimisation techniques. 

Finally, the Dynamic Configuration Manager monitors the communication network and the node capabilities, and based on this and other information, makes resource allocation decisions. For example, it may decide to reallocate a particular aircraft from one squadron to another squadron because this enables both squadrons to fulfill their goals. It also monitors failure of communication in nodes, and makes resource allocation decisions accordingly. This is explained in more detail in [5].
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Figure 6 Deciding Module
6.0 ILLUSTRATIVE Examples

The fusion is driven by “vignettes”; components of a scenario that are instantiated within the framework established by the vignette’s geographical location and set of available entity types. We considered two different vignettes within CCW: a cooperative and a non-cooperative target search. An example of a non-cooperative search scenario is described in more detail in what follows. The non-cooperative search vignette features targets that intentionally avoid to be detected. In our example, it involves a freighter carrying illegal immigrants, which are off-loaded to zodiacs. This scenario features deceptive manoeuvres and potentially intentionally false sensor data, and requires sophisticated distributed information fusion and resource management capability. 

The mission focuses on a threat situation that develops off the northwest tip of Vancouver Island.  A freighter coming from the eastern Pacific carrying illegal immigrants arrives near Cape Scott on northern Vancouver Island.  It leaves a known sea-lane off Cape Scott to begin a manoeuvre to off-load the illegal immigrants.  It does not use the Automatic Identification System (AIS) to identify itself, rather - when it suspects it is being watched – it may use an AIS identification of another freighter scheduled to be in the area, in an attempt to confuse surveillance. It uses two land-based zodiacs to offload the illegal immigrants, by making multiple trips to/from the freighter to ferry persons to the coast.  The intended drop point is either Guise Bay or Experiment Bight in the Cape Scott Provincial Park depending on conditions.  The scenario is mapped in Figure 7
The freighter and zodiacs will attempt various elusive manoeuvres depending on how the situation develops.  Among the elusive deceptions to deceive DIF and force RM to re-evaluate plans and schedules are the following options: use a known commercial shipping route (sea lane) to mask its approach among other commercial freighters; fail to provide an AIS identification or provide a false AIS corresponding to a scheduled freighter known to be scheduled to be in Cape Scott area around this time; depart from a known commercial sea lane through Scott Channel when it approaches the intended drop point for its illegal cargo; use the deceptive cover of the presence of fishing boats fishing off Experiment Bight to “hide” its presence amongst those boats; respond to surveillance by active sensors (radar) by moving back into the commercial shipping route heading away from Vancouver Island; use elusive manoeuvres to periodically leave the fishing fleet to rendezvous with the two island-based zodiacs. 
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Figure 7 Map of Non-Cooperative Search Vignette

The complexity of the non-cooperative search is captured by a network of evidence with multiple possible confirmatory patterns. For example, DIF may fuse information from various sensors on various platforms to identify a smuggling-operation by: 

· Identifying an isFerrying activity that in turn requires confirmation of <isLargeShip(s1)
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 isShipNearShore(s1)
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isMovingSlowly(s1)
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isSmallShip(s2)
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 isMovingBetweenBeachAndLargeShip(s2,b,s1)>.

· Identifying an isRendezvousing activity that in turn requires confirmation of <isLargeShip
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 isSmallShip
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isTandemMotionBetweenShips> where the tandem motion is defined by <isShipsHaveSameHeading(s1,s2)
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isShipMovingSlowly(s1)
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isShipMovignSlowly(s2)
[image: image12.wmf]Ù

 areNear(s1,s2) >

The reasoning here will require working through threads of evidence where, depending on the situation, when a resource arrives, what can be sensed, etc. there will be different pathways through the evidence to make the conclusion isSmuggling. 

The resource management is also complex. The command center in Comox receives an intelligence report that a smuggling operation is to commence somewhere in northern Vancouver Island. This is modeled in CCW as a commander agent receiving a goal to search for a smuggling operation. Given the large size of the area, and the resources available, the commander node decides to split the search area into two large, independent sub-areas. This is modeled as two sub-goals, each being sent to a separate squadron-leader agent. Each squadron-leader agent in turn, generates a detailed search plan for the resources under its control, and sends tasking orders to their subservient nodes. In the process, one of them has to make a decision if an Aurora aircraft that is already on a routine background surveillance mission around Vancouver Island should be ordered to interrupt its mission and participate in the hunt for the smugglers.  As usual, the background mission is modeled as just another goal that the responsible agent has to satisfy. Later, the other squadron-leader agent is faced with the dilemma of satisfying a high-priority request to find a sinking fishing boat while the search for the smugglers is going on. Again, two goals need to be simultaneously satisfied. Depending on the situation and on the resource availability, different decisions will be made by the agents. A screenshot of a version of the CCW Visualizer for the just described scenario is given in Figure 8 

The test bed allows the evaluation and comparison of different fusion and resource management algorithms with respect to several criteria, for example, the elapsed time until the sinking fishing boat or the smuggling operation is discovered. Other criteria include the cost for the surveillance operation, or the weighted sum of the detection time and the cost of the operation. 

Figure 8 Screenshot of Non-cooperative vignette. The cyan colored objects indicate planned and actual tracks of friendly surveillance resources. The smuggling tanker and zodiacs are in red. Neutral ships are in white

More sophisticated resource management algorithms are already available in CCW. An example is the use of DRDC’s SAPPlan system that was integrated into CCW. The integrated system automatically subdivides the search area into smaller search cells, and assigns a probability of containment (POC) value to each cell. In this example, not all cells receive the same initial values. Rather, the intelligence report had indicated a region that is most likely to contain the targets. Consequently, these areas are given a higher initial POC value. In CCW, there is a different POC map for each goal, and for each node that has this goal, representing the state of the goal-specific local knowledge. 

After initialisation, the SARPlan Planner computes the optimal duration that a given resource should search in a given cell. This information is then passed on to the path planner that plots for each resource the search path within each cell. The path planner ensures that the resource spends the optimal duration in the cell that is as close as possible to the specified amount of search time, but is at least the specified amount. Finally, the CCW Scheduler schedules all participating resources. The Scheduler ensures that all cells are visited, all resources are coordinated, and that the overall search time, operation cost, and plan interruption is minimized.  In addition, the Scheduler de-conflicts and satisfies any other goals that the nodes may have. For example, requests to search for a fish boat in distress, or to perform a background surveillance task. Moreover, refuelling of resources is considered, and some resources may need to interrupt their search by going to an appropriate refuelling station.

When a resource such as the CH-149 passes over a search cell, the POC value is updated according to the sensor readings of the CH-149. If no ships are found, then the POC is lowered. On the other hand, if evidence of smuggling is detected, then the POC is increased. Currently, this update of the POC map is done in CCW using a Bayesian framework. The changes of the POC values can be indicated by changes in the color of the displayed cell. So the viewer can conveniently visualize the evolution of the knowledge that the nodes have about the smuggling operation. 

The effort allocation computed by SARPlan for the vignette discussed above is shown in Figure 9. Here the colors indicate the amount of time that a resource must spent searching a cell, where red indicates a longer search time. As can be seen, the path-planner adjusted the pitch of the search pattern such that the optimal time is spent searching the cell. It can also be seen that two UAVs are tasked to collaborate with the search of the area. Their workload is balanced by the scheduler’s optimisation criterion. I this case, much emphasis was given to a fast search. So, priority was given to areas with a high effort allocation because this is indicative for a higher POC. As a consequence, the red-colored areas are searched first by the UAVs. 
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Figure 9 Screenshot of CCW with SARPlan. The red color indicates higher effort allocation values. The cyan lines indicate the trajectories of two cooperating UAVs.
7.0 Conclusions

This paper described the CCW test bed. CCW provides a flexible multi-agent architecture that allows researchers to test and explore distributed information fusion, and dynamic resource management algorithms in a setting that is realistic enough to draw valid conclusions about the effectiveness of net-enabled large area costal surveillance applications. CCW has implemented an innovative plug-and-play architecture based on the C2 OODA loop concept. CCW includes some basic level 2 fusion and resource management algorithms. These reasoning algorithms could be changed at will and replaced by other based on the end-users requirements. The visualization module allows 2D and potentially 3D review of the situation and the simulation. CCW collects a set of data for further analysis, experimentation and validation. More metrics will be added to provide the end-user with a collection of measure of performance and effectiveness. Thus, it will be possible to assess the value merits of net-enabled operations for instance. 

CCW allows building scenarios and performing what-if analyses. For example, it is possible to add potential surveillance capabilities and measure the overall improvement. Such an analysis is very useful to support capability based planning and roll-in new or additional resources or roll-out legacy systems.

We hope that CCW will be a useful tool for defence, security and public safety science and technology communities.
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