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Abstract

The integration of Live, Virtual, and Constructive (LVC) simulations is already used extensively for training and experimentation. In order to guarantee high-quality results manifold validity requirements are imposed on such couplings. With regard to military training and experimentation fair fight requirements regularly deserve special attention. Fair fight requirements are part of the validity requirements and as such they need to be addressed on all levels of interoperability (i.e. on technical, syntactical, semantic and pragmatic level). Consequently, ensuring fair fight in distributed simulations is one major goal of the VIntEL-development of the German Federal Office of Defense Technology and Procurement (BWB, P1.3, Koblenz). VIntEL (“Verteilte Integrierte Erprobungs-Landschaft”, engl. “Distributed Integrated Test Bed”) is a multi-year effort aiming at increasing the reliability and applicability of distributed simulations and strengthening the credibility of the simulation results. 

Regarding architectural and technical issues, VIntEL defines a service-oriented reference architecture and provides guidelines for technical interoperability issues. Besides architectural and technical aspects, the need for a wide-ranging organizational support was quickly identified. The VEVA procedure model (“Vorgehensmodell für den Einsatz der VIntEL-Architektur”, engl. “Procedure model for application of the VIntEL-architecture”) is the German approach towards operationalizing the DSEEP and addresses the organizational issues when planning, developing and executing a distributed simulation.

In this paper, we present at first a thorough definition of fair fight and describe the relations of fair fight and validity requirements in general. Afterwards, we describe the VIntEL architecture which aims at easing the creation of distributed simulations, allows the coupling of simulation systems with real systems (e.g. C2 systems, sensors, or weapon platforms) and how the VIntEL architecture contributes to ensuring fair fight. As fair fight cannot be completely achieved with technical measures only, we present the tight integration of fair fight issues into the VEVA procedure model. We describe how interoperability criteria relevant to fair fight are identified, structured and integrated in the VEVA. Within the VIntEL development actual checklists are derived from these interoperability criteria. By presenting these checklists we demonstrate how fair fight issues may be addressed in a practical and manageable way.

1.0
Introduction

Distributed simulation experiments are highly complex projects. On the one hand, this is due to the variety of stakeholders involved and on the other hand, this complexity stems from the various simulation systems (virtual and constructive) and real systems (live) to be interconnected. Inhibiting typical project characteristics (aim focused, many persons, time/resource constraints, uniqueness), distributed simulation experiments have to be executed using a strict procedure model.

Several procedure models are proposed: The DIS standard defines recommended practices on exercise management [10], the HLA standard proposes the Federation Execution and Development Plan (FEDEP) [17]. Last but not least and in contrast to the standard-specific approaches, the Distributed Simulation Engineering and Execution Process (DSEEP) [11] provides a generalized, high-level framework which has to be tailored to the individual needs.

With these approaches in mind, a detailed procedure model for distributed simulation experiments called VEVA (“Vorgehensmodell für den Einsatz der VIntEL-Architektur”, engl. “Procedure Model for Application of the VIntEL-Architecture”) was developed [19], [20], [21]. The VEVA procedure model is grounded in the VIntEL-development of the german Federal Office of Defense Technology and Procurement (BWB, P1.3, Koblenz) [7], [8]. VIntEL (“Verteilte Integrierte Erprobungs-Landschaft, engl. “Distributed Integrated Test Bed”) is a multi-year effort aiming at increasing the reliability and applicability of distributed simulations and strengthening the credibility of the simulation results. Besides architectural and technical aspects, the need for a wide-ranging organizational support was quickly identified and is addressed by the VEVA procedure model.

2.0  
interoperability and fair fight in distributed simulation

2.1 Interoperability and the Levels of Conceptual Interoperability Model

Interoperability in distributed simulation is an issue of discussion and research for many years. Various standards at different levels have been developed such as e.g. the Aggregate Level Simulation Protocol (ALSP), Distributed Interactive Simulation (DIS) [12], [13], or the High Level Architecture for Distributed Simulation (HLA) [14], [15], [16]. All those approaches try to enable coupling of existing models and simulations with as little as necessary additional effort. ALSP and DIS have been developed for the distributed simulation of models of the same type, constructive and interactive simulations, respectively. The HLA was introduced in order to support type-heterogeneous simulations, allowing the construction of distributed simulation environments using components from live, constructive, and virtual simulation systems, as well as different types of time management. However, it soon became clear that in fact neither a low level nor a high level architecture standard can guarantee that the outcome is a useful simulation environment that stands the test of verification and validation (V&V) for a given purpose. Consequently, a discussion about criteria that must be met by simulation environments in order to enable interoperability as well as interoperability definitions in the first place is going on since many years (see for example [1], [6], [9]).

A systematic approach in the direction of structuring the discussion about interoperability definitions and criteria has been proposed by Tolk et al. [23], [23]. In the so-called Levels of Conceptual Interoperability Model (LCIM), six levels of interoperability are identified and characterized. In the following, we only give a very brief summary of the LCIM, a detailed description can be found in [23] and [25]:


· Level 1: Technical interoperability: Communication infrastructure and corresponding protocols exist.
· Level 2: Syntactic interoperability: Common structures for information exchange such as common data formats exist.
· Level 3: Semantic interoperability: Shared meaning of data.
· Level 4: Pragmatic interoperability: mutual awareness of methods and procedures between simulation systems.
· Level 5: Dynamic interoperability: interoperating simulation systems are also mutually aware of changes in assumptions and constraints over time.
· Level 6: Conceptual interoperability: a fully documented overall conceptual model exists.

An overview of the LCIM is depicted in Figure 1.
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Figure 1: The Level of Conceptual Interoperability Model (figure taken from [23]).
2.2 Fair Fight
A special issue in the context of simulation interoperability is the fair fight problem. Frankly speaking, fair fight means that two or more simulation systems that are part of a distributed simulation environment interoperate in a way that does not lead to a systematic advantage or disadvantage for one of the systems. There is no single agreed-upon definition of “fair fight” for distributed simulation, some examples are listed as follows: 

„Two or more simulations may be considered to be in a fair fight when differences in the simulations‘ performance characteristics have significantly less effect on the outcome of the conflict than actions taken by the simulation participants.“ [1] 

„Fair-Fight exists among two simulation systems if the differences in representing and mapping reality in the simulation models does not lead to a systematic model immanent advantage and consequently unrealistic simulation results for one of the simulation systems.” [24] (translated by the authors of this paper).

“Fair Fight is obtained when the systems are interoperable and the system performance capabilities of the simulators are complimentary for a given task throughout the simulation environment.  Fair Fight is also task dependent and includes items such as similarity in the equality made in use of the synthetic environment features, automated force behaviors, etc.  Equality of use is determined within pre-determined tolerances.” [4]
All these definitions have in common that a violation of fair fight is based on differences in the simulation systems behavior that leads to unrealistic simulation results. Given that, a distributed simulation environment with unfair fight situations cannot be considered valid.  In this sense, the fair fight problem is in fact a V&V problem, i.e. a special subset of issues that should be dealt with by V&V-activities. 

There are many different reasons for fair fight violations, the following examples try to provide an overview of typical causes. For example, fair fight problems may arise due to:
· Different environment representation: consider the situation where a river is represented only in one simulation participant preventing it from moving forward, whereas in another simulation system the same position can easily be passed. 

· Different object representation: for example, a house may not be represented in one simulation system allowing a tank to continue driving “through” that house as it is represented in another simulation system.
· Different definitions of capabilities for entities: for example, in one simulation, a tank may be able to pass narrow points with a width of 6m, whereas in another simulation system an entity of the same type may not pass the same bottleneck.

· Different computation of visibilities: for two entities in two different simulation systems that should be visible to each other, entity A sees entity B, but not vice versa.

· Different weapon effect computation: the same hit by the same ammunition at the same target causes different effects in two simulation systems, because different algorithms to calculate the weapon effects are used.

· Time management inconsistencies: for example, a tank in one simulation system is always shown an airplane at an “old” position, which makes aiming and firing at that plane virtually impossible.

· Different bandwidth in communication of simulation data: One simulation system may lose data packets with simulation data due to low communication bandwidth. Consequently, the resulting incomplete information about other entities or objects may lead to a disadvantage and thus to unfair fight.

As can be seen from the above examples, the root cause of a fair fight violation may be located in any of the LCIM levels: the last example given has its reason at Level 1 (technical interoperability), whereas for example using different algorithms for the calculation of weapon effects would be located in Level 4 (pragmatic interoperability).
2.3   Fair Fight and V&V

Although the reasons for fair fight violations may be located at any of the LCIM interoperability levels, the fair fight violations themselves have to be considered violations of pragmatic interoperability. Consequently, fair fight violations can only be detected at the pragmatic (or higher) level. However, the definitions of fair fight stated above always take into account the problem and application context. I.e., what may be fair fight in one distributed simulation experiment or application may not be fair fight in a different setting. This means that fair fight is required only to an extent such that the purpose of a specific distributed simulation experiment is not violated. As a consequence, in the course of V&V of a distributed simulation environment, requirements concerning fair fight behavior have to be defined at the pragmatic level, i.e. by describing behavioral aspects of the distributed simulation environment.

From the requirements definitions at the pragmatic level, validity requirements at the other (lower) levels have to be derived. Anyway, an important open question is, how can fair fight requirements be described in unambiguous and quantifiable way? In addition, mechanisms for testing a distributed simulation environment whether fair fight requirements are met, are still also subject of research.

3.0 
Service-based approaches 

3.1 Simulation Services for Reusability

The application of service-oriented approaches, respectively service-oriented architectures (SOA) in the modelling and simulation world is not a novel approach. Striving for reusability and component-based simulation, a number of research activities in this direction are reported. Examples in that direction include the works published in [2], [5], and [22]. A comprehensive overview of service-oriented simulation frameworks can be found in [26]. However, in these approaches, the proposed frameworks aim at increasing reusability of model components and not at increasing fair fight in distributed simulation environments. 
3.2 Simulation Services as Support Functions

A different approach to services in the context of distributed simulation can be found in the HLA (High Level Architecture for Distributed Simulation). Although one important goal for the development of the HLA has been to increase reusability and composability of distributed simulations, the HLA services as defined in the HLA Federate Interface Specification [15], are not the simulation components. HLA services provide functionality that is commonly used in distributed simulation models (structured along the lines of the well known service categories federation management, declaration management, object management, ownership management, time management, and data distribution management). These services rather serve as a support for simulation programmers as well as a common understanding for coupling existing simulation models than for increasing fair fight. 
3.3 Simulation Services in VIntEL: Increasing Fair Fight

In the context of the VIntEL-project (“Verteilte Integrierte Erprobungs-Landschaft”, engl. “Distributed Integrated Test Bed”) initiated and led by the German Federal Office of Defense Technology and Procurement (BWB, P1.3, Koblenz), increasing fair fight in distributed simulation environments is the driving force for introducing a service-based approach [18]. Consequently, the main issue in the service-based architecture is not to provide repositories for components that can be integrated in a newly composed distributed simulation model as services, including mechanisms for describing and finding appropriate services. The proposed architecture is supposed to serve as a framework for using a predefined set of services addressing a number of simulation computations and mechanisms that typically appear as sources for fair fight problems. Such services include (but are no restricted to) the following topics:
· Weapon effect service (WES): the effects of a hit at an entity are not computed by the entity itself, but by a service which is used by all participating simulation systems. Consequently, the same algorithms and levels of detail are used in calculating weapon effects. For example, a cause for unfair fight that was found in distributed simulation experiments was the observation that some entities took the rotational position of the target entity into account, whereas others did not. Unfair fight situation likes these can be avoided by using a common weapon effect service.
· Communication effect service: similar to the way different calculations of weapon effects can cause unfair fight situations, also different calculation of communication abilities may violate fair fight requirements. In order to support fair fight in the context of simulated communication abilities, a communication effect service (CES), calculating the probability of a radio connection between two geographical points, can be used which guarantees the use of equal algorithms, constraints and side effects in calculating the communication behaviour between entities.
· Geo-referenced environment, object and infrastructure service (GOIS): using a common service to provide initial synthetic environment al data as well as dynamic updates of this data (such as changes in the represented objects or changing weather) supports fair fight by providing equal environmental constraints and conditions to all participants.
Similar to the services described above, also other physical sub-models that are used for the calculation of behavioural aspects of participating entities could be “outsourced” from the entities models and provided as services. For example, line-of-sight computation may be outsourced into a dedicated service.
The service-based architecture proposed in [18] uses a number of different busses for connecting the components of the distributed simulation: a simulation bus to connect the simulation systems (e.g. based on HLA), a service bus for providing the services, a data bus for transmission of high volume data (e.g. geo-referenced data or radio communication data), and one or more tactical busses to integrate C2-systems (e.g. MIP or Link). Figure 2 depicts a sketch of the service-based VIntEL-architecture. A detailed description of the architecture including a short report about experimental results is given in [18].
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Figure 2: Service-based architecture for distributed simulation used in the VIntEL-project
(figure taken from [18]).
3.4 Need for Conceptual Interoperability

Although service-based approaches, as described in the previous section, can contribute to the reduction of fair fight violations, they do not guarantee the absence of unfair fight problems. Considering and comparing the types of simulation services provided e.g. by the HLA to the types of services employed in the VIntEL-project, we observe that the HLA services are located at level 2 (syntactic interoperability) of the LCIM interoperability categorization. Consequently, using such services leaves a wide open space for fair fight violations in the higher LCIM levels (as described in the previous section).

However, even the use of a service-based architecture including services like the weapon effect service or a communication effect service cannot prevent fair fight violations on their own. There are two reasons for this observation:

· Using services in the context of potential fair fight problems (like for example WES or CES) is always restricted to known unfair fight causes. A more detailed discussion how fair fight issues can be dealt with in the context of a meta-process for distributes simulation development is discussed in Section 5.

· Even within the respective context (e.g. weapon effects), a corresponding service will only provide a (semantically agreed upon) reply to a service call. In other words, these services support semantic interoperability. However, the consequences of such a reply in the calling simulation entity may vary between different federates. I.e., what is done with the data supplied by a service is subject to pragmatic interoperability (see Figure 3). 

Consequently, although well-chosen services in a service-based architecture as introduced in the VIntEL-project may significantly reduce the number of fair fight violations, in order to take into account the pragmatic, dynamic, and conceptual LCIM levels, a common well-documented conceptual model of the overall distributed simulation environment is required. Only at the higher LCIM levels, agreements between simulation sub-models exist that define the behaviour driven by service replies.

A development process based on approaches like the Distributed Simulation Engineering and Execution Process (DSEEP) [11], tailored for the specific needs of VIntEL-project – called VEVA – is described in the next section.
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Figure 3: Service-based approaches and the LCIM (figure modified from [23]).

4.0 
integration of fair fight treatment in VEVA

As fair fight is considered being a subset of pragmatic interoperability, it may not be achieved with technical or architectural measures alone. Systems engineering processes like the Distributed Simulation Engineering and Execution Process (DSEEP) [11] provide guidance for planning, developing and executing a distributed simulation. As the DSEEP is a high-level framework, it does not treat fair fight aspects in detail and also needs to be adapted to individual applications. The VEVA procedure model (“Vorgehensmodell für den Einsatz der VIntEL-Architektur”, engl. “Procedure model for application of the VIntEL-architecture”) is the German approach towards operationalizing the DSEEP. Besides providing a very detailed, yet tailorable, procedure model which tries to guide the users as much as possible, the VEVA features a tight integration of fair fight issues.

A comprehensive overview of the VEVA is given in [19] and [21], a detailed comparison of the DSEEP and the VEVA is given in [20]. Figure 4 illustrates the phases defined by the VEVA, as well as the Documentation and the Products to be developed during the process.

Fair fight is addressed in several phases of the VEVA:

· In phase 1 (“Goal Definition“) the user or Subject Matter Expert (SME) has to specify the objectives of the simulation environments as well as requirements regarding validity and fair fight. These requirements will typically be stated in terms the user or SME is familiar with (e.g. military terms). Both objectives and fair fight requirements form the basis for all subsequent phases and all V&V-activities.
· In phase 3 (“System-Dependent Planning”) the actual simulation systems have to be selected and the data exchange model (e.g. FOM if HLA is used) has to be developed. Once the simulation environment has been designed the next step within this phase is the Feasibility Check. The aim of the feasibility check is to carry out an explicit Verification and Validation (V&V), particularly focusing on fair fight aspects, at an early time. Once all participating systems are selected and the data exchange model (including aspects like communication and interaction of objects) is developed, the fair fight and validity requirements specified in phase 1 may be verified for the first time.
· Phase 4 (“Execution Preparation”) deals with setting up the simulation environment and integrating all participating systems. An essential part of integration and test activities is to identify possible problems (e.g. regarding interoperability and fair fight) and sort them out before executing the simulation environment.
· During simulation execution (phase 5) all simulation runs are monitored and possible problems and fair fight violations are recorded. Although most problems should have been identified during integration and test, in practice many (if not most) problems are identified during execution. Obvious disadvantages of identifying errors this late are delays in the simulation execution and usually limited possibilities for corrective measures. Recording problems and fair fight violations is therefore oftentimes the only possible option and of high importance for correct interpretation of the simulation results.

· Phase 6 (“Analysis”) contains an activity “Plausibility Check” which is specifically dedicated to analysing the simulation results to find out whether the data are suitable for analysis and interpretation. This includes determining whether logical relationships have been portrayed correctly in the simulation environment (and, as a consequence, in the simulation runs) as well as identifying obvious mistakes and violations of quality standards. Also, any problems observed during the simulation execution have to be analysed and possible fair fight violations identified. The results of the plausibility check have then to be taken into account during analysis and evaluation of the simulation results.
· In Phase 7 (“Follow-Up”) fair fight problems identified during the course of the whole process are to be documented as well as possible solutions. The key idea is to generate and constantly update a body of knowledge regarding fair fight (observed fair fight violations, identified reasons for these violations and possible solutions).
As mentioned before, fair fight cannot be achieved by technical measures only. Yet, it is also not possible to achieve fair fight by “just” using a systems engineering process. The VEVA tries to improve fair fight by two means: First, by specifying dedicated fair fight activities to make sure the user or SME provides the necessary information for achieving fair fight and related validation activities. Secondly, and probably even more important, the VEVA aims at creating a body of knowledge regarding fair fight. This “fair fight database” contains observed fair fight violations, identified reasons for these violations and possible solutions. 

5.0  
meta process for fair fight reduction

Observations in many distributed simulation experiments have shown that numerous sources for fair fight violations can be located at every LCIM level. The procedure model described in Section 4 tries to check for fair fight violations and their sources as early as possible, notably in phase 3 (system dependent planning) and phase 4 (execution preparation) of the development and use of a distributed simulation environment. In phase 3, selected participating systems are checked against fair fight requirements defined in phase 1 of the VEVA. In phase 4, a major focus of integration and testing activities is on identifying possible fair fight problems in order to solve them before executing the complete distributed simulation environment. 

In order to systemize and structure such V&V activities, a categorization including a list of known fair fight problems and their sources has been collected [8]. Using the experiences of many experiments, reports about fair fight violations, as well as expert knowledge acquired in numerous interviews, this list was generated as a starting point for a living document that can be used in VEVA phases 3 and 4. However, due to the complexity of distributed simulation and the dynamic progress in the field, no such list can claim to be complete. In order to get input for this dynamic fair-fight-related knowledge collection, an important issue in phase 5 (simulation execution) of the VEVA is to monitor all simulation runs and to record identified fair fight violations. Phase 7 (follow up) in VEVA includes the task of documenting and reporting identified fair fight problems, reasons for fair fight violations, as well as possible solutions or work-arounds. A standardized report form for that purpose is described in [8].

6.0  
summary and conclusions

In order to obtain high-quality and useful results in distributed simulation experiments, fair fight between participating simulation systems and components is an important factor. Fair fight has been identified to be a special issue in the domain of verification and validation (V&V). In the context of the VIntEL-project (see [7] and [8]), we have identified many typical reasons for fair fight violations and mapped these reasons to the levels in the well-known Levels of Conceptual Interoperability Model (LCIM) [23], [25]. As part of the VIntEL-project, a service-based architecture for distributed simulation environments (including coupling of live and C2 systems) has been developed [18]. The aim of that architecture is not primarily the use of services in order to allow (e.g. a grid-based) composition of simulation models using existing model components; the proposed architecture uses services to reduce unfair fight situations with a focus on such simulation aspects that are well-known and typical sources for fair fight violations (e.g. weapon effects, communication abilities). 
However, although unified service-based computation and provision of such simulation aspects may reduce the number of fair fight violations, it cannot guarantee fair fight. In fact, as fair fight requirements can only be defined at the pragmatic or higher LCIM levels, fair fight must be dealt with at the conceptual level. I.e. in order to obtain fair fight, a well-documented overall conceptual model is required. Consequently, within the VIntEL-project, a procedure model, tailoring the DSEEP (Distributed Simulation Engineering and Execution Process) [11] to the needs of the VIntEL approach has been proposed [19], [20], [21]. VEVA integrates many activities in order to reduce fair fight problems. Documenting and collecting identified fair fight problems and possible solutions accompanies the VEVA process, allowing for a dynamic and “learning” knowledge base that can be used in VEVA phases in order to avoid fair fight problems already during the design and preparation of a distributed simulation environment.
The feasibility of the proposed approaches has already been shown in first experiments [18], [19]. However, collecting more practical experiences is subject to ongoing research. Since fair fight violations are not always obvious during a distributed simulation run, future research may also be done in the direction of finding V&V tools assisting in the systematic identification of fair fight violations.
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Figure 4: Phases, Documentation and Products of VEVA








RTO-MP-MSG-087
10 - 1
10 - 2
RTO-MP-MSG-087
RTO-MP-MSG-087
10 - 3

