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Abstract

The use of war gaming and other emerging technologies has become a standard practice for military training applications. Depending on the training goals, different approaches are available: virtual entity-level simulations that implement high fidelity physical models in small scale exercises for tactical training, or constructive aggregated simulations that implement macroscopic models in large scale exercises for strategic command-staff training. The emergence of standards such as HLA makes it possible to simultaneously use both approaches. Such inter-operability can be achieved by connecting an aggregated simulation to an entity-level simulation using dynamic unit control based on the position and status of the virtual units.

Using COTS simulation products, MASA Sword from MASA Group and VR-Forces from VT MAK Technologies, a proof of concept was prepared. The simulations were connected through HLA 15.16e using the RPR FOM 1.0. A terrain database was created from geographical data using Terratools, a terrain generation tool from Terrasim, which ensured terrain correlation among the two environments.

1.0 Introduction

The evolution of open standards in the Modeling & Simulation (M&S) industry, as well as efforts from suppliers of M&S products that provide open interoperable Commercial Off-The-Shelf (COTS) tools targeting specific functional needs, gives end-users of training solutions the ability to use a variety of systems in a revolutionary way. By selecting COTS products corresponding to their explicit needs and integrating them into an open infrastructure, defense training organizations are able to reduce costs and gain technical control of their environments along with the added benefit of modernizing their solutions with shorter time cycles. This opens up unique ways of connecting together distributed training environments, resulting in increased efficiency and realism. Initiatives have already begun from the defense industry linking different training tools such as Command and Control (C2) systems, exercise management solutions, live- virtual- and constructive- simulation solutions into training federates.

In the past, MASA Group has experienced product to product specific integrations, heavily leveraging open standards when possible. However, the reach of these standards had been very limited and specific integration developments were always required. Nowadays, MASA Group is strongly pushing an open standards approach that allows the integration of different products from several domains in the defense training industry using interoperability standards and open product’s APIs when needed. MASA Group is also active in different standard initiatives working on the evolution of market standards. The solution presented in this paper is just an example and is only one of several potential multi-systems integrations.
2.0 Live, Virtual, Constructive and C2 Aspects

The issues in integrated Live, Virtual and Constructive (LVC) training environments are numerous; some of them are currently being addressed in the industry. The most important ones are coherency, disaggregation/aggregation and interaction between the different environments as well as the different levels of information. Modern C2 systems are able to handle the interactions on a command level between the different environments in a transparent way. Viewer applications based on web mapping services are becoming a commodity when several C2 systems are used on different levels in the training environment. Viewers provide a Common Operational Picture (COP) of available information to the training audience. The use of C2 systems integrated with aggregated simulation systems for training purposes is becoming more frequent. This allows the immersion of the trainee within their operational environment by allowing stimulation of their C2 systems. The results of this stimulation can be seen in real or accelerated time. 
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Figure 1: WWW mapping viewer, different C2 systems with 
Live-, Virtual- and Constructive- training solutions.

2.1
Virtual and Constructive Simulations

The computing platforms used for Virtual and Constructive environments are continually becoming more robust in terms of the potential number of calculations per second. For Virtual simulations the additional computing power is mainly used to increase rendering quality of the environment. In Constructive simulations the focus is on increasing the ground area support, the number of simulated entities and the amount of information assigned to entities. Higher fidelity information about the simulated entities, down to lower levels of the simulated forces, makes it possible to handle coherence and interaction between aggregated units and virtual entities.

Both environments are specialized on specific parts of the simulated environment. The fact that they are both operating in IT based environment makes it very logical to link them together. There are many benefits of linking aggregate and entity level simulations. It provides an appropriate way to model scenarios, including a large amount of platforms and weapon systems, as well as to support training and operational analysis for higher command echelons at reasonable cost. It also provides the possibility to get a detailed view of specific parts of an engagement area. It additionally provides a broader context of a conflict scenario that is conducted for individual units and troops. 

Virtual simulation environments are not only providing better graphical realism, but also ease of use in the creation of complete solutions that can be integrated into complex simulation environments. Constructive simulation products with an aggregated approach do provide solutions integrating Artificial Intelligence (AI) and general, adaptable, behavior-, doctrine- and materials- content aiming to reduce the total cost of ownership (TOC, including the system acquisition, launch and deployment phases).

2.2
C2 – Simulation Interconnections
The use of C2 systems with automated AI behavior-controlled simulation systems has several potential applications. The Simulation systems can stimulate the C2 system by providing data that simulates training. The information provided will appear as it has been received from peer C2 systems. A simulated COP is created based on a simulation scenario. Another application is Course-Of-Action (COA) analysis or mission planning where the simulation provides the C2 operator with operational decision support by executing 'what-if' scenarios. A major advantage of using automated AI behavior-controlled simulations as a tool for stimulation of C2 system – as opposed to using real players-, is that the simulation has a doctrine-compliant behavior not controlled by operators that could quickly learn how to manipulate the system to influence the outcome of the training exercise.

2.3
Interoperability

Interoperability between different training systems can be measured by the degree to which entities are able to co-operate in attaining a common goal. A commonly used form of interoperability is “information interoperability”, since it offers ideal connectivity between systems while preserving maximum independence. Systems that have information interoperability have the capability of automatically exchanging and interpreting common information. The objective of using information interoperability is that systems are able to automatically exchange structured information (data models) to be processed in the interoperable common solution. Each of the system in the common solution handles specific tasks in a distributed model. They can complete each other tasks, be taken away or be replaced by others if they don’t fulfill the specific needs for the overall solution.
2.4
High Level Architecture (HLA)

The High Level Architecture (HLA) standard is designed for the reuse and interoperation of simulation systems. One important premise of HLA is that no single simulation system can satisfy the requirements of all use cases and users. Each individual simulation or the combination of simulations developed for one specific purpose can be applied to another application under the “HLA federation” concept. Ideally, this is a set of distributed components that can be reused contributing with capabilities from different simulators. This approach is reducing the cost and time needed to create a new simulated environment for a specific purpose and also the cost and time needed to modernize and upgrade existing simulators. HLA provides the specification of a common technical architecture across Virtual, Constructive and Live simulation systems with a structural basis for interoperability.

3.0 the Multi resolution model

Using COTS simulation products, MASA Sword from MASA Group and VR-Forces from MAK Technologies, a proof of concept was prepared. The simulations were connected through HLA 15.16e using the RPR FOM 1.0. A terrain database was created from geographical data using Terratools, a terrain generation tool from Terrasim, which ensured terrain coherence among the two environments. From the aggregated constructive simulation perspective, a specific zone of the terrain was defined as a “disaggregation area” (Figure 2). When a unit enters the area, the aggregated simulation (MASA Sword) gives the entity-level simulation (VR-Forces) an order to create the entities contained in the aggregated unit (through an API). Multiple levels of resolution are supported by the aggregated simulation so that detailed information about the entities at specific levels exists before the disaggregation. E.g., information like state of damage, level of supplies, and the last order given from the aggregated constructive simulation are transferred to these entities. The last given order is taken over by the virtual environment and it continues to perform it as long as no other orders are given. If the disaggregated entities share the same physical location at a given initial control-handover time (t0), then they are dispatched as they start moving in the virtual entity-level simulation using anti-collision and movement algorithms. The status of the entities is up to date at all times in both environments through the HLA connection. When the “center of gravity”of the entities leaves the disaggregation area, entities are removed from the virtual entity-level simulation and handed back to the aggregated simulation.
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Figure 2: Disaggregation area in Sword.
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	Figure 3: 2D view of the disaggregation 
area in VR-Forces.
	Figure 4: 3D view in VR-Forces.


3.1
Automation

One important component in the model is to have, as much as possible, an AI based automated behavior on the units and entities in the simulation. Thanks to this, many of the tasks that previously required operators to control them have been automated and the units behave based on doctrinal models taking into consideration terrain, motivations, material constraints and environment. Orders given on higher levels can be dispatched and performed automatically on lower levels. In this proof of concept the transfer of orders between constructive and virtual entities is achieved, but there is no implementation of AI in the virtual environment so entities need to be manually controlled when they are handled by the entity-level simulation.

3.2
Coherency

Important coherency issues were overcome in this proof of concept firstly by using a terrain generation tool prepared to ensure coherency. Further time, position and combat result correlation is achieved through the handover mechanism between the environments and the simultaneous update of the status of entities in both environments through the HLA connection.

3.3
Disaggregation / Aggregation

The support of multiple levels of resolution in the constructive simulation environment secures the conformity of the process: aggregated unit to disaggregated unit and back to aggregated unit. Additional layers of information could be used in the process to improve the quality of disaggregation as doctrinal layers, historical events, environment, internal and external operations.

3.4
Interaction

The interaction between aggregated and disaggregated entities that could occur between the defined zones was not an aspect that was included in the current experimentation. In the context of an operational implementation, these considerations would have to be addressed in order to avoid disaggregation of entities that don’t have interactions with each other, even if they are in the disaggregation zone. This avoids unnecessary calculations for the system.
4.0 RESULT

The integration was successfully and smoothly implemented through the use of COTS products, standard interoperability protocols, and open APIs. This proof of concept demonstrates the feasibility of having an entity-level simulation that renders a specific part of the battlefield with detailed 3D terrains and physical models without creating inconsistencies or disturbing the workflow. Multi-resolution simulation models can therefore become a powerful training tool: aggregated constructive simulations allow training of higher-level command staff on processes and decision-making, whereas the use of entity-level simulations makes it possible for commanders to focus on part of the battlefield and display high-fidelity data (such as UAV sensor technologies for example).

4.1
Potential Next Steps and Future Work
An interesting improvement to the current experimentation would be to implement advanced AI into all levels of the simulation system (such as the entity-level simulation). The virtual simulation COTS product used in the model above has already a AI simple model, but integrating with systems similar to the one used in the constructive simulation solution would open up more ways to increase realism in these multi- resolution based simulations that could automatically transfer orders among the different resolution levels. This would also take away tedious tasks for scenario operators and drastically reduce the manpower needed to run training sessions.

Other potential steps would imply using better disaggregation algorithms as well as handling interactions between units inside and outside of disaggregation areas.

5.0 CONclusion

The current work confirms the thesis that modern simulation COTS products built through the use of existing and upcoming interoperability standards can communicate in an efficient and realistic manner. This opens up a whole new set of possibilities of using best-of-breed technologies to address the different needs of a broad and large training audience (ground, navy, air, civil, law, medical, humanitarian aspects, …) at different levels (division, brigade, battalion, company, country, city, village, …).

The disaggregation is becoming much more feasible with improvements to simulation tools that are well designed and share common standards. The use of these types of integrations is encouraging and provides a broader perspective for joint operations and geographically unconstrained exercises. A master “display only” tool in an aggregated simulation could merge all the information and display the widest battlefield including multiple separate virtual players or live battlefields.
5.1
Other COTS Products

In the current work, VR Forces and MASA Sword were used as specific virtual and constructive entity level simulation COTS product. The model could be reproduced with other interoperable virtual (entity-level) and constructive solutions widely available on the market (such as JTLS, Stage from Presagis, VBS2 from Bohemia Interactive, …).

5.2
Standards and Cloud Computing (Distributed Simulation)

In this model product specific APIs are used to handle some parts of the interactions. Different standard organizations are working to specify structured data models with the objective of facilitating the interaction between diverse training environments. The ultimate objective is to make all training systems accessible in a “cloud computing” environment, providing the possibility of selecting and combining the available systems to easily set up a specific training configuration. This being said, the concept also makes it possible for training organizations to include additional systems and replace redundant systems to upgrade an overall training solution continuously using state-of-the-art technologies without forcing end-users to drastically and completely change complete training systems all at once.
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