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Abstract

In cases of an accidental overexposure to ionizing radiation, it is essential to estimate the dose. For this purpose biological dosimetry can be performed to confirm, complement or even replace physical dosimetry when this could be not informative. The most validated biodosimetry techniques for dose estimation are dicentric chromosome assay (DCA) as gold standard and cytokinesis – block micronucleus assay (CBMN assay). However both assays are time consuming and require skilled scorers. In case of large-scale accidents, the triage approach for visual screening and the automation scoring are used to increase cytogenetic analysis capabilities. Both these strategies require less time for estimation but are not always accurate. In this study we compared the accuracy of triage mode dose assessment for DCA and CBMN in manual vs. automatic scoring. For dose estimation by DCA in five blind samples irradiated up to 2.6Gy of X-ray, we analysed a number of metaphases ranging from 20 to 50 for visual scoring and ranging from 20 to 500 metaphases for automatic scoring. Besides we adopted another scoring approach (semi automatic mode) using an automatic finding module for metaphases search and then a visual identification of aberrations. For DCA triage visual scoring mode and semi automatic scoring mode only complete metaphases with 46 centromeres were included in the analysis. For dose estimations of the same ten blind samples by CBMN assay we analysed binucleated cells ranging from 100 to 2,000 for manual and automatic scoring. In this assay a semi automatic scoring was also adopted by the validation of the CBMN automatic results by an operator. The DCA and CBMN results were analysed considering the accuracy of dose estimation versus the clinical relevance for each scoring approach. Furthermore, an intra-assay comparison was performed to elucidate the power of dose discrimination between DCA and CBMN to identify the better approach in case of mass casualty accident.

1.0
Introduction
A potential proliferation of accidental hazards linked to ionizing radiation is currently being observed for a wide range of reasons: the increase of radiation sources for industrial use (food sterilization, engineering, etc.); the advances in medicine and more efficient diagnostic and therapeutic tools that can increase the risk of accidental overexposure; the possibility of a terrorist attack using radiological or nuclear devices; and eventually the recent events in Fukushima highlight the risks of exposure in the case of nuclear power plant accidents. All these different scenarios could lead to an accidental exposure from one to several thousand individuals without dosimeters. Thus, it is essential to estimate the exposure level of victims. Nowadays, this evaluation is based on clinical elements (mainly irradiation symptoms and haematological parameters) supplemented with biological dosimetry and physical dose reconstruction. Biological dosimetry is especially important when the personal dosimeter is absent or when accidental circumstances are unclear. All these factors should address the medical management either for short term and long-term medical follow-up, if required.

One of primary goals of biodosimetry is to reduce the time required for dose assessment especially in case of large-scale radiological/nuclear event. To achieve this result triage dose assessment and automated scoring are useful strategies. At present, DCA is the only recognised technique that provides sensitive and robust biological dose estimate and has been extensively used for accidental overexposures for many years [1-6]. Although the DCA is very specific to radiation damage and has a low, stable background, its main limitations are the extensive time and expertise required to perform the scoring. Traditionally, 500-1,000 metaphase spreads are analysed for each sample to provide sensitive (detection limit of 0.15-0.20Gy) and accurate biological dose estimates where only a small number of individuals are involved. However, this assay is extremely labour intensive and time consuming, requiring several days for analysis of a single sample. In case of a large-scale radiological event, where potentially thousands of individuals may be exposed to radiation, biological dosimetry using the conventional DCA is not feasible. In a mass casualty event, it is generally agreed that only those individuals receiving a whole-body equivalent dose of 1.5Gy would require a medical intervention [7]. In order to achieve that level of sensitivity, scoring only 50 metaphase spreads (or 30 dicentrics) would be required [8]. However, using such an approach would still only allow a modest increase in daily throughput using highly skilled operators. One proposed high-throughput alternative to the DCA is the cytokinesis-block micronucleus (CBMN) assay. Similar to the DCA, the CBMN assay measures damage to the chromosomes (e.g. clastogenic damage); however, a slightly different culturing procedure and scoring technique is applied. Unlike the DCA, the CBMN assay is subject to variation in the background level of micronuclei (MN) in lymphocytes among unexposed subjects due to a variety of factors including: age, gender, smoking and diet [9-11]. However, at clinically relevant doses of ionising radiation (1.5Gy), the CBMN assay may be sufficiently sensitive to discriminate between exposed individuals and those with elevated background levels of MN. In fact, this assay has proved to be effective in estimating unknown doses in several accidental overexposures with results in good agreement with DCA [2, 6, 12]. A recent study has demonstrated that the scoring of only 200 binucleated cells is a sensitive and reliable technique for rapid identification of individuals that have received clinically relevant doses, demonstrating the useful deployment of a triage version of the CBMN assay as an initial screening tool in a large-scale radiological emergency [13]. The second strategy is the automation of dicentrics and micronuclei scoring using image analysis software. For automated dicentric scoring one thousand metaphases can be analysed for triage in 1 hour and 3000 for individual dosimetry in 3 hours, with a 3-fold reduction in analysis time. For triage the automatic detection of dicentrics has been validated for the Senegal accident (2006). The authors showed that use of this methodology for large population dose estimation, can replace the usual manual scoring of both the 50 and 500 metaphases scoring methods [14]. Compared to DCA, which is the standard technique for biological dosimetry [15], the easy and rapid scoring of MN makes this method very attractive for automation. Several algorithms for automated image analysis of the CBMN assay were already developed [16-17]. These systems however showed limitations such as a relative high inaccuracy in classification of the BN cells. More recently, new and improved automated image analysis systems for the CBMN assay have been developed [18-20].

2.0
Materials and methods
2.1
Blood Samples Irradiation and Culture
Blood and irradiations were performed at Bundeswehr Institute of Radiobiology (Germany) and provided us for a recent NATO inter-laboratory/inter-assay exercise for whole body dose assessment after X-rays exposure. Briefly, blood was obtained from a healthy volunteer and splitted in 2ml aliquots into heparinized vacutainer vials. Blood samples were irradiated immediately at approximately 37°C using single doses of X-rays with a mean photon energy of 100 keV (240 kV accelerating potential, maximum photon energy: 240 keV; X-rays tube type MB 350/1 in Isovolt 320/10 protection box; Agfa NDT Pantak Seifert GmbH & Co.KG, Ahrensburg Germany) filtered with 7.0 mm Beryllium and a 2.0 mm Aluminium layer. The absorbed dose was measured using a duplex dosimeter (PTW, Freiburg, Germany). The dose-rate was approximately 1Gy min-1 at 13 mA.  The samples were incubated for 2 h at 37°C after irradiation and shipped samples at room temperature according to United Nation Regulation 650. For dose-effect calibration curves the blood was unirradiated and irradiated at 0.25-0.5-0.75-1-2-3-4Gy. For dose estimation purpose 5 doses were used in a coded sample way. 

Each blood sample was cultured in triplicate in 10ml total volume. For DCA 0.6/0.7ml of whole blood were added to RPMI 1640 (Gibco) medium supplemented with 10% foetal calf serum, 0.2ml phytohemagglutinin (PHA) and 1% L-glutamine and 1% penicillin/streptomycin (Gibco). After 45h of culture at 37°C, 0.2ml of colcemid (Kariomax, Gibco) were added and the cultures were leaved for other 3h at 37°C. For CBMN 300μl of whole blood were added to RPMI 1640 (Gibco) medium supplemented with 10% foetal calf serum, 75μl phytohemagglutinin (PHA), 1% L-glutamine and 1% penicillin/streptomycin (Gibco). After 44h of culture at 37°C, 100μl of cytochalasin B (6µg/ml final, Sigma) were added and the cultures were leaved for other 28h at 37°C.

2.2
Metaphases and CBMN Fixation Procedure
DCA. At the end of culture time the blood cell suspensions were transferred in 15ml conical tube and centrifuged 10’ at 1300 RPM. After discharge of the supernatant, 10ml of prewarmed hypotonic solution (KCl, 75mM) were added at each tube, resuspended and leaved for 20’at 37°C. At the end of incubation time 1.5ml of precooled at -20°C fixative solution (3:1 Methanol: Glacial acetic acid) were added, the cell mixture was resuspended and centrifuged 10’ at 1300 RPM. After discharge of supernatant 10ml of precooled fresh fixative solution were added at each tube and centrifuged 10’ at 1300 RPM. This final step was repeated for at least other 4 times.

CBMN. At the end of culture time the blood cell suspensions were transferred in 15ml conical tube and centrifuged 10’ at 1000 RPM. After discharge of the supernatant and suspension of pellet on vortex, 5ml of prewarmed hypotonic solution (KCl, 75mM) were added at each tube for al least 3’. After suspension 400μl of first fixative solution (3:5 Methanol: Acetic acid) were added, resuspended by manual reversal and immediately centrifuged 10’ at 1000 RPM. After discharge of the supernatant the pellet was resuspended and 5ml of second fixative solution (5:1 Methanol: Acetic acid) were added to each tube, resuspended by manual reversal and centrifuged 10’ at 1000 RPM. The last steps were repeated once again.

2.3
Slide Preparation, Staining and Scoring
For DCA the cell suspension was spotted into coded clean glass slide and air-dried at room temperature. After checking the metaphase spreading at microscope the slides were stained by immersion in HCl solution (1:1 37% HCl:distilled water) for 50’’ and immediately in Giemsa solution (10% Giemsa in distilled water) for 10’. The slides air-dried were mounted with coverslips using Eukitt mounting medium. For scoring of aberration three experienced scorer were employed. Scorer 1 used a semiautomatic mode by automated metaphases search module MSearch Metafer4 (Metasystems, Germany) and relocation on screen visualization or, if metaphase was not definite, under microscope at 63X magnification for study of chromosomal aberrations. Scorers 2 and 3 used a total manual search of metaphases at 10X magnification and aberration study at 100X magnification. All scorers considered only metaphases with 46 centromeres and dicentric chromosomes, excess acentric fragments, centring rings and other chromosomal aberration were recorded in a data sheet in agreement with [21]. The automated scoring was performed with DCScore software Metafer4 (Metasystems, Germany). The software identified as chromosomes all objects corresponding to the form and size of benchmarks and tried to detect dicentrics among them [14].
For CBMN the cell suspension was spotted into coded clean cold glass slides and hood dried at room temperature. For manual scoring the slides were stained in 3% Sorenens’ buffer-1% Giemsa in distilled water and after drying were mounted with coverslips using Eukitt mounting medium. For automated scoring the slides were stained with DAPI (4',6-diamidino-2-phenylindole) and mounted with a coverslip sealed with nail polish. For manual and automated scoring the same scorer was employed. The manual scoring was performed in agreement with HUMN project [22]. The automated scoring was performed with MNScore software Metafer4 (Metasystems, Germany) [19].

2.4
Dose Estimates
The dose estimates were carried out using the Dose Estimate software kindly provided from Dr Ainsbury (Health Protection Agency, UK). The manual calibration curves used in this work were previously elaborated and correspond for DCA:

Y= 0.0003(±0.0002) + 0.0633(±0.0079)D + 0.0895(± 0.0038)D2;

for CBMN:

Y= 0.0037(±0.0030) + 0.0927(±0.0156)D + 0.0600(±0.0058)D2.

Dose estimations were considered accepted if were included into the uncertainty interval of ±0.5Gy of physical dose. The used physical doses were splitted into classes of medical risk: <1Gy (no or minor exposure), 1-2Gy interval (long term surveillance) and 2-4Gy interval (treatment urgently needed, low mortality with suitable treatment).
2.4
Statistical Analyses
The dose-effect relationship was determined for dicentric chromosome and binucleated cells analysed in automated mode fitted with a linear-quadratic method of maximum likelihood using the Dose Estimate software kindly provided from Dr Ainsbury (Health Protection Agency, UK). The u test of the goodness of fit was used to evaluate the yield of dicentrics with dose for Poisson distribution [23]; if the u value is included between ±1.96 the aberrations are Poisson distributed. The dose accuracy between each estimate was evaluated by calculating the variance as the sum of the squares of the difference between dose estimates and physical doses divided the number of estimations. Linear regression was performed to assess the power of discrimination between DCA and CBMN in manual and automated mode.

3.0
results

3.1
Automated Calibration Curve  

To determine the dose estimations in automated mode we established the standard calibration curve for DCA and CBMN. In table 1a are reported the results of automated scoring of DCA. At background level were observed 2 dicentrics in 5136 metaphases analysed that correspond to a frequency of about 0.4 dicentrics per 1,000 metaphases. After radiation exposure ranging from 0.25 to 4Gy a total of 539 dicentrics were observed in 11,564 metaphases scored. The trend of dicentrics frequency increased with dose ranging from 0.008 at 0.25Gy to 0.271 at 4Gy exposure of X-rays. In table 1b are reported the distribution, the u-value and the dispersion factor of dicentric chromosome. The cell containing dicentrics increase with absorbed dose and the distribution follows the Poisson distribution with u-values between ±1.96. Figure 1 shows the new DCA automated dose-effect calibration curve compared to the manual calibration curve (for more details see the paper n°21). The automated dose-effect curve was analysed for 
goodness of fit with linear-quadratic model y=C+αD+βD2 and the p value for coefficient α and β was also 
calculated. A weighted chi squared of 3.79 was observed with 5 degree of freedom that resulted in a p value of 0.58. The z-test for alpha and beta coefficient of dose-effect curve returned a p<0.01. The following equation derived: Y=0.0004(±0.0003) + 0.0186(±0.0030)D + 0.0131(±0.0016)D2.
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In table 2a are reported the results without validation of automated CBMN. At background level 19 micronuclei in 5,057 binucleated cells analysed were observed that correspond to a frequency of about 0.4 micronuclei per 1,000 binucleated cells. After radiation exposure ranging from 0.25 to 4Gy a total of 1,993 micronuclei were observed in 19,656 binucleated cells scored. The trend of micronuclei frequency increased with dose ranging from 0.038 at 0.25Gy to 0.676 at 4Gy exposure of X-rays. In table 2b are reported the results of automated validated by an operator of CBMN. At background level 45 micronuclei in 4,984 binucleated cells analysed were observed that correspond to a frequency of about 0.9 micronuclei per 1,000 binucleated cells. After radiation exposure ranging from 0.25 to 4Gy a total of 3,094 micronuclei were observed in 19216 binucleated cells scored. Trend of micronuclei frequency increased with dose ranging from 0.028 at 0.25Gy to 1.23 at 4Gy exposure of X-rays. Figure 2 shows the CBMN automated dose-effect calibration curve with and without validation. The CBMN automated dose-effect curves were analysed for goodness of fit with linear-quadratic model y=C+αD+βD2 and the p value for coefficient α and β was also calculated. For dose-effect curve without validation a weighted chi squared of 141.4 was observed with 5 degree of freedom that resulted in a p value <0.0001. The z-test for alpha and beta coefficient of dose-effect curve returned a p=0.0546 and p=0.0498 respectively. The following equation was derived: Y=0.0055(±0.0053) + 0.0622(±0.0249)D + 0.0337(±0.0131)D2. For dose-effect curve after validation a weighted chi squared of 42.72 was observed with 5 degree of freedom that resulted in a p value <0.0001. The z-test for alpha and beta coefficient of dose-effect curve returned a p=0.0048 and p<0.001 respectively. The following equation was derived: Y=0.0078(±0.0035) + 0.0817(±0.0169)D + 0.0670(±0.0094)D2.
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3.2
Manual Triage Dose Estimation 
The dose estimates were performed in triage manual mode for DCA ranging from 20 to 50 cells and for CBMN raging from 100 to 2,000 binucleated cells in blind samples irradiated with unknown doses. In the table 3a are reported the DCA dose estimations. For each physical dose 10 estimations were performed for each subset of cells scored. The variance decreased with the increase of the number of cell analysed at each dose. Using the uncertainty interval of ±0.5Gy all estimations at 50 cells were considered accepted. Excluding the 1.4Gy exposure sample all estimations were acceptable just after 30 cells analysed. Splitting the physical doses into different classes of medical risk we have observed a 75-95% of discrimination for the two <1Gy doses, an 80% for dose between 1-2Gy and an 80-90% of discrimination for doses ≥2Gy (table 3b).

In the table 4a are reported the CBMN dose estimates. Also in this case the variance decreased with the increase of the number of cell analysed at each dose. Using the uncertainty interval of ±0.5Gy accepted for DCA triage assay all estimations were considered accepted just at 100 binucleated cells scored. Splitting the physical doses into different classes of medical risk we observed a 100% of discrimination for all subset of binucleated cells scored except for one sample that fails for 0.2Gy (table 4b).

[image: image9.png]Based on % 0.5Gy
uncertainty interval

Physical Dose 0.1 Gy Variance Accepted Not accepted
20cells 00 00 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.00 10 0
30cells 00 00 00 00 00 0.0 0.0 0.0 03 0.0 0.01 10

0
40cells 00 00 0.0 0.0 0.0 03 0.0 0.0 03 0.0 0.01 10 0
50cells 00 00 00 00 00 02 0.0 0.0 02 0.0 0.01 10 0





[image: image10.png]Physical Dose 0.7Gy

Variance Accepted

Not accepted

20cells 0.8 05 14 00 1.0 0.0 08 1.0 1.0 1.5 0.23 6 4
30cels 09 03 12 03 09 03 06 0.8 09 1.2 0.10 10 0
40cells 08 03 1.0 08 09 05 05 09 08 1.2 0.07 10 0
50cells 09 02 12 07 09 08 05 09 09 1.2 0.07 10 0





[image: image11.png]Physical Dose 1.4 Gy Variance Accepted Not accepted

20cells 08 12 19 08 14 14 12 14 14 138 0.12 8 2

30cells 12 09 1.7 08 13 12 14 14 1.6 2.0 0.12 8

2
40cells 14 09 16 06 13 13 15 14 15 1.7 0.10 9 1
50cells 13 09 15 09 13 14 14 13 15 1.8 0.06 10 0





[image: image12.png]Physical Dose 2 Gy Variance Accepted Not accepted

20cells 20 20 22 20 22 15 2.0 22 22 2.2 0.03 10 0

30cells 20 22 20 18 23 16 20 23 23 2.2 0.05 10

0
40cells 19 22 21 1.7 22 1.7 2.0 23 22 24 0.05 10 0
50cells 19 20 20 19 22 19 19 22 20 23 0.02 10 0





[image: image13.png]Physical Dose 2.6 Gy

Variance Accepted

Not accepted

20cells 29 1.8 26 20 25 27 32 25 21 29 0.17 7 3
30cells 27 21 25 23 26 26 28 23 25 28 0.05 10 0
40cells 28 22 23 23 25 26 27 23 2.6 3.0 0.06 10 0
50cells 29 22 21 25 23 25 26 21 26 29 0.08 10 0





[image: image14.png]% of inclusion in the adequate

medical class of risk
Class Dose 20 30 40 50
ofrisk range Estimations cells cells cells cells
1 <1Gy 20 75 90 95 90
2 1-2Gy 10 80 80 80 80
3 2-4Gy 20 80 90 85 80






[image: image15.png]Based on = 0.5 Gy

Physical Dose (Gy) L
uncertain interval
01 0.7 14 2.0 2.6 Variance Accepted Not accepted
100 BNcells 0.0 0.7 1.7 2.1 22 0.04 5 0
200 BNcells 00 06 1.7 22 23 0.05 5 0
1000 BNcells 0.1 06 13 1.8 23 0.01 5 0
2000 BNcells 00 06 13 20 2.2 0.02 5 0





[image: image16.png]Class of risk Dose range Estimations

% of inclusion in the adequate medical class of risk

100 BN cells 200 BN cells 1000 BN cells 2000 BN cells

1 <1Gy 2 100 100 100 100
2 1-2Gy 1 100 100 100 100
3 2-4Gy 2 100 100 50 100






[image: image17.png]Physical Dose (Gy) Based on % 0.5 Gy
uncertainty interval

01 0.7 14 2 2.6 Variance Accepted Not accepted

20cells 0.0 0.0 0.0 2.7 4.9 1.62 1 4

30cells 0.0 00 16 2.1 44 0.68

40cells 0.0 0.8 2.1 2.5 3.9 0.25

50cells 0.0 07 19 2.1 4.0 0.50

100cells 0.0 1.0 1.5 19 33 0.15

200cells 0.0 0.6 1.5 23 3.1 0.11

300cells 0.0 0.8 1.5 22 3.0 0.07

400cells 0.0 0.8 14 2.0 2.9 0.04

R RN E YN
Q||| ==

500cells 00 0.8 1.6 2.0 2.8 0.04






[image: image18.png]Class

% of inclusion in the adequate medical class of risk

Dose 20 30 40 50 100 200 300 400 500

of risk range Estimations cells «cells cells cells cells cells cells cells cells
1 <1Gy 2 100 100 100 100 50 100 100 100 100

2 1-2Gy 1 0 100 0 50 100 100 100 100 100

3 2-4Gy 2 50 50 100 100 50 100 100 100 100





3.3
Automated Triage Dose Estimation 

The dose estimates were performed in triage automated mode for DCA ranging from 20 to 500 cells and for CBMN in various binucleated cells before and after the validation by an operator (ranging from about 1,000 to about 3,000 binucleated cells) in blind samples irradiated with unknown doses. In the table 5a are reported the estimates performed with DCA automated mode. The variance decreased increasing the number of cells scored and using the uncertainty interval of ±0.5Gy accepted for triage dicentric assay all estimations from 200 cells were considered accepted. Analysing physical doses into different classes of medical risk we observed that beyond 200 scored cells all estimations were included into the appropriate class (table 5b). In table 6a are reported the estimates performed with CBMN automated mode. The variance obtained between estimates without and with validation was very close; using the uncertainty interval of ±0.5Gy all estimations were considered accepted with or without validation. Again, separating physical doses into different classes of medical risk, we observed that with validation all estimations fell into the appropriate class (table 6b).
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3.3
Inter-Assay Comparison 

In order to assess the power of discrimination between the two assays used in this work we have performed an inter-assay comparison. Figure 3a shows the comparison of the variance mean between DCA and CBMN manual triage mode. The values were in good agreement with 0.048Gy for DCA at 50 cells and 0.052 for CBMN at 200 cells scored. Figure 3b shows the comparison of the variance mean between the automated triage modes. These values were also in good agreement for CBMN with and without validation with 0.004Gy vs. 0.006Gy while a value of 0.11Gy was observed for DCA. We also compared each biodosimetric assay for correlation of physical dose vs. estimated dose. In the table 7 are reported the results of linear correlation. The best correlation was obtained for automated strategy with a R2 for DCA and CBMN of 0.9974 (p<0.0001). For manual scoring the best strategy was DCA with R2 of 0.992 (p=0.0003) followed by CBMN with a R2 of 0.942 (p=0.006).
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4.0
DISCUSSION

The aim of this study was to evaluate the triage mode scoring for DCA and CBMN assays as possible high-throughput screening tools for radiation biological dosimetry. Rapid triage scoring can be applied to several cytogenetic assays employed in biological dosimetry. It has been determined that DCA dose estimates by scoring 50 cells (or 30 dicentrics) can ensure sufficient accuracy to be useful for the medical community. It has been shown that this method of scoring will deliver dose estimates within 1Gy with a ± 0.5Gy uncertainty interval of the physical dose [2, 8]. Compared to standard dicentric scoring of 500 or 1,000 cells, this triage method increases the overall throughput up to 20 times. Triage scoring can also be applied to the CBMN assay. Based on our estimations, the data were in agreement with previous reports on DCA triage dose assessment. All estimations were considered valuable in the uncertainty interval of ± 0.5Gy after scoring 50 metaphases. The same results were obtained scoring 30 cells but the 1.4Gy dose. For this dose, after scoring of 30 metaphases we found two not accepted values, respectively one underestimated and one overestimated by 0.1Gy, and after scoring of 40 metaphases there was one not accepted underestimated value by 0.3Gy. However, considering 150 dose estimations ranging from 30 to 50 metaphases, the not accepted ones were only three (2%). Regarding medical class of risk, after scoring of 50 cells the dose estimates didn’t fit in the right classes for an overestimation of 0.2Gy (two 1.2Gy estimations in 0.7Gy physical dose) and an underestimation of 0.1Gy (two 0.9Gy estimations in 1.4Gy physical dose and four 1.9 estimations in 2Gy physical dose). This didn’t allow a complete separation between the <2Gy exposure (individuals with long term surveillance) and >2Gy (treatment urgently needed, low mortality with suitable treatment) that are the crucial classes for triage discrimination. The complete separation didn’t occur for 4 estimations into 2Gy exposure that were estimated as 1.9Gy leading to grading four hypothetical individuals in the <2.0Gy interval, although they needed urgent medical treatments.

For standard biological dosimetry by CBMN, it is recommended that to score 1,000 binucleated cells. However, it has recently been demonstrated that scoring 200 binucleated cells allowed the identification of doses greater than 1Gy [13]. Our results about the scoring of 200 binucleated cells are in agreement with this study. Furthermore we obtained a complete separation for each dose with an interval of uncertainty of ±0.5Gy accepted for DCA triage assay after scoring only 100 binucleated cells. Moreover, after scoring of 100 and 200 binucleated cells the dose estimates are included into the appropriate medical classes of risk. In case of 1,000 binucleated scored cells only one estimation was outside the right class (1.8Gy rather than 2Gy).

Automated scoring is considered a useful tool for a rapid triage of individuals accidental exposed to radiological/nuclear sources. In this study we compared the dose estimation carried out with automated detection system of DCA and CBMN. The automated scoring of DCA was performed from 20 to 500 cells. Based on the ±0.5Gy interval of uncertainty of dose estimation after scoring of 200 cells all estimates were accepted. Considering the adequate insertion into medical class of risk after 200 cells scored all estimates fell into appropriate classes and this trend was maintained up to 500 cells scored. 
About CBMN, all estimates performed with or without validation were considered accepted into the interval of uncertainty of ±0.5Gy and fell into the adequate medical classes of risk except for the 2Gy dose that was estimated as 1.9Gy in not validated mode.

The linear regression performed for two biodosimetry assays showed that the best method to assess the absorbed dose is the automated DCA/CBMN scoring followed by DCA/CBMN in manual mode. 

All estimations performed showed a good agreement with the physical dose considering the ±0.5Gy uncertainty interval. Based on our data the scoring of 30 metaphases or 100 binucleated cells can be useful for medical response in case of a large scale nuclear accident. Furthermore, the good results obtained with automated scoring support the idea that automation could be a good alternative to manual scoring to improve the laboratory capabilities reducing the time necessary for analysis. Considering the aim of classifying into clinically relevant classes our data demonstrated that the triage mode was not always able to discriminate each class. Rapid triage assays are approximate, but can still help medical personnel to make decisions for the first aid of the victims, especially very high exposed, considering also clinical signs and symptoms Medical personnel would still communicate discrepancies between clinical symptoms and triage dose estimations to improve accuracy by scoring more cells.
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Table 4: Dose estimations carried out from manual scoring of micronuclei (A) and percentage of inclusion inside the right medical class of risk (B).





Table � SEQ Tabella \* ARABIC �1�: Results of automated scoring of DCA (A) and distribution, u-value and dispersion factor of dicentric chromosomes (B). SEM: standard error of the mean.
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Table 3: Dose estimations carried out from manual scoring of dicentrics (A) and percentage of inclusion inside the right medical class of risk (B).





Figure � SEQ Figura \* ARABIC �2�: CBMN automated dose-effect calibration curve with and without validation.
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Table � SEQ Tabella \* ARABIC �2�: Results of automated without (A) and with (B) validation by an operator of CBMN. SEM: standard error of the mean.





Figure � SEQ Figura \* ARABIC �1�: DCA automated dose-effect calibration curve and previously generate manual calibration curve (for more details see the paper n°21).
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Table 5: Dose estimations performed by automated scoring of dicentrics (A) and percentage of inclusion within the appropriate medical class of risk (B).
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Table 6: Dose estimations performed by automated scoring of micronuclei (A) and percentage of inclusion within the appropriate medical class of risk (B).
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Figure � SEQ Figura \* ARABIC �3�: Comparison of the variance mean between triage manual modes (A) and triage automated modes (B). DCA 50: 50 cells scored; CBMN 200: 200 binucleated cells scored DCA 200: 200 cells scored. 





Table 7: Linear regression for correlation of inter-assay power of dose discrimination between DCA and CBMN.
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