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Abstract
In this paper, we present an ontology-driven information extraction system for pre-analysis of military texts such as intelligence reports. We discuss the techniques used in this system, which are “Information Extraction” (IE), “Semantic Role Labeling” (SRL) and the application of different kinds of ontologies for knowledge representation. As a conclusion we show how a system that integrates all these techniques can be used in the process of automatic threat recognition.
Motivation
Information advantage is a key success factor for all types of military operations. If the commander has comprehensive information about her own forces, about the current situation of the enemy and about other relevant conditions, she can draw the correct conclusions and make more specific decisions in shorter time. However, time is not always a critical factor. Especially terrorist threats develop within longer periods of time from planning to execution. Information about these kinds of hostile operations often is hidden in a huge amount of sensor data, SIGINT data, HUMINT reports, and open sources. This huge amount of heterogeneous data can no longer be processed solely by human reconnaissance specialists. It has to be pre-processed by automatic means in order to reduce the number of items the human experts need to check [23].

In the ideal case, systems proactively lead the user to those pieces of information that are relevant for his specific problem and support him in his manual search. The user then can analyze this promising information to find the solution for his problem. Computational linguistics offers approaches that, when combined, allow a potent and precise tool for automatic text analysis and threat recognition. In particular, text analysis systems can be augmented by adding ontology modules. The automated solution of sophisticated problems requires a certain “intelligence” of the systems. A necessary requirement for this is knowledge that is machine-readable and processable. With the help of ontologies, it is possible to describe machine-readable and processable knowledge at semantic level, i.e. to model the meaning of the represented facts. Furthermore, the use of ontologies has several advantages: It allows sharing a common understanding about the information structure and a clear common definition of the data to be processed. It also enables interoperability in disparate system environments as well as machine-readability [25]. 

The paper is structured as follows: First, we will provide a short overview on ontologies in general. Then, we will discuss the process of information extraction and its processing steps. The final step of information extraction is semantic role labeling. In our system, semantic role labeling relies on knowledge represented in ontologies. Thus, we have divided our discussion of information extraction in two sections, the processing steps up to semantic role labeling and semantic role labeling itself. Information extraction calculates a formal representation of a test’s content. In addition to presenting the IE process, we also will show how its results can be used in automated threat recognition. This application also relies on knowledge. Interestingly, the same ontologies that support information extraction can be used to enable automated threat recognition.
Ontologies
According to Gruber [9], an ontology is an “explicit specification of a conceptualization” where conceptualization is defined as “an abstract, simplified view of the world that we wish to represent for some purpose”. Common knowledge often is taken granted by humans but nevertheless has to be represented so that a system can use it. In order to stress this point, Borst [6] modified the definition of Gruber, by adding the modifier “shared” to “conceptualization” and by substituting “explicit” by “formal” so that Borst proposes the definition: “An ontology is a formal specification of a shared conceptualization.” 

In contrast to philosophy where ontology is the science of being as such [19], the definitions by Gruber and Borst refer to “ontology” as used in information science. Here, ontologies usually consist of a defined basic vocabulary structured as taxonomy. This means that the terms refer to concepts and are put into a tree structure for which the structuring relation is the hyponymy relation “ISA” (= is a). This relation is chosen because it allows inheritance. From the implementation point of view, the concepts are classes. For example, there might be the class “car” in the ontology as subclass of “vehicle.” These classes might have instances denoting specific objects of the real world, specific cars in our case. Often, the instances are stored in a data base. In addition to the taxonomic structure, the classes are augmented with attributes as well as relations that hold among them. For example, the class “vehicle” might have attributes like “color” or “max speed” which are inherited to “vehicle’s” subclass “car”. An instance of class “car” then has a value for the attribute “color” which has to be a color denotation, e.g. “white”. Another example might be the relation “owner” by which for example instances of “vehicle” can be linked to instances of “organization” or “person”.
In the following, we will discuss the process of information extraction by which texts, written in natural languages like English, can be analyzed automatically. The final step of this process is semantic role labeling. We will show how ontologies support the step of semantic role labeling. Before that, however, we will take a look at those steps that precede semantic role labeling.

Information Extraction
For automatic information extraction (IE) we developed an application called MIETER (Military Information Extraction from Texts and their Electronic Representation) [10]. We use this application with the open-source tool GATE (A General Architecture for Text Engineering) provided by the University of Sheffield [2, 7]. GATE offers a toolbox to build IE processing pipelines. These pipelines can easily be customized according to one’s needs which is what we have done developing MIETER. 

An IE processing pipeline consists at least of the following processing modules: tokenizer, gazetteer, sentence splitter, part-of-speech tagger, named entity recognizer, and a chunker [3].

The tokenizer determines individual tokens of the text, i.e., single words, numbers, abbreviations, and punctuation marks. The gazetteer then compares the tokens to elements of several lists which contain names of various types such as person and organization names, names for countries, cities, rivers and the like. Tokens matching an element in one of the lists will be annotated with the respective type, e.g., the token “Kabul” might be tagged as type = location, subtype = city. Once the tokenization is done, sentences need to be determined by the sentence splitter. Next, the part-of-speech tagger (POS tagger) assigns the word tokens their respective syntactic categories (e.g., for “the patrol stops”, “the” has to be tagged as determiner, “patrol” as noun and “stops” as verb). On the basis of the annotations produced, the recognizer for named entities and the chunker identify the constituents within the sentences. The recognizer for named entities combines elements annotated by the gazetteer. For example, for the sequence “Dr. Mohammed el-Baradei”, the recognizer will annotate the whole sequence with the tags person and noun phrase according to its rules. The chunker operates on the tags provided by the POS tagger and by the recognizer for named entities. For example, in “The patrol moves towards the airport”, “the” was previously labeled determiner and “patrol” as well as “airport” were labeled noun. The chunker recognizes a sequence of a determiner and a noun as noun phrase. So “the patrol” and “the airport” are annotated noun phrase. In addition, “towards” is labeled preposition. A preposition followed by a noun phrase, like “towards the airport”, constitutes a prepositional phrase.

Semantic Role Labeling
The module for semantic role labeling (SRL) is attached at the end of the IE pipeline to assign semantic roles to the constituents calculated in the preceding processing steps. In our example, SRL will assign theme to “the patrol” and direction to “towards the airport”. SRL starts by identifying the verb group within each sentence and the main verb within the verb group. For example, in the verb group “had been sold” the main verb is “sell”. That verb is stored and looked up in a specific verb ontology we developed for this process.  This ontology provides information about verbs, among it their semantic frames. Semantic frames, originating from Fillmore’s case grammar [8], tell us which semantic roles come with the verb in question and which of these roles are mandatory, optional or forbidden. For example, a verb that denotes an action that involves a movement, such as “move”, “advance” or “withdraw”, is compatible with the spatial semantic roles origin, path and destination or direction (e.g., The company advanced from Dowdall’s Tavern via the Orange Turnpike towards Chancellorsville”). Thus origin, path, direction and destination are in the frames of “move”, “advance” and “withdraw”. 

The verb ontology is a specific module of our system. Often, ontologies refer to object terms only in order to represent knowledge. For example, we explained the structure of an ontology by referring to the concepts of “car” and “vehicle” above. However, not only object terms can be put in an ontology but also action and event terms which are verbs. Although it is not as for object terms, verbs also can be taxonomized. For example, “buy” and “steal” denote actions that can be subsumed under “procure” actions. 

We created our verb ontology based on FrameNet [1, 17] and VerbNet [5]. The construction was also influenced by the work of Helbig [13], Levin [16], and Sowa [24]. As a verb ontology has to focus on situations, events, and actions, the verbs in the ontology are classified into those that refer to dynamic situations and those that refer to static situations. The former class is divided in those verbs that refer to actions and those that refer to events. Action verbs demand an agent (“an active animate entity that voluntarily initiates an action” [24, p. 508]). The action verbs are divided into many classes, among them cognition verbs (e.g., “consider”), exchange verbs (e.g., “receive”) and motion verbs (e.g., “advance”). 

As already mentioned, the information stored in the verb ontology is first and foremost information about its frame and thus about semantic roles. It is stored which role a verb demands, allows, and forbids. Actions belonging to the same class share the semantic roles they demand and allow [20]. Figure 1 presents a snapshot of our verb ontology as written in Protégé [4].
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Figure 1: This snippet from a Protégé screen shows 
the semantic properties of the verb “advance”.
In addition to providing the verbs’ frames, the verb ontology also represents knowledge on semantic constraints [8]. The ontology contains statements about which kind of object might fill out a specific role. For example, for the verb “to speak” it is represented that the noun phrase that fills the agent role of speaking has to be a person. In order to get results from this kind of knowledge (semantic constraints), another ontology is needed. This second ontology has to be an object ontology that stores knowledge about the objects of the domain the texts are about. E.g., the object ontology might represent that “Noam Chomsky” denotes a person, and “Oslo” denotes a city. Thus, “Noam Chomsky” but not “Oslo” complies with the constraint for the agent of a speaking action.

In the process of semantic role labeling, we look up the main verb of the sentence in the verb ontology and receive its frame. Then, SRL uses syntactic information (particularly word order information), lexical information (e.g., from prepositions – the “from” in “from Dowdall’s Tavern” points to the spatial role origin whereas the “via” in “via the Orange Turnpike” indicates the spatial role path) and information about semantic constraints to fill each frame by assigning constituents from the respective sentence to that frame. The semantic constraints are of course taken from the verb ontology. Figure 2 shows the assignment of roles to the constituents of the sentence “On Thursday, at 15:19h, Aeroflot flight number AFL212 caused a serious aircraft incident at Oslo Airport Gardermoen (ENGM)”.
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Figure 2: Example for the result of the SRL process.
The task to make the ontology available as a resource for the semantic role labeling in our system is assigned to the module called “Frame Slot Creator”. This module takes the main verb and sends it to an Ontology Web Service. That service acts as an interface to the ontology. It returns the corresponding semantic frame for each verb requested. The Frame Slot Creator then transforms the frame into a corresponding matrix of attribute-value pairs. The semantic roles of the frame serve as attributes. The values of these attributes have to be the constituents of the respective sentence. The filling of the slots is done by a module called “Frame Slot Filler” using – as already mentioned – syntactic information, lexical information and the semantic constraints the ontology provides for appropriate filling. The important aspect from the implementation point of view is that the result of the semantic role labeling is a formal representation of the sentences as attribute value matrices. These matrices can be used in applications such as automatic threat recognition (cf. next section) where they are matched against pre-defined other matrices. Figure 3 shows the attribute value matrix for the sentence “The crew used the latest edition of the Jeppesen map of Oslo Airport Gardermoen” whereas figure 4 presents the architecture of our system.
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Figure 3: Attribute-value matrix for the semantic roles of the sentence.
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Figure 4: The figure shows the system’s architecture.
Application: Automatic Threat Recognition
The result of the IE process and the SRL is a formal representation of all sentences contained in the text as attribute-value matrices. This leaves the question open as to how such a formal representation might help in an application such as automatic threat recognition. In order to answer this question, let us assume, for example, that a person X is known to be a member of organization Y that carries out terrorist attacks. Under keyword spotting, searching for X or Y, the appearance of X or Y in a text will result in adding that text to the list of texts that might be of interest. All the texts of that list must be checked by the human expert. However, in pure keyword spotting false hits are not unlikely. For example, if the expert is looking for threats, a report that mentions that X has visited his mother is unlikely to indicate a threat. However, if a report tells us that X bought lots of items necessary for IED construction, then that report indicates threat. If the reports in question are represented formally, i.e., with their constituents annotated by semantic roles, threat indicators no longer need to be simple keywords but can be constructed so that they match precisely the hints for threats that the human experts would like to know about. The first step in order to realize this approach is an indicator editor. By this tool the human expert can express explicit hints against which the formal representations of texts, i.e., their attribute value matrices can be matched.
In our indicator editor module, the expert can choose a verb as base to express the hint in question. The Ontology Web Service then provides the verb’s frame together with those restrictions which are already determined by the ontology. The expert then can narrow these restrictions further. For example, if the expert had chosen “procure” in order to construct a hint saying that someone procures fertilizer which indicates to bomb construction, he can narrow the procure’s attribute value pair “theme: ConcreteObject” to “theme: Fertilizer”. A snapshot of the respective field of our indicator editor in which that narrowing already had been carried out is shown in figure 5. In a second step, the expert might narrow the agent to a person that is supposed to be hostile.

If then reports analyzed by our information extraction process are matched against the “bomb construction” indicator that includes the “hostile person procures fertilizer” trigger the automatic threat recognizer tries to match the analyzed sentences against that trigger. If for example, one of the texts contains the sentence “During the afternoon, E.T. Ash-Ripley bought 100 kg fertilizer at Brandywine Fox Farming Supplies” three things are checked. First, it is checked – in the verb ontology – whether “buy” denotes a procure action. Second, it is checked whether the theme of that action (that what is bought) is fertilizer. Third, it is checked whether “E.T. Ash-Ripley” denotes a person and if that person – according to the object ontology or to be more precise according to its database of instances of type person – is considered hostile. If all these checks are positive, the trigger fires which will lead to further processing within the automatic threat recognition. 

In sum, using our methodology to annotate texts like reports with semantic labels like semantic roles allows for focused and ontology supported content checks. These checks form a new and sustainable basis for applications like automatic threat processing.
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Figure 5: A snippet from the Indicator Editor.
Conclusion
In this paper, we have presented an ontology-driven information extraction system for pre-analysis of military texts such as reports written in natural language. The method uses “Information Extraction” (IE), “Semantic Role Labeling” (SRL) and different kinds of ontologies for knowledge representation. We explained how Information Extraction and Semantic Role Labeling can be enhanced by ontologies. In order to enhance the SRL process, we built a verb ontology that categorizes verbs in classes and represents the knowledge about their frames. The verbs and frames we consider are taken from the HUMINT domain. The frame information attached to a verb constrains the semantic roles that can be assigned to the sentence’s constituents. In conclusion, the ontology protects us from making false assumptions and form assigning a role to the frame that its verb forbids. The second ontology we have built is the object ontology. It stores knowledge about the objects of the domain the texts are about. 

The presented method for report analysis can be a component of larger systems, e.g. machine translation systems that translate reports into all those languages that are under use in a complex combined operation or systems for analysis large amounts of reports under specific questions. In this paper, we have sketched how the report analysis component operates in such a system, a system for automatic threat recognition.
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